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Wroclaw University of Technology, Poland
E-mail: michal.wozniak@pwr.wroc.pl

André C.P.L.F. de Carvalho
University of Sao Paulo at Sao Carlos, Brazil
E-mail: andre@icmc.usp.br

Héctor Quintián
University of Salamanca, Spain
E-mail: hector.quintian@usal.es

Emilio Corchado
University of Salamanca, Spain
E-mail: escorchado@usal.es

ISSN 0302-9743 e-ISSN 1611-3349
ISBN 978-3-642-40845-8 e-ISBN 978-3-642-40846-5
DOI 10.1007/978-3-642-40846-5
Springer Heidelberg New York Dordrecht London

Library of Congress Control Number: Applied for

CR Subject Classification (1998): I.2, H.3, F.1, H.4, I.4, I.5

LNCS Sublibrary: SL 7 – Artificial Intelligence

© Springer-Verlag Berlin Heidelberg 2013
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered and
executed on a computer system, for exclusive use by the purchaser of the work. Duplication of this publication
or parts thereof is permitted only under the provisions of the Copyright Law of the Publisher’s location,
in its current version, and permission for use must always be obtained from Springer. Permissions for use
may be obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution
under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of publication,
neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or
omissions that may be made. The publisher makes no warranty, express or implied, with respect to the
material contained herein.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper
Springer is part of Springer Science+Business Media (www.springer.com)



Preface

This volume of Lecture Notes in Artificial Intelligence (LNAI) includes accepted
papers presented at HAIS 2013 held in the beautiful and historic city of Sala-
manca, Spain, in September 2013.

The International Conference on Hybrid Artificial Intelligence Systems (HAIS)
has become a unique, established, and broad interdisciplinary forum for re-
searchers an practitioners who are involved in developing and applying symbolic
and sub-symbolic techniques aimed at the construction of highly robust and re-
liable problem solving techniques, and bringing the most relevant achievements
in this field.

Hybridization of intelligent techniques, coming from different computational
intelligence areas, has become popular because of the growing awareness that
such combinations frequently perform better than the individual techniques such
as neurocomputing, fuzzy systems, rough sets, evolutionary algorithms, agents
and multiagent systems, and alike.

Practical experience has indicated that hybrid intelligence techniques might
be helpful for solving some of the challenging real-world problems. In a hybrid
intelligence system, a synergistic combination of multiple techniques is used to
build an efficient solution to deal with a particular problem. This is, thus, the
setting of HAIS conference series, and its increasing success is the proof of the
vitality of this exciting field.

HAIS 2013 received 218 technical submissions. After a rigorous peer-review
process, the International Program Committee selected 68 papers that are pub-
lished in this conference proceedings.

The selection of papers was extremely rigorous in order to maintain the high
quality of the conference and we would like to thank the Program Committee
for their hard work in the reviewing process. This process is very important to
the creation of a conference of high standard and the HAIS conference would
not exist without their help.

The large number of submissions is certainly not only testimony to the vital-
ity and attractiveness of the field but an indicator of the interest in the HAIS
conferences themselves.

HAIS 2013 enjoyed outstanding keynote speeches by distinguished guest
speakers: Prof. Hojjat Adeli - Ohio State University (USA), Prof. Hujun Yin
- University of Manchester (UK), and Prof. Manuel Graña – University of Pais
Vasco (Spain).

HAIS 2013 teamed up with the International Journal of Neural Systems
(WORLD SCIENTIFIC), Integrated Computer-Aided Engineering (IOS PRESS),
Neurocomputing (ELSEVIER), and the Applied Soft Computing (ELSEVIER)
journals for a set of special issues and fast track including selected papers from
HAIS 2013.



VI Preface

Particular thanks also go to the conference main Sponsors, IEEE-Sección
España, IEEE Systems, Man and Cybernetics –Caṕıtulo Español, AEPIA, Ayun-
tamiento de Salamanca, University of Salamanca, World Federation of Soft Com-
puting, MIR Labs, IT4Innovation Centre of Excellence, The International Feder-
ation for Computational Logic, Ministerio de Economı́a y Competitividad (TIN
2010-21272-C02-01), Junta de Castilla y León (SA405A12-2), INMOTIA, RE-
PLENTIA, and HIDROGENA, who jointly contributed in an active and con-
structive manner to the success of this initiative.

We would like to thank Alfred Hofmann and Anna Kramer from Springer for
their help and collaboration during this demanding publication project.

September 2013 Jeng-Shyang Pan
Marios Polycarpou

Micha�l Woźniak
André C.P.L.F. de Carvalho

Héctor Quintián
Emilio Corchado



Organization

Honorary Chairs

Alfonso Fernández Mañueco Mayor of Salamanca
Costas Stasopoulos Director-Elect. IEEE Region 8
Antonio Bahamonde President of the Spanish Association for

Artificial Intelligence (AEPIA)
Pilar Molina IEEE Spanish Section President

General Chair

Emilio Corchado University of Salamanca, Spain

International Advisory Committee

Ajith Abraham Machine Intelligence Research Labs, Europe
Antonio Bahamonde President of the Spanish Association for

Artificial Intelligence, AEPIA
Andre de Carvalho University of São Paulo, Brazil
Sung-Bae Cho Yonsei University, Korea
Juan M. Corchado University of Salamanca, Spain
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José-Ramón Cano De Amo University of Jaen, Spain
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Francisco Herrera

Simulating a Collective Intelligence Approach to Student Team
Formation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

Juan M. Alberola, Elena del Val, Victor Sanchez-Anguix, and
Vicente Julian

A Counting-Based Heuristic for ILP-Based Concept Discovery
Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

Alev Mutlu, Pınar Karagoz, and Yusuf Kavurucu

Extracting Sequential Patterns Based on User Defined Criteria . . . . . . . . 181
Oznur Kirmemis Alkan and Pınar Karagoz

Sequence Alignment Adaptation for Process Diagnostics and Delta
Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

Eren Esgin and Pınar Karagoz



Table of Contents XV

Qualitative Reasoning on Complex Systems from Observations . . . . . . . . . 202
Gonzalo A. Aranda-Corral, Joaqúın Borrego-Dı́az, and
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Josué Iglesias, Ana M. Bernardos, and José R. Casar
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Abstract. This paper presents the use of a multi-agent system for the develop-
ment of proactive S-Metaheuristics (i.e. single-solution based metaheuristics) 
derived from Record-to-Record Travel (RRT) and Local Search. The basic idea 
is to implement metaheuristics as agents that operate in the environment of the 
optimization process with the goal of avoiding stagnation in local optima by ad-
justing their parameters and neighborhood. Environmental information about 
previous solutions is used to determine the best operators and parameters. The 
proactive adjustment of the neighborhood is based on the identification of the 
best operators using Fitness Distance Correlation (FDC). The proactive adjust-
ment of the parameters is focused on guarantying a minimal level of acceptance 
of new solutions. Besides, a simple form of combination of both proactive be-
haviors is introduced. The system has been validated through experimentation 
with 28 functions on binary strings. 

Keywords: Metaheuristics, Agents, Proactivity, Local Search, RRT, FDC. 

1 Introduction 

Metaheuristics are popular optimization methods due to their ability to find good 
solutions (not necessarily optimal) to complex optimization problems in different 
domains [1]. Local Search (LS) is an important root in the genealogy of metaheuris-
tics [1] that iteratively improves a solution according to the criteria to be optimized. 
The principal problem of LS is the convergence to local (not global) optima. The 
existence of local optima is the consequence of two aspects: operators (neighborhood) 
and acceptance criterion. Many S-Metaheuristics (single-solution based metaheuris-
tics) [1]  have been designed to overcome this problem by relaxing the acceptance 
criterion (some worse solutions are accepted) or by modifying the neighborhood. In 
all these metaheuristics, several parameters need to be adjusted to get good results. 
Besides, according to the No Free Lunch (NFL) theorem, it is impossible to demon-
strate that one metaheuristic outperforms all the others in all possible problems [2]. 
Several predictive measures of problem difficulty (e.g. Fitness Distance Correlation 
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(FDC) [3]) have been proposed to learn which characteristics of a problem make it 
difficult for certain metaheuristic.  

This paper is focused is developing proactive S-Metaheuristics that behave proac-
tively (i.e., adjusting themselves the parameters and neighborhood), according to the 
goals of the optimizer. We use the i* language [5] to model S-Metaheuristics as 
agents that act in an environment (optimization process) with the goal of achieving a 
global optimum, while avoiding local optima. This facilitates the identification of 
goals, and plans to incorporate proactivity. The use of a multi-agent system provides 
flexibility in the solution as agents can negotiate among them and adjust parameters. 
The system evolves through a series of iterations by considering previous solutions to 
detect the best parameter settings and neighborhood structure. Section 2 explains the 
main concepts of agents and metaheuristics that are relevant to this paper. Section 3 
presents the analysis and design of the system model with the i* methodology. This 
model applies proactive adjustment of parameters and neighborhoods, based on the 
information gathered from the environment. Section 4 presents an experimental vali-
dation of the proactive metaheuristics in 28 functions on 100-bits strings. Section 5 
presents the conclusions and discusses possible extensions to this approach. 

2 S-Metaheuristics and Agents 

2.1 S-Metaheuristics: Parameters, Neighborhoods, and Measures 

S-Metaheuristics are single-solution based metaheuristics [1], which use the current 
(single) solution as a reference, in order to generate new solutions by consecutive 
applications of the operators. All S-Metaheuristics keep the best solution found during 
the course of the optimization process. The performance of metaheuristics depends 
highly on the balance between two factors: exploration and exploitation [1]. 

Random Search (RS) is located in one extreme of exploration, because every new 
solution is generated without any considerations of the previously generated solutions. 
Local Search (LS) is in the other extreme, because it generates new solutions as mod-
ifications of the best previous solutions. A new solution is only accepted as a refer-
ence to generate new ones if it is better than the previous solution. This acceptance 
criterion can lead to converge to local (not global) optima, where the optimization is 
stagnated. As local optima are consequence of operators (neighborhood) and accep-
tance criterion, many S-Metaheuristics have been designed to overcome this issue by 
relaxing the acceptance criterion, and considering some worse solutions as new refer-
ences. For example, in Random Walk (RW) every new solution (worse or better) is 
accepted as reference. Other S-Metaheuristics, such as Record-to-Record Travel 
(RRT), and Great Deluge Algorithms (GDA) use a moderated acceptance criterion. 
They accept some worse solutions taking into account the quality of the new solution, 
and some other aspects and parameters. For instance, RRT accepts worse solutions 
which are not much worse than the best solution in a certain parameter (Deviation). 
The parameter Deviation directly affects the performance of RRT, because it controls 
the balance between exploitation and exploration. For example, RRT with a very high 
value of deviation is similar to RW. In contrast to the modification of the acceptance 
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criterion, a different approach to avoid local optima is to modify the neighborhood. 
This approach is used by Variable Neighborhood Search (VNS). It is important to 
note that local optima are also consequences of the operators [3]. As the neighbor-
hood changes, a solution that is a local optimum in a neighborhood is not necessarily 
a local optimum in other neighborhood. The underlying idea is that the best solution 
at the end of the search may be a global optimum because it has been a local optimum 
in many neighborhood structures. The operators and the criteria to change them affect 
the performance of VNS. Unless some general guidelines are available to adjust all 
these S-Metaheuristics [1, 4], the best values depend on the problems, the operators 
used, and the current state of the optimization process. This is also emphasized by the 
NFL  theorem [2].  

Many predictive measures have been proposed to understand and to predict the 
performance of metaheuristics, e.g. Fitness Distance Correlation (FDC) [3]. FDC 
computes the correlation between the fitness (evaluation of the solution using the 
objective function), and the distance (in terms of operators) between each solution and 
the global optimum. If FDC is near to -1, both characteristics vary in opposite direc-
tions, i.e., solutions near to the global optimum (small distance) are good (high fit-
ness). If FDC= -1 this problem may be easy, but if FDC= 1 it may be hard. As FDC 
needs the values of all the solutions, it has been normally used to study the perfor-
mance of metaheuristics in certain controlled type of problems. FDC depends on the 
operator used to establish the distance. For example, solutions 000 and 101 are at 
distance 2 in terms of 1-bit mutation, but they are at distance 1 in terms of 2-bit muta-
tions. We are not aware of any proposal of changing the neighborhood based on FDC. 

2.2 Agents and Metaheuristics 

A relevant characteristic of agents is autonomy. Agents are able to act without direct 
intervention of humans, and are driven by goals. This means that agents need to be 
proactive, in the sense that they will take the initiative, i.e., decide by themselves what 
actions to perform in order to satisfy their goals.  For this reason, the analysis of the 
system goals is very relevant in agent-oriented development. The language i* has shown 
to be useful for this purpose because it allows to express the main motivation of the 
actors that interact in a certain environment, and the dependencies among them to solve 
a problem. This conducts to software requirements, in terms of what a system must do 
(late requirements) and why it must be do it (early requirements) [5]. Early requirements 
elicit the dependencies among the different actors (human or software) in order to know 
why tasks must be done. Late requirements specify which goals can be delegated to 
software if an agent is able to perform a task with positive influence to satisfy the goal.  

Some agent based models of metaheuristics have been developed [6-10]. Most of 
them rely on the social behavior characteristic of the agent paradigm, by defining 
agents that exchange messages to guide the search towards the most promising re-
gions. However, no proactive metaheuristics have been proposed, as a consequence of 
the absence of the explicit modeling of these goals. Particularly, the acceptance crite-
rion and the neighborhood structure of S-Metaheuristics have not been adjusted using 
an agent based approach. Some mechanisms for parameter adjustment have been 
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proposed [1, 4], but they are not based on the explicit modeling of the goals, nor the 
evolution of S-Metaheuristics have been regarded as an environment to be observed 
and over which an agent may proactively act in order to reach the human goals. A 
special mention deserves [11]. Although it does not model the goals, it shows how to 
adjust the temperature in SA to get a certain acceptance probability. It implicitly tries 
to satisfy a certain objective by controlling the parameters. In the next section we 
show how the use of i* contributes to elicit the goals of the different components of 
the metaheuristics, therefore guiding towards a solution for proactive metaheuristics.  

3 Proactive S-Metaheuristics 

3.1 Modeling of S-Metaheuristics with i* 

Figure 1 presents the i* model of the early requirements of an S-Metaheuristic, e.g. 
RRT. The model shows three relevant actors (circles): Metaheuristic, Function, and 
Optimizer. Optimizer is a human user that depends on the Metaheuristic (software) to 
find a solution with the best (biggest) value, using a limited amount of function evalu-
ations. Metaheuristic depends on Function (software) to know the evaluation of each 
solution. Metaheuristic can do some actions, such as: generation of initial solutions, 
generation of new solutions by modifications, selection of the solution to be used as 
reference to generate others, etc. Metaheuristics uses the parameters and operators set 
by Optimizer. The goal of Optimizer is to avoid stagnation in local optima. 

 

 

Fig. 1. Early requirements: Strategic Rationale (SR) model of Metaheuristics and Optimizer 

Figure 2 (late requirements) shows how the goal “Find good solution” may be 
passed from Optimizer to the agent Metaheuristic. This is done by allowing Metaheu-
ristic to adjust the operators and the parameters (task or plans). This task positively 
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contributes to the goal “Find good solution”. The parameters, operators, and the last 
solutions generated can be seen as resources. The optimization is an environment 
where the agent Metaheuristic is situated, and which evolves according to the taken 
actions. As the intention behind the parameter adjustment is to avoid stagnation in 
local optima, it is important to give a plan to the agent in order to do so. The next 
section explains these plans in the context of two S-Metaheuristics: LS and RRT. 

 

 

Fig. 2. Late requirements: Strategic Rationale (SR) model of Metaheuristics and Optimizer 

3.2 Plan for Proactive Adjustment of Parameter Deviation of RRT 

In RRT, deviation D must have a value that allows the acceptance of at least one solu-
tion in a certain time window (TW), e.g. TW=100 last solutions. Despite the next 
solutions are unknown, it is possible to estimate good parameters setting using the 
solutions generated in the near past. If Ebest is the evaluation of the best solution 
found in a maximization problem, a new solution X will be rejected if Ex < Ebest –D. 
Suppose that E1 is the evaluation of the best solution generated during a time win-
dow, and E2 is the evaluation of the second best solution in this time window. If D is 
the average of E1 and E2, then the former will be accepted and the later will be re-
jected. In consequence, the solutions of the time window serve to proactively adjust 
the parameter D for the next time window, in order to expect that at least one solution 
will be accepted, and the stagnation in local optima is avoided. The values of D must 
be adjusted after every time window, in order to adapt it to the state of the optimiza-
tion. Thus, this plan for adjustment of deviation is triggered after each time window. 

3.3 Plan for Proactive Adjustment of Neighborhoods Based on FDC 

A neighborhood structure is a graph where each node is a solution, and each edge 
between two solutions implies that it is possible to obtain one solution by the applica-
tion of an operator to the other. The existence of local optima is a consequence of the 
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neighborhood structure [3]. Based on a basic operator (such as 1-bit mutation) given 
by the optimizer it is possible to define some derived operators by the repeated appli-
cation of the basic operator. For example, 2-bit mutation operator may be defined as 
the application of 1-bit mutation twice. Thus, many neighborhood structures may be 
used (as in VNS) without the explicit definition of these operators by the Optimizer. 
As FDC is a measure of problem difficulty that depends on the operator used, it may 
be used to know which neighborhood structure is the best. FDC needs a complete 
exploration of the search space, what is impractical for optimization of real problems 
but, it is possible to get an estimation of FDC based on the previous solutions.  

 

  

Fig. 3. Neighborhoods using N-bit mutation, for N=1, N=2 and N=3 

As it is known which solution was used as the reference to generate a new one, 
then it can be known that both solutions are neighbors. A graph with the last solutions 
generated and an edge between all known neighbors is a sample of the neighborhood 
structure. The best solution in this set may be used as a pseudo-optimum. This infor-
mation can be used to get an approximate value of FDC. The graph in red, on the left 
part of Figure 3 is an example of the information that can be used to obtain an approx-
imation of FDC using ten hypothetical solutions. As 30 (i.e solution 11001, with fit-
ness F=30) can be used as pseudo-optimum, the distance from every solution to 30 
can be calculated. Suppose that these distances are in terms of the basic operator (1-
bit mutation, in red). As a 2-bit mutation can be expressed by applying a 1-bit muta-
tion twice, the same graph can be used to obtain the graph of the neighborhood in 
terms of 2-bit mutation (in green color, at the center of Figure 3), where two solution 
are neighbors if they are at distance 2 in the graph of the basic operator. The same 
analysis can be used to obtain the graph for a 3-bit mutation operator (in blue, at right 
in Figure 3). The distances from every solution to the pseudo-optimum can be ob-
tained using each graph (operator). In some cases, it is impossible to calculate the 
distance, e.g. there is not a path from 14 to 30 in the graph for N=2 (2-bit mutation). 
In this example, for the 2-bit mutation operator FDC= -0.96. As it is close to -1, it 
suggests that it is preferable to use the 2-bit mutation operator (for 1-bit mutation 
FDC=-0.73, and for 3-bit mutation FDC=-0.83). It is important to note that the Opti-
mizer has just defined the basic operator, but the Metaheuristic can proactively use 
the best operator. In summary, the plan for adjustment of the neighborhood consists of 
selecting the best operator (basic or derived) based on FDC. After each time window, 
Metaheuristic triggers this plan to update this analysis and to decide the operator for 
the next time window.  
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3.4 Proactive Metaheuristics with Adjustment of Deviation and Neighborhood 

The plans for adjustment of deviation and neighborhood may be used in isolation.  
If we only use the plan for proactive adjustment of neighborhood, this may be  
considered a Proactive Local Search (PLS) with adjustment of neighborhood. The 
same can be done with the plan for adjustment of parameter deviation, which may be 
considered a Proactive RRT (PRRT).  

Besides, both plans may be used in combination in order to get a robust perfor-
mance. A simple way of doing so may be to allow both plans to act independently in 
competition. After a certain time, the one with best performance is allowed to be used 
for the rest of the time. As function evaluation is a limited resource, it is important to 
use it efficiently. The amount of fitness evaluations must be divided between the ela-
boration of the proposed solution by each metaheuristic, and the refinement of the 
solution by the winner. Here two versions are explored. In PRRT*PLS, no time for 
refinement is allowed, i.e. the total amount of evaluations is divided between PRRT 
and PLS, and the best proposal of them is returned. In PRRT*PLS+R the refinement 
is included, i.e. PRRT and PLS run for a quarter of the total amount of fitness evalua-
tions. Then, the best are allowed to run for the half remaining of fitness evaluation.  

4 Experiment and Discussion 

4.1 Experiments: Functions and Metaheuristic in Comparison 

This paper shows the experimentation with 28 100-bit binary coded functions. Each 
function consists of 25 copies of 4-bit building blocks and has an optimum value of 
100. Each building block for the 28 functions is a unitation-based function. Four of 
them have been used before [3, 6, 12]: Deceptive, Onemax, RoyalRoad, and Plateau. 
The unitation of a bit string is the number of “1” inside the string. The difference 
among the 28 functions is based on different building block functions. For each poss-
ible value of unitation in a block, each building block function returns a value of 0, 1, 
2, 3, or 4. As in [12] every building block function only returns 4 if the value of unita-
tion is 4. This implies that the only global optimum is the solution with 100 bits with 
1 (every 4-bits block is 1111, with perfect unification value of 1). The different values 
that each building-block function returns for the rest of possible value of unification 
imply different building block functions. In the four building block functions of [12], 
only the values of 0, 1, 2, or 3 are used. As it can be seen, with the same structure of 
these four functions, it is possible to define 44=256 blocks functions. Deceptive is 
supposed to be hard (FDC= 1), and Onemax is supposed to be easy (FDC= -1). We 
generate other 24 build block function with different values of FDC, in order to get a 
best sample of the 256 possible block functions. The 28 building block functions are 
shown in Table 1. Functions f0123, f0003, f0000, are f3210 are Onemax, Plateau, 
RoyalRoad, and Deceptive, respectively.  

Table 1 also summarizes the 28 building block functions by using average (Ave), 
median (ME), minimum (MIN), maximum (MAX) and the standard deviation 
(STDEV) of some measures (BFDC, AveB, X-Y). BFDC measure computes FDC for 
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each building block function using the possible unitation values. AveB computes the 
average of the five values that function returns for each value of unitation. The meas-
ures X-Y (e.g. 0-1, 0-2, 0-3, 1-2, 1-3, and 2-3), compute the differences between the 
values that each function returns for the value of unitation X, and Y. For instance, in 
f3210 (Deceptive) the difference between the value assigned for the unitation value of 
1 (2) respect to the unitation value of 3 (0) is equal to 2 (2=2-0). These 28 functions 
have a good diversity in all these measures, as it can be observed in Table 1. 

Table 1. Measures on the block functions that have been used in the experiment  

Building block functions Measures Ave ME MIN MAX STDEV 
f0000 f0123 f1120 f3000 0-1 0.75 0 -1 3 1.43 
f0001 f0131 f1221 f3001 0-2 0.39 0 -3 3 1.75 
f0003 f1001 f2000 f3002 0-3 0.21 0 -3 3 1.71 
f0022 f1002 f2001 f3010 1-2 -0.36 0 -2 1 0.73 
f0111 f1012 f2012 f3012 1-3 -0.54 -1 -3 2 1.37 
f0120 f1111 f2200 f3102 2-3 -0.18 0 -3 2 1.39 
f0122 f1112 f2220 f3210 BFDC -0.03 0 -1 1 0.65 

    AveB 1.02 1 0 1.50 0.41 
 

The performance of the PRRT, PLS, PRRT*PLS, and PRRT*PLS+R, are com-
pared to the S-Metaheuristic TA, GDA, RRT, and a classical LS. Two population-
based metaheuristics (P-Metaheuristics) [1] are also compared: Evolution Strategies, 
and Genetic Algorithms. The identifiers and the parameters of all these metaheuristics 
used in the comparison are: 

• LS: Stochastic Local Search (or Hill Climbing), equal solutions are accepted. 
• RRT: Record-to-Record-Travel, deviation D=5. 
• GDA: Great Deluge Algorithm, rain R=0.01, initial water level WL=0. 
• TA: Threshold Accepting, threshold T=2. 
• GA100: Genetic Algorithms, population size 100, steady-state replacement, trunca-

tion selection of the best 50, uniform crossover, 1-bit mutation, probability of cros-
sover: 1, probability of mutation: 1. 

• ES5: Evolution Strategies, population size 5, steady-state replacement, truncation 
selection of the best, 1-bit mutation, probability of mutation: 1. 

• ES100: Evolution Strategies, population size 100, steady-state replacement, trunca-
tion selection of the best 20, 1-bit mutation, probability of mutation: 1. 

These settings come from usual recommendations [1, 4] with manual adjustment. 
For PRRT, PLS, PRRT*PLS, and PRRT*PLS+R the time window TW=200 was used. 

4.2 Results and Discussion 

For each experiment of the 11 metaheuristics on the 28 test function, 30 independent 
runs were executed until 10000 fitness evaluations. The best solution found on each 
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run was registered. These 30 results for each metaheuristic in each function were 
summarized using the average. In addition, as the Kruskal-Wallis test revealed differ-
ences amongst the algorithms in each function, we perform a comparison between 
each pair of algorithms using the unpaired Wilcoxon test (always with significance of 
0.05). When a metaheuristic is better than another in the Wilcoxon test, the winner 
receives +1 and the looser receive -1. So, if one metaheuristic outperforms all the 
others in a function it gets a perfect score SW=10. In general, these SW values are 
integers between -10 and 10, and was also used to summarize the performance of the 
algorithm in each function. The importance of non-parametric tests (e.g. Wilcoxon 
test, Friedman test, etc.) for comparing metaheuristics has been demonstrated in [13].  

Table 2. Summary of the performance in the 28 block functions 

 OM Pl RR De AA ASW SR SWp 
PRRT*PLS+R 100 100 99.7 82.9 93.3 4.4 232,5 7 

PRRT*PLS 100 100 100 83.1 92.9 4.3 232,0 6 
PRRT 100 100 100 81.0 91.2 3.0 220,0 4 
PLS 100 100 98.9 82.5 91.4 1.5 178,0 1 

ES100 98.2 97.4 85.1 83.4 90.5 0.6 174,0 1 
GA100 99.8 99.1 86.9 83.6 90.7 -0.2 158,5 2 

ES5 100 100 98.9 83.2 88.6 -0.1 162,5 -1 
TA 66.4 87.9 100 100 80.8 -1.6 133,5 0 
LS 100 100 100 78.0 83.2 -2.5 151,0 -7 

GDA 99.7 99.6 79.7 83.2 82.4 -4.0 114,0 -6 
RRT 79.9 86.7 77.3 80.7 78.5 -5.5 92,0 -7 

 
 

Table 2 shows the average performance in the four original block functions:  
Onemax (OM), Plateau (Pl), RoyalRoad (RR), and Deceptive (De). Due to space 
limitations, we can not show the particular results in the rest 24 functions. The last 
columns summarize the results in all functions. The average of all averages is shown 
in column AA. The column ASW shows the average of all the SW values of each 
metaheuristics. Finally, we compare all the algorithms using the Friedman test based 
on the 28 averages which results in a significant difference (p-value=5*10-11). The 
sum of ranks in Friedman test is shown in column SR. Finally, we perform a pair-wise 
comparison between all the algorithm (using the paired Wilcoxon test with signific-
ance of 0.05), and the sum of the results (using the same procedure presented before 
for SW) is presented in column SWp. The results clearly show that four proactive 
metaheuristics perform well, with the advantages that no parameter tuning is neces-
sary. They outperform other S-Metaheuristics and P-Metaheuristics. Another interest-
ing result is that this setting of TA performs perfectly in Deceptive, but badly in 
Onemax. In general, results confirm that proactivity is a promising line of research in 
metaheuristics. 
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5 Conclusions  

The paper has introduced proactive versions of the S-Metaheuristics LS and RRT 
based on the agent paradigm. The proactive metaheuristics use the information of the 
environment (solution previously evaluated) in order to take actions (adjustment of 
parameters and the neighborhood).These actions are oriented towards the goal of the 
human optimizer (avoiding local optima). This approach comes from a social model 
of the metaheuristics based on i*framework, that derives early requirements that con-
duct to the proactive behavior. Results on 28 100-bit binary coded functions show that 
proactive metaheuristics obtain good results in comparison to other metaheuristics. 
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28335-C02-01), funded by the Spanish Ministry for Economy and Competitiveness. 
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Universidad Complutense de Madrid,
Madrid, Spain

jjgomez@fdi.ucm.es

Abstract. The goal of this work is to introduce requirements analysis
for Ambient Assisted Living (AAL) applications for patients with Parkin-
son Disease (PD). The work is part of SociAAL project, which aims to
reduce costs in the development of AAL applications for PD patients.
A first step is the understanding of the needs of the PD patient and
the differences with other possible AAL users. This paper uses a hybrid
approach in which an ontology and agent-oriented models are used to
formalize initial application requirements. This hybrid approach is be-
ing essayed with transcriptions of interviews made along the SociAAL
project.

Keywords: Agent-oriented software engineering, assisted living, mod-
eling, multi-agent system, ontology, Parkinson disease.

1 Introduction

Ambient Assisted Living (AAL) applications are mainly aimed at improving the
quality of living of elderly. Parkinson Disease (PD) is an illness with a high
impact in the elderly. However, AAL applications cannot be said to be widely
effective in dealing with the issues of PD patients. PD patients have problems
controlling movements in general. A very specific affection is bradykinesia, or
immobility. A PD patient can stay still in the middle of the room unable to
move and without falling. They need an external stimulus to keep moving, like
challenging the patient to stomp the foot of the caregiver or playing some kind
of music. Reader can find a more detailed description of PD in our previous
analysis [1].

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 11–20, 2013.
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Developing specific AAL applications for PD implies focusing in a very specific
segment of the elderly and investing time and effort in creating ad-hoc solutions,
or extensions to existing ones. Though, medically, PD is well known, from the
perspective of AAL has not been researched as much. Hence, the risk of creating
the wrong aiding system is high.

The SociAAL project aims to reduce the development cost of AAL applica-
tions for PD patients and one of the involved steps consists in formalizing the
needs PD patients have. This may be useful for others as a better starting point
for creating generic, perhaps commercial, AAL systems that do answer the needs
of this collective. For this aim, a field study has been conducted in a group of
PD patients and the project is proceeding to analyze and formalize the collected
information.

The SociAAL project intends to apply Model Driven Development (MDD) so-
lutions to transform successively initial requirements into the final AAL system.
Concretely, this analysis involves the use of an ontology and agent-oriented mod-
els. The ontology is mainly used for the elicitation of the requirements of a AAL
application through an extensive categorization of the patient and related peo-
ple, including the status and particularities of his/her PD, his/her circumstances
as caretakers, and other relevant issues. In addition, the ontology also represents
the features of the AAL application. Some basic rules are provided for validating
that the AAL application can really assist a given patient. The information is
also regarded from the perspective of Multi-Agent Systems (MAS) by means of
the INGENIAS methodology [5], looking for a formalism that permits to capture
pertinent behavioral information and run preliminary simulations that validate
the captured information. The result is a MAS that represents the actors of the
analysis. The later also serves to start working in the solution, which would be
a new system of agents interacting with those identified during this process.

Our previous work [4] introduced a metamodel for guiding the requirements
capture for PD patients. However, we discarded using a Modeling Language
(ML) for capturing the PD patient condition and status. Though MLs can use
means, like constraint languages, to validate a model correctness, we found more
advanced and better supported the facilities traditionally associated to ontolog-
ical approaches, such as validation and reasoning solutions. At the same time,
expressing the behavior of the PD patients, related actors, and their interplay,
was still easier with a ML, specially if the ML was designed for this aim. This is
the case of a MAS ML, and more specifically, the INGENIAS MAS ML, which
follows a Believes-Desires-Intentions (BDI) stance. BDI can translate intuitively
actions of the actors and the reasons behind them.

Therefore, the current work tries to study again the problem using a hybrid
approach. It applies an ontology to capture the PD patient situation and then
explores connections between this ontology and the elements captured using a
MAS ML. In addition, the current work is now based on the knowledge concern-
ing recent transcriptions of a field study with PD patients and professionals as
part of SociAAL activities [1]. An interview can have 120 questions and 9000
words, for instance. This paper discusses some experimental results with these
these interviews, and shows a case study.
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The remainder of this article is organized as follows. The next section intro-
duces the most relevant works related to the current one, indicating the im-
provements or differences. Section 3 presents the hybrid approach determining
the most relevant aspects of the ontology and the agent-oriented models. Section
4 presents the experimentation of the current approach with a real case of a PD
patient. Finally, section 5 mentions the conclusions and future work.

2 Background

There are several works that present ontologies for patients of PD or other similar
diseases. For instance, Gupta et al. [6] presents a way of formalizing ontologies for
neurological disorders, such as Alzheimers disease, PD and schizophrenia. They
present disease maps that construct knowledge-base with the relations between
concepts by means of ontologies, and this approach is integrated within the work
of a consortium for large-scale data and computational grid around neuroimag-
ing data. In addition, Riaño et al. [7] present an ontology for customizing the
health-care of chronically ill patients. This ontology is mainly aided at support-
ing the decisions on how take care of these patients. This approach is specially
useful for checking difficult decisions that require the consensus of a group of
professionals. Sometimes, some professionals miss some relevant information in
some cases, providing a regrettable decision. Furthermore, Bickmore et al. [2]
uses a behavioral medicine ontology in a reusable framework for constructing
dialogue systems for advising patients through the web or phone. Nevertheless,
none of the ontologies consider the information of AAL applications for con-
structing these and validating their properties, as the current approach does.

Some works combine the ontologies and MASs conforming hybrid intelligence
approaches. For instance, the supply chain management has been performed with
a MAS for guiding the negotiation protocols and an ontology for conforming the
negotiation knowledge [8]. In this manner, the negotiation agents are more adap-
tive for different negotiation environments. In addition, the secure type-2 fuzzy
ontology multi-agent platform (ST2FO-MAS) [3] automates the process of man-
ual air ticket booking. The ontology addresses the information management of
ticket booking and maintains the security, while the MAS improves the perfor-
mance thanks to its autonomous working scheme. The current approach also uses
a hybrid intelligence approach with ontologies and MASs. However, the current
work has a completely different aim, which is the specification of PD patients
for developing AAL MASs with agent-oriented models.

3 An Ontological and Metamodeling Approach for
Determining the Requirements of AAL MASs

The current approach combines the use of an ontology and agent-oriented mod-
els for the specification of AAL MASs for PD patients. The ontology is mainly
used for the elicitation of the requirements of a AAL application through a cate-
gorization of the patient features and the AAL system. Then, the main relevant
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THING

AALapplication
ParkinsonPatient

+age: integer

+incoming: integer

+maritalStatus: enumerated

+name: String

+sex: enumerated

Symptom

Injury

AssistedSkill

Habitat

DailyActivity Fear

PreviousActivity

TimeElapsedOfParkinson

Treatment

Education

Allowance ApplicationCost

ApplicationInterface

OpenDoor

ReadNewspaper

HaveShower

Sit

WriteLetter

CheckEmail

Clean

Cook

Eat

GoToBed

GoToToilet

GoToShopping

Daughter

GrandChild

CleaningLady

Husband

Son

Nurse

Caregiver

FearToFall

FearToTechnology

FearToYoungCarers

Wife
Friend

ListentToMusic

Dance

DoExerciseDrive

TakeMedicine

MovementExercises

HighTechnologicalInterface

ReadingWritingInterface

SpeakingInterface

PhysicalSymptom

PsychologicalSymptom
Shaking

SlowMovement

LackOfCoordination

SpeakingProblem

Depression

Anxiety

SleepingProblem

SexualDisfunction

CognitiveAlteration

Fig. 1. Excerpt of the ontology for PD patients

aspects are transferred to agent-oriented models. From this point forward, the
skeleton of a AAL MAS can be generated from this model with the INGENIAS
methodology and the IDK tool, following a MDD approach.

3.1 Ontology for PD Patients

The add-value of ontologies respect to metamodels is that they can directly ex-
press consistency rules, in order to know whether a specific group of instances
of the concepts of an ontology are coherent. This is special valuable when deter-
mining whether a PD patient can really use an AAL application. For instance,
if a patient has fear of technological devices, an application with a technological
device would not be really useful. Similarly, a patient with a speaking problem
will not be able to use an AAL application with a speaking interface.

The presented ontology is composed of 79 classes, and the most relevant 59
classes of these are presented in Figure 1. Some of these classes are directly
subclases of the Thing general class. The main classes of this ontology are the
ParkinsonPatient and the AALapplication. The former represents a PD patient
for who the development of an AAL application is intended, while the latter
represents an AAL application.

The ParkinsonPatient class is related to other classes that describe different
aspects of the patient. To begin with, there are several classes that describe the
past history of the patient, which can be useful for adjusting the application to
the specific past experience of the patient. The PreviousActivity class mainly
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refers to the jobs or hobbies that a patient had before their PD was detected.
In case the patient did not have a job, he/she can be dedicated to the domestic
tasks. The Education class indicates the level of education, which can be for
instance a grade or a PhD. The TimeElapsedOfParkinson class indicates the
number of years since the PD was detected in the patient, which for instance
can be useful to determine the level of the disease and consequently the grade
of assistance that the AAL application can offer to this particular patient.

There is a group of classes that are related to the features of a patient. The
Symptom class indicates the symptoms of the PD in the patient determining its
level with a natural member from one to five. These symptoms are represented
with a hierarchy of classes for the different known symptoms of PD, classify-
ing these in physical and psychological ones. The DailyActivity class refers to
the activities that the patient performs daily. These activities are defined with
subclasses of the mentioned class, and some examples of these are presented in
Figure 1. According to the symptoms and level of the disease, the patient needs
to be assisted in certain skills for performing his/her daily activities, and these
assisted skills are represented with the AssistedSkill class and its subclasses.
The Fear class determines the fears that a patient can have. These fears can
be obstacles for performing the daily tasks or interacting with an AAL applica-
tion. Figure 1 shows the Fear class and some of its subclasses. For example, the
FearToTechnology subclass is related to the fact that a patient is not used to
technological devices and is afraid of these; hence, this will influence in the AAL
application interface. Besides the PD, a patient can also have other injuries,
which for instance can also hinder his/her mobility. These injuries are repre-
sented with the Injury class and its subclasses, which only cover some general
common injuries. These subclasses are omitted and an example of these is the
KneeInjury subclass.

Another set of classes represent the circumstances surrounding a patient. In
particular, the Habitat class determines the number of members in the patient
home and the population of the town or city where he/she lives. The Caregiver
class can determine the features of each person that takes care of the patient. The
human carers can be classified according to their relation with the patient (either
related by blood, professional or by friendship). Figure 1 shows the Caregiver
class and its subclases, such as wife, husband, daughter, cleaning lady, nurse
and friend. The Allowance class determines the amount of money the patient is
receiving from the State if this is the case.

Other basic properties of patients are represented as slots of the Parkinson-
Patient class, as one can observe in Figure 1. Some of these slots refer to his/her
name, age, sex, marital status and incoming. The slots of the other classes are
omitted in the diagram for the sake of simplicity in the presentation.

Moreover, there is a group of classes that are related to the AAL application.
The AALapplication class represents the AAL application that is going to be
developed for assisting a certain PD patient. This application is related to the
ApplicationCost class, which contains the specific cost and financial conditions.
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In addition, the ApplicationInterface determines the kind of interface of an AAL
application, and is shown with its subclases in Figure 1.

Finally, there are several rules expressed with the Semantic Web Rule Lan-
guage (SWRL) for validating some aspects in the instances of the ontology. For
example, one of the subclasses of ApplicationInterface is the HighTechnological-
Interface class. This class is useful for checking that an AAL application is not
recommended for a patient who is afraid of technology (represented with the
FearToTechnology class), by means of Rule 1. Another subclass of Application-
Interface is the SpeakingInterface class, which Rule 2 uses to determine that this
kind of interface is not appropriate for a patient with a speaking problem (rep-
resented with the SpeakingProblem subclass of the PhysicalSymptom subclass
of the Symptom class).

Rule 1:
ParkinsonPatient(?p)

∧
hasFear(?p, ?f)

∧
FearToTechnology(?f)∧

AALapplication(?a)
∧
hasApplicationInterface(?a, ?i)∧

HighTechnologicalInterface(?i) −→ isNotAppropriateFor(?a, ?p)

Rule 2:
ParkinsonPatient(?p)

∧
hasSymptom(?p, ?s)

∧
SpeakingProblem(?s)∧

AALapplication(?a)
∧
hasApplicationInterface(?a, ?i)∧

SpeakingInterface(?i) −→ isNotAppropriateFor(?a, ?p)

3.2 Agent-Oriented Modeling of PD Patients

The analysis of the different interviews shows an expected sequence of activities
of daily living. Since SociAAL is about the social aspects of PD, information
about caregivers was taken as well, and the interactions between caregivers and
caretakers.

A first analysis conformed an ontology of relevant concepts in the PD. These
concepts were repeatedly found in the first three interviews. In addition, there
was an analysis of the behavior implied from the daily living activities of both
caregivers and caretakers. The analysis shows that there is a dependency between
the activities of one and the other. Studies such as [9] show most of the caregivers
are the wife or the husband of the patient. When other relatives are considered,
the interaction gets more complex, involving non-directly PD related activities
of daily living with others strongly related.

To understand this interaction, it is important to realize the motivation be-
hind. The Agent Oriented Paradigm is an appropriate mechanism to evalu-
ate this behavior and capture this interaction. This work proposes to apply
the BDI paradigm for the agent-oriented modeling of PD patients with their
needs, as a starting point for the development of a customized MAS. In partic-
ular, the current approach mainly focuses on relationships such as the following
one. One activity is likely to fail in a dangerous way. Such tasks require the
caregiver to be specially aware and synchronize activities, like in the following
examples:
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– PD patient eats. Then, the caregiver watches the PD patient to eat and that
the food is properly engulfed, since PD patients may lose the swallowing
reflex. Caregiver may eat too.

– PD patients show fear of falling or getting stuck in a position, for instance.
Then, the caregiver may need to watch or pay attention from time to time
if the caretaker moves or if nothing is heard from the caretaker.

Therefore, the caregiver must synchronize his/her activities to be compatible
with the caretaker. One may realize that the closer the person is, the closer the
dependency is. If the caregiver is a capable person, it may seem negative to com-
pletely dedicate his/her time to the caretaker. There could be other caregivers
who coordinate to provide assistance. Some can be dedicated full time to the
patient’s care. Others need a relief from time to time. This fact implies that there
could be additional actors involved and their interplay could be important.

Moreover, actors may find compelled to provide assistance, even though it af-
fects negatively to their own individuality. This constitutes a frequent conflicting
goals situation, but there are also positive ones, like the reward they perceive
when helping the loved ones.

In any case, the current approach recommends including other caregivers and
their motivation, specially reinforcing and conflicting goals, in the agent-oriented
models, since it amplifies the scope of the study to address other activities of
daily living, not necessarily related to the PD patient. Representing both, it is
possible to understand better the situation of the caregiver and the caretaker.

4 Case Study

The current approach has been applied to determine the customization of AAL
applications of three real PD patients, according to some interviews made in
SociAAL. This customization of the current approach takes more aspects into
account when comparing to other similar approaches that use ontologies for
health-care systems [6,7]. In particular, the current approach has the advantage
of modeling and validating the appropriate system interface considering the cog-
nitive dysfunctions and fears of patients.

As a case study, the current approach has been applied for one of these pa-
tients, who is labeled as E12 and whose private information is omitted. This
patient has been represented with an instance of the presented ontology, as
one can observe in Figure 2. Firstly, the ParkinsonPatient class is instantiated
with the E12 instance. Her two caregivers are represented with instances of the
Husband and Nurse subclasses of the Caregiver class. The diagram collects the
most relevant activities in which the patient is assisted, with instances of the
AssistedSkill class. These activities are (1) to open cans or coffee maker and
(2) to recognize new symptoms of PD. Her most relevant daily activities are
represented with instances of some subclasses of the DailyActivity class, such
as cooking meals, listening to rock music, driving a car and dancing. Her most
relevant symptom, which is motor disability, is represented with an instance of
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E12: ParkinsonPatientDriveCar: Drive

OpenCansOrCoffeeMaker:AssistedSkill

CookMeals: Cook

Husband12: Husband

HotelIndustryProfessionalTrainning: Education

DressMaker: PreviousActivity

HomeNurse: Nurse

RecognizeNewSymptoms: AssistedSkillTakePills: TakeMedicine

MotorDisability: SlowMovement

ListenToRock: ListentToMusic

FreeDance: Dance

GiveHope: Treatment

DoExercises: MovementExercises

Fig. 2. Instance of the ontology for the E12 patient

Fig. 3. Actors in an agent-oriented model for the E12 patient

the SlowMovement class. The most important treatments are to be given hope,
to do exercises and to take pills, represented respectively with instances of the
Treatment class and its MovementExercises and TakeMedicine subclasses. Other
aspects such as her education are also represented.

After this, several agent-oriented models have been defined based on the afore-
mentioned ontology instances and additional information contained within the
interview. In particular, Figure 3 shows the actors with a task and goals model
with the INGENIAS notation for this patient. Most part of the information
of the ontology instance is transferred to this model. The main actors are the
patient and her husband, and are represented as agents. These agents play sev-
eral roles that represent her previous activities and the assistance on behalf of
the husband. These agents are associated with tasks that determine her daily
activities.

Another task and goal diagram is defined to identify the goals for the E12 pa-
tient, as one can observe in Figure 4. These goals do influence each other and are
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Fig. 4. Goals identified for the E12 patient in an agent-oriented model

later assigned to tasks (whose execution permits to attain goals), agents (to ex-
press particular motivation), or roles (to represent generic motivation associated
to a concrete role). These goals determine the intentions of some daily activi-
ties, which are treatments in many cases, such as take medicine, do exercises, or
be given hope. In other cases, some daily activities are not strictly treatments
but contribute positively to the PD, and are also represented with goals. The
main goal of the customized MAS is that the patient accepts the disease and
tries to live with it. All the other goals are established in hierarchy, indicating
which ones contribute positively to this main goal and which ones contribute
negatively. The goals can be satisfied with specific tasks of the customized AAL
MAS, such as the one related to including music on the phone. Executing those
tasks associated to concrete goals, we can foresee which other aspects will be
affected negatively and try to compensate accordingly, if necessary.

After modeling the problem with agents, INGENIAS tools are used to compile
the specification and detect flaws. The compilation process implies ensuring basic
consistency rules, like, ’there cannot be a goal without a task’ or ’a more thorough
task description is required’. This led to further expanding Figures 3 and 4
until an executable description was obtained. The resulting specification is more
complex, but it serves to start working in the AAL solution. This solution would
be modeled as another agent which interacted with those in Figure 3 and help
attaining their goals.

5 Conclusions and Future Work

A hybrid approach is presented for capturing requirements for AAL systems
oriented towards PD patients. It starts from the examination of the PD patients,
their caregivers, and other circumstances. All this information is collected in an
instance of the ontology. The ontology can infer or validate certain requirements
of AAL applications. Then, the most relevant information is transferred to BDI-
based agent-oriented models. These models are the starting point of the MDD
of AAL MASs customized for certain PD patients. The ontology is based on
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the interviews with three actual PD patients with their closest relatives, and
the approach is applied in a patient as a case study. As future work, a specific
ML, probably an agent-oriented one, is expected. It will be used for customizing
MASs for particular PD patients.
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Abstract. Agents self-organization and cooperation in open societies play an
important role in the success of the service discovery process. Self-organization
allows agents to deal with dynamic requirements in service demand. Moreover,
in distributed environments where service discovery is carried out by agents that
only have a partial view of the system, cooperation with neighbors is a key issue in
order to locate the required services. However, cooperation is not always present
in open agent societies. With this motivation, we present a set of mechanisms
that consider self-organization actions and incentives to adapt the structure of
the society to the service demand and to promote a cooperative behavior among
agents in open societies.

1 Introduction

Service discovery systems are deployed in dynamic environments where their compo-
nents, features, and tasks do not remain constant. These systems are expected to perform
well under many circumstances (i.e., when the number of available agents changes, or
when the service demand varies with time). However, the majority of the proposals for
service discovery in distributed systems are only focused on the location task and do not
take into consideration the inclusion of self-organization mechanisms in order to adapt
the social underlying structure to environmental conditions and changes in the require-
ments [14]. When a global view of the society is not available, these processes should
be performed in a decentralized way without the supervision of any central authority.
However, these tasks become even more difficult when there are self-interested agents
that do not cooperate with others. In that case, if there are no mechanisms to deal with
these agents and promote cooperation, the performance of the service discovery process
could be seriously compromised [5].

In this paper, we present a combination of self-organization and cooperation mech-
anisms that agents use in order to maintain the performance of the service discovery
process when there are changes in the service demand or when selfish agents appear.
The self-organization mechanisms focus on how the relations between agents could be
rearranged or how the agent population could be adapted according to the service de-
mand to maintain or improve the performance of the service discovery process. The
mechanisms that promote cooperation when there are self-interested agents in the soci-
ety are based on local structural changes and the use of incentives.

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 21–30, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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2 Related Work

Search approaches commonly used in decentralized systems where all the entitites are
considered to be equal and there is an arbitrary topology are based on blind or informed
algorithms. Blind algorithms do not consider any information about resource locations
and use flooding or random strategies that can overload the system with the traffic gen-
erated during the the search process [13,18]. Informed approaches try to cope with this
problem and consider local information to create and guide the search. The information
is about their direct neighbors [3,10] or statistics from previous searches and it is stored
in local registries [2].

Moreover, the majority of the proposals related to decentralized search or service
discovery assume that all the entities that participate in the discovery process are coop-
erative. However, this not always happen in open societies where there is not a central
entity that controls the behavior of the agents. Approaches based on Game Theory have
been widely used to explain mechanisms through which cooperation can emerge and be
maintained in different scenarios. Depending on the context, mechanisms such as direct
reciprocity [11], indirect reciprocity [12], tags [15], or punishment [7] have been used.
Many approaches that are based on games assume well-mixed populations where every-
body interacts with equal frequency with everybody else. However, real populations are
not well-mixed. In real populations, some individuals interact more often than others;
therefore, to understand the social behavior of the systems it is important to consider
the social structure [6].

The approach that we present in this paper is an informed algorithm that considers
both types of local information in order to establish and modify the network structure
and to guide the service discovery process. Initially, the structure is created based on
the similarity of the resources provided by the agents. However, the environment con-
ditions do not remain constant and in contrast to other proposals that do not consider
dynamic environment conditions, in our approach agents consider self-organization ac-
tions in order to maintain or improve the performance of the service discovery process
when there are changes in the service demand. Unlike other proposals related to self-
organization [17], in our proposal, we consider not only changes in the structure of the
agents, but also changes in the population of the system. Moreover, we have considered
strategies such as incentives and structural changes used in the area of Game Theory in
networks to promote cooperation during the service discovery process.

3 Formal Model

Our proposal for agent society is modeled as an undirected network populated by a set
of autonomous agents A = {i, ..., n} that establish relationships with other agents L ⊆
A×A, where each link (i, j) ∈ L indicates the existence of a direct relationship between
agent i and agent j based on the semantic similarity of their attributes (i.e., the roles and
the services of the agents) [4]. An agent is a social entity that interacts with other agents
in the society. It controls its own information about (i) the semantic services it offers
Si = {si, . . . , sn}, (ii) the organizational roles it plays Ri = {r1, . . . rm}, and (iii) an
internal state sti, that contains local information used by the self-organization and the
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Ni S R |N | Qij RQij

k Sk Rk 5 0 1
n Sn Rn 5 3 0
j Sj Rj 4 3 0

k
sim(k, t) = 0.5

j
sim(j, t) = 0.5

n
sim(n, t) = 0.15

v
sim(v, t) = 1
Rt = {r5}
St = {s6}

q = (id, sq, rq, TTL, ε)

i
Ri = {r1}
Si = {s1}
Acc = {v}−→qi
status = transition
Ci = cooperative
Pi, Ri

Fig. 1. An example of a decentralized service discovery system where agent i creates a query q
that it has to forward to the most promising neighbor (i.e., the closest neighbor to the target).

cooperation promotion mechanisms. The information in the internal state related to the
self-organization is:

– Ni is the set of direct neighbors agent i has a direct relationship with. For each
neighbor j ∈ Ni, agent i has information about: the roles j plays, the services j
offers, the degree of connection of j, and the number of times that a query that
arrived to the agent i was not forwarded through its neighbor j (Qij);

– Acc a set of acquaintances whose existence agent i is aware as a result of the dis-
covery process but it does not have a direct relationship with;

– −→qi = [qr1i , qr2i , ..., ] is the local service demand distribution (i.e., the number of
queries that the agent receives about services offered by different organizational
roles r1, r2, ...);

– the status of the agent. The status depends on the significance of the information an
agent has. If an agent has an accurate view of the system, it is considered to be in
a stable situation. When a new agent arrives to the system, or when it has outdated
information that introduces noise in its local environment, the agent is considered
to be in a transition situation.

The information in the internal state of an agent related to the cooperation is:

– dci represents the degree of cooperation of agent i and ranges in the interval [0,1],
– Ci represents the behavior of agent i and can take two values: cooperative or not

cooperative,
– Qi is the number of queries that agent i forwarded,
– SQi is the number of queries that the agent i forwarded in successful discovery

processes,
– RQij is the number of queries from agent i that agent j refused to forward,



24 E. del Val, M. Rebollo, and V. Botti

– Pi is the number of service requests attended to by agent i,
– Ri is the number of service requests sent by agent i.

The decision making process about self-organization actions or actions related to the
promotion of cooperation is initiated when agent i generates a query q = (id, sq, rq,
TTL, ε), which contains the semantic description of the desired service sq and the role
rq that the target agent should play (see Figure 1). A target agent profile t is created
with the service and role specified in the query q. Agent i looks for a neighbor similar
to t. If it finds a suitable neighbor, the service discovery process ends. Otherwise, the
agent i forwards q to one of its neighbors j ∈ Ni. Specifically, q is forwarded to the
agent that has semantic closeness to the target agent t and also has a high degree of
connection. The selected agent j analyzes based on its payoff and the payoff of its
neighbors if it is worthwhile forwarding the query. If j rejects forwarding the query,
agent i updates the number of times that agent j rejects its request of forwarding (RQij)
and based on this, agent i considers breaking its current link with j. If agent j does
not cooperate, agent i has to select another neighbor that cooperates in the forwarding
process. Once a cooperator neighbor is found, agent i forwards the query to it and
updates its information about which of its links have been used. Agent i also updates
the number of total queries it received (Qi), and the number of queries about the role
rq (−→qi [rq ]). When the query reaches a suitable provider agent, all the participants in the
service discovery receive a reward. The source agent adds the provider agent found to
its set of acquaintances only if it does not already have an acquaintance that plays the
role of the provider agent. Finally, the source agent updates its internal state sti and
analyzes the set of self-organization actions that it can carry out.

4 Self-organization Mechanisms

In order to make decisions about self-organization actions agents need to have an ac-
curate local view of the service demand in the system. To evaluate the accuracy of its
local view agents analyze its internal state. Initially, an agent is in a transition state.
An agent in this state does not have reliable and sufficient information to be able to
estimate what is the current service demand distribution in the system. In this state, an
agent can reorganize its local view of the service demand distribution −→qi taking into
account the number of queries received about the services associated to each role. An
agent changes its status from transition to stable when the correlation degree (ρi) be-
tween its local data about service demand in the society, −→qi , and an estimation of the
service demand distribution is over a threshold. In our system, the estimation of the
service demand distribution follows an exponential distribution. This type of distribu-
tion is present in many features of open systems such as Internet [1,8]. Specifically, we
assume that the expected service demand distribution is eDistr(x) = a · ex·b, where
the x parameter represents a role identifier. We estimate the a and b parameters of this
distribution using the least squares method and the data from −→qi . An agent turns back
into the transition state if it detects a big enough deviation of the correlation degree at
any moment. This usually happens when there are frequent changes in the service de-
mand. Once the agent has analyzed its internal state, it is able to make decisions about
self-organization actions.
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Self-organization of the structural links. Agents are able to reason about whether
or not maintain, reinforce or create new structural relations. Agents consider a decay
metric associated to each link: decay(Qij) = 1 − (1/(1 + ·e−(Qij−z)/y , where y is
the slope, z is the displacement constant, Qij is the number of queries that arrived to
agent i and were not forwarded through agent j. Each time agent i forwards a query, it
updates the information about the traffic of its links. If the query is forwarded through
agent j, the Qij is updated to 0. Otherwise, the Qij is increased by increments of 1.
With the information provided by the decay function, agent i reasons about the benefit
of maintaining its current links.

Population self-organization: leaving, remaining, or cloning. The analysis that eval-
uates whether it is worthwhile for the agent to remain in the system, clone itself, or
leave the system takes the following parameters into account: (i)the number of queries
received by the agent Qi; (ii)the status of the agent; (iii)the structural similarity of the
agent SHi; (iv)the number of queries forwarded since the last analysis Δqi; (v) the
degree of correlation ρi.

In the context of service discovery, we define the concept of structural similarity
SHi as the degree of similarity between the services demanded in the system and the
services provided by an agent in the system. This kind of similarity reflects how impor-
tant an agent is to the system with regard to the current service demand. The structural
similarity of an agent with respect the system dynamics is defined by the following
function: SHi = a · eri·b, where ri is the role of agent i that maximizes the following
function: ri = argmax

x∈Ri

a ·ex·b, where the a and b parameters are obtained from the local

view of the service demand. SHi ranges in the interval [0,1], where 1 indicates that the
services the agent offers are required in the system, and 0 indicates that the services the
agent offers are not being demanded in the system. The conditions to select the leaving
or cloning actions are shown in Table 1.

Table 1. Parameters and conditions that agents use during the making decision process about self-
organization actions. The parameters are: the number of queries received by the agent, the status
of the agent, the structural homophily SHi, the similarity of the neighborhood SimilarN(Ni), the
increase in the number of queries received Δqi, and correlation value ρi.

Action Num. Queries Status SHi SimilarN(Ni) Δqi ρi

Leave 1/e−(Qi−d′)/y Stable < > 0

Clone 1/(1 + ·e−(Qi−2clones)/y Stable > < |Ni| > 0 > δ

5 Incentives and Social Plasticity

In the proposed model, agents have cooperative or non-cooperative behavior. Cooperat-
ing in the service discovery scenario implies that an agent is going to: forward queries,
request services, and attend to request about its services. If an agent has non-cooperative
behavior, it means that the agent is going to act selfishly by requesting services and of-
fering its services, but it is not going to forward the queries that it receives from its
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neighbors. We assume that each action in our model implies a cost and, in order to
promote cooperation, the forwarding action has a reward if the search process ends
successfully.

Agents in a neighborhood share information about their payoffs. An agent establishes
its behavior based on its payoff and the payoff of its neighbors. An agent calculates its
payoff as follows: PO(sti) = SQi · sq−Qi · q +Pi · p−Ri · r, where SQi,Qi,Pi,Ri

is the information of the internal state (sti) of an agent; sq is the benefit obtained by the
agents that participate by forwarding queries in a service discovery process that ends
successfully; q is the cost of forwarding queries; p is the benefit obtained by the agents
that provide a service; r is the cost of requesting a service.

The strategy followed by the agents in order to change their behavior is based on
imitation [16]. Agents take into account the payoff of their direct neighbors to update
their behavior. If an agent has a neighbor that obtains a higher payoff, the agent changes
its behavior to the behavior of its neighbor.

When the number of cooperative agents is greater than the number of non-cooperative
agents, non-cooperative agents are prone to change their behavior to cooperate since the
probability that a query ends successfully is high, and, therefore, cooperation receives
a reward if the discovery process ends successfully. However, when the number of non-
cooperators is greater than the number of cooperators, cooperative behavior does not
always emerge. In order to facilitate the emergence of cooperation in this scenario, in
our proposed model, each agent also has the capacity to change its relationships as time
passes based on a logistic function that depends on the number of times a neighbor has
refused to forward one of its queries. An agent i maintains a counter per each direct
neighbor j (RQij ) that stores the number of times a neighbor rejected forwarding a
query [6]. If a neighbor j decides to change its behavior and forwards queries, the agent
updates its counter to 0.

With the combination of the social plasticity and incentives, non-cooperative agents
lose connectivity, benefits, and influence in the neighborhood. As a consequence, they
decide to change their behavior to the most promising behavior in the neighborhood,
which is to cooperate.

6 Experiments

We analyzed the effects of using of self-organization and cooperation mechanisms in
the discovery process. The tests were performed on a set of 10 undirected networks
with an average degree of connection of 4. The degree of connection distribution fol-
lows an exponential distribution. The creation process of the network is described with
detail in [4]. The networks were populated by 1,000 agents. The agents played one role
and offered one semantic web service associated to this role. Initially, the agents were
uniformly distributed over 16 roles, which were defined in an organizational ontology.
The set of semantic service descriptions used for the experiments was taken from the
OWL-S TC4 test collection1.

All the agents in the system had the same probability of generating service queries.
A query consisted of two features that characterize the required provider agent: the role

1 http://www.semwebcentral.org/projects/owls-tc/

http://www.semwebcentral.org/projects/owls-tc/
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and the service. A query was successfully solved when an agent that offered a similar
service (i.e., the degree of semantic match between the semantic service descriptions
was over a threshold ε = 0.75) was found before the TTL (TTL = 100). Query dis-
tribution in the system was modeled as an exponential distribution. In the experiments,
we made a snapshot of all the metrics every 10,000 queries in order to see the evolution
of the system.

Specifically, the tests focused on a set of metrics that are meaningful for the analysis
of the performance of the system and for the effects on the service discovery process
when agents incorporate self-organization and cooperation mechanisms [9]. These met-
rics are:(i) average number of steps required to locate an appropriate agent that solves
a query; (ii)% of queries that are solved before the TTL; (iii) communication load im-
provement (i.e., the system improvement comparing the number of exchanged messages
during the service discovery process when adaptation mechanisms are exploited with
respect to the number of exchanged messages when the network is not self-organized);
(iv) Structural adaptive cost (i.e., the number of structural changes required to adapt
the system: number of structural relations between agents that have changed during the
service discovery process and number of agents that clone or leave the system during
the service discovery process); (iv) evolution of cooperation in the system; (v) number
of broken relationships as consequence of social plasticity.

In the experiments, the costs and benefits of the actions were: q = 0.15 (cost of for-
warding action), p = 0.5 (benefit of providing a service), r = 0.5 (cost of asking for a
service), and sq = 0.30 the reward of the forwarding action. The results were evaluated
considering two different scenarios. In one scenario the number of initial cooperators
in the network was 600. In the other scenario the initial number of cooperators was
400. We compare the results that we obtained using the proposed mechanisms with the
results obtained in static networks.

Figure 2a shows the average number of steps in successful searches. In the case of
600 initial cooperators, the introduction of self-organization mechanisms considerably
decreased the number of steps required to reach a suitable provider agent if we com-
pare them with the steps required when the network was static and incentives were not
considered. In the other scenario, where the initial number of cooperators was 400, the
average number of steps increased if we compare it with a static network. This has
sense since in static networks with 400 cooperators the only successful queries were
those that were solved in the neighborhood of the agent that generated the query. In a
dynamic network where mechanisms to adapt to the service demand and to promote
cooperation were used, the number of queries solved is higher due to a query that could
not be solved by a nearby agent could reach other agents that were far away, therefore
the number of steps increased.

Figure 2b shows the effects of using self-organization and cooperation mechanisms
on the success of the service discovery process. In general, the percentage of queries that
ended successfully was improved with the inclusion of the mechanisms. This improve-
ment was achieved in the first snapshots where the self-organization and the promotion
of cooperation played an important role. The evolution of cooperation can be observed
in Figure 2e.
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(a) Average path length. (b) % Successful service discovery processes.

(c) Improvement in the communication load. (d) Number of changes in structural links.

(e) % of cooperative agents. (f) Numer of social plasticity actions.

Fig. 2. Effects of the combination of self-organization and cooperation mechanisms in the service
discovery process. We considered two scenarios. In one scenario the number of initial cooperators
in the network was 600. In the other scenario the initial number of cooperators was 400.

Figure 2c shows the improvement in the communication load. This measures the sys-
tem improvement comparing the number of exchanged messages during the service dis-
covery process when adaptation mechanisms are exploited with respect to the number of
exchanged messages when the system is not self-organized. In general, it can be observed
that the number of messages required in a service discovery process was reduced.

Figure 2d shows the number of structural relations that agents change in order to im-
prove the system performance. The results show that the self-organization mechanism
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allowed agents to be aware that there was a change in the service demand; therefore,
they realized that structural changes were needed to adapt some of their links according
to a new service demand. This fact can be observed in the first five snapshots where the
number of rewired links was greater than in the following snapshots. In the configura-
tion of 600 initial cooperators, the number of rewired structural relations in the initial
snapshots was greater than in the configuration with 400 initial cooperators. This is
due to in the network with more cooperator agents, agents had more information about
the service demand since more searches ended successfully. As the number of cooper-
ators in the network increased this difference between both initial configurations was
reduced.

Figure 2f shows the number of structural changes that were done by the agents in or-
der to isolate non-cooperative agents. In the first 10 snapshots, the number of structural
changes was higher than the following snapshots. This fact is because structural changes
were used by the agents when the majority of their neighbors were non-cooperators.
After the first 10 snapshots, cooperation emerged and in order to maintain the network
connected agents only used incentives to promote cooperation.

7 Conclusions

Our proposal addresses the problem of self-organization and cooperation of agents in
order to deal with the service discovery when service demand changes or selfish agents
appear in open societies. Agents include self-organization mechanisms in order to adapt
the underlying structure of the agent society to changes in the service demand. Agents
replace their relationships with neighbors that are not being used with new structural
relations with acquaintances. Agents are also able to estimate whether or not they are
playing an important role in the society through the calculation of their structural sim-
ilarity. With this information, agents decide to remain, leave, or clone themselves in
order to adapt the population to the service demand. We also include the use of incen-
tives and social plasticity in order to promote and maintain cooperation in the society.
Incentives influence the behavior of other agents and promote cooperation. Moreover,
social plasticity allows agents to change their structural relations based on the degree
of cooperation of their neighbors. We evaluated the integration of the proposed mecha-
nisms through a set of experiments taking into account the effects on the average path
length, the percentage of successful searches, the improvement in communications, and
the cooperative behavior. The results show that the proposed mechanisms improve the
service discovery performance increasing the success, reducing the path length, and
increasing the number of cooperators in the agent society.
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Abstract. Smart environments assist users in the activities taking place
in their influence areas. These activities are occasionally part of work-
flows and have multiple physical or computational participants playing
different roles. The system has to monitor the development of the ac-
tivities, and to take the necessary actions for them and the workflow
to reach a certain end. These tasks largely depend on obtaining data
from sensors, inferring the proper information from those data, and us-
ing actuators consequently. The context-aware paradigm pursues helping
to develop these applications. In certain situations, computational par-
ticipants need to take complex decisions. Agents are a convenient way
to describe entities with sophisticated and flexible behaviors that adapt
to complex and evolving environments and collaborate to reach certain
goals. Most works in this area make use of agents for infrastructure-
related or domain-specific tasks, whereas this research proposes patterns
to integrate agents on top of an existing context-aware architecture in
order to exploit its capabilities to improve functionality. A case study on
guiding a user along a path illustrates this approach.

Keywords: software agent, software architecture, context-awareness,
workflow management, ambient intelligence, ambient-assisted living.

1 Introduction

Ambient Intelligence (AmI) makes use of different technologies (e.g., location,
identity, movement, face or speech recognition), integrated into a myriad of de-
vices. These information sources combined are rich enough to support context-
aware systems that adaptively solve high-level tasks minimizing the need of
explicit interaction with users. Such tasks frequently involve activity recogni-
tion and assistance in business workflows. These workflows may involve multiple
actors, including systems and users, which require coordination. The adapta-
tion here implies performing tasks according to the actual setting regarding, for
instance, resources and user configurations. A correct evaluation of the setting
relies on systems making a proper interpretation of the available data, and using
inferred context to fill in the missing information needed by their services.

The previous adaptation requires an infrastructure that solves abstract rep-
resentations of existing tasks into runtime processes that drive the sensors and
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actuators of the smart environment, either to monitor or to perform the needed
actions. Also, it needs to integrate the domain logics of different participants,
both human and not. A suitable way to design all this information and its pro-
cessing is using the concept of software agent. A software agent is a modeling
entity with intentional and social features, that mainly works in terms of informa-
tion transformations [12]. The integration of agent concept is interesting because
there already exist multiple complex tasks studied for this technology that can
be applied to AmI problems. This tasks include dialog management, negotiation
and collaboration, which may be useful to include into smart environments. Fur-
thermore, the use of agents in an AmI system brings also advantages to agents:
they gain access to a generic and shared source of information (i.e., the context),
so less interactions among them are required to obtain certain information.

Although there are solutions for smart environments with context-aware
agents, they present some limitations. Many of them are focused on low ab-
straction levels or very domain-specific tasks [11]. Therefore, they lack of general
patterns to organize agents in order to work with abstract context representa-
tions, including abstract workflow definitions. Moreover, the complexity of the
considered activities is usually quite limited in terms of types of actions and
number of participants involved. This produces some uncertainty regarding the
scalability of the proposals in this aspect.

To address this problem, this paper presents an architecture to integrate soft-
ware agents on top of an existing framework for smart environments. The design
of these agents may use common agent design concepts, as extracted from the
INGENIAS agent-oriented methodology [7]. This work extends FAERIE (Frame-
work for AmI: Extensible Resources for Intelligent Environments) [3], which sup-
ports the development of smart environments with a distributed management
of context and workflows. It proposes splitting the context representation in
abstraction layers. Each layer considers certain information and its processing,
both horizontal (i.e., in the same abstraction layer) and vertical (i.e., between
successive abstraction layers). FAERIE establishes how to coordinate the com-
ponents of these layers in order to process information, which facilitates context
reasoning. The workflow management, i.e., detection, tracking and execution of
workflows, is built upon the previous functionality. Workflows are represented
as activity diagrams that work using abstract expressions as data. The context-
aware applications are constructed over the previous functionality.

A case study of a system that guides a user following a path and making
certain actions illustrates the use of these patterns. The system has informa-
tion about the building map and an activity diagram that describes the guiding
process. It updates the workflow status to track the user and to deduce the
completion degree of the workflow. The infrastructure coordinates the avail-
able sensors and actuators to perform the actions described in the workflow.
A software agent is included in the workflow as the actor responsible for the
guiding activity, which makes use of dialog management in order to maintain an
interaction with the user.
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The rest of the paper is organized as follows. Section 3 presents the pattern
structure for the integration of software agents. Section 4 illustrates its use with
the guiding case study and shows a complete execution of the workflow. These
results are used in Section 2 to discuss alternative approaches to deal with con-
text and workflow management in context-aware systems and their tradeoffs.
Finally, Section 5 presents some conclusions and future work on the approach.

2 Related Work

With respect to context-aware workfows management, most solutions clearly
separate the control of the workflow execution and the management of context
information. Ranganathan et al. [10], uFlow [8] and CAWE [4] are examples of
this. The first two propose wrapping the context management system and using
it to check conditions in a workflow execution environment, while the third wraps
the workflow management as another context provider/consumer into a context-
aware architecture. The Ranganathan et al.’ approach uses the context-aware
component in order to choose a suitable workflow definition, and then proceeds to
its execution. However, it does not consider the change of the circumstances after
the definition has been chosen. On the contrary, the other two approaches work
with an abstract workflow definition, which actions are instantiated at runtime
depending on current context conditions. The approach chosen in FAERIE is
similar to uFlow, but it supports the use of any workflow definition language, as
the correspondent engine is wrapped with modules that adapt the inputs and
outputs as required. This is not the case of uFlow and CAWE, which describe
some definition languages of their own, and of Ranganathan et al., which propose
using BPEL, a standard language for the definition of business processes. The
advantage of the first two alternatives over the third is that they include context-
dependent concepts, which allows defining the workflows conditions and actions
in terms of the context information. However, the third alternative uses a well-
known and established language, which facilitates its reuse.

The use of the agent paradigm is also widespread in AmI literature [11].
A notable example is Aiello et al.’ project [1], which describes a framework
to develop Wireless Sensor Networks (WSN) using mobile agents. It does not
provide support for defining and monitoring workflows. Instead, it considers the
detection of activities by means of body sensors. The definition of these activities
is mainly achieved through assisted automatic learning, as there is not a explicit
definition of them. This offers a great flexibility to monitor activities, and to
change their definition in runtime. The drawback is the limited complexity of
the learned activities regarding types of actions and number of participants.
Other example is CAKE [5], in which agents organize themselves using abstract
workflow definitions, depending on the situation obtained from a case-based
reasoner. However, the architecture does not offer specific support to facilitate
information interpretation in order to identify the suitable case. Instead, it relies
in the implementation of the agents to determine the situation to requesting
the case.
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Next section explains how the FAERIE framework [3] is extended with the
integration of software agents, as computational entities with an autonomous
behavior and capable of communication with other agents, forming Multi-Agent
Systems (MAS) [12]. When it comes to workflows, agents may assume the role of
certain participants, receiving pieces of information and performing tasks, thus
making the workflow progress to a certain end. The main difference with the
previous approaches is that the agents participate in workflows in an abstract
manner, taking advantage of the features provided by the context management
framework to monitor abstract conditions. In addition, the management of its
internal information is defined in order to use this features in a transparent way.

3 Architecture and Integration

The architecture of FAERIE is inspired on distributed blackboard models [6].
It conceives a system as a set of interconnected environments, each one with its
own blackboard (i.e., the context container) and a set of components working
on it (i.e., the context observers). This works the following way: when certain
context observer wants to perform a task that needs some information from the
context, it makes a request to the context container and waits its response. Upon
this request, the context container publishes the requirement of information and
notifies the other context observers. If any of these context observers provide the
required information directly, then, the request is responded. If not, some con-
text observers may need to make successive requests for information, including
requests to remote environments to ultimately provide the required information.
The overall system is a federation of environments that supports component
collaboration through shared information.

The functionality of the FAERIE architecture is divided in layers. The Com-
ponent Infrastructure layer integrates services from standard component-based
frameworks: life cycle of components, and dynamic discovery and binding of ab-
stract services. The Context Management layer offers mechanisms to facilitate
context accessing and manipulation. The main services provided by this layer are
the request and subscribe mechanisms. The framework handles the creation of
information flows among the different components that are responsible to inter-
pret and transform the knowledge to different levels of abstraction, as explained
at the beginning. An additional mechanisms this layer provides is a way to de-
clare behavior changes depending on context conditions, by making use of the
subscribe service to check these conditions [2]. Finally, the Workflow Manage-
ment layer includes the patterns to manage the status of an activity represented
as a workflow, which will be explained below. The final and upper layer, which
does not belong to FAERIE, is where context-aware applications are built using
the services of the previous layers.

Following the pattern described by the FAERIE architecture, the workflow
management works this way: given a workflow definition (i.e., a set of intercon-
nected activities described in a certain language) and a workflow engine capable
of interpreting it and creating the corresponding signals, the pattern creates
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Fig. 1. Workflow pattern structure

four modules. These are Condition Evaluator, Workflow Engine, Action Inter-
preter and State Monitor. These are in charge of respectively: interpreting the
abstract conditions on the context necessary to update the workflow; updat-
ing the runtime representation of the workflow and checking the next required
actions; requesting the required actions to the context management; and provid-
ing the current state of the workflow as a context information. Figure 1 shows
the instantiation of this pattern for a concrete workflow, being a1, a2, etc., its
corresponding activities.

This is the point where the agents are integrated. Different implementations
for software agents may be used, as long as they provide the context observer
interface. This makes them able to observe and change context information, and
define different behaviors depending on context conditions. This way, agents are
benefited from the capabilities of the framework to deal with changing resources,
and therefore their design may be done in a more abstract way.

Also, as in many agent theories, individual agents possess their own “mental
state”. This mental state acts for the agent as a private context container where
it manages its own information. The architecture integrates this mental state
with the management of the rest of the context in the context containers, as
shown in Fig. 2. This mental state container acts as the previously described
context container. Each time an agent creates an entity to update the mental
representation of its own and environment states, it is able to specify whether
the entity is created publicly or privately. When it does this, the agent will see if
itself is capable of resolving the request, and if not, the request will be forwarded
to the context container of its node. This mechanisms works the same way as
when the local context container ask a remote environment for information.
This allows preventing the node context container from storing information that
is not interesting or public for other components of the node. On the other
hand, the existence of a context container accessible by different agents reduces
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Fig. 2. Structure of the context containers in a distributed system

the exchange of messages to “inform” other agents, since they have access to
most of the basic information of the current environment. The upper layer in
Fig. 2 represents the abstract global container. It is the part of the context
from different nodes that they share with other nodes of the distributed system.
This container does not exist physically, as it is the result of the actions of the
information sharing mechanisms among nodes.

The design and mental state of agents are represented using common concepts
of the agent paradigm. Figure 3 shows an example from the case study following
the INGENIAS notation [7]. The definition of the GuideAgent considers the goals
it pursues, and the tasks it can perform and the workflows where it participates
to achieve those goals. Tasks produce and consume pieces of information (e.g.,
events and frame facts), and use resources (e.g., resources and applications).
Different agent-oriented infrastructures support working with these elements.
In the case of INGENIAS [7], the INGENIAS Development Kit (IDK) is used
for modeling and code generation, and the INGENIAS Agent Framework (IAF)
provides the basic libraries for the agent code and debugging tools.

Exploiting the abstraction level and infrastructure provided by the agent
paradigm facilitate the development of complex AmI scenarios, which may in-
volve multi-agent interactions, automated learning, planning, and decision mak-
ing. The execution of simple tasks will be handled by basic FAERIE context
observers, while the most complex tasks will be defined by means of MAS.

4 Case Study: Teacher Finding

To illustrate the previous patterns, this case study considers a system that guides
students to the room where a tuition hour will take place. This allows the school
to arrange dynamically rooms for tuition according to the actual number of
assistants and the required resources, or the room where the teacher is (e.g., a
laboratory or an ongoing tuition class). The application is responsible to find out
the student and teacher locations, and to guide the student through the building
to the target place. The system uses spoken information for guidance, which is
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Fig. 3. Model of goal and tasks for an example agent

interactive and opportunistic. This means that the indications are activated only
if it is considered necessary by the system, or asked by the user via voice. This
may produce a dialog between the system and the user. The tracking uses the
user’s location to monitor that certain activities has been completed.

The responsible of handling the guidance task is defined as a software agent
(i.e., the GuideAgent). The kind of proposed autonomous and reflexive behavior
is easier modeled and developed in terms of agent theory, i.e., using goals, proto-
cols, interactions. The work of this agent takes as basis the formal definition of
the workflow and the infrastructure provided by FAERIE. Using this, the agent
is able to read the current state of the workflow, and the necessary information
from the context in order to establish a dialog with the user. This dialog is a
complex task that needs to take into consideration specific intelligence, such as
dialog management, and natural language understanding. Its implementation
using agents is commonly studied in the literature [9].

Figure 4 represents the runtime behavior of the GuidanceWorkflow component
and its collaborations. It includes the initialization and evaluation of the context
elements necessary to update the progress level of the workflow. The involved
steps are:

1. The GuidanceWorkflow starts and updates the context to indicate that its
current subactivity is “findTeacher”.

2. The Context Container publishes the change.
3. The GuideAgent discovers that there is a subactivity taking place. This

causes the agent to create a goal to assist the user in finding the teacher, as
described previously.
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Fig. 4. Collaboration diagram for the workflow pattern in the guidance system

4. The GuidanceWorkflow component requests the user1.location element, since
it needs that information to calculate if the “findTeacher” subactivity has
finished. The GuideAgent also requests the user1.location element. It needs
this information to complete its objective.

5. The Context publishes the request.
6. The GuidanceWorkflow and the GuideAgent start to observe the element,

and a SensorLocationUpdater discovers it.
7. A SensorLocationUpdater triangulates the user position from the response

time of wifi sensors to the signal of the user’s smartphone. Thus, it needs to
find out a sensor1.responseTime to calculate the position, and it requests it
to the Context.

8. and subsequent. The framework coordinates the different components (i.e.,
the WifiSensorDriver, SensorLocationUpdater and GuidanceWorkflow) to
update the context according to the information retrieved by the sensors.
The same is done with any other information that the agent may need from
the environment, in this case this would be the user’s voice input, and his
language and communication preferences.

In the proposed process, once that the bindings have been established, the con-
text representation is changed dynamically by the system components to reflect
the progress of the situation. Under this conditions, the agent develops its dia-
log management in complete abstraction about the actual coordination or infor-
mation fusion mechanisms that are being used to provide that information. The
lower layers hide their specific details to the upper layers. For instance, as the user
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walks through the room, the sensors produce a lot of information. The SensorLoca-
tionUpdater processes this information, but it only updates the user1.location ele-
ment when the sensor context reflect a change of position. The same is done at the
activity level, as the workflow component only determines the end of an activity
and starts a new one when the position reaches a given place.

As the GuideAgent is free of the details for obtaining information, it is possi-
ble to focus its development on more complex tasks. These task would include
collaboration, negotiation, and abstract reasoning, fields largely studied in the
agent literature.

5 Conclusions

This paper has introduced a way to integrate software agents into a generic
architecture for context-awareness and activity management in AmI systems.
Its definition includes patterns to develop components that create, manage and
use elements of information in the context. Based on these components, it also
proposes patterns to develop subsystems that are able to track context conditions
and to perform different actions according to activity diagrams.

Considering the integration of MAS and workflow management facilities pro-
vides advantages to both types of systems by increasing the abstraction level
of behavior definition. The specification of software agents use concepts such
as goals, protocols and interactions, which are useful to describe declaratively
workflows and their relation with actors’ purposes. This facilitates considering in
AmI systems the definition of more complex workflows and automated reasoning
on them. Also, the existence of a common “mental state” for agent organizations
using the AmI context reduces the need of inform interactions among agents.
The main advantage over previous approaches is that it uses agents to partici-
pate in workflows in a transparent and generic way, i.e., the agents do not need
to know neither how the conditions are resolved nor the concrete workflow in
which they are participating.

Open issues of this work include completing the FAERIE architecture and
infrastructure for AmI applications with MAS. The architecture will include
a Security Management pattern, in order to guarantee the correct access to
sensitive information in context containers. Also, a future case study, would
consider several students trying to meet with the teacher at the same time.
This conflict would be resolved through negotiation among the different student
agents and a teacher agent, in order to collectively arrange the corresponding
meetings. This collaboration will use interaction protocols, and may be benefited
from the shared contexts described in the architecture section.
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Abstract. This paper introduces PHAT, a 3D environment for facil-
itating the development of AAL services by providing a virtual living
lab. PHAT’s purpose is reduce development costs of these services. It
is based on an existing 3D game engine, jMonkeyEngine, to provide re-
alistic representations of scenarios including visual details and physics
laws to make the simulations more credible. The 3D engine is combined
with MASON, a Multi-Agent System Based Simulation tool. MASON is
used to create repeatable experiments and facilitate the testing in con-
trolled situations. The paper shows a proof of concept of the MASON-
jMonkeyEngine where some unexpected behaviours are modelled thanks
to the properties of the 3D engine.

Keywords: Modelling, Parkinson’s Disease, Simulation, Mixed Reality,
Multi-Agent Based Simulation.

1 Introduction

World’s population of 60 years age and older has doubled since the eighties.
Furthermore, the World Health Organization forecasts that they will reach 2
billion by 20501. In this scenario, the incidence of age related diseases such as
Parkinson’s disease (PD) will clearly raise. PD is a neurodegenerative disease
that affects a part of the brain which is involved with the control of movement
and generates a progressive difficulty for carrying out an autonomous everyday
life. The quality of living of Parkinson’s patients can be seriously affected.

For them, and people with similar difficulties, Ambient Assisted Living (AAL)
was devised. In the case of PD, specific AAL solutions are not usual, though.
This work takes part of the SociAAL2 (Social Ambient Assisted Living) project,
which aims at the affordable creation of customised software for people with
concrete disabilities due to PD.

1 http://www.who.int/features/factfiles/ageing/ageing_facts/en/index.html
2 SociAAL project website: http://grasia.fdi.ucm.es/sociaal/
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It is our working hypothesis that generic AAL systems are not completely
satisfactory for Parkinson’s patients. There are some specific problems with PD
that deserve some additional consideration, such as the akinesia situations where
the patient just cannot move, even from an upright position. However, the de-
velopment of solutions for AAL is expensive partially due to the cost of field
trials using living labs or volunteers. This slows down the development and,
consequently, increases the personnel costs, and the time to market of any com-
mercial, and affordable, solution.

A way to test in advance AAL concepts is to use simulators, e.g. UbikSim3.
They intend to reproduce an environment where hardware can be plugged into
the simulation directly, and their control software can receive inputs from the
different virtually installed devices [1]. Nevertheless, UbikSim and, other similar
simulators, seems unreal to the external observer, perhaps due to the lack of
realism regarding physical and kinematic aspects. Situations where the caregiver
does not hear the caretaker because of the house walls, or accidents where the
caregiver becomes the one to receive aid, cannot be represented in UbikSim as
it is. However, bringing those possible outcomes to the simulation, would surely
advance problems before end-users find them.

Another working hypothesis is that work done in 3D games can help building
more effective simulators for AAL. There is a shared goal between our intended
AAL simulator and current 3D games. It is easy to appreciate most 3D games
look for bringing realism to the gamer, too. Consequently, there has been a huge
effort to develop rendering engines capable of drawing convincing 3D scenarios
and also physics engines telling how the 3D meshes are expected to interact.
This makes possible pushing an object or tripping over some obstacle. Hence-
forth, using as starting point jMonkeyEngine4 (jME), a 3D game engine with
its development kit, we introduce a preliminary version of the Physical Human
Activity Tester (PHAT).

PHAT is a evolution of the ideas behind UbikSim, developed from scratch to
create scenarios where simulated humans recreate activities of daily living and
with the capability of showing how the AAL system under development is going
to be used. PHAT’s purpose is reduce development costs of AAL services. For
this, PHAT is focusing on two task: (1) improve requirements elicitation, the
simulator would be able to reproduce requirements in a real-time 3D animation
in order to social workers can check if what is displayed is what they want,
and (2) requirements validation, the simulator would allow an application to
check both if the interaction behaviour of the characters with the application
conforms to the expected and if the application can properly treat variations
of the scenarios collected. Working at these both levels would be expected to
reduce (1) the waiting times in development due to misunderstandings and (2)
the use of living lab, thanks to detection of early-trivial mistakes.

PHAT is not limited to just reusing 3D engines, but it also integrates with
MASON[2] for the sake of achieving a more controlled behaviour. MASON serves

3 UbikSim website: http://ubiksim.sourceforge.net/
4 jME website: http://www.jmonkeyengine.org

http://ubiksim.sourceforge.net/
http://www.jmonkeyengine.org
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to organise the behaviour of the actors by assigning them a MASON agent.
MASON simulation capabilities are combined too with the 3D engine in order
to create repeatable experiment sequences.

The paper is organised as follows. First, we introduce some related works in
section 2. Then, section 3 introduces PHAT by accounting which features of
3D game engines are relevant, see section 3.1, what is the relevance of discrete
event simulation in this problem, section 3.2, and then how both concepts can be
used to test AAL applications once a scenario capturing system requirements is
prepared, see section 3.3. A case study to validate the jME-MASON integration
is introduced in section 4. Finally, there are conclusions in section 5.

2 Related Works

There are not much works that use simulation to test AAL applications or to
requirements elicitation. Naranjo et al. [3] propose a modelling framework that
facilitates and streamlines the process of creation, design, construction and de-
ployment of technological solutions in the context of AAL assuring that they are
accessible and usable for elderly people. They define two environments (to be
used in a user centered design methodology): (1) an authoring environment that
allows the definition of the user, environment and service models, and (2) a sim-
ulation environment used to implement actual Virtual Reality (VR) scenarios of
AAL that will be used to verify interactions designs and validate the accessibil-
ity of AAL products by means of immersing the users in 3D virtual spaces. Sala
et al. [4] extend the idea of the previous work. Both works present the results
of VAALID project in developing this approach of creating tools for design and
simulation of AAL Solutions using VR and Mixed Reality, supporting the early
involvements of beneficiaries in the process. However, the project is centred in
VR using InstantReality5 where the definition of the scenarios is closed and de-
terministic due to, in part, lack of a physics engine. Besides, their models are
concerned with AAL applications and user interaction with the applications but
not with the daily activities and her behaviour in the physical space. Therefore,
this approach does not allow automatic tests because a user is always necessary.

Campillo-Sanchez et al. [5] extends UbikSim framework in order to be able
to test smart phone applications using virtual environment. Compiling the ap-
plication with their library, it could be installed on either a smart phone or an
emulator. The library allows the application to be connected to the virtual world
transparently. The test process is carried out automatically since user behaviour
is modelled using an hierarchical automaton. However, the virtual environment
performed by UbikSim has some deficiencies due to lack of physics engine, light
and animation system. So, simulating an accelerometer or a light sensor of the
smart phone is a hard task using UbikSim.

Shoulson et al. [6] present ADAPT6 which is a flexible platform for design-
ing and authoring functional, purposeful human characters in a rich virtual

5 http://www.instantreality.org/
6 ADAPT website: http://cg.cis.upenn.edu/hms/research/ADAPT/

http://www.instantreality.org/
http://cg.cis.upenn.edu/hms/research/ADAPT/
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environment. Their framework incorporates interesting facilities such as char-
acter animation, navigation, and behaviour with modular interchangeable com-
ponents to produce narrative scenes. Also, they present a behaviour framework
that allows a user to fully leverage the above capabilities using a centralised and
event-driven model. This work could be a good starting point for developing
PHAT. However, it is developed using the popular Unity 3D game engine which
is neither open source nor free.

3 PHAT - Physical Human Activity Tester

PHAT intends to work as an inexpensive virtual living lab. Developers will use it
to carry out requisites elicitation or to test AAL services. Hence, it is important
that the environment convinces a human observer at the same time it remains
developer friendly. For us, it means incorporating five features: (1) Repeatable
experiments. It is not convenient that the environment is non-deterministic every-
time. To some extent, experiments with PHAT ought to be repeatable. Hence,
the developer ought to be able to have determinism when required; (2) Convinc-
ing. It should behave as one would expect from a real world scenario. This living
lab should reproduce the activities of daily living of the actors which have been
identified in the real world. It also capture those behaviours and circumstances
the developer did not foresee. (3) Configurable. It should be easy to define con-
crete living labs, determining specific features of the actors and the environment,
as well as their expected behaviour and undesired consequences. (4) Visual and
Observable. The actual living lab ought to be visualised in a friendly way, but
also to associate monitors to observe concrete events. (5) Pluggable. The environ-
ment should be capable of incorporating simulated or real AAL systems. Being
a living lab, one wants to run an AAL system inside.

We started from a previous experience of UbikSim which satisfied previous
requirements to a great extent, except the convincing one. The environment
behaviour was hard-wired, so it did not have to match the real world’s one.
Physics in UbikSim did not exist, and actors were very simple animations.

In this work, we start from a focus on tools for reproducing real live conditions,
and one of the most advanced lines in this direction are game engines. Game
Engines are a good starting point for developing a realistic dynamic environment
such as Section 3.1 argues. Game engines do not have to lead to repeatable exper-
iments platforms, though. Hence, we considered reusing Mason, a discrete event
simulation engine based in Multi-Agent Systems (MAS) to provide the repeata-
bility feature. Section 3.2 presents a design about how to combine PHAT with a
discrete event simulation of agents. The logic of the simulation is performed by
the agents which take advantage of game engine capabilities.

3.1 Game Engine

A game engine is a complex piece of software. Due to this complexity, there
is a great interest in promoting software reuse and finding the right way to



PHAT: Physical Human Activity Tester 45

organise the necessary elements to create a game. This has led to game engines
written for a specific game but general enough to be used for a family of similar
games [7]. A Game Engine is a collection of modules of simulation code that do
not directly specify the game’s behaviour (game logic) or game’s environment
(level data). Game engines are built in layers and are large-scale systems. They
generally consists of a tool suite and a runtime component. Figure 1 shows a
typical runtime game engine architecture.

Fig. 1. A simplification of a typical runtime game engine architecture figure in [8]

Looking at Figure 1, and pursuing to create a virtual living lab, we found
relevant the features provided by the following components:

– Resource Manager provides a unified interface for accessing any and all type
of game assets. Assets are the resources we can use to model the different
parts of the living lab, including the house and the actors.

– Rendering Engine is one of the largest and most complex components of
any game engine. This engine includes a low-level renderer, a scene graph,
visual effects (such as particle systems and light mapping) and front end
(e.g. an in-game graphical user interface). This rendering makes possible a
configurable human friendly visualization of the environment. It also permits
to determine which parts are visible from the perspective of individual actors
(either because there are obstacles or low lights) and, that way, simulate
better the limitations of human vision in the real world.

– Collision and Physics are usually quite tightly coupled and offer a realis-
tic dynamics simulation creating a space where elements behave according
physics laws. Physics are one of the parts that interest us the most, since
they make the living lab more credible. It permits the observer to approve
the results of some actions.

– Skeletal Animation permits a detailed 3D character mesh to be posed by
an animator using a relatively simple system of bones. Animations are rel-
evant to reproduce problems in actors, like the gait problem in Parkinson’s
patients.

– Human Interface Devices (HID) allow game engine to process inputs from the
player. Inputs in our case are limited, but we would expect the human observer
to trigger some specific events to watch what the actors ought to do.
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– Audio is just as important as graphics in any game engine. Audio immerses
the player in the virtual world. In the living lab, proper audio reproduction
includes fade-in and fade-out, perhaps because of physical obstacles, which
permits to simulate a person does not hear another.

– Online Multiplayer module permits multiple human players to play within
a single virtual world. In our case, it may be used to let humans play the
roles of the actors in the scenario to quickly test one situation which is not
coded yet.

– Gameplay Fundation System is the layer to bridge the gap between the game-
play code (the action that takes place in the game) and the low-level engine
systems discussed thus far. We include here the integration with the discrete
event simulation engine which will provide the execution repeatability.

– Game-Specific Subsystem contains the game specific code. In our living lab,
it would contain the control mechanisms to code the actors behaviours, as
well as the AAL software to be tested within the game.

These features can be found in many game engines. Some are commercial,
but others are free software. As game engine, this work uses jME, which is
developed in Java under a BSD license. jME includes the lightweight OpenGL
Java library (LWJGL), under BSD license, for rendering and jBullet, under
ZLib license, as physics engine. jME is very well documented and supported. It
also regards the above-mentioned features. Nevertheless, working with jME is
like creating a game, with all the implicit challenges a game development has.
A person interested in testing AAL applications ought to be unaware of such
complexities, and this is where PHAT does its part. It intends to take advantage
of those features in a developer friendly way.

3.2 Discrete Event Simulation

A simulation is the imitation of the operation of a real-world process or system
over time. Besides, a discrete-event system simulation is the modelling of sys-
tems in which the state variable changes only at a discrete set of points in time
[9]. Designing a simulation is not trivial and requires, among others, to define
precisely the purpose of the simulation. In our case, it is reproducing an in-
tended behaviour as expressed in the requirements. Basically, in the simulation,
a sequence of events is found and the participating actors do perform some pre-
arranged actions. The characterisation of these actors as well as the description
of their actions is very relevant to our problem and very related to the research
in Multi-Agent Based Simulation (MABS).

While it is common to talk about intelligent bots in game developments, in
our case we want to have too stupid bots that repeat sequences of actions. While
the first kind may capture the “unexpected actions” one may desire, the second
are more suitable for thorough experimentation. The separation between both
is a matter of how bots are actually programmed. In any case, we would like
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some control over the different actors and how they interact. It should be clarified
that one actor may be a body or one object. Some interactions are not controlled
explicitly, like physical interaction due to collisions, because it is the purpose of
this effort to add realism. So, we let collisions happen and we decide if there are
additional consequences to those pointed out by the physical engine, like the act
of pushing a button.

It is hard to balance the different sources of control when part is retained by
the game engine. Our solution has been through the extension of the game cycle.
A game engine do have a game cycle, just as a simulation engine has a simulation
cycle. By triggering a simulation cycle whenever the game cycle is run, it can
be obtained a rather straightforward integration. Once linked the discrete event
simulation and the game, it is still necessary to define the simulation objects.
Since we need to define the interplay of different actors which are capable of
acting over the environment, a MABS approach was the obvious choice. From
the existing solutions, we opted for MASON7 due to the positive experience with
UbikSim. MASON is a fast discrete-event multiagent simulation library core in
Java.

MASON enables repeatable simulations. MABS means, on the other hand,
that it is possible to use the agent metaphor to model the dynamic entities
taking part on the simulation. With MASON, the entity agent is used as the
main modelling element.

The drawback of MASON is that many of its features, like their own 3D
space representation, are hard to fit when dealing directly with something as
complex as jME. Nevertheless, MASON can provide a simplified, non 3D, vision
of the situation. Also, in situations with a high number of agents, let us remind
that agents in MASON can represent humans or objects in jME, it could be
observable some emergent behaviour. A system is said to have emergence when
it shows dynamic behaviours that were not specified at design time. Precisely,
emergence is another interesting means to reproduce the unexpected, i.e. to
generate behaviour that was not designed beforehand. In summary, the following
three reasons make MASON very appealing within PHAT: (1) agents and multi-
agent systems as a modelling metaphor, (2) repeatable experiments and (3)
emergence.

3.3 Testing AAL Services

PHAT intends to serve as virtual living lab. Henceforth, it should permit the
incorporation of AAL services to this virtual reality. An AAL service will be
typically made of a network of sensors plus one or many processor units. PHAT
must offer interfaces in order to implements these sensors (e.g. a thermometer,
accelerometer or light sensor) and actuators (e.g. a switch) and real AAL services
can be tested using a virtual world.

Smart phones are devices equipped with a broad range of sensors and wireless
connectivity. These capabilities, and their ever increasing popularity, make these

7 MASON website: http://http://cs.gmu.edu/~eclab/projects/mason/

http://http://cs.gmu.edu/~eclab/projects/mason/
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devices a fitting choice for installing AAL services on them. So, we intend to focus
first on these devices in PHAT. Being an AAL developer using smart phones as
target platform, we expect PHAT to provide: (1) Sensor simulation. Every sensor
of smart phone must be simulated in order to the service perceives its context
in the virtual world. A game engine helps to overcome this challenge. PHAT
should publish mechanisms to allow devices create and connect to them. (2)
Actuator simulation. Actuators in a smart phone are speaker and flash light,
and PHAT should publish mechanisms like sensors also. (3) Simulated smart
phones. They are a composition of sensor and actuators. Also, an AAL service
could have a GUI, so the agent need to interact with the GUI pressing buttons
and interpreting outputs in the screen. PHAT need to model this feature in order
to agents can interact with the smart phone application. If the service uses a
voice interface, this is related with the first feature, and could be solved with a
simulated microphone sensor (using audio engine) and a text-to-speech library.

Once the AAL service is integrated, the testing itself ought to proceed. A test,
in the classical sense, is related to one known sequence of inputs and an expected
outcome in form of actions or changes in the environment. Since there is inte-
gration with a discrete event simulation engine, a test will typically imply: (1)
Prepare the AAL service. Initialise simulated devices as expected by the testing
sequence (2) Run the simulation. The simulation will start a series of MASON
agents which will start controlling their jME avatars and performing actions.
During the simulation, MASON agents will interact with the jME environment
and, consequently, will affect the network of sensors which is part of the AAL
service. Some interactions, like the act of touching a display will be simulated
through pre-arranged sequences of events. The AAL service will run in a sep-
arated virtual machine, like QEMU in the case of Android smart phones, and
will not be controlled by the simulation cycle. (3) Observe simulation variables.
The MASON agents do have access to the jME environment of their avatars, so,
if they were designed with this intention, these agents ought to have triggers or
flags that indicate when their behaviour was successfully performed.

4 Case Study

The case study we focus on for the initial development of PHAT is a classical
falling situation. The caregiver is preparing dinner in the kitchen while the pa-
tient goes to wash hands in the toilet. At some point of his way, the patient
cannot move his feet. The smart phone detects this situation and plays a music
which helps the patient to walk again. Once in the toilet, the patient perhaps
slips on the water in the ground and falls. The caregiver is in another room
and has to, first, listen to the patient fall or help cries, and then run to attend
the patient. Figure 2 reproduces this situation. The left window displays the 3D
environment which is generated by PHAT where the relative is walking towards
the patient. Note that the path that the relative is following is displayed and an
obstacle (a water bottle) is in his way. Both windows at right belong to MA-
SON. The upper one is the console where the tab named “Inspectors” shows the
properties of the relative. The entities are inspected by double-click on them in
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Fig. 2. A capture of PHAT where a patient is falling over

the bottom window named “House”. This window is the MASON world where
each physics entity is updated by PHAT using its physics engine.

We make the scenario more complex by making use of JME3 features: (1)
Lights. The scenario reproduce a dining situation where the house has its lights
off,except the rooms the actors occupy: the kitchen and the toilet. (2) Physics.
They are applied to implement the accelerometer sensor of the smart phone and
to show a realistic fall of the patient and register with what objects in the house
the patient may crash against. In our test, the caregiver stumble upon a water
bottle in the ground which is barely visible due to the low light and fall in the
corridor. Also, it may happen the caregiver hits the door frame and gets some
injure as a result of the collision. (3) Sound. The music from smart phone will
helps the patient if she didn’t forgot his device. Also, there is sound coming from
the cooking, so it has to be decided if the actor really can listen to the patient.

Actors in the scenario use a combination of physics and animations. When
running, the actors use animations since using a real walking algorithm would
imply embedded equilibrium mechanisms, limb coordination, and other elements
that will be addressed in future releases. In this scenario, the control of actors
is defined through automatons running on MASON as follows. (1) Patient. Go
to the toilet. Suddenly, a lock event sets that cannot move his legs. After a few
seconds, the patient goes on when she hears the music. Once in the toilet, look
to another direction, perhaps looking to something else. Then trip over and fall.
While in the ground, try to stand up and ask for help. (2) Relative. Do nothing
at the beginning. If a noise is heard, then run to the noise source. When reaching
the destination, help the caretaker.

For an AAL application, the interest comes from situations where the relative
is not aware of the situation (the relative does not hear the fall noise or the cries
for help) of the caretaker and/or is unable to provide assistance. By working
with the lights, physics, and sound, we can provide variations over the scenario.
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5 Conclusions and Future Works

This paper has introduced PHAT, a new framework for simulating living labs
for the development of AAL applications. PHAT combines a game engine, jME,
with a Multi-Agent Based Simulator, MASON. The result is a simulation that
allows to include a great doses of realism. The current test case includes a basic
proof of concept of the integration Mason-jME, leaving for jME the environment
realisation and the control for MASON. Hence, each MASON agent represents
an actor, but it could represent other elements in the scenario as well if a more
complex behaviour is needed.
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Abstract. The increasing importance of solar energy has made the ac-
curate forecasting of radiation an important issue. In this work we apply
Support Vector Regression to downscale and improve 3-hour accumu-
lated radiation forecasts for two locations in Spain. We use either di-
rect 3-hour SVR-refined forecasts or we build first global accumulated
daily predictions and disaggregate them into 3-hour values, with both ap-
proaches outperforming the base forecasts. We also interpolate the 3-hour
forecasts into hourly values using a clear sky radiation model. Here again
the disaggregated SVR forecast perform better than the base ones, but
the SVR advantage is now less marked. This may be because of the clear
sky assumption made for interpolation not being adequate for cloudy
days or because of the underlying clear sky model not being adequate
enough. In any case, our study shows that machine learning methods or,
more generally, hybrid artificial intelligence systems are quite relevant
for solar energy prediction.

Keywords: Solar energy, radiation, support vector regression.

1 Introduction

Weather forecasting systems are constantly improving and nowadays provide
fairly accurate predictions of the most relevant variables for everyday use. But
the high variability of atmospheric phenomena, the very complex nature of Nu-
merical Weather Prediction (NWP) systems and the extremely large underlying
systems for the data capture needed to initialize these models make accurate
forecasts a very difficult and demanding task, particularly for newer application
areas and for the variables relevant for them. A very recent example is solar en-
ergy, for which solar radiation is obviously the most relevant variable. However it
is affected by phenomena such as cloud behaviour or aerosols, that may not have
been too well modelled in current NWP systems or simply are not considered in
some such models. This results in NWP radiation forecast accuracies that have
to be improved to be successfully applied to effective solar energy predictions,
something where Artificial Intelligence techniques can help, either by themselves
or as combination of layers of different systems under a hybrid artificial intel-
ligence approach. Of course, the use of statistical or Machine Learning (ML)

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 51–60, 2013.
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methods to post process NWP forecasts is not new. A first example is the re-
gression models proposed in [5] to match solar radiation measures with available
forecasts of global horizontal solar radiation (GHR) over horizons from 6 to 30
hours. Similarly, artificial neural networks (ANNs) have been applied in [4] to
reduce the relative RMSE of daily average GHR forecasts. See [11] for a review
of artificial intelligence techniques in photovoltaic applications.

In this paper we will also follow a ML approach to analyse for two geographic
locations in Spain the radiation forecasts of direct horizontal radiation (DHR)
given by the European Center for Medium Weather Forecast (ECMWF)1 as
three-hour accumulated radiation values and show how they can be improved
after Support Vector Regression (SVR) modelling. We shall consider two differ-
ent approaches. In the first one we will directly try to derive three-hour radiation
predictions applying SVR models to the corresponding three-hour ECMWF fore-
casts of global horizontal radiation and cloud cover; we will call this approach
3H-SVR models. In the second one we will try to predict total daily radiation for
a given day from an input vector given by the three-hour NWP forecasts for that
day, the rationale for this is the expectation of the daily radiation problem to
be easier, and that better overall results can be disaggregated into better 3-hour
accumulated radiation forecasts; we will call this daily approach D-SVR models.
Of course, the final goal are hourly radiation forecasts and both 3H-SVR and
D-SVR forecasts have also to be disaggregated into hourly values, and we will
compare the performance of both approaches and that of ECMWF forecasts. We
point out that disaggregating accumulated radiation into hourly values is a diffi-
cult problem for which there is not yet an accepted solution. Here we will simply
convert three-hour values into hourly forecasts by interpolation using a simple
clear sky radiation model. While this may be adequate for cloudless days, it may
not be so for cloudy days. In any case, this is an important issue in practical
applications that has to be further studied.

The paper is organized as follows. In Sect. 2 we will discuss global horizontal
solar radiation, introduce a simple clear sky radiation model which will illustrate
the hourly disaggregation procedure that we will follow, and briefly describe
Support Vector Regression. In Sect. 3 we will analyse the ECMWF forecasts as
well as the daily and 3-hour SVR models we will build to try to improve the base
ECMWF forecasts. Moreover, we will describe our disaggregation procedure and
compare the hourly performance of the ECMWF and the 3H-SVR and D-SVR
models. Finally, Sect. 4 ends the paper with a discussion and pointers to further
work.

2 SVR Prediction of Solar Radiation

2.1 Solar Radiation Modelling

As mentioned in the introduction, modelling of solar radiation is a very active
research area, where many concrete models have been proposed that often require

1 European Center for Medium–Range Weather Forecasts. http://www.ecmwf.int/

http://www.ecmwf.int/
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the adjustment of several local parameter values; a review of some of these models
from the point of view of renewable energy is in [12]. Since later on the paper
we will follow a radiation model approach to disaggregate accumulated radiation
values into hourly values, we briefly discuss now a basic, much simplified model
of clear sky radiation. Let us denote by Id the direct (beam) radiation at a
given point, I the horizontal radiation and Θ the solar angle of incidence or
zenith angle, that is, the angle between the incident solar rays and the vertical
at a point. We then have I = Id cosΘ, where Θ is a trigonometric function
Θ = Θ(L,D,H) of the latitude L of the point and the day D and hour H .

A first approximation to Id could be the solar constant, i.e., the radiation
at a given point outside the atmosphere. The actual direct solar radiation at
the top of the atmosphere varies with the distance of the Sun to the Earth,
with a maximum of about 1, 417W/m2 at the perihelion, a minimum of about
1, 325W/m2 at the aphelion and an average value IA of 1, 370W/m2. If N denotes
the day number, a good approximation for the direct solar radiation IS is [6]

IS = 1, 370

(
1 + 0.034 cos

(
2π

N − 3

365

))
;

recall that the aphelion falls approximately on January 3. However, to derive Id

we have to take into account the length of the path the Sun rays follow in the
atmosphere. This relative length is described in terms of the air mass A. When
the zenith angle Θ is 0 and the Sun is directly overhead, air mass is taken as
1. When Θ increases so does path length and, hence, air mass. The empirical
Kasten–Young formula [7] gives an approximation to A

A =
1

cosΘ + 0.50572(96.07995− Θ)−1.6364

with Θ given here in degrees. A simple formula to combine air mass and the
solar constant to derive the direct radiation Id is the one proposed by Meinel
[10]

Id = 1.353 × 0.7A
0.678

.

Putting together these formulæ one can get an approximation to clear sky direct
horizontal radiation I that ultimately depends only on Θ, that is, latitude, day
and hour (although many other parameters have to be set that are heavily
dependent on local conditions). The model described is just a simple clear sky
model; in Sect. 3 we will use the more sophisticated Bird model [1].

In any case, these models are a first step towards the highly sophisticated
methods used by state of the art numerical weather prediction (NWP) systems.
Among them the already mentioned global ECMWF model is very widely used
and considered among the best globally. Its forecasts are available twice a day
on a 0.25o × 0.25o grid and have a temporal resolution of three hours for the
first forecast days. In this study we will work with two variables, three-hour
aggregated downward surface solar radiation (DSSR) and average total cloud
cover (TCC). However, factors such as the complexity of cloud physics or even the
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wide spatial resolution make radiation rather difficult to predict by the ECMWF
or other NWP models. As a consequence, NWP models have been shown to
have prediction biases and, therefore, limited forecast accuracy. This has been
reported in many studies, such as those in [14,3], not only for ECMWF but also
for several other NWP systems [8]. Model Output Statistics (MOS) is a technique
widely used in meteorology that applies statistical analysis to correct NWP bias
and yield refined forecasts. MOS has been applied to radiation estimates under
different approaches [8,2,13,9]. In some sense the application of SVR that we will
present in Sect. 3 can also be seen as an alternative approach to MOS. Before
that, we give next a quick overview of SVR.

2.2 Support Vector Regression

Linear Support Vector Regression (SVR) [15] tries to fit a linear model W ·X +b
to a sample S = {(Xp, yp) : p = 1, . . . , N} so that the following criterion function
is minimized

min
W,b,ξ

1

2
‖W‖2 + C

∑
i

(ξi + ξ∗i ), (1)

subject to the restrictions W ·Xi+b−yi ≥ −ξi−ε, W ·Xi+b−yi ≤ ξ∗i +ε, ξi, ξ
∗
i ≥ 0.

The problem (1) represents an extension of standard SVM classification but, in
fact, it can be rewritten as a more familiar modelling problem. First, notice
that we only penalize strictly positive ξi and ξ∗i slacks. Moreover, observe that
if W · Xi + b − yi > 0, we would have |W · Xi + b − yi| ≤ ξ∗i + ε, while when
W · Xi + b− yi < 0 we would have |W · Xi + b− yi| ≤ ξi + ε. Thus, minimizing
(1) is equivalent to minimize∑

i

[yi − W · Xi − b]ε +
1

C
‖W‖2,

where [z]ε is the ε-insensitivity cost function [z]ε = max(0, |z| − ε). In other
words, SVR can be seen as a variant of standard L2 regularized regression where
instead of the familiar z2i = (yi − W · Xi − b)2 square error, we use the [zi]ε
errors that allow an ε-wide, penalty-free “error tube” around the model function
W · X + b. In any case, what one actually solves is the dual of (1), that is,
minimizing

J(α, β) =
1

2

∑
i,j

(αi − βi)(αj − βj)Xi ·Xj + ε
∑
i

(αi + βi) −
∑
i

yi(αi − βi) (2)

where now 0 ≤ αi, βi ≤ C. In our experiments we will solve (2) using the
LIBSVM implementation 2 which can be considered the state of the art in

2 LIBSVM. http://www.csie.ntu.edu.tw/~cjlin/libsvm/

http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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SVM software. Moreover, notice that (2) only involves dot products Xi · Xj

and the same is true for the SMO algorithm used in LIBSVM implementation;
in particular, we can replace these dot products using a kernel k so that, in-
stead of the Xi, we work with a high (possibly infinite) dimensional projection
Φ(Xi) so that Φ(Xi) · Φ(Xj) = k(Xi, Xj). Here we will use a Gaussian kernel

k(X,X ′) = exp
(
− ‖X−X′‖2

2σ2

)
.

Once we solve (2) and obtain the optimal α∗
i , β

∗
i , the optimal weight is now

W ∗ =
∑

(α∗
i − β∗

i )Φ(Xi) and the final model is given by

f(X) = b∗ + W ∗ · Φ(X) = b∗ +
∑

γ∗
i Φ(Xi) · Φ(X) = b∗ +

∑
i

γ∗
i K(Xi, X)

= b∗ +
∑
i

γ∗
i e

−‖X−Xi‖2
2σ2 .

where we write γ∗
i = α∗

i − β∗
i . We describe next how to build and apply SVR

models to forecast radiation values.

3 Experiments

3.1 ECMWF Radiation Forecasts

We shall compare first here ECMWF DHR forecasts and actual measured values
at two concrete points in Spain, A Coruña and Alicante, for which there are
hourly DHR measures. The data for the study go from December 2009 to June
2011, that is, 19 months. Since in the next section we will work with ML models
that require a certain time period to be used as the training data to build models,
we will consider a subset of the above months as a test period, namely, from
January in 2011 to June in 2011. Actual radiation values for the two locations
are given for solar hours 5 to 21. On the other hand, ECMWF forecast of DHR
are given as 3-hour accumulated values for hours 6, 9, 12, 15, 18 and 21. Summer
accumulated radiation values at solar hour 6 certainly include radiation at hour
5 and even a slight amount at hour 4. We do not have actual radiation values at
hour 4, but in what follows we will ignore this and consider as 3-hour accumulated
radiation at hour 6 the sum of radiations at hours 5 and 6. Therefore, we will first
compare 3-hour actual accumulated radiation for solar hours 6, 9, 12, 15, 18 and
21 with the corresponding ECMWF forecasts, and measure the monthly mean
absolute error, MAE, for both the individual 3-hour forecasts and the total daily
radiation. More precisely, denoting by I3d,h the accumulated 3-hour radiation up

to hour h of day d and by Î3,Ed,h its ECMWF prediction, the 3-hour ECMWF

mean absolute error (MAE) eE3H(m) at month m is given by

eE3H(m) =
1

NDm

NDm∑
d=1

1

6

7∑
k=2

|I3d,3k − Î3,Ed,3k|,
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with NDm the number of days in month m.
For total daily radiation forecasts, we transform the accumulated 3-hour radia-

tion ECMWF forecasts Î3;Ed,h into daily forecasts ÎEd as ÎEd =
∑7

k=2 Î
3;E
d,3k. Similarly

as just done, denoting by Id the total radiation for day d, i.e. Id =
∑21

h=5 I
3
d,h,

the daily ECMWF forecasts error eED(m) at month m is given by

eED(m) =
1

NDm

NDm∑
d=1

|Id − ÎEd |.

Finally, considering hourly radiation values Id,h for hour h of day d and the cor-

responding ECMWF forecasts ÎEd,h (we discuss below how we will derive them),

the hourly ECMWF MAE error eEH(m) for a month m is given by

eEH(m) =
1

NDm

NDm∑
d=1

1

17

21∑
h=5

|Id,h − ÎEd,h|.

Tables 1, 2 and 4 give the errors of the 3-hour, daily and hourly ECMWF forecast
for the test months.

Table 1. 3-hour MAE errors of ECMWF and SVR forecasts

A Coruña

Jan Feb Mar Apr May Jun Ave

ECMWF 39.06 50.57 66.58 71.19 79.47 88.64 65.92
D-SVR 34.29 39.68 51.45 66.51 79.30 84.03 59.21
3H-SVR 34.22 42.01 52.37 64.03 72.92 87.00 58.76

Alicante

Jan Feb Mar Apr May Jun Ave

ECMWF 29.21 33.81 57.73 47.71 53.09 50.28 45.30
D-SVR 28.67 32.47 54.60 44.04 53.30 51.79 44.15
3H-SVR 27.42 30.51 58.12 45.09 52.03 50.16 43.89

3.2 SVR Radiation Forecasts

We will consider two different SVR approaches to forecast DHR values. On
the one hand, we will first directly model 3-hourly accumulated DHR values
(3H-SVR), using as targets the accumulated values of the measured DHR, i.e.,
I3d,3k = Id,3k + Id,3k−1 + Id,3k−2, k = 2, . . . , 7.

As input patterns Xd,h we will take the DSSR and TCC forecasts at each one
of the four grid corners that surround the measurement point; pattern dimension
is thus 8. These 3-hour forecasts Î3;3Sd,h can be added to derive a daily radiation

forecast Î3Sd =
∑7

2 Î
3;3S
d,3k .

On the other hand, we can build D-SVR models that aim to forecast the total
daily DHR Id from patterns made up of the six 4-point DSSR and TCC forecasts



Support Vector Forecasting of Solar Radiation Values 57

Table 2. Daily total MAE errors of ECMWF and SVR forecasts

A Coruña

Jan Feb Mar Apr May Jun Ave

ECMWF 151.90 198.99 250.70 227.03 272.79 357.13 243.09
D-SVR 118.41 126.67 146.78 237.07 251.47 342.93 203.89
3H-SVR 126.60 132.80 169.79 246.55 262.27 370.27 218.05

Alicante

Jan Feb Mar Apr May Jun Ave

ECMWF 127.96 103.88 284.56 233.82 246.72 233.26 205.03
D-SVR 124.30 102.43 238.78 182.10 205.16 226.00 179.79
3H-SVR 107.58 93.99 256.94 181.02 195.41 221.17 176.02

given by the ECMWF; pattern dimension is now 6 × 8 = 48. To disaggregate
the daily D-SVR forecasts ÎDS

d into 3-hour accumulated DHR forecasts Î3;DS
d,h

we will use the proportions determined by the ECMWF radiation forecasts, i.e.,
we have

Î3;DS
d,3k =

Î3;Ed,3k

ÎEd
ÎD,DS
d ,

where we recall that ÎEd =
∑7

k=2 Î
3;E
d,3k.

In order to build a 3H-SVR or D-SVR model for each one of the testing
months, observe that for each month m we have to select the optimal penalty
factor C, tolerance ε and Gaussian kernel width σ of the corresponding SVR
models. There are several options that can be considered and, in fact, given the
clear seasonal behaviour of radiation, the adequate selection of the validation
and training subsets may have a great influence on a model’s performance, as
a good model for, say, August, will not give good results when tested in, say,
January. We will work with a sliding 12-month training set and use for validation
the month just prior to the one to be used for testing. In other words, to build a
model for month m, we use as validation subset month m−1 and months m−13
to m − 2 as the training set.

We will use the LIBSVM code to construct the SVR models that also im-
plements exhaustive grid search to choose the best parameters. For the penalty
terms CD and C3H we consider values in the range [27, 215] with a step of 21;
the range for σD and σ3H is [2−18, 23] with a step of 22 and the range for εD
and ε3H is [2−1, 28] with a step of 21.

Table 3 shows the best parameters for each monthly model for Alicante and
A Coruña.

The errors of the accumulated 3-hour and daily SVR forecasts are also given
in Tables 1 and 2, respectively. At first sight, we could expect the 3H-SVR
forecasts to be better than the ECMWF and D-SVR ones for 3-hour forecasts,
while D-SVR should be better for daily forecasts. Looking at the average MAE
errors, both 3H-SVR and D-SVR improve on the ECMWF forecasts. 3H-SVR
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Table 3. Best parameters for each monthly model for Alicante and A Coruña

A Coruña Alicante

CD C3H σD σ3H εD ε3H CD C3H σD σ3H εD ε3H

Jan 212 215 2−9 2−13 28 2−1 214 27 2−13 2−7 21 22

Feb 212 29 2−9 2−7 27 24 29 29 2−7 2−7 2−1 2−1

Mar 28 211 2−7 2−5 25 22 214 28 2−13 2−11 27 23

Apr 27 215 2−5 2−5 26 25 214 215 2−11 2−7 27 25

May 29 212 2−7 2−3 27 25 211 214 2−5 2−3 24 25

Jun 215 29 2−13 2−1 28 25 214 215 2−13 2−7 27 2−1

is better for the 3-hour forecasts, and D-SVR is better for daily forecasts in A
Coruña, although 3H-SVR slightly beats it for Alicante. As it can be seen, both
the daily and 3H monthly predictions improve on the ECMWF forecasts except
for April in A Coruña.

3.3 Hourly Disaggregation of Radiation Forecasts

A clear sky model gives the DHR value at time t of day d as a function c(t; d).
Thus, the accumulated radiation between hours h− 1 and h of day d is

a(h; d) =

∫ h

h−1

c(t; d)dt � 1

M

M∑
i=1

c

(
h− 1 +

i

M
; d

)
,

where M determines the approximation time step. To disaggregate the 3-hour
accumulated DHR Î3d,h as the sum Î3d,h = Îd,h+Îd,h−1+Îd,h−2 of the hourly DHR

values, a simple approach to derive the hourly forecasts Îd,3k−2, Îd,3k−1, Îd,h from

Î3d,3k is

Îd,3k−j =
a(3k − j; d)

A(3k; d)
I3d,3k,

where k = 2, . . . , 7 and we take A(h; d) = a(h − 2; d) + a(h − 1; d) + a(h; d) =∫ h

h−3 c(t; d)dt. Notice that this ensures that Î3d,3k = Îd,3k + Îd,3k−1 + Îd,3k−2.
We will apply this approach to derive hourly radiation forecasts from the

ECMWF, 3H-SVR and D-SVR 3-hour forecasts Î3,Ed,h , Î3,3Sd,h and Î3,DS
d,h respec-

tively using the previously mentioned Bird model [1] for the function c(t; d). The
errors of the disaggregated hourly radiation forecasts of the ECMWF, 3H-SVR
and D-SVR models are given in Table 4. Here we could expect that 3H-SVR, the
best 3-hour forecasts, would also lead to the best hourly ones and this is so for
the average and monthly MAEs. However, errors are now tighter than for the
3H and D cases, suggesting that the hourly interpolation should be improved.
One source of this tightening is that the assumption of 3-hour values decompos-
ing according to clear sky interpolation may not be correct for some days (such
as, for instance, cloudy ones). Moreover, we recall that clear sky models require
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Table 4. Hourly MAE errors of ECMWF and SVR forecasts

A Coruña

Jan Feb Mar Apr May Jun Ave

ECMWF 19.55 22.92 29.28 32.64 37.74 39.17 30.22
D-SVR 17.88 19.11 24.54 31.39 37.78 37.29 28.00
3H-SVR 17.71 19.85 24.56 30.72 35.11 38.31 27.71

Alicante

Jan Feb Mar Apr May Jun Ave

ECMWF 17.80 17.66 27.44 24.36 27.33 24.68 23.21
D-SVR 16.84 17.53 26.03 22.90 27.46 25.87 22.77
3H-SVR 16.57 16.80 27.43 23.14 26.66 24.85 22.57

several parameters to be locally adjusted and it may be very well the case that
the parametrization of the Bird model used is not optimal for the A Coruña and
Alicante locations.

4 Discussion and Conclusions

The increasing integration of renewable energies into the electrical system is de-
manding better forecasts of the meteorological variables involved. Of course this
requires advances in the NWP systems now in exploitation but their complexity
makes these advances relatively slow. In the mean time, hybrid artificial intel-
ligence systems can be of great interest and in this work we have shown how
ML techniques, SV regression here, can improve the initial radiation forecasts
provided for two locations in Spain by the state–of–the–art ECMWF model.
More precisely, our results show that clearly more accurate local forecasts can
be derived applying SVR models that have as inputs the ECMWF predictions.

An obvious conclusion is thus that SVR or other ML methods may be ex-
ploited with profit to yield better forecasts in the field of renewable energies.
While we have not followed this approach here, our results suggest to apply
ML models to obtain actual energy production forecasts that may result in im-
proved economic yields to farm operators (as they will have to bear smaller
deviation penalties) and an easier operation and integration of these energies in
the electrical system. In any case, there is clearly room for further improvements,
particularly when the SVR-refined 3-hour accumulated radiation forecasts have
to be disaggregated into hourly values, as the clear advantages of SVR forecasts
over the ECMWF ones for 3-hour or daily accumulated radiation become less
strong. Reasons for this may be the clear sky interpolation approach followed
here or, even, the underlying clear sky model used. Although there seems to
be no universally accepted best clear sky model (and they also need careful lo-
cal calibration of model parameters), using more modern models (see [9]) would
certainly help. Another possibility is to, first, disaggregate the 3-hour NWP fore-
casts into hourly values and then use them to model directly hourly radiation
values. We are presently looking into these and other related issues.
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Abstract. Facility location decisions play a critical role in the strategic design 
of supply chain networks. Selection of facility locations among alternative loca-
tions is a decision problem which includes quantitative and qualitative criteria 
simultaneously. This paper discusses facility location problem with focus on lo-
gistics distribution center in Novi Sad area, Serbia, micro-location selection. 
Methodological fuzzy TOPSIS ranking method is proposed and examined and it 
is shown how such a model can be of assistance in analyzing a multi criteria de-
cision-making problem when the information available is vague and subjective. 
The experimental results could be compared with other official results of the 
feasibility study of the distribution center (DC) located in Novi Sad area. Com-
pared to the official study, which does not show a methodological basis, this re-
search gets the results similar to the empirical results in an entirely exact way.   

Keywords: Facility location, logistics distribution center, fuzzy logic, TOPSIS. 

1 Introduction 

Facility location decisions play a critical role in the strategic design of supply chain 
networks. Facility location problem, whose optimization is a central area in operations 
research, is determining the best region for facility. Typical application of facility 
location includes placement of factories, warehouses, storage facilities, depots, 
schools, libraries, fire stations, hospitals, ATM machines, base stations for wireless 
services. Selection of facility locations among alternative locations is a decision prob-
lem which includes quantitative and qualitative criteria simultaneously.  

It is possible to consider the facility location problem with focus on logistics distribu-
tion center (LDC) in Novi Sad area, Serbia, micro-location selection, in different ways.  
During the decision phase, it is possible to, in a first place, define two major category 
groups: The first major category group is based on belonging to a certain area and is 
divided into six categories which are: technology, economics, organizational, technical, 
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ecological, legal and regulatory. Then the second major category group represents busi-
ness interest groups such as: user system, system of terminals, social system. There are, 
all in all, 69 criteria that should be taken into account when choosing optimal location 
for LDC in Novi Sad area. This paper discusses only first major category group and its 
six categories with appropriate 38 criteria.            

The rest of the paper is organized in the following way: Section 2 provides some 
approaches about facility location selection methods and related work. In Section 3 
Official Study selecting LDC in Novi Sad area is presented. Section 4 proposes me-
thodological fuzzy TOPSIS ranking method, which is examined and it is shown how 
such a model can assist in analyzing a multi criteria decision-making problem when 
the information available is vague and subjective. Selection of a facility for LDC, 
categories, criteria and facility rating by decision makers with respect to established 
categories are discussed in Section 5. An application of this hybrid model’s experi-
mental result, the Euclidean distance measure and rank, the order of the facility  
location and selection of LDC in Novi Sad area, are presented in Section 6. Finally, 
Section seven gives concluding remarks. 

2 Facility Location Problem and Related Work   

One of the more important discussions in production planning is facility planning, in 
which facility location and layout are considered. Since the decision makers have 
different opinions about importance and relations between facilities and locations, a 
multi-criteria analysis helps them to solve problem in group decision-making process.   

Different researches have discussed location problems with multiple attributes and 
various methods are used for solving them. In [1] a fuzzy goal programming for locat-
ing a single facility with a given convex region is presented. Solving facility location 
problems using different solution approaches of fuzzy multi-attribute group decision 
making is presented in [2]. In [3] fuzzy AHP and fuzzy TOPSIS are used for the se-
lection of facility location. In that particular research they compare results of the pro-
posed methods. Fuzzy TOPSIS is proposed for selecting plant location in [4]. A 
closeness coefficient is defined to determine the ranking order of alternative locations 
by calculating the distances to both ideal and negative solutions. A new TOPSIS ap-
proach for selecting plant location under linguistic environments, where the ratings 
are various alternative locations under various criteria, and the weights of various 
criteria are assessed in linguistic terms represented by fuzzy number presented in [5]. 
A new fuzzy multiple-attribute decision-making approach, for solving facility loca-
tion selection problems by using objective-subjective attributes is presented in [6]. 
The proposed system integrates fuzzy set theory, factor rating system, and simple 
additive weighting (SAW) and it is applied to deal with both qualitative and quantita-
tive dimensions [6].   

A method to determine the optimal location of fire station facilities is discussed in 
[7]. The model is a combination of a fuzzy multi-objective programming and a genet-
ic algorithm. The objectives are to minimize the total setup and operating costs of fire 
stations and total loss cost of accidents in a given area and minimize the longest  
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distance from a fire station to any accident site. The fuzzy multi-objectives are appro-
priately converted to a single unified min-max goal for being solved by a genetic 
algorithm [7].     

The Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) me-
thod, which was initially proposed in [8], is a well-known multiple criteria decision 
making (MCDM) method. The TOPSIS method introduces the shortest distance from 
positive ideal solution (PIS) and the farthest distance from the negative ideal solution 
(NIS) to determine the best alternative. While the PIS is maximal benefit criteria and 
NIS is minimal benefit criteria.    

TOPSIS method has become popular multiple criteria decision technique due to (1) 
its theoretical rigorousness [9], (2) a sound logic that represents the human rationale 
in selection [10], and (3) the fact that it has been provided in [11] as one of the most 
appropriate methods in solving traversal rank. Recently, some researchers have fo-
cused on developing fuzzy TOPSIS methods to deal with imprecise information. Sun 
[12] applied fuzzy TOPSIS to evaluate the competitive advantage of shopping web-
sites. Kahraman [13] proposed an interactive group decision making methodology 
based on fuzzy TOPSIS method to select information system providers under multiple 
criteria.                           

3 Choosing a Location for a Distribution Center – Official Study  

Based on an existing study: „Studija o uslovima i opravdanosti izgradnje RTC u 
Novom Sadu (A study on the conditions and justification of construction of the freight 
transport center in Novi Sad)” [14], done by PU ”Urban Planning”– Institute of urban 
planning Novi Sad in 2004. Presents certain locations in the town which could be 
poterntioal locations for future distribution center. Our research  relies on certain 
elements of the above mentioned study, so processing of these potential sites with 
their advantages and disadvantages confirms or denies the final site selection for the 
development of distribution center. 

The above mentioned study offers an analysis of the current status of all activities 
involved in the operation of a distribution center, starting with the transportation 
systems, freight transport, the size of sub-systems, distribution center, the size of the 
overall space required. The analysis determines the criteria for site selection, as well 
as decision on the wider range of sites, and finally selection of a site based on the 
following criteria: (1) The relationship of the site to the Generla Plan of Novi Sad up 
to the 2021., (2) retaltionship to the obligations based on existing plans and zoning 
documents issued, (3) spatial and physical suitability: characteristics of natural 
conditions, the condition of the physical structure, land use, infrastructure, transport 
facilities, environmental protection requirements.  

Location 1. located in an area that is, by the General Plan, intended to be a work 
zone. It’s part of the work zone, North III that includes complex of Novi Sad port, the 
Free Zone, companies Danubius and Agrohem. The total surface area is about 53 ha. 

Location 2 is located in the commercial zone, North IV on the part of a space used 
for regional port with a surface area of about 190 ha.  
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Fig. 1. Potential distribution center locations considered in the Official Study [14]  

Location 3 located within the work zone East. Of the gross surface area of about 
217 hectares, the company Pobeda-holding has taken up 41 ha, Rokov potok and cor-
ridors occupy about 82 ha, and the settlement Sadovi take up area of 9.6 ha.  

4 A Fuzzy TOPSIS Method for Facility Location Selection   

The decision matrix, Rt, given by group of k decision makers (D1, D2, ..., Dk), dt,  
t = 1, 2, ..., k, for ranking m alternatives facility location (L1, L2, ..., Lm) with respect to 
n decision categories (C1, C2, ..., Cn):  
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The rijt = (lijt, cijt, dijt), rijt  ∈  R+, i = 1, 2, ..., m;  j = 1, 2, ..., n;  t = 1, 2, ..., k are 
used to denote the rating of alternative li with respect to decision categories cj given 
by the dt. The procedure of the fuzzy TOPSIS method starts in the following way.  
 
Step 1. Aggregate the importance weights. Let wjt = (lijt, cijt, dijt), j = 1, 2, ..., n;  
t = 1, 2, ..., k; be the importance weight of decision categories Cj given by decision 
maker dt. Then it can be calculated the aggregated crisp weight Wj of categories Cj by 

the following, where jtw′  is the weight derived from the graded mean integration 

representation of fuzzy numbers, as illustrated in Equation (2).  
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Step 2. Aggregate rating of alternatives. The following formula is used to obtain the 
aggregated crisp rating of alternatives Rij.   
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where ijtr′  is obtained by the graded mean integration representation of fuzzy num-

bers.  

Step 3. Construct normalized and weighted decision matrix. Let S = [sij]mxn  be the 
normalized decision matrix. It can be calculated as the normalized value sij by the 
following formula.  
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Let V = [vij]mxn be the weighted decision matrix. The weighted value vij is derived 
from the product of elements in the normalized decision matrix and weights.  

 ijjij sWv =  (5) 

Step 4. Determine the Positive Ideal Solution (PIS) and the Negative Ideal Solution 
(NIS). Let I and J be the index sets associated with the alternative set and the criterion 
set, respectively. There can gain the PIS, A+, and NIS, A-, from the following me-
thods.  

 }{ ++++ = nvvvA ...,,, 21  =  
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Step 5. Measure the distance of each facility location alternatives from the PIS and 
NIS respectively. Traditionally, the Euclidean distance is used to measure distance of 
each alternative from A+ and A- as follows.  
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However, there may be a problem in the use of the Euclidean distance associated 
with weight having been calculated twice. This problem can be resolved by introduc-
ing Eq. (10) or Eq. (11) as follows.  
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Therefore, this problem can be overcome by means of Minkowski distance, Lw
p, as 

follows.  

 p
n

j

p
jjj

w
p yxwyxL 1

1

]||[),( 
=

−=  (11) 

where jw  is the weight of importance with respect of the j-th criterion and p≥1. 

Note that w
pL  with p=2 is known as the weighted Euclidean distance. Based on the 

weighted Euclidean distance, A+ and A- can be redefined in the following way. Recall 
that S=[sij] is the normalized decision matrix. Define  
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and then the distance of each alternative from A+ and A- based on the weighted 
Euclidean distance is computed as  
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Step 6. Calculate the relative closeness coefficient and rank of the performance or-
der. The relative closeness coefficient of the i-th facility location alternative, RCCi, 
can be computed by 

 −+

−

+
=

ii

i
i dd

d
RCC   (16) 

Consequently, the alternatives can be ranked according to RCCi.   

5 Selecting Facility in Novi Sad Location    

A group of three decision makers, Dt, t = 1, ...,3, has been formed for evaluation made 
to conduct the assessment based on six categories which include 38 criteria, denoted 
by Cl, l = 1, ...,6. Shows the hierarchical structure for facility location problem.  
 

 

Fig. 2. A hierarchical structure for facility location problem  

The details for these group criteria are listed in the following way: (1) Technology 
category (C1): the intensity of traffic flows (c11), terminal availability (c12), distance 
from the user (c13), time of delivery (c14), availability of technology and the type of 
commodity (c15), connections with other modes of transport (c16), availability of the 
terminal intermodal transport (c17); (2) Economic category (C2): logistics costs (c21), 
site activation costs (c22), investment in the construction of access roads and infra-
structure (c23), net present value of the site (c24), intern profitability rate (c25), return 
on investment period (c26), gravitating towards economically developed economy 
(c27); Organizational category (C3): logistics provider presence category (c31), inter-
modal transport operator presence (c32), the possibility of the line connection with the 
rail and water transport (c33), offices, associations in the field of transport and logis-
tics (c34); Technical category (C4): location geological characteristic (c41), infrastruc-
ture network (c42), technical possibilities of connection with the traffic infrastructure 
(c43); Ecologic category (C5): air pollution (c51), noise and vibration (c52), hazardous 
materials (c53), dangerous goods (c54), environmental impact of the goods in the ter-
minal (c55), impact of goods in process in the terminal on the environment (c56); Legal 
and regulatory category (C6): harmonization with spatial and urban planning (c61) the 
possibility of regulating the ownership of land and buildings (c62), complying with the 
law (c63); dangerous goods (c64).  
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Table 1. Rating by DMs with respect to categories  

Cat. Location DMs Cat. Location DMs 
  D1 D2 D3   D1 D2 D3 

C1 
L1 VG G G 

C4 
L1 G G G 

L2 F F F L2 VG F G 
L3 P P F L3 P VP VP 

C2 
L1 G VG VG 

C5 
L1 G G G 

L2 VG P VP L2 VG VG VG 
L3 G G F L3 F G G 

C3 
L1 G VG G 

C6 
L1 G G G 

L2 VG VG VG L2 F F VG 
L3 G VG VP L3 G F F 

 
Fuzzy weights of categories and applied Eq. (2) to calculate the weights of catego-

ries as follows: w1=0.183; w2=0.1948; w3=0.1803; w4=0.133; w5=0.141; w6=0.168.  
For each location, three decision makers use the linguistic variables, as shown in 

Table 1, to produce fuzzy performance ratings against each criterion in the following 
way. 

6 Experimental Results  

Experimental results could be presented after inserting the responses of three loca-
tions, six group criteria by three decision makers’. By applying Eq. (4), the aggre-
gated ratings of facility location with respect to the six group criteria can be computed 
and shown in the following way.  

Table 2. Aggregated decision matrix  

Rij Categories 

Location C1 C2 C3 C4 C5 C6 

L1 7.5533 8.1067 7.5533 7.0000 7.0000 7.0000 

L2 5.0000 4.3300 8.6600 6.8867 8.6600 6.2200 

L3 3.6667 6.3333 5.6633 1.8867 6.3333 5.6667 

Table 3. Normalized decision matrix 

vij Categories  

Location C1 C2 C3 C4 C5 C6 

L1 0.7729 0.7263 0.5896 0.7001 0.5464 0.6395 

L2 0.5117 0.3879 0.6760 0.6887 0.6760 0.5683 

L3 0.3752 0.5674 0.4421 0.1887 0.4944 0.5177 
 
Normalized decision matrix can be calculated by applying Eq. (5). Determine posi-

tive ideal solution, A+, and negative ideal solution, A- in the following way. 



 A Hybrid Fuzzy Approach to Facility Location Decision-Making 69 

 

A+ = (0.7729, 0.7263, 0.6760, 0.7001, 0.6760, 0.6395)   
A- = (0.3752, 0.3879, 0.4421, 0.1887, 0.4944, 0.5177) 
 
Calculate weighted Euclidean distance of each selection facility location from A+ 

and A- in the following way.  

Table 4. The distance measure 

Locations The distance measure 

 d+ d-

L1 0.060935 0.304679 

L2 0.188856 0.227172 

L3 0.292667 0.079219 

 
Obtained relative closeness coefficient and rank the order of the facility location 

selection of LDC in Novi Sad area: RCC1 = 0.8333, RCC2 = 0.5461, RCC3 = 0.2130.  
According to the above shown relative closeness coefficient, the ranking order of 

the three alternative facility location distribution centers in Novi Sad area is L1, L2, 

and L3. The best solution and proposed location is L1. The result of fuzzy TOPSIS 
method is the same as the ranking result determined in [14]. This method is capable of 
revealing the positive and negative preference degree associated with decision mak-
ers’ alternative and assisting them in making a decision based on group consensus.    

7 Conclusion and Future Work   

In this paper, the fuzzy TOPSIS method proposed by [5] is employed to select facility 
distribution centre location in Novi Sad area, when experts disagree. The linguistic 
terms are represented and used to evaluate the weights of criteria and the rating of 
each alternative LDC location with respect to various criteria. Minkowski distance 
function is applied to measure the distance of each alternative from the positive ideal 
solution and the negative ideal solution. The preference order of available alternative 
facility locations can be identified according to the relative closeness coefficients.  

Experimental results encourage further research. They could be with other official 
results of the feasibility study of the LDC located in Novi Sad area. In comparison to 
the official study, which does not show a methodological basis, this research gets the 
results similar to the empirical results of their solutions in logistics distribution center 
in an entirely exact way.  

Nevertheless, better results can be obtained by introducing genetic algorithm or 
other optimization and ranking methods to improve precision and to better describe 
and spot good and bad performance of the considered potential facility locations. 
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Abstract. Choosing an appropriate support for Clinical Decision Sup-
port Systems is a complicated task, and dependent on the domain in
which the system will intervene. The development of wide solutions,
which are transversal to different clinical specialties, is impaired by the
existence of complex decision moments that reflect the uncertainty and
imprecision that are often present in these processes. The need for solu-
tions that combine the relational nature of declarative knowledge with
other models, capable of handling that uncertainty, is a necessity that
current systems may be faced with. Following this line of thought, this
work introduces an ontology for the representation of Clinical Practice
Guidelines, with a case-study regarding colorectal cancer. It also presents
two models, one based on Bayesian Networks, and another one on Arti-
ficial Neural Networks, for colorectal cancer prognosis. The objective is
to observe how well these two ways of obtaining and representing knowl-
edge are complementary, and how the machine learning models perform,
attending to the available information.

Keywords: Clinical Decision Support Systems, Computer-Interpretable
Guidelines, Clinical Uncertainty, Machine Learning.

1 Introduction

Currently, the penetration of Clinical Decision Support Systems (CDSSs) in
daily healthcare delivery is becoming a reality. There is even evidence that the
use of such systems can contribute positively to the improvement of health-
care services, namely in the prevention of medication errors [1], and the im-
provement of practitioner performance. The main goal of these systems is to
help healthcare professionals to make decisions by dealing with clinical data
and knowledge. The advent of CDSSs occurred in the middle of the 1960s and
the early 1970s. Through the years, CDSSs evolved into three main types [2]:
(i) tools for information management (e.g. Electronic Medical Record (EMR)
systems); (ii) tools for focusing attention (e.g. alert systems); and (iii) tools
for providing patient-specific recommendations. This paper focuses on the last
which are tools that provide custom assessments based on sets of patient data.

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 71–80, 2013.
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Different techniques have been used to support the decision making process of
CDSSs, they range from mathematical modelling, pattern recognition and statis-
tical analysis of large databases to specific algorithms represented as flowcharts.

This work follows a hybrid approach consisting in specific algorithms com-
bined with models obtained through machine learning processes. The basis for
the algorithmic part will be provided by Clinical Practice Guidelines (CPGs)
[3], which are systematically developed statements that provide healthcare pro-
fessionals with instructions regarding specific clinical circumstances. This work
proposes an ontology model for the representation of CPG tasks combined with
classification models for specific cases where uncertainty is more evident.

The paper is organized as follows. The next section contains a description
of the primitives used in the CPG ontology along with a proper case study
featuring colorectal cancer (CRC) diagnosis and treatment. In Europe, this is one
of the most common forms of cancer (only second to breast cancer) and it affects
predominantly the western countries, a group in which Portugal is included [4].
Section three introduces a moment in CRC management that is usually clouded
with uncertainty, the prognosis after surgery, as well as a set of models based on
Bayesian Networks (BNs) and Artificial Neural Networks (ANNs) for mortality
prediction. The last section presents some conclusions about the work done so
far and points out to future directions.

2 Clinical Practice Guideline Representation

The approach followed for CPG representation includes an ontology developed
in Ontology Web Language (OWL) McGuinness2004. OWL-DL (Description
Logics) is a highly expressive language comprised of classes (sets of individuals
having certain properties), individuals (objects of the domain) and properties
(binary relationships between individuals or between individuals and data). The
developed ontology is called CompGuide and presents a formalisation of guide-
lines as linked lists of tasks. This approach was based on Computer-Interpretable
Guideline (CIG) [6] formalisms that follow the Task Network Model (TNM), rep-
resenting CPGs as networks, or workflows, of tasks [7]. Such formalisms include
the Guideline Interchange Format (GLIF)[8], PROforma [9] and the Standards-
based Sharable Active Guideline Environment (SAGE) [10], just to name a few.
The following subsections will present the main class primitives and the prop-
erties that enable the definition of the order between tasks, as well as temporal
and clinical constraints.

2.1 Task Primitives

In CompGuide a GPG is represented as an instance of the class ClinicalPrac-
ticeGuideline. To sanction the nesting of classes, it was considered that all tasks
of a guideline are contained in a broader task called Plan, to which an individ-
ual of ClinicalPracticeGuideline is linked through the hasPlan object property.
Figure 1 shows a graph containing the top classes of CompGuide
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Fig. 1. Representation of the main primitive classes of CompGuide

Each guideline has only one Plan, and every Plan has a variable number of
tasks, including other Plans. The main classes are subclasses of ClinicalTask and
consist in Plan, Action, Question and Decision. These tasks have properties, or
are linked to individuals from other classes in order to express different proce-
dures. Starting with the Action class, it is used for steps in the guidelines that
must be performed by a healthcare agent, thus encompassing clinical procedures,
clinical exams, medication and non-medication recommendations. When some
statement concerning a patient has to be asserted, the Decision task is used to
produce it based on the verification of previously specified conditions and the
selection of defined options. The association of conditions to options is done
via object properties that link individuals from Decision to individuals from
ClinicalConstraintElement. Feeding this decision process is possible through a
Question task, which collects all the information necessary for applying a guide-
line. The individuals that belong to this class have data properties to specify
the clinical parameters, and the units under which they should be expressed.
Finally, instances of the End class are used to signal the end of a careflow.

The definition of a relative order between the tasks is achieved through a set
of object properties. A Plan is linked to the first of its tasks by the hasFirstTask
object property, and the task that follows it is connected to the previous by the
nextTask property. The property ensures the sequential execution of tasks, but
leaves out cases where they should be carried out at the same time or alterna-
tively. For these special cases, one uses the parallelTask and the alternativeTask
object properties, respectively.

Figure 2 shows a simplified excerpt from a guideline for diagnosis and man-
agement of CRC from the National Comprehensive Cancer Network (NCCN),
represented according to CompGuide. The main Plan of the guideline starts with
a Question task with the objective of obtaining some specific clinical parame-
ters (e.g. change of bowel habits, occurrence of weight loss and vomiting, among
others). Then a Decision task is proposed to assess the need for complementary
means of diagnosis, based on the answers to the previous task. There are two
alternative tasks for the next step, selected according to trigger conditions con-
cerning the result of the Decision. If the Action task is the one selected, a set of
exams is proposed based on which the next Decision task will assess the need
for CRC surgery. Again, two tasks are shown as an alternative and the selection
is carried out the same way as in the previous situation, using trigger condi-
tions according to the possible outcomes of the Decision. If the surgery route
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Fig. 2. Excerpt of a guideline for the diagnosis and treatment of colorectal cancer

is followed, then the next step would be a Plan for adjuvant therapy selection,
i.e., choosing the most appropriate chemotherapy and/or radiotherapy scheme
to be applied. In the meantime, there is a prognosis stage whose representation
falls outside of the capabilities of the ontology. As such, the integration of the
careflow provided by the ontology with a classification model, derived from data,
is necessary, as it will be discussed further here-in.

2.2 Temporal Constraints

Besides the relative order by which they are executed, clinical procedures are
also bound by temporal constraints, such as duration and cyclic repetitions. In
this case, the duration indicates for how long the task should stay active. Hence,
to express this, there is the Duration class under TemporalElement. This class
is defined only for Plans and Actions and each of its individuals has a decimal
data property, the DurationValue, and a hasTemporalUnit object property that
connects it to an individual from TemporalUnit. The available temporal units
are second, minute, hour, day, week, month and year. In Loop, also under Tem-
poralElement, one defines the repetition cycles for both Actions and Plans. An
individual from Loop has an integer data property named RepetitionValue where
it is possible to specify the number of repetitions of the referred tasks. Another
feature is an object property, hasPeriodicity, linking to individuals of a class
called Periodicity. The individuals from this class possess two constructors to
define periodic executions of tasks, namely the PeriodicityValue data property
and the hasTemporalUnit object property.

2.3 Clinical Constraints

The execution of tasks depends on the verification of conditions. In a Decision
task there is a choice between two or more options which are represented by
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individuals of the Option class under ClinicalConstraintElement. The Option
class is defined by properties that enable the expression of the Parameter the
option reports to and the value to be asserted to the patient state which might
be either a NumericalValue or a QualitativeValue. For option selection, the def-
inition of conditions is essential. This is done through the ConditionSet classes
whose instances represent sets of conditions which, in turn, are created as in-
stances of the Condition class. The later has appropriate properties to specify
the clinical parameter the condition reports to and the value of that parameter
that should be checked.

CompGuide also models other types of conditions, namely TriggerConditions,
PreConditions and Outcomes, all of them defined under ClinicalConstraintEle-
ment. A TriggerCondition is used to choose the next task in the clinical careflow
when they are connected to the previous task by the alternativeTask object
property. This is accomplished using the ConditionSet class in a manner that is
similar to Option. A PreCondition is slightly different in the sense that it rep-
resents conditions that must be checked before the application of tasks. Finally,
the Outcome indicates the expected result after a Plan, or an Action, that will
only be accomplished if their results are met.

3 Management of Clinical Uncertainty

Uncertainty may be defined as something that is not certain and transmits
doubts, being an important concept in the medical domain. Indeed, a symp-
tom may be viewed as an uncertain indication of a disease, since it may occur or
not together with a certain health condition [11]. The prediction of the expected
outcome of a treatment process is one of the responsibilities of healthcare pro-
fessionals, and is also the moment of the clinical encounter in which uncertainty
affects more the decisions. Prognosis may be defined as the prediction of the
future course of a disease process that depends on the patient’s health history.
In this case, the fundamental objective is to predict mortality after 30 days of
CRC surgery. This is a critical aspect for surgeons because the death of a patient
during this period is considered their direct responsibility. Moreover, physicians
could use such a prediction model to identify patients at higher risk, thus acting
as a useful complement to CIGs deployed in a CDSS.

3.1 The Case of Colorectal Cancer Prognosis

CRC develops in the cells lining the colon when they suffer mutations that
cause their uncontrollable growth. They begin to invade healthy tissues, yielding
malignant tumours and may also spread to other parts of the body by entering
the bloodstream or the lymphatic system [18].

The existing approaches to CRC prognosis include the following scoring sys-
tems: the Physiological and Operative Severity Score for the Enumeration of
Mortality and Morbidity (POSSUM), the Portsmouth POSSUM (P-POSSUM)
and the Colorectal POSSUM (Cr-POSSUM)[13]. POSSUM is the oldest model
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and, being designed for general surgery, it is the one that presents the worst
performance when predicting CRC mortality. The P-POSSUM is an evolution
of the previous in order to overcome the problem of overpredicting mortality in
low risk patients. As for the Cr-POSSUM, it is the latest model, dating from
2004, and it has better calibration and discrimination that the existing POSSUM
and P-POSSUM scoring systems. A significant disadvantage of the POSSUM,
P-POSSUM and Cr-POSSUM models is that they have not been extensively
adopted because their performance is poor in populations different from the
ones that yielded the sample on which their development was based [13].

There are many variables that influence CRC prognosis, this being one of the
reasons why this process is so problematic. The other reason is the interactions
between the variables and the effect they have on the outcome, which are not
entirely known and, as such, are difficult to deal with, even when one is rigor-
ously following a CPG. For these situations, other models are necessary for the
completion of guidelines and to build a complete solution for the management
of diseases and treatments. From the literature it was possible to isolate a set
of variables considered important for CRC prognosis and group them under two
classes [12,13]: physiological factors and operative severity factors.

The physiological factors describe the physical condition of a patient, thus in-
cluding [12,13]: age, sex, cardiac signal, respiratory signal, ElectroCardioGram
(ECG) findings, systolic blood pressure, diastolic blood pressure, cardiac fre-
quency, levels of substances in the blood (e.g. haemoglobin, leukocytes, sodium
and potassium), urea levels, Dukes cancer classification and the American Soci-
ety of Anaesthesiologists (ASA) physical status classification.

On the other hand, the operative severity factors include elements related
with the surgery that affect the patient’s recovery [12,13]. This class consists
of: pathology type, surgical urgency, surgical approach, operative severity (as
classified by the surgeon), total blood loss, contamination of the peritoneal cav-
ity, type of CRC procedure and cancer resection status (i.e., if the tumour is
technically removable or not).

These were the factors used for the construction of the models presented in
the next section. They were used as inputs for the models to predict the outcome
expressed as 30-day mortality after surgery.

3.2 Developed Models

This work configures a case of supervised learning, since one is trying to infer
a function and make a generalization based on labelled data. The data set used
corresponds to a sample of 230 patients that received surgical treatment for CRC
at the Hospital of Braga. The attributes in the data set are the factors presented
in the previous section, regarded as inputs for a classifier. The outcome of the
classifier was considered to be the mortality within 30 days after surgery, with
the possible values yes or no.

There is a number of machine learning models for supervised learning, ac-
cording to the way they represent information. For this work, Bayesian Networks
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(BNs) and Artificial Neural Networks (ANNs) were considered as potential so-
lutions for modelling CRC prognosis. A Näıve Bayes classifier is a probabilistic
model that uses Bayes rule and has a graphical representation in the form of a
directed graph, it is characterized by the assumption that all attributes (inputs)
are independent [14]. Although the independence assumption is a simplistic one
for real life, this type of classifier usually performs well in actual data sets. As for
ANNs, they are a mathematical approach inspired in biological neuron networks
that consist in an interconnected group of artificial neurons, each one having a
specific activation function. Arguably the most well known form of ANN is the
Multi-Layer Perceptron which is an ANN that trains using backpropagation and
consists in multiple layers containing neurons, namely an input layer connected
to a variable number of hidden layers, which in turn are connected to an output
layer.

Using the Classify tab in the Weka Explorer interface, a NaiveBayes and
a MultilayerPerceptron classifiers were obtained. For testing purposes, 5-fold
cross-validation was performed, producing the results (expressed as mean values)
shown in Table 1. A NominaltoBinary filter was applied to the data set but
the remaining parameters used for learning the MultilayerPerceptron were set
to default since they were the ones that yielded a better result in terms of
the performance measures used in this work. Changes in the learning rate, the
number of hidden layers and momentum usually resulted in a worst performance.

Table 1. 5-fold cross-validation results for the CRC prognosis classifiers

Classifier Kappa statistic Mean abs. error Precision Recall F-measure

NaiveBayes 0.192 0.0715 0.927 0.939 0.932
MultilayerPerceptron -0.0452 0.093 0.904 0.913 0.908

The Kappa statistic measures the agreement between two raters, in this case,
between each classifier and the true classes in the data set [15,16]. This measure
removes the probability of chance agreement and if a classifier has a value higher
than 0, as it is the case of the NaiveBayes, it means that said classifier is per-
forming better than chance. On the other hand, a value inferior to 0 means that
agreement occurs less than it was predicted by chance. This happens with the
MultilayerPerceptron, revealing a poor correspondence with reality. In turn, the
mean absolute error summarises how close forecasts are to eventual outcomes
[17] and, in this parameter, the NaiveBayes is associated with a lower error than
its counterpart, thus indicating a minor deviation from the real values of the
labels, though not by much.

Precision and recall are measures that are usually used in pattern recognition
to assess model performance [14]. The first corresponds to the fraction of in-
stances classified as positive that are true positives, while the second represents
the fraction of positives that were correctly classified. The F-measure is the har-
monic mean of the previous two, a combined score [14]. The values of Table 1 are
the weighted averages of these three measures, in which the NaiveBayes shows
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Fig. 3. Receiver operating characteristic for (a) the NaiveBayes and (b) the Multilay-
erPerceptron classifiers, regarding the class yes represents a death during the 30 day
period

an overall better performance. However, these values may be misleading once
the occurrence of an actual death is a rare phenomenon, which translates into
the classification classes not being approximately equally represented. In fact,
the values for precision, recall and F-measure for class yes were abnormally
low, whilst for class no they were significantly higher, which results in a high
weighted average. This class imbalance results from the difficulty to obtain data
of deceased patients, evident in the sample studied for this work where there
are only 11 cases of death out of 230 instances. Only about 100 patients are are
submitted to CRC surgery in the Hospital of Braga and most medical files are
not computerized, so their consultation is a slow process.

The results of the the Receiver Operating Characteristics (ROC) of Figure 3
are in consonance with the ones already shown. A ROC curve is a graphical plot
of sentivity, also called true positive rate, against 1-specificity, or probability of
false alarm, that evaluates the performance of a binary classifier. The desired
result is to have low values of 1-specificity for high values of sensitivity, i.e,
the biggest possible are under the curve. As the graphics show, the NaiveBayes
classifier is the one with a bigger area under curve, with a value of 0.795, against
0.668 of the MultilayerPerceptron.

4 Conclusions and Future Work

This work suggests an alternative to the purely rule-based methods for clini-
cal decision, addressing the limitations of explicit knowledge. This enables the
system to tackle problems such as high complexity situations and uncertainty.

The CompGuide ontology deals with the definition of clinical tasks, their
ordering and scheduling, in a care flow with different plans. Care flow manage-
ment systems with an underlying ontology allow an advanced reasoning and the
sharing of a standard representation. However, the representation of clinical in-
formation requires an inherent flexibility, given the variability of decision making
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processes that one may find in different medical domains. CRC prognosis is one
of such cases, where healthcare professionals require more powerful tools than
simple CPG algorithms. This calls for the inclusion of models capable of repre-
senting complex and uncertain information in the procedural logics of the CIG
execution engine.

Two classifiers were produced to forecast the outcome of the prognosis after
CRC surgery. The NaiveBayes classifier was the one that showed a better per-
formance. Being a graphical model, it is also better at delivering information to
healthcare professionals. The belief network enables the users to selectively con-
dition each entry variable and verify its impact on the outcome variable, in the
form of a probability adjustment. This is more advantageous over the opaque-
ness of ANNs and thus the MultilayerPerceptron, where it is possible to view the
system in terms of inputs and outputs, but not its internal workings. Healthcare
professionals consider the inference process as equally valuable as the outcome.
As so, it may be concluded that the Bayesian model is the best choice for integra-
tion with the care flow modelled by the ontology. Being so, it is also noticeable
that the model needs refinement by extracting the most relevant features in or-
der to make better generalizations and achieve better performances. Moreover,
some pre-processing with techniques to adjust imbalanced data sets, such as the
(Synthetic Minority Oversampling TEchnique) SMOTE [19], is needed in order
to see if they increase the NaiveBayes performance.

The next steps include the improvement of the current classifiers as well as
a comparison with the Cr-POSSUM score. The development of other models
of the same type for other key moments of the guideline depicted in Figure 2,
such as the prediction of patient response to adjuvant therapy, is also a research
line to be followed. The goal is to build a general solution capable of providing
personalized recommendations.
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Abstract. In the last decade, clinical practice guidelines are increasingly im-
plemented in decision support systems able to promote their better integration 
into the clinical workflow. Despite the attempts involved to detect malformed, 
incomplete, or even inconsistent implementations of computerized guidelines, 
none of these solutions is concerned with directly embedding the theoretic se-
mantics of a formal language as the basis of a guideline formalism in order to 
easily and directly support its verification. In such a direction, this paper pro-
poses a formal framework which has been seamlessly embedded into a stan-
dards-based verifiable guideline model, named GLM-CDS (GuideLine Model 
for Clinical Decision Support). Such a framework hybridizes the theoretic se-
mantics of ontology and rule languages to codify clinical knowledge in the form 
of a process-like model and, contextually, specify a set of integrity constraints 
to help to detect violations, errors and/or missing information. Its strong point 
relies on the capability of automatically verifying guidelines and, thus, support-
ing developers without the necessary technical background to construct them in 
a well-formed form. As a proof of concept, an actual guideline for Advanced 
Breast Cancer has been used to highlight some malformed implementations vio-
lating integrity constraints defined in GLM-CDS. 

Keywords: Clinical Practice Guidelines, Decision Support Systems, Knowl-
edge Verification, Ontology, Rules. 

1 Introduction 

In the last years, Evidence-Based Medicine has given a major impetus to the devel-
opment of Clinical Practice Guidelines (hereafter, CPGs) as a means to promote stan-
dards of medical care and avoid substandard practices or outcomes. Even if CPGs are 
conceived to assess and improve the quality of care for patients, minimizing the vari-
ance in the care and cutting down costs of medical services [1,2], the general practi-
tioners' behaviour is not effectively improved by disseminating CPGs in the form of 
educational paper-based documents [3]. In order to address this issue, CPGs are in-
creasingly implemented in computer-based decision support systems (hereafter, 
DSSs) able to promote a better integration into the clinical workflow and provide 
point-of-care patient-specific recommendations [4]. A frequently reported factor that 
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complicates the development of CPGs in computer-based DSSs is the additional ef-
fort, beyond conceiving the CPGs, needed to structure them in the form of computer-
interpretable guidelines (hereafter, CIGs) due to the inconsistency and poverty of the 
methodological rigor used to computerize guideline knowledge [5]. Indeed, despite 
the fact that CPGs are issued by experts' panels, their encoding can produce CIGs that 
might be malformed, incomplete, or even inconsistent [6].  

To date, the verification capabilities offered by existing guideline languages are 
usually rather limited and, only recently, this limitation has led to proposals based on 
formal verification techniques [5]. Unfortunately, none of these solutions is fully inte-
grated into a guideline formalism, since all they require a preliminary translation of a 
CIG into a formal specification language for enabling the automatic verification [5].  

Recently, we proposed a standards-based process-flow-like model, named GLM-
CDS (hereafter, GuideLine Model for Clinical Decision Support) [7]. It synthesizes 
prior work done in the guideline modeling community and directly integrates the 
model standardized as Health Level 7 Virtual Medical Record for Clinical Decision 
Support (hereafter, HL7 vMR)[8], to explicitly define concepts and data that are used 
in a CIG, so that they can be seamlessly mapped to electronic health record entries. 

In order to enable the verification of CIGs and face the drawback of the afore-
mentioned solutions, this paper proposes a formal framework, seamlessly embedded 
into GLM-CDS, which hybridizes the theoretic semantics of ontology and rule lan-
guages to codify clinical knowledge in the form of a process-like model and, contex-
tually, specify a set of integrity constraints, i.e. axioms/formulae, built on the top of it 
in order to help to detect violations, errors and/or missing information. The solution 
here proposed is particularly relevant for the design and development of a CIG, where 
formulation of knowledge and construction of a formal process-like model are inter-
mingled [9]. Indeed, the automatic verification of CIGs could be potentially more 
beneficial for supporting guideline developers without the necessary technical back-
ground to construct them in a well-formed form. 

The rest of the paper is organised as follows. Section 2 outlines an overview of the 
state-of-the-art solutions existing in literature. In Section 3, the formulation of the 
proposed approach is described. Section 4 depicts an example application to an exist-
ing guideline in order to highlight a set of malformed possible implementations which 
violate ICs defined in GLM-CDS. Finally, Section 5 concludes the work. 

2 Related Work  

To date, the effort in defining new models for encoding CPGs has not been coupled 
by a parallel effort in embedding systematic approaches for verifying the well-
formedness of the resulting CIGs. In the last two decades, some solutions, based on 
knowledge–based techniques, have been proposed to verify CIGs, but their applica-
tion was strictly limited to CIGs conceived as sets of condition–action pairs [10-13]. 
In particular, the approaches described in [10-12] rely on logical analysis and decision 
table techniques to verify CIGs in terms of completeness, unambiguousness and co-
herency. Moreover, a three-step method is described in [13] to verify conditions 
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within a CIG conceived as a hierarchy of plans, in order to detect violations of certain 
properties formulated within an admissible CIG’s condition set.  

More recently, many approaches have designed and developed as process-flow-like 
models for representing CPGs with a different coverage and particularities [14], but 
offering rather limited verification capabilities [24]. In order to face this limitation, 
some proposals have appeared, based on formal verification techniques, such as theo-
rem proving or model checking [6], [15-20]. In detail, formal methods have been used 
in [15] in the form of an interactive verification to improve the quality of guidelines, 
with the focus to the management of jaundice in newborns. Similarly, in the European 
project named Protocure, a medical protocol, modelled as a hierarchical plan, is 
mapped to the formal specification of an interactive theorem prover for higher order 
logic [16,17]. On the other hand, in the European project named Protocure II, model 
checking techniques [18,19] have been explored to support the fully automatic verifi-
cation in contrast to interactive verification based on theorem proving. Similarly, the 
approach proposed in [6] is based on the integration of a computerized guideline 
management system with a model checker to verify CIGs. A framework based on a 
Model-Driven Approach is described in [20], aimed at authoring and verifying CPGs. 
Here, CPGs are encoded using a UML tool and the generated formal CIGs are given 
as input to a model checker for detecting semantic errors and inconsistencies. 

A drawback common to all these proposals based on formal verification techniques 
is represented by the lack of a full integration with a guideline language. Indeed, a 
CIG, encoded according to a predefined guideline model, has to be first translated into 
a formal specification language, and, then, can be automatically checked [5]. This 
loosely coupled approach implies that a guideline model cannot be directly and rigor-
ously described via the well-defined theoretic semantics of a formal language, but 
only by specifying, a posteriori, some properties a modeled CIG should hold. The 
solution here proposed has been conceived to face this issue in order to easily and 
directly support guideline verification, as described in the following sections. 

3 The Hybrid Approach for a Verifiable Guideline Model 

3.1 The GuideLine Model for Clinical Decision Support  

The GLM-CDS synthesizes prior work done in the guideline modeling community 
and integrates the Domain Analysis Model, Release 1 of the HL7 vMR standard 
(hereafter, HL7 vMR-DAM) issued by HL7 CDS-WG, by focusing on issues pertain-
ing the clinical decision support.  

It consists of a control-flow part, which is based on a formal Task-Network Model 
(hereafter, TNM) for codifying CPGs in terms of structured tasks connected with 
transition dependencies between them from an initial state of the patient. Its informa-
tion model is coded in terms of guideline knowledge coherently with the HL7 vMR-
DAM. Existing standard terminological resources, such as Logical Observation  
Identifiers Names and Codes (LOINC) [21] and Systematized NOmenclature of 
MEDicine (SNOMED)[22] are used for its population with appropriate semantic  
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content. Data types used in GLM-CDS resemble the ones defined in the HL7 vMR 
DAM, which gives a simplified/constrained version of ISO 21090 data types, based 
on the abstract HL7 version 3 data types specification, rel. 2 [23].  

Each guideline in GLM-CDS is described in terms of four main elements: Guide-
line, EntryPoint, ExitPoint, and Task. In more detail, each (sub)guideline is 
represented by the TNM element named Guideline, whereas EntryPoint and ExitPoint 
represent start and end points of the TNM. The element Task is generic and specia-
lized into the following sub-elements: Action, Decision, Condition, Split and Merge.  

Action models a high-level action to be performed, which is specialized into the 
sub-elements Observation, Supply, Encounter, Procedure and SubstanceAdministra-
tion. Observation is used to determine a measurement, a laboratory test or a user input 
value. Supply is aimed at providing some clinical material or equipment to a patient. 
Encounter is applied to request an appointment between a patient and healthcare par-
ticipants for assessing his health status. Procedure models an action whose outcome is 
the alteration of the patient’s physical condition. Finally, SubstanceAdministration 
allows giving a substance to a patient for enabling a clinical effect. Each action en-
capsulates a list of one or more elementary and repeatable action items, namely Ob-
servationItem, SupplyItem, EncounterItem, ProcedureItem and SubstanceAdministra-
tionItem, expressed in terms of the HL7 vMR-DAM.  

Decision models decision criteria for directing the control-flow from a point into 
the TNM to various alternatives. Condition is defined as an observable state of the 
patient that persists over time and tends to require intervention or management. It 
allows synchronizing the management of a patient with the corresponding guideline 
or parts of it. Finally, Split and Merge enable to direct the guideline flow to multiple 
parallel tasks. In particular, Split allows branching to multiple tasks, whereas Merge 
allows synchronizing parallel tasks by making them converging into a single point. 

3.2 The Hybrid Framework for Computerizing GLM-CDS 

The computerization of GLM-CDS has been realized via a formal framework which 
hybridizes the theoretic semantics of ontology and rule languages relying on Descrip-
tion Logics (hereafter, DLs) and Logic Programming (hereafter, LP). 

In detail, DLs are decidable fragments of first-order logic with a syntax having, as 
basic building blocks, the notion of concepts (unary predicates, classes), individuals 
(instances of concepts), abstract roles (binary predicates between concepts) and con-
crete roles (binary predicates between concepts and data values). In contrast with 
first-order logic, they allow for decidable reasoning by means of a set of axioms, 
whose semantics is given by first-order interpretations and, thus, obeys the Open 
World Assumption (hereafter, OWA), i.e., a statement cannot be inferred to be false 
on the basis of failures to prove it. Moreover, it does not adopt the Unique Name As-
sumption (hereafter, UNA), i.e., two different names may refer to the same object. 

However, since DLs do not enable a more extensive definition of roles through 
axioms, they have been here hybridized with LP according to OWA. In particular, 
rules, which are widely considered in literature as a syntactic and semantic extension 
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to DLs, have been used as a new kind of axiom to define abstract roles as well as 
arithmetic relationships between data values assumed by concrete roles. 

In the context of pure conceptual reasoning on GLM-CDS, such an OWA is suit-
able and desirable. However, when the conformity of some instance data to an ontol-
ogy has to be evaluated, all the DL axioms plus rules should behave more like ICs. In 
other words, the ontology should be treated as a schema language for the instance 
data, thus effectively implementing a Closed World Assumption (hereafter, CWA), 
i.e., any statement that is not specified is assumed to be false. For instance, according 
to the IC semantics, domain/range constraints or cardinality restrictions for roles 
should be treated as checks under CWA and UNA rather than inference rules. 

However, even if adopting a global CWA can enable the verification of CIGs 
against GLM-CDS, encoded in the form of ontology enriched with rules, a drawback 
of this solution is that it requires an “all-or-nothing” choice. In other words, all the 
information about the domain contained in GLM-CDS is assumed to be complete and, 
thus, axioms are always considered as integrity constraints to be checked, instead of 
deductive rules to be inferred, while evaluating instance data. 

In order to address this issue and provide more flexibility, the formal framework 
here proposed has been thought to preserve the semantics of the hybrid knowledge 
base, which implements GLM-CDS by combining DLs and LP under OWA, and, 
plus, to support a local CWA by formulating ICs as special rules to be checked 
against the hybrid knowledge base. More formally, such a solution has been achieved 
via the methodology detailed as follows.  

Let us consider a generic ontology language b  belonging to DL and a rule lan-
guage e  belonging to a subset of LP, i.e. Horn Clause Logic (hereafter, HCL) 

The language b  is made of non-empty and disjoint sets of predicates bp, contain-
ing concepts and roles, and individual constants bi. A collection of terminology, role 
and assertion axioms, denoted as bax , can be expressed over bp and bi. Terminology, 
role and assertion axioms are typically denoted as TBox, RBox and Abox. 

The language e   is made of non-empty and pair-wise disjoint sets of variables ev, 
individual constants ei. and rule predicates ep. By exploiting such alphabets of e, an 
atom is defined as an expression in the form a(T), where a ∈ ep and T is a tuple of 
variables v∈ ev or constants i∈ ei. A rule is specified as Horn clause, i.e., a disjunc-
tion of positive or negative atoms in the form: 

r1(X1)∨ ¬a1(Y1) ∨. . . ∨ ¬ak(Yk )  (1)

where r1, a1,…,ak ∈ e p and X1, Y1,…,Yk ∈e v or ∈e i. For extending expressiveness 
of DL axioms, definite Horn clauses, i.e., clauses containing only one positive atom, 
are here considered, which can be written as follows: 

r1(X1)  ← a1(Y1) ∧ . . . ∧ ak(Yk) (2)

where r1(X1) is named head, whereas p1(Y1) ... pk(Yk) (with k ≥ 0), are called body.   
With these premises, the hybrid Knowledge Base K = ({O}, {R}) is defined as a fi-

nite set of ontology axioms {O} belonging to b ax in the ontology language b, and a 
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finite set of deductive safe rules {R} over b and e, which hold the conditions that 
ep ⊇ bp ,bi ≡ ei, and each variable of its head appears also in the body. 

Moreover, a finite set of integrity constraints {IC} is defined over the hybrid 
Knowledge Base K in the form of a negative Horn clause, i.e. a clause containing no 
positive atom, which holds the conditions that ep ⊇ bp and bi ≡ ei.   

For the sake of uniformity, each IC is associated with a special predicate ICi, so as 
to have the same form of deductive rules, as formulated in (3): 

ICi ← a1(Y1) ∧ . . . ∧ ak(Yk)  (3)

and, thus, an IC encoded as a rule is violated when its special predicate is entailed by 
the hybrid Knowledge Base K. According to this formal asset, K is still interpreted 
under OWA, whereas the set of ICs {IC} is interpreted under CWA. 

3.3 The Hybrid Knowledge Base and the Integrity Constraints  

The above-described hybrid methodology has been applied to formally computerize 
the GLM-CDS and produce both a hybrid knowledge base and a set of ICs on the top 
of it. In detail, all the basic elements forming a TNM in GLM-CDS have been com-
puterized as ontology concepts whereas all their specializations as subsumed ones. All 
the elements not appearing into the TNM but composing the information model of 
GLM-CDS, such as action items or decision models, have been encoded as ontology 
concepts, as well. All the concept definitions are grouped to form the TBox. 

Moreover, a number of abstract and concrete roles has been defined for expressing  
relationships between concepts or specifying data values a concept can assume. In the 
following, concepts are indicated with the first letter capitalized, whereas abstract and 
concrete roles are entirely written in lowercase. For instance, label and status are two 
concrete roles which associate a Guideline or a Task with a textual identifier and the 
possible states they can assume, respectively. On the other hand, examples of abstract 
roles are entryPoint, exitPoint, subguideline and task, which enable to associate a Guide-
line with a collection of tasks or sub-guidelines linked together in a TNM. Other  
examples of abstract roles, conceived with a topological semantics, are connected-
To/indirectConnectedTo and their inverse roles connectedFrom/indirectConnectedFrom. 
They are specified for all the concepts representing the nodes of a TNM to enable a di-
rect/indirect connection among them, i.e. without or with other intermediary nodes be-
tween them.  

Finally, the RBox has been enriched with some deductive rules for defining more 
complex axioms. For instance, in order to define the role indirectConnectedTo, the 
rule indirectConnectedTo(x,z)← connectedTo(x,y) ∧ connectedTo(y,z) has been add-
ed to the RBox. For major details about all the concepts, roles and the relative axi-
oms/rules defined in GLM-CDS, please refer to [7]. 

On the top of these TBox and RBox forming the hybrid knowledge base, some of 
the ICs formulated in GLM-CDS are described in natural language in Table 1. This 
set of ICs is mainly aimed at granting a well-formed TNM encoding a CIG.  
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Table 1. ICs defined in GLM-CDS, formulated in natural language 

IC Description  

1 Each Guideline must be made by exactly one EntryPoint, one ExitPoint and at least one Task 

2 Each EntryPoint/ExitPoint is not admissible to have a direct connection from/to any TNM element. 

3 Each Task must be directly connected at least to and from another TNM element and at most to one 

ExitPoint and from one EntryPoint. 

4 Split/Merge is admissible to have a direct connection only to/from a Task.  

5 Each set of parallel tasks must start and terminate with exactly one Split and Merge. 

 
These ICs have been next formalized in the form of rules with a special predicate 

in their heads as indicated in Table 2. The notation adopted in Table 2 specifies con-
cepts and roles as unary and binary predicates, respectively, where Concept(x) is used 
to test if a variable x is an instance of Concept, whereas role(x) is adopted to test if a 
variable x is linked to a variable y by means role. Moreover, the rule binary predicate 
notEqual(x,y) is used to test if a variable x is different from a variable y. For each IC, 
a set of one or more rules is produced, whose single entailment against the hybrid 
knowledge base is sufficient to assert that such an IC is violated.  

Table 2. ICs defined in GLM-CDS, formulated as rules  

IC                                                                    Rules 

1 IC1←Guideline(x)∧entryPoint(x,y)∧EntryPoint(y)∧entryPoint(x,z)∧EntryPoint(z)∧notEqual(y,z) 

IC1←Guideline(x)∧exitPoint(x,y)∧ExitPoint(y)∧exitPoint(x,z)∧ExitPoint(z)∧notEqual(y,z) 

IC1←Guideline(x)∧not task(x,y) 

2 IC2←ExitPoint(x)∧connectedTo(x,y)                  IC2←EntryPoint(x)∧connectedFrom(x,y) 

3 IC3←Task(x)∧not connectedTo(x,y)                   IC3←Task(x)∧ not connectedFrom(x,y) 

IC3←Task(x)∧connectedTo(x,y)∧ExitPoint(y)∧connectedTo(x,z)∧ExitPoint(z)∧notEqual (y,z) 

IC3←Task(x)∧connectedFrom(x,y)∧EntryPoint(y)∧connectedFrom(x,z)∧EntryPoint(z) 

          ∧notEqual(y,z) 

4 IC4←Split(x)∧not connectedTo(x,y)∧Task(x)    IC4←Merge(x)∧ not connectedFrom(x,y)∧Task(x) 

5 IC5←Split(x)∧indirectConnectedTo(x,y)∧Merge(y)∧indirectConnectedTo(x,z)∧Merge(z) 

          ∧notEqual(y,z) 

IC5←Merge(x)∧indirectConnectedFrom(x,y)∧Split(y)∧indirectConnectedFrom(x,z)∧Split(z) 

          ∧notEqual(y,z) 

4 An Example Application: A CIG for Advanced Breast Cancer 

This section reports, as an example, the application of GLM-CDS to the guideline for 
the “Advanced Breast Cancer”, issued by the National Institute for Health and Care 
Excellence (hereafter, NICE) in February 2009. Such a guideline has been partially 
encoded according to the GLM-CDS with reference to the imaging assessment of the 
disease by obtaining the well-formed CIG reported in Figure 1. For the sake of clarity,  
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this CIG is represented on multiple levels of abstraction, i.e. sub-guidelines are used, 
for instance, to group recommendations about treatment. However, due to space limi-
tations, their content is not further detailed. 

 

Fig. 1. The NICE guideline for Advanced Breast Cancer encoded in GLM-CDS 

In order to highlight how the ICs formulated in the previous section operate on a 
malformed CIG encoded according to GLM-CDS, some examples have been reported 
in Figure 2, built starting from the NICE guideline for Advanced Breast Cancer.  

In detail, the CIG shown in Figure 2a) is made of only an EntryPoint and an Exit-
Point and, thus, since the IC 1 is violated, it is detected as malformed. The CIG re-
ported in Figure 2b) violates the IC 2, since the EntryPoint has a connection from a 
TNM element and the ExitPoint has a connection to a TNM element. Both the ICs 1 
and 3 are not verified in the CIG depicted in Figure 2c), since that CIG contains two 
ExitPoints, and, plus, the Condition is simultaneously connected to two ExitPoints. 
The IC 3 is not hold by the CIG depicted in Figure 2d), since the Condition is not 
connected to any other TNM element. The CIG scratched in Figure 2e) is not well-
formed since Split and Merge are not connected to other tasks but are directly linked 
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between them, so violating the IC 4.  Finally, the IC 5 violates the CIG depicted in 
Figure 2f) since the Split generates three parallel sequences of tasks, but only two of 
these sequences are closed into a Merge, whereas the third sequence is connected to 
another TNM element, i.e. the next Decision. 
 

 

Fig. 2. Some ICs for CIGs encoding the NICE guideline for Advanced Breast Cancer 

5 Conclusions  

To date, the attempts involved to detect malformed, incomplete, or even inconsistent 
implementations of computerized guidelines have been not widely applied in practice, 
since none of these solutions is concerned with directly embedding the theoretic se-
mantics of a formal language as the basis of a guideline formalism in order to easily 
and directly support its verification.  

As a consequence of that, this paper proposed a formal framework, seamlessly em-
bedded into the guideline model, named GLM-CDS, previously conceived by the 
authors and described in [7]. This framework hybridizes the theoretic semantics of 
ontology and rule languages to formalize clinical knowledge in the form of a process-
like model and, contextually, specify a set of integrity constraints built on the top of it 
in order to help to detect violations, errors and/or missing information. In particular, it 
has been thought to preserve the semantics of a hybrid knowledge base, which im-
plements GLM-CDS as an expressive model by combining DLs and LP under OWA, 
and, in addition, to support a local CWA by formulating ICs as special rules to be 

a) b) c) d)

e) f)
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checked against the hybrid knowledge base. The strength of such a solution relies on 
the hybridization of knowledge representation formalisms for the computerization of 
a guideline model, which could support guideline developers non-experts in formal 
methods to construct well-formed CIGs. 

In order to promote and facilitate the widespread use of GLM-CDS by health in-
formation technology professionals, on-going activities are being carried out to design 
and realize an ad-hoc, intuitive and user-friendly authoring tool for graphically encod-
ing CPGs and verifying their well-formedness. Finally, the proposed solution will be 
refined to model integrity constraints pertaining high-level medical properties, con-
cerning, for instance, the exclusion of dangerous or conflicting treatments and the 
inclusion of the most proper treatments for a considered class of patients.  
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Abstract. This paper presents a new approach for hippocampus local-
ization using pairwise non-rigid Coherent Point Drift registration method.
The concept of assembled point set is introduced, which is a combination
of the available training point sets into a single data space that repre-
sents its distribution. Non-rigid Coherent Point Drift is then adapted
to register the assembled point set with a randomly chosen base model
for hippocampus localization. The primary focus of this work is on the
computational intensiveness of the localization approach, in which the
proposed localization approach using assembled point set is compared
with an existing groupwise non-rigid Coherent Point Drift (GCPD) ap-
proach. The computation intensiveness of the proposed approach grows
at a quadratic rate as compared with GCPD that grows at a cubic rate.
The proposed approach is validated with hippocampus localization task
using 40-datasets. The Root Mean Square (RMS) distance between the
approximated hippocampus locations and the ground truth is within an
acceptable average of 0.6957-mm.

Keywords: point set registration, localization, hippocampus.

1 Introduction

Hippocampus segmentation has received widespread attention from the neu-
roimaging community [11][9]. Despite the large number of reported success, ef-
fective segmentation is still a challenge. This is partly due to the nature of
hippocampus, that is relatively smaller in size as compared to adjacent brain
structures. Simultaneously, hippocampus also has faint edges and overlapping
intensities with adjacent structures, making segmentation even more problem-
atic. As sole reliance on intensity properties is insignificant, supplementing a
priori knowledge describing the approximate location of the hippocampus can
therefore greatly assist the segmentation task. This allows segmentation to be
concentrated directly on the specific region of interest, while avoiding irrelevant
brain regions/structures.

Thus far, various localization approaches have been proposed to identify the
location of brain structures, which may be categorized into manual, spatial
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relation-based, atlas-based and statistical shape model-based approaches. Man-
ual and spatial relation-based localization approaches are highly dependent upon
localization information provided by the user, either in the form of mouse clicks
[8][18] or a set of predefined rules modelled as fuzzy sets [16][15]. An automatic
localization of a target structure was pioneered through atlas-based approaches,
which extrapolates information from an atlas to a target dataset using regis-
tration procedure [9][17]. However, atlas-based approaches do not capture the
information about the range of possible space a structure may occupy on a given
population. This information is very important for localizing medical structures
with varying geometric properties, such as size and shape between subjects.
As an example, the shape and size/volume of the hippocampus tends to differ
between healthy control subjects and subjects with neurological disorders [24].

Therefore, efforts have concentrated on adapting Statistical Shape Model
(SSM) to localize brain structures due to it’s credibility in capturing shape vari-
ability that may be present within a training population [21]. SSM learns all the
available shapes from a training set, and parameterizes the mean/approximate
shape and possible shape variations within the population. Besides describing
geometric information, the mean shape also provides the approximate location
of a shape. Thus, the localization of a target structure is found by exploiting
the mean shape, that contains knowledge on the approximate location of the
structure [5].

In SSM, shape is most widely represented using the Point Distribution Model
(PDM) that describes a shape with a set of landmark points on the structure’s
boundary [22]. This set of points is perceived to be the salient points on the
boundary, and is often referred to as point set. The major difficulty in construct-
ing SSM is to find the best correspondence between point sets, especially for
three dimensional data. An accurate correspondence assignment is very impor-
tant to ensure the subsequent process of constructing the mean shape and it’s
variations.

Originally, a well-defined one-to-one correspondence is manually identified
between point sets [14][13], followed by Principal Component Analysis (PCA)
[10] to construct SSM. This approach is a time consuming and operator subjec-
tive procedure, and is thus very impractical to be applied for building SSM of
small structures such as the hippocampus. An automatic correspondence assign-
ment between points was then proposed using the Iterative Closest Point (ICP)
approach. ICP assigns correspondences to points from two point sets that are
closest in Euclidean distance [19][7]. The main drawback of the aforementioned
point correspondence assignment methods is the use of only distance measure
during correspondence assignment. These methods do not capture any geometric
properties between points. As such, good approximation of shape may only be
achieved if the training datasets are almost identical in shape and size. There-
fore, these methods are not applicable to brain structures, which have been
shown to exhibit different shapes and sizes between normal subjects and those
with pathologies.
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As a solution to this issue, a point set registration method known as Coherent
Point Drift (CPD) [2] that includes geometric constraints between neighbouring
points during the correspondence assignment has been introduced. The CPD,
pioneered by Myronenko and Song [2] is a pairwise point set registration aimed
at providing solution for robust alignment of two point sets, and has proven
to outperform most state-of-the-art point set registration methods in point sets
with outliers or missing points. It assigns automatic correspondences based on
probability density estimation theory, that estimates the relative correspondence
between two point sets.

The CPD method assumes one of the point sets as an initial base model repre-
senting Gaussian Mixture Model (GMM) centroids and the other point set as the
data points. Correspondences between points are achieved by iteratively fitting
the GMM centroids to the data points by minimizing a maximum likelihood
function using Expectation-Maximization (EM). An additional regularization
term that forces neighbouring points to move coherently is imposed in the CPD
function to ensure geometric properties of the shape are preserved. At the op-
timum, CPD is able to align both point sets to an approximated position, and
find the correspondences simultaneously.

Myronenko and Song [2] have implemented the CPD method to solve rigid,
affine and non-rigid transformations between two points sets. Non-rigid trans-
formation is more robust for hippocampus registration considering the charac-
teristics of hippocampus that varies in shape and size among subjects. Rigid and
affine transformations are more efficient for structures that are almost consistent
in shape and size [23]. With proven robustness of the CPD registration method
in achieving accurate point set alignment, this proposed work focuses on the
adaptability of the pairwise non-rigid CPD method to approximate the shape of
the hippocampus.

The goal of this work is to capture available prior localization knowledge
from a set of training point sets through the pairwise non-rigid CPD method and
generate an approximated shape of the hippocampus. The obtained approximate
shape will then be utilized for reflecting the approximate location of a targeted
hippocampus. In this proposed approach, the technique of assembled point set
is introduced, in which the available training point sets are assembled together
within a single data space. The main idea of assembling point sets within a single
data space is to analyze the distribution patterns of the corresponding training
population. The proposed approach of using the pairwise non-rigid CPD with the
assembled point set technique will be henceforth referred to as the Assembled-
based CPD (ACPD).

Recently, a groupwise non-rigid CPD approach was proposed by Rasoulian et.
al. [3] to construct SSM of the hippocampus. Their work involves a preprocessing
stage of rigidly registering all the training point sets, k to a common coordinate
space of a randomly chosen base model, followed by the pairwise non-rigid CPD
registration between the base model with every training point sets, resulting in
k number of approximated point sets. Finally, the final mean shape is obtained
by recursively updating the chosen base model with the k approximated point
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sets using the Broyden-Fletcher-Golfard-Shano (BFGS) Quasi-Newton optimiza-
tion technique. Despite the similar aim of constructing the mean/approximate
shape of the hippocampus, the proposed ACPD is significantly different from
[3] in its approach. Therefore, the main focus of this paper is to evaluate and
compare the computation intensiveness of both, ACPD and GCPD approaches.
Comparison on complexity with [3] shows that the proposed ACPD exhibits
lower computational complexity while achieving comparable performance. Ex-
periments validating the robustness of ACPD demonstrates that the proposed
ACPD is also able to deliver an acceptable level of localization accuracy.

The remainder of the paper is organized as follows. Section 2 lays down the
foundation of the pioneering work of the pairwise non-rigid CPD registration
method, followed by Section 3 describing the proposed localization approach.
Section 4 and Section 5 evaluates the proposed ACPD approach in terms of
complexity and accuracy, respectively. Section 6 concludes the paper with re-
marks regarding future work.

2 Overview of Pairwise Non-rigid CPD

The pairwise non-rigid CPD registration method [2] formulates alignment and
correspondence assignment between two point sets concurrently in a probability
density framework. Relating two point sets through GMM density function, one
of the point sets is represented as GMM centroids, Y = (y1, ...,yM )T and the
second point set is represented as data points, X = (x1, ...,xN )T . The CPD
method is aimed at achieving optimal correspondence assignment between two
point sets by spatially transforming a GMM centroid, yM to a new spatial lo-
cations through fitting of the centroids to the observed data points, X. This
eventually leads to the alignment of point set, Y to an optimum positions, T
which represents the final approximated positions of points in the mean shape.
The alignment of two point sets is casted as an objective function, E(Y) ex-
pressed as:

E(Y) = EData(Y) +
λ

2
EReg(Y), (1)

where EData(Y) indicates the probability density function of a particular data
point, xn for M number of centroids. It is defined as a weighted sum of M
Gaussian component densities given as:

EData(Y ) = p(x) =
M∑

m=1

1

M
p (x|m) , (2)

where p(x|m) = 1
(2πσ2)D/2 exp

−‖x−ym‖2
2σ2 . D is the dimension of the point set and

the GMM is assumed to be comprised of equally weighted Gaussians with equal
membership probabilities of P (m) = 1

M and equal isotropic covariances σ2.
The second term in Equation 1, EReg(Y) is the regularization term that im-

poses smooth displacement between neighbouring points to maintain the geo-
metric properties of centroids, Y. The displacement, which specifies the rate a
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point may change its position is defined by the displacement function, υ. The
regularization of the displacement function, ‖Lυ‖ is performed by regularizing
the norm of υ defined by

‖Lυ‖2 =

∫
RD

|υ̃ (s)|2
G̃ (s)

ds, (3)

where function υ̃ indicates Fourier transform of υ in the frequency domain, s
using Gaussian kernel, G with standard deviation, β. G̃ is its Fourier transform.
The parameter β defines the strength of coherency between points.

Using Equations 2 and 3, the objective function E(Y) is rewritten as:

E(Y) = −
N∑

n=1

log

M∑
m=1

P (m) p (xn|m) +
λ

2
‖Lυ‖2 . (4)

where λ controls the amount of regularization.
Restating point set alignment in term of the displacement function, υ shows

that the centroids, Y are updated to new positions, T by adding the initial
centroids’ position with the displacement function, υ, which is described as:

T (Y, υ) = Y + υ (Y) . (5)

Hence, in order to solve the point set alignment problem, an optimal value of
function υ need to be estimated. This estimation is performed by maximizing
the likelihood or equivalently by minimizing the negative log-likelihood of the
objective function, E(Y) given in Equation 4 using the EM algorithm [1]. The
EM algorithm proceeds in two steps as follows:

1. E-Step: The expected posterior probability distribution, P t (m|xn) is com-
puted using an initial random estimate of parameters, υt and σt at time t.
The posterior probability distribution describes the probability of a centroid
ym being responsible for generating data point xn. Utilizing Bayes’ theorem,
the posterior probability is formulated as:

P t (m|xn) =
exp

− 1
2

∥∥∥∥
xn−(ym+υt(ym))

σt

∥∥∥∥
2

∑M
k=1 exp

− 1
2

∥∥∥∥
xn−(ym+υt(ym))

σt

∥∥∥∥
2 . (6)

2. M-Step: With the known value of P t (m|xn) given in Equation 6, the objec-
tive function, E(Y) is redefined in term of the expectation of the complete
negative log-likelihood function, Q given as:

Q (Y)
t=t+1

=
1

2σ2

N∑
n=1

M∑
m=1

P t (m|xn) ‖xn − (ym + υ (ym)))‖2

+
ND

2
log σ2 +

λ

2
‖Lυ‖2 .

(7)
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With the redefined objective function, Q (Y), the optimal solution for func-
tion υ is found by minimizing Equation 7 using calculus of variation, which
is performed by taking the functional derivative of Q with respect to func-
tion υ. In the actual implementation, the minimization of Equation 7 to find
the optimal value of function υ is described to be a linear combination of
applying the Gaussian kernel, G on each of the centroids, ym. The Gaussian

kernel is modelled as a kernel matrix, G(yi, yj) = exp
− 1

2

∥∥∥ (yi−yj
β

∥∥∥
2

. Thus, the
optimal value of function υ may be obtained through the following function:

υ =
1

σ2λ

N∑
n=1

M∑
m=1

P t (m|xn) ‖xn − (ym + υ (ym)))‖G. (8)

Then, the new positions of T (Y, υ) are found by

T (Y, υ) = Y + GW, (9)

where W = 1
σ2λ

∑N
n=1

∑M
m=1 P

t (m|xn) ‖xn − (ym + υ (ym)))‖.

Both the E-Step and M-Step are alternated until the EM algorithm reaches
convergence. The finally obtained value of T reflects the final approximated po-
sitions. These points are defined to be the points on the boundary of the ap-
proximated shape.

3 Proposed Localization Approach Using Assembled
Point Set

In the context of this paper, a training point set is perceived to be a group of
salient points on the boundary of a manually delineated hippocampus volume.
All of the training point sets are assembled together within a single data space
to form the assembled point set. For a given k number of training sets, Xk, the
assembling process concatenates k points sets into a single point set, SNs defined
by

SNs = ‖Kk=1X
k
Nk, (10)

where ‖ represents the concatenation process, Ns is the number of points in
point set, S and Nk is the number of points in each training point set.

The assembled point set, S represents the data points and is utilized in the
pairwise non-rigid CPD. The implementation of proposed ACPD involves a ran-
dom selection of a training point set to be assigned as the base point set, Y. Then,
rigid alignment is performed between all the remaining training point sets with
base point set, Y to align the training points sets to a common coordinate sys-
tem. Next, the standardized remaining point sets are assembled together to form
the point set, S. Finally, the pairwise non-rigid CPD registration is performed
between point set, S and base point set, Y. The detailed pseudo algorithm of
ACPD is presented in Algorithm 1.
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The finally updated point set, T obtained from the proposed ACPD repre-
sents the approximated average positions of the entire training points. These
approximated positions are perceived to be the approximate location of salient
points on the hippocampus boundary. Hence, the resulting point set, T is defined
to be an approximated prior localization knowledge for an unseen hippocampus
volume.

Algorithm 1. The proposed Assembled-based CPD (ACPD)

1: Notations:
2: Xk: k-th training point set
3: Nk: Number of points in k-th training point set
4: YM : Base point set with M centroids
5: Ns: Number of points in assembled point set, S
6: n: n-th point
7: m: m-th centroid

Require: K number of training point sets, X = {X1,X2...XK}

8: function ACPD(X)
9: Random selection of a base point set, YM from training point sets, X.
10: Rigid alignment of the remaining K−1 training point sets with Y to standardize

all point sets to a common coordinate space.
11: Concatenation of standardized remaining K − 1 training point sets into single

point set, S.

12: while convergence do
13: E-Step: Compute P t (m|Sn) using Equation 6.
14: M-Step: Using point set, S as the data points,
15: Calculate the displacement value, υ using Equation 8.
16: Update the new positions of centroids, T using Equation 9.
17: end while
18: Assign the finally obtained point set, T as the approximated shape.
19: end function

4 Complexity Analysis

This section compares the complexity of the proposed ACPD with an alternative
localization approach using groupwise non-rigid CPD (GCPD) [3]. The main
difference between ACPD and GCPD is the utilization structure of the original
non-rigid CPD for registering multiple point sets. As non-rigid CPD is the core
process in the registration procedure, the complexity analysis is focused on the
computation intensiveness of performing the pairwise non-rigid CPD. Figure 1
compares the core components of ACPD and GCPD, in which the pairwise non-
rigid CPD has been utilized.

From the highlighted core components of the approaches, the proposed ACPD
involves two main processes, which are the assembling of point sets with complex-
ity of O(NS) and the pairwise non-rigid CPD with complexity of O(NSM). Thus,
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Fig. 1. The core components of ACPD and GCPD

the computation intensiveness of proposed ACPD is O(NS +NSM), whereas for
GCPD the computation intensiveness is O(KNKM). This summarizes that the
computation intensiveness of the proposed ACPD grows at a quadratic rate as
compared with GCPD that grows at a cubic rate. Thus, for a very large number
of training point sets, the proposed ACPD is proven to be with less computation
intensiveness than GCPD.

5 Experimental Results

A public database that consists of 40 manually delineated hippocampus volumes
are used in this study [4]. Each volume contains a set of 2D binary images
corresponding to the manually delineated hippocampus region in axial view.
A 3D training point set is perceived to be a group of salient points on the
boundary of a manually delineated hippocampus volume. These salient points
are computed by applying the Canny edge detector [6] on each of the binary
images and extracting the resulting local maxima edge points. Then, the 3D
training point set is obtained by stacking up all the resulting salient points
from all of the 2D image slices. The training point set construction process is
illustrated in Figure 2.

The proposed ACPD localization approach is evaluated using the leave-one-
out strategy, in which the to-be-localized test subject’s hippocampus is left out
during the localization process. Root Mean Square (RMS) distances between
corresponding points from the ACPD approach and the test subject are used
to measure the accuracy of the proposed approach. Figure 3 shows the average
RMS values for the 40 datasets using the range of λ values defined in [3]. The
value β = 2 is fixed based on the reported lowest RMS value projected by the ex-
periments conducted on hippocampus in [3]. From this figure, the lowest average
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Fig. 2. Construction of a 3D training point set

Fig. 3. Average RMS distance of hippocampus with various values of λ and fixed value
of β = 2

Fig. 4. (a) Hippocampus with lowest RMS distance value of 0.5081 mm. (b) Hippocam-
pus with highest RMS distance value of 0.9621 mm. [λ = 32]

RMS value of 0.6957 mm is shown when λ = 32. It may also be concluded that
lower values of λ produce higher RMS distances. Lower values of λ indicates that
the localization model only adapted a smaller amount of smoothness constraint.
Thus, the localization model tends to closely overfit all the training points, in-
stead of points within a specified topological neighbourhood as imposed by the
smoothness constraint. Therefore, without sufficient smoothness constraint, the
approximated localization model is not able to generalize on unseen hippocam-
pus accurately.

Figure 4 provides the visual comparison of the localized hippocampus ex-
hibiting the lowest and highest RMS distances of 0.5081 mm and 0.9621 mm,
respectively. The triangulation of the points sets are performed using the Crust
algorithm [12]. From the obtained highest RMS distance, it may be summarized
that the proposed ACPD is still able to approximately localize the hippocampus
within acceptable values of registration accuracy below 3.5 mm [20].
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6 Conclusion

This paper has presented a hippocampus localization approach by utilizing the
strength of pairwise non-rigid CPD registration method and adapting it to cap-
ture the localization knowledge from a training population using the assembled
point set. The proposed ACPD approach has shown to reduce complexity as
compared to GCPD [3]. The proposed ACPD approach also demonstrated an
acceptable range of RMS distance values below 3.5 mm. Future work will concen-
trate on testing the ACPD approach on clinical datasets to evaluate the overall
localization accuracy.
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Abstract. Network anomaly detection is currently a challenge due to
the number of different attacks and the number of potential attackers.
Intrusion detection systems aim to detect misuses or network anomalies
in order to block ports or connections, whereas firewalls act according to a
predefined set of rules. However, detecting the specific anomaly provides
valuable information about the attacker that may be used to further
protect the system, or to react accordingly. This way, detecting network
intrusions is a current challenge due to growth of the Internet and the
number of potential intruders. In this paper we present an intrusion
detection technique using an ensemble of support vector classifiers and
dimensionality reduction techniques to generate a set of discriminant
features. The results obtained using the NSL-KDD dataset outperforms
previously obtained classification rates.

1 Introduction

Network Intrusion Detection Systems (IDS) aim to detect network anomalies
by means of analyzing the deviations from the normal behaviour [1]. This way,
it is possible to detect unknown attacks without any prior knowledge of new
attacks. Usually, IDS calculate some features from the network traffic to be able
to classify the traffic, detect abnormal behaviours and react according to some
predefined rules. There are two design approaches to IDS [2]. The first consists on
looking for patterns corresponding to known signatures of intrusions. The second
one searches for abnormal patterns by using more complex features which allow
discovering not only an intrusion but also a potential intrusion.Most attacks can
be classified into four categories: Denial of Service Attack (DoS ), Probing Attack
(PROBE ), User to Root Attack (U2R) and Remote to Local Attack (R2L).

Identifying the specific attack type may be useful in order to react in a specific
way instead of only closing ports or connections as preventive response. Never-
theless, detecting not only an attack but also the type is not a straightforward
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task, and existing datasets such as KDD99 [3] have inherent problems that re-
quire specific techniques for classification. This is specially important for some
infrequent attacks, as these databases provide only a reduced number of samples
for training. Moreover, not many works in the literature process the available
datasets in a proper way, presenting common pitfalls mainly regarding prepro-
cessing, and performance evaluation of the proposed methods [4]. In this work,
we proposed a classification technique avoiding these drawbacks, and paying
special attention to data preprocessing (i.e. normalization) and feature selec-
tion stages. In addition, the proposed method uses a support vector classifiers
ensemble to leverage the classification performance even for the less common at-
tacks. Hence, specialized classifiers are used to build a multi-expert classification
system, and each classifier is trained with a different feature selection in order
to boost the detection capabilities for a specific class. This way, Section 2 and
3, respectively, describe the data preprocessing stage and the use of linear and
non-linear dimensionality reduction techniques to deal with feature selection.
Then, Section 4 describes the classifier architecture and Section 5 provides the
details of the experimental setup, and analyses the performance of the procedure
through the corresponding experimental results. Finally, Section 5 summarizes
the conclusions of the paper.

2 Methods

In this paper, an anomaly detection method using a support vector classifiers
and non linear projection techniques is proposed. In order to provide an overall
view of the proposal, Figure shows the block diagram of the classification system.
As shown in this Figure, the training phase performs data normalization and fea-
ture selection to generate a discriminative sets for training the classifiers. Thus,
specialized classifiers are trained for each anomaly type, and further combination
of these classifiers during the classification phase yields the eventual classifica-
tion outcomes. Following sections provide details regarding different stages in
Figure 1.

Fig. 1. Block diagram of the classification method
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2.1 Data Preprocessing and Normalization

Data preprocessing is an important stage that may determine the classification
performance. It comprises encoding non-continuous variables and normalization.
Although data normalization plays an important role in the preprocessing stage,
as it can determine the classification performance, not many works pay enough
attention to it [4]. Moreover, symbolic and binary features have to be treated in
a different way. Although symbolic features can be encoded as integer numbers
[4,5], it is not the best encoding solution for classifiers based on the euclidean
distance [6]. This way, we adopt a different solution that maps each symbolic
feature to an Rd subspace, where d is the number of possible values of the discrete
variable.

Data normalization ensures that all the features are in the same scale, in
such a way that none of the features contributes more than other in the distance
measure. There are different ways to normalize data [7]. In this work, continuous
variables are normalized to zero mean and unity variance.

2.2 Feature Selection

After data preprocessing stage, a feature selection process is accomplishes with
the aim of reducing the dimensionality of the data samples keeping the most
discriminative information. In addition, using fewer features reduces the compu-
tational burden. Feature selection stage is performed in two steps. In the first
step, features with the higher discriminative power for each connection type are
preselected using Fisher Discriminant Ratio (FDR), defined as:

FDR =
(μi − μj)

2

σi + σj
(1)

for the 2-class separation case. In a second step, different dimensionality re-
duction techniques have been used to show their effectiveness for embedding
KDD99-based data. These include linear techniques such as Principal Compon-
ent Analysis (PCA), and non-linear techniques such as Kernel PCA [8] and
Isometric Mapping Isomap [9].

2.3 Dimensionality Reduction Using PCA

PCA has been widely used in many applications for extracting the most relev-
ant information from a dataset. In fact, it has been successfully used in face
recognition applications [10]. In this case, PCA is used to derive a new set of
uncorrelated features from a set of correlated ones. Thus, PCA generates a set
of orthogonal basis vectors so that the data can be expressed as a linear com-
bination of that basis. Thus, the training data samples are projected onto the
subspaces generated by the principal components corresponding to each class,
to generate a set of features which best describe each connection. These features
are further used to train Support Vector Machines (SVMs). In order to classify
a new data instance vi, it has to be projected onto each subspace, obtaining the
corresponding feature vectors.
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2.4 Dimensionality Reduction Using Kernel PCA

The main drawback of PCA consists in assuming a linear relationship between
features. Thus, it is a strictly linear technique and it is not able to detect non-
linear dependences. Kernel PCA [8] makes use of the so-called kernel trick [7] to
solve this drawback, projecting the original data into a high-dimensional space
through a (usually non-linear) kernel function. Basically, it may be implemented
by substituting all dot products by the kernel function in PCA.

2.5 Dimensionality Reduction Using Isomap

Isomap [9] is a widely used non-linear dimensionality reduction technique that
aims to embed the original data into a low-dimensional space preserving pairwise
distance between points in the projection space. This is achieved by replacing
the Euclidean distance metric in the original space by the geodesic distance,
approximated by the shortest path trough local proximity matrix. Isomap al-
gorithm can be summarized in three main steps: 1) compute neighbours for each
data point, 2) compute pairwise distance matrix (M) between point and 3) find
eigenvectors of M.

3 Classification Using Support Vector Classifiers Ensemble

Support Vector Classifiers (SVC) were introduced by Vapnik [11] as a set of
useful tools for classification and regression. SVCs seek for the optimal separation
hyperplane in a higher dimensional space while maximizing the margin between
the hyperplane and the training vectors (i.e. maximum-margin hyperplane is
selected). Moreover, it is possible to create non-linear classifiers by means of the
kernel trick, which replaces every dot product by a non-linear kernel function.
Thus, given a dataset {x1, ...xn} and its corresponding class labels {y1, ..., yn},
SVCs aim to solve the following optimization problem:

min
w,b,ξ

1

2
wTw + C

l∑
i=1

ξi (2)

subject to constraint

yi(w
Tφ(xi) + b) ≥ 1 − ξi, ξi ≥ 0 (3)

where φ defines the kernel function transforming training vectors xi into a higher
dimensional space. In our case, we used a RBF kernel, defined as K(xi, xj) =
exp(−γ ‖ xi − xj ‖2), γ > 0. Although SVCs were initially designed for bin-
ary classification (i.e. y ∈ {−1,+1}), it is possible to extend them for multiclass
classification using the one-against-one approach [12,13]. However, all the binary
classifiers are trained using the same feature set in this case. In this work we used
expert classifiers, each specialized in detect a specific attack type. Subsequently,
these binary classifiers are combined to produce the overall classification outcome.
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(a) (b)

Fig. 2. Training (a) and testing (b) phase

Thus, specific features computed from each attack type in the training set
are used to train a binary classifier specialized in differentiate a specific attack
from the rest, as shown in Figure 2a. Testing phase is accomplished as follows.
When a new sample arrives, it is divided into 5 different flows corresponding
to the previously trained expert classifiers. Specific features corresponding to
each attack type are extracted in each flow, using the FDR computed features
(preselection) and then, these features are projected into the corresponding sub-
space as described in Section 2.2. Subsequently, each classifier provides a binary
output (i.e. indicating whether the sample belongs to the class being detected
by the expert classifier or not). In the case of two or more experts classified
the same sample as belonging to different classes, the class corresponding to the
maximum distance to the SVC hyperplane is selected. This process is shown in
Figure 2b.

4 Experimental Setup and Results

The proposed method to detect network anomalies has been evaluated by us-
ing cross-validation. Training and testing data is provided by the NSL-KDD
[3,14,15] as separate datasets. Thus, it is not necessary to extract subsets for
cross-validation assessment from the database.

4.1 Database

The KDD’99-based datasets [3] has been widely used in research works as it
contains about 4GB of compressed data from captures of tcpdump [14] in the
DARPA’98 IDS evaluation program [15]. It corresponds to about 7 weeks of
network traffic, and three groups of features, extracted for each connection: Ba-
sic features, Traffic-based features and Content-based features, described by 41
features each. Depending on the specific features, continuous, symbolic or bin-
ary values are used to encode them. However, the KDD’99 dataset has inherent
problems due to the synthetic characteristic of the data [15,3], partially solved
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in the Knowledge Discovery and Data Mining (NSL-KDD) dataset which is used
in this work as in [16,17].

4.2 Experimental Results and Discussion

In this section, experimental results using the proposed classification scheme
are provided. Moreover, we performed a comparison among different linear and
non-linear feature reduction techniques in order to identify the technique which
provides higher classification accuracy values. Figures 3a shows the classification
accuracy obtained for normal connections and 3b, 3c, 3d, 3e for DOS, PROBE,
U2R and R2L attack types, respectively as a function of the number of features
used to describe each class (i.e. this corresponds to the dimensionality of the
projection subspace computed by the techniques indicated in figure legends).

In the case of KernelPCA, polynomial kernel with d=3 has been used in
the experiments. On the other hand, Radial Basis Function kernel is used in
SVC with σ = 5. As shown in Figure 3, non-linear techniques perform slightly
better than linear PCA. However, although linear and non-linear techniques
provide similar results for detecting normal connections, non-linear projection
techniques present better separating abilities for DOS, PROBE, U2R and R2L
attack types using fewer components. In addition, isomap provides better results
for the same number of components. This can be seen for instance, in Figure
3c, 3d and 3e, where 5 components are enough to provide accuracy values up to
0.9, whereas KernelPCA or linear PCA requires 8-10 components to reach this
accuracy value. ROC curve for the two-class case (normal/attack) using Kernel
PCA as dimensionality reduction method is shown in Figure 4.

Table 1. True positive and true negative rates for different classification methods

Method Number of features True
Positive
Rate

False
Positive
Rate

DM-Näıve Bayes [16] 41 96.5 3.0%
Proposed method 23 93.4% 14%
Random Forest [18] 41 80.67 **
Decision Trees [18] 41 81.05 **

** Data not provided by the author

In order to show the true positives and true negatives ratios that allows identi-
fying false positive ratios, Table 1 shows sensitivity and specificity values for each
technique and attack type. Nevertheless, attacks of different types should be eval-
uated separately for correct performance evaluation [4]. Hence, we computed the
ROC curves derived from each expert classifier, obtaining Areas Under respect-
ive ROC curves of 0.94, 0.86, 0.93, 0.81 and 0.91 for Normal connections, DOS,
PROBE, U2R and R2L respectively.
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Fig. 3. Classification accuracy for different number of selected features. (a) for normal
connections. (b), (c), (d) and (e) for DOS, PROBE, U2R and R2L attacks, respectively.



110 E. de la Hoz et al.

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

False Positive Rate (1−Specificity)

T
ru

e 
P

os
iti

ve
 R

at
e 

(S
en

si
tiv

ity
)

 

 

ROC Curve
Cut−off point
Random Classifier

Fig. 4. ROC curve for normal/attack classification using KernelPCA as dimensionality
reduction method

5 Conclusions and Future Work

In this paper we present a classification approach for network anomaly classific-
ation that combines non-linear dimensionality reduction techniques and an SVC
ensemble to build expert classifiers. This provides an efficient method for feature
selection obtaining more discriminative features. Moreover, feature preselection
stage avoids the use of the less discriminative features or features containing
very similar values for all the data instances. Subsequently, three different di-
mensionality reduction techniques have been used to assess their ability to gen-
erate discriminative features for each attack type. These include linear PCA and
non-linear techniques such as Kernel PCA and Isomap. The new feature spaces
derived using these techniques are used to train the SVC ensemble. In addition,
SVCs are not combined with a majority-voting scheme but experts SVCs trained
to detect specific attacks are coalesced to determine the class of new test samples.
Experiments conducted using the NSL-KDD dataset show that embeddings us-
ing non-linear techniques allows discriminating among attack types using fewer
components than linear ones, specially for attacks. In addition, isomap provides
better results for the same number of components. Specifically, 5 isomap com-
ponents are enough to provide accuracy values up to 0.9, whereas KernelPCA
or linear PCA requires 8-10 components to reach this accuracy value. Moreover,
U2R accuracy results indicate certain database dependence due to the lower
number of samples corresponding to this attack.
As future work we plan to improve the method optimizing parameters in both
dimensionality reduction and SVC classifiers. Additionally, as our system was
designed to classify samples into 5 classes, the two-classes performance is not
as high as in other approaches as [16], but this can be solved including more
classifiers in the ensemble and optimized features for the two-class case.
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Abstract. The main goal of the paper is to propose a classification method for
differential diagnosis in primary care domain. Commonly, the final diagnosis for
the episode of care is related with the initial reason for encounter (RfE). How-
ever, many distinct diagnoses can follow from a single RfE and they need to
be distinguished. The new method exploits the data about whole episodes of care
quantified by individual patients’ encounters and it extracts episode features from
electronic health record to learn the classifier. The experimental studies carried
out on two primary care dataset from Malta and the Netherlands for three distinct
diagnostic groups revealed the validity of the proposed approach.

Keywords: Classification, Differential Diagnosis Classification, Episode of Care
Diagnosis.

1 Introduction

Modern-day human is surrounded by a lot of information. However in short time he
learnt how to: use it, put in data warehouses, explore, mine and make profit on it. As far
as we deal with these techniques on everyday basis in management and marketing, they
are rarely used in primary care.

It is addressed in the paper an interesting problem of differential diagnosis classi-
fication that can support the decisions of General Practitioners (GPs). This problem
concerns the diagnosis for diseases, which have common reason for the first encounter
but end with different, in some cases very serious diagnosis.

This paper provides a proposal of classification method for differential diagnosis in
three groups of diseases, for which decision support has a great value for a General
Practitioner. The method takes into account medical history encapsulated within the
episode of care and results with final episode diagnosis. In order to infer the diagnosis
the method uses direct attributes that describes patient(age group, referrals to primary
care and specialists) as well as attributes derived from patient episode of care history(for
instance number of distinct diagnosis and average number of reasons for encounters of
various types).
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Reason for encounter(RfE) is a factor that starts encounter with GP. It could be in a
form of symptom or complaint, also request for an intervention for example prescrip-
tion, advice or referral, in some cases even diagnosis from previous encounter can be
a RfE. However, it needs to be underlined that in interpretation RfE differs from diag-
nosis. In particular RfE starts an encounter and diagnosis is a final result of a medical
treatment in this encounter[1].

The paper provides concise presentation of related work in the field of medical de-
cision support in Section 2 and description of decision support problem for General
Practitioners in Section 3. It is proposed a classification method for differential diagno-
sis accompanied with short presentation of used algorithms for Differential Diagnosis
as well as methods of data evaluation in Section 4. Then experimental results and com-
parison of the methods are gathered in Section 5 and concluded in Section 6.

2 Related Work

The general source of information for medical decision making is an electronic health
record (EHR). In the recent years in the United States it was invested nearly 50 bil-
lion dollars to create EHRs as such data repositories are expected to improve quality
care and reduce costs. One of the main goals of EHRs is to improve the quality of
diagnosis and overall treatment providing EHR based information technology tools,
especially decision support systems. Differential diagnosis in primary care might be
complex and in some cases requires long diagnostic process. Providing decision sup-
port systems might help General Practitioners feel more comfortable and supported in
quick diagnostics. Yet practitioners might appreciate additional knowledge source espe-
cially when they must make critical diagnosis. Nevertheless, decision support systems
have today several number of limitations, but implemented with practical and evidence
based approach, can be an important enhancement in primary care decision making
process [2].

However, there exist some opposite conclusions like these stated by Romano and
Stafford who provided conclusions that EHR is not associated with better quality in
health centres, so that make concerns about the ability of health information technology
to provide better quality in primary care [3].

Partial answer for that problem brings Kortteisto, who described process of imple-
mentation of decision support and medical data recording system in health center in
Finland [4]. It was highlighted that such systems must be adopted well by employees of
health centres in order to bring additional value. Even thought the decision support sys-
tem was introduced to GPs and made familiar for them, practitioners recorded reasons
for encounters (RfEs) or diagnosis when patient has already left. This caused wrong
qualification of RfEs and errors in data filling. Moreover, in the proposed system it
was in fact to much support from the system and it was hard to make profit from such
amount of knowledge.

Important part of medical decision support systems is technology, methods and al-
gorithms behind them. Yoo et al. bring great analysis of data mining techniques used
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in health care [5]. In their work there were presented data mining techniques and algo-
rithms and as well as contexts of their usage in biomedical and healthcare studies.

Li et al. focused on efficient discovery of risk patterns in medical data[6]. Their
algorithm quickly and efficiently discovers cohorts of patients that are vulnerable to
a risk outcome. They also compared their method with decision trees and association
rules that showed that discovered by their method risk patterns had much more quality
than patterns brought by classic data mining methods.

Yang and Wang used Random Forest to design new classifier that create more reliable
classes, because in medicine risk of misjudment is very costly. Their classifier take into
account cost of misjudment and predefined confidence level for each class [7].

Summarizing, the problem of differential diagnosis was rarely touched on in the
context of information technology solutions. Especially nobody bind this topic with
course of episode of care.

3 Problem Description

In many electronic health record systems (EHRs) gathering information for primary
health care, the data records are composed of three main parts: (1) demographic data
about the patient (age, sex, region, population), (2) provenance of data (lineage of the
processes in a EHR system) and (3) series of following patient encounters. Every such
a sequence starts at the first visit when the patient provides his or her primary (initial)
reason for encounter (RfE) and terminates with the last encounter containing the final
diagnosis, Fig. 1.

From the reasoning point of view the most important episode features are: (1) ini-
tial reason for encounter (RfE) expressed by the patient at the first encounter, (2) di-
agnoses, symptoms and procedures registered during all intermediate visits and (3)
the final diagnoses fixed at the last encounter – it can already be fixed during the
previous encounters. Both RfEs and diagnoses in primary health care can be coded
by means of ICPC2 - International Classification of Primary Care, 2nd Edition de-
veloped by WONCA International Classification Committee (WICC) [8], available at
http://icpc.who-fic.nl/browser.aspx. The main difference between RfE and a diagnosis
is their creator: reasons for encounter are provided by patients themselves, whereas di-
agnoses are made the general practitioners (GPs). The initial RfE remains static for the
whole episode but the diagnosis may change even at each encounter according to new
physician findings.

Based on the ICPC2 codding schema some aggregated episode of care features can
be derived from the component encounters, Fig. 2, see Sec. 4.2 for details.

The main goal of differential diagnosis is to distinguish final diagnoses that can be
be initiated by a given reason for encounter. In other words, the main goal of analysis
of data sets collected in electronic health records for primary care is discover general
rules that would help family doctors to be aware of various results (final diagnoses)
at the time when a patient tells their complains (RfE), Fig. 2. Hence, differential di-
agnoses distinguish various final diagnoses that can be caused by single reason for
encounter.
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Fig. 1. The data-driven organisation of an episode in primary health care

Fig. 2. Differential diagnosis for a single reason for encounter (RfE)
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4 Classification Method for Differential Diagnosis

The proposed method for differential diagnosis classification is based on the data ex-
tracted from the electronic health record database (EHR). It contains records on individ-
ual patient encounters that can be aggregated into single episode of care records (EoC),
see Fig. 1 and 2.

The entire classification method for differential diagnosis consists of five major steps,
Fig. 3. These are: (1) identification of whole episodes of care (EoC) from the series of
individual encounters taken from source EHR (in experimental studies TransHIS data
was used as the source data set); (2) extraction of features describing EoC, including
primary/initial reason for encounter (RfE) that starts episode of care (in order to se-
lect subjects that are taken into account), final diagnosis, i.e. diagnosis from the last
encounter used for the classification output; (3) feature selection, (4) learning of the
classifier (building the model) and (5) validation (at research) or testing (in decision
support system). The method utilizes the original medical data of encounters arranged
in episodes of care. In general, the encounter data contains diagnosis (Dia) that was
assigned at the encounter by GP alongside with reasons for encounter (RfE) told by the
patient, symptoms (Anam) and procedures (Proc) that were prescribed before a given
encounter. The information about the encounter is followed by demographics of patient
(age group, sex, etc.) as well as referrals to specialists to be undertaken after the en-
counter. Multiple encounters constitute an episode of care. The episode of care is quan-
tified with final diagnosis called episode diagnosis (EpisodeDia). Moreover, depending
on the type of episodes they can have distinct status: new or pre-existing, where an old
problem is presented to GP. The method considers only new episodes of care. More-
over, the data describing EoC should have common quantification for RfE, symptoms,
diagnosis and procedures, e.g. ICPC2 (International Classification of Primary Care 2nd
Edition [8]. The following steps are described below more in-depth.

Fig. 3. The genral schema of classification method for differential diagnosis
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4.1 Initial RfE, Diagnostic Groups

Based on raw data (consisting of encounters arranged in episodes of care) only new
episodes of care were selected (step 1 in Fig. 3). Fortunately, TransHIS data set provides
a indicator of episode status. In other case this would require additional episode status
discovery. Since the main purpose of the method is to distinguish diagnosis for some
selected primary reason for encounter, the episodes were partitioned in three groups,
based on their initial RfE (according to ICPC2 codes). These are RfE known as rela-
tively hard to make a correct diagnosis at the beginning (it means that they especially
require differential diagnosis):

Group 1, initial RfE: D01 - Abdominal Pain, with final episode diagnosis:

– D73 - Gastroenteritis presumed infection
– D88 - Appendicitis
– D93 - Irritable Bowel Syndrome
– D99 - Disease digestive system, Chrons disease
– U70 - Pyelonephritis/pyelitis
– U71 - Cystitis/urinary infection other
– W80 - Ectopic Pregnancy
– X74 - Pelvic Inflammatory Disease
– X77 - Malignant neoplasm genital other
– X81 - Genital neoplasm other/unspecified, Ovarian Cancer

Group 2, initial RfE: A11 - Chest Pain, with final episode diagnosis:

– A70 - Tuberculosis
– K74 - Ischaemic heart disease
– K93 - Pulmonary Embolism
– R81 - Pneumonia
– R84 - Malignant neoplasm bronchus/lung
– R85 - Malignant neoplasm respiratory, Mesothelioma
– R88 - injury respiratory other, Pneumothorax
– R96 - Asthma

Group 3, initial RfE: R02 - Shortness of breath/dyspnoea, with final episode diag-
nosis:

– K77 - Heart Failure, Right Ventricular Failure
– K82 - Pulmonary heart disease, Cor Pulmonale
– K83 - Heart valve disease, Aortic Stenosis
– R78 - Acute Bronchitis/bronchiolitis
– R95 - Chronic obstructive pulmonary disease

Experimental studies were restricted only to above three groups.
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4.2 Episode of Care Aggregated Features

Commonly, the basic form of raw data provides only basic information about episodes
such as episode diagnosis, certainty of this diagnosis and initial status. In order to de-
rive more episode specific features, enumeration of encounters within the episode was
proposed. Then, some aggregated features describing the whole episode were computed
(step 2 on Fig. 3). The following were sued for that purpose: the number of specific en-
counters, their percentage, average, variance, standard deviation, maximum, minimum
and median of RfE, symptom and diagnosis within a particular ICPC2 diagnosis group.
For instance, the above mentioned aggregations of RfE were calculated for all RfE in
the episode with type D (Digestive, ICPC code starting with ’D’), another set of features
for type A, B, H, K, etc. In general, this feature derivation will result in 17 (the num-
ber of distinct diagnosis groups in ICPC2) attributes for RfE, symptom and diagnosis
for each of aggregation method. It provides all together 408 attributes describing each
episode.

Moreover, a similar feature derivation can be applied to medical procedures, addi-
tionally enumerated in five groups based on procedure number:

1. 30-49 - Diagnostic and preventive procedures
2. 50-59 - Treatment procedures, medication
3. 60-61 - Test results
4. 62 - Administrative
5. 63-69 - Referral and other reasons for encounter

This will result in 595 new attributes. Next, it can be calculated 5 additional attributes
about the course of episode of care, in particular the number of RfE’s, symptoms, di-
agnosis and procedures in the episode. In order to quantify the frequency of encounter
during the episode there are extracted number, average, variance, standard deviation,
maximum, minimum and median of days, weeks and years between encounters in the
episode – all together 21 attributes.

Eventually, due to the fact that number of attributes is large, feature selection method
is applied (step 3 in Fig. 3) [9]. It happens often that there are rejected maximum,
minimum and median values as they are not presenting good discrimination and such a
selection was performed within experiments.

5 Experimental Study

5.1 Experimental Scenarios

The main purpose of performed experiments was to evaluate the predictive accuracy
of the method for differential diagnosis. Moreover it was expected to observe whether
results of the method can be used by general practitioners. For the experiments, the tool
KNIME[10] version 2.7.3 with Weka[11] 3.6 was used. As classifiers the following
models were utilized: J48 (C4.5), Random Forest (RF) and Naive Bayes (NB). In order
to learn and validate these classifiers (they were learnt with default WEKA parameters),
10-fold cross-validation procedure was applied(steps 4 and 5 in Fig. 3). For evaluation
purpose, the F1-score (also named as F-measure or F-score) was used. It includes both
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precision and recall to generate the score for the model. To define precision and recall in
our case, there is a need to provide such values as: true positives (tp), false positives (fp)
and false negatives (fn). Terms positives and negatives are related to classifier results,
whereas true and false values are connected with prediction verified by some kind of
external observation. So we can describe true positive as correct result in both ways, true
negative as expected misjudgement (or lack of result), false positive represents correct
but unexpected prediction and false negative as straightforward missing result.

Hence, precision is defined as follows [9]:

precision =
t p

t p + f p
, (1)

recall as [9]:

recall =
t p

t p + f n
, (2)

and F1-score as:

F1 =
2 ∗ precision∗ recall

precision + recall
(3)

5.2 Datasets

The experiments were performed on TransHIS data set collected in the Netherlands[1].
There were extracted three groups of episodes of care as described in Section 4.2. Group
1 consisted of 28 thousand of episodes, Group 2 and Group 3 contained 39 thousand of
episodes. The data sets were processed with 10-fold cross validation.

5.3 Results

The experimental result are presented in Figures 4a, 4b and 4c. Vertical axis represents
F1-score. Horizontal axis presents diagnosis from proper group. The gray mark on all
figures represents the baseline level of F1-score. This is a random baseline above which
the differential diagnosis outperform random classification.

In almost all cases Naive Bayes classifier (NB) returns much less satisfying results,
but that was expected since it is the simplest algorithm with two very optimistic as-
sumptions. C4.5 and Random Forest provide quite similar results, even though Random
Forest is slightly better. However, C4.5 has a great advantage: it provides human un-
derstandable rules that can be interpreted by physicians. That is why C4.5 results are
treated as the main achievement of the research. It can be directly used in primary health
care as help for general practitioners in their diagnosis.

For group 1, Fig(a) all algorithms distinguished all diagnosis. All of the classifiers
resulted with higher F1-score than a baseline. The same situation exists in group 2(b)
and group 3(c). The worst results were obtained with Naive Bayes classifier.

The best results were achieved for group 3. However, for diagnosis K82, Naive
Bayesian classifier provided results close to the random baseline. The proposed method
always provides a good prediction, for K82 itself, but there were too few episode di-
agnosis with K82 (only 13 cases, so there were only 13 true positives). The algorithm
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(a) Group 1

(b) Group 2

(c) Group 3

Fig. 4. Results of differential diagnosis for all three algorithms (decision tree C4.5. random forest
- RF, naive Bayes - NB) for distinct diagnostic groups

also made much more predictions as K82 for other diagnosis - K77 and K88 (so, there
were much more false positives: as of 620). As a result, precision (eq. 1) was low and
F1-score (eq. 3) remained close to the baseline.

6 Conclusions and Future Work

A new method for differential diagnosis in primary health care was proposed in the pa-
per. Appropriate modelling of source data (especially aggregated feature extraction)
facilitated achieving good results in distinguishing diagnosis for a given reason for
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patient encounter. Commonly, the best quality results were obtained for the random
forest classifier even though C4.5 decision tree was not much worse.

The results can support general practitioners in their diagnosis making based only on
simple and general reason for encounter like ’abdominal pain’ or ’chest pain’.

Future work will focus on analysis of other diagnostic groups, their medical verifi-
cation as well as application of ensemble classification methods verified on other data
sets.
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247787, 2011-15, www.transformproject.eu.
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Abstract. The increasing acceptance of web recommender systems is mainly 
due to improvements achieved through intensive research carried out over sev-
eral years. Numerous methods have been proposed to provide users with more 
and more reliable recommendations, from the traditional collaborative filtering 
approaches to sophisticated web mining techniques. In this work, we propose a 
complete framework to deal with some important drawbacks still present in cur-
rent recommender systems. Although the framework is addressed to movies’ 
recommendation, it can be easily extended to other domains. It manages differ-
ent predictive models for making recommendations depending on specific situa-
tions. These models are induced by data mining algorithms using as input data 
both product and user attributes structured according to a particular domain  
ontology.  

Keywords: Recommender Systems, Semantic Web Mining, Associative Classi-
fication, First-rater, Cold-start, Sparsity. 

1 Introduction 

Web recommender systems are used in many application domains to predict consum-
er preferences and assist web users in the search for products or services. The me-
thods used to do that have different levels of complexity, ranging from those that 
recommend products based on associations between them in previous transactions, to 
those that make recommendations based on evaluations that users provide about 
products and similarity between user preferences. The latter, known as collaborative 
filtering (CF) methods, are the most successful; however, some important drawbacks 
in them have been reported, especially in traditional approaches based on nearest 
neighbor algorithms, which show serious performance and scalability problems. In 
addition, the great number of evaluations needed by these methods in order to provide 
precise recommendations causes the sparsity problem when evaluations from users 
are insufficient. Improvements deriving from the research carried out over several 
years are being incorporated to current web systems, yielding more and more  
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effective recommendations. Data mining algorithms have been applied to deal with 
sparsity and performance problems since they are not only based on product evalua-
tions but on other attributes. Moreover, they are induced off-line, before the user logs 
onto the system, and therefore the time spent on building the model has no effect on 
the user response time. Nevertheless, sparsity can also reduce the precision of data 
mining by different degrees depending on the type of algorithm. Therefore, it is ne-
cessary to find data mining algorithms slightly sensitive to sparsity in order to obtain 
precise recommendations. In spite of the advantages of data mining methods, there 
are situations in recommender systems in which it is very difficult to give recommen-
dations to the user. For instance, when new products without evaluations are intro-
duced into the catalog or when a new user without evaluations about products  
requests recommendations, the first-rater and the cold-start problems arise respective-
ly. In this paper, a recommendation framework is proposed which aims at overcoming 
the main drawbacks of current recommender systems.  

The rest of the paper is organized as follows: Section 2 is devoted to describing the 
state of the art and the main problems of recommender systems. In section 3 the pro-
posed framework is presented. The framework is validated through a case study  
reported in section 4, where the ontology for this particular application and a compar-
ative study of the results from different algorithms are also gathered. Finally, the con-
clusions are given in section 5.  

2 Related Work 

2.1 Recommender Systems’ Methods 

Recommendation methods can be classified into two main categories [Lee et al., 
2001]: Collaborative filtering (CF) and content-based approach. Techniques in the 
first category, initially based on nearest neighbor algorithms, are used to predict prod-
uct preferences for a user based on the opinions of other users.  

Currently there are two approaches for collaborative filtering, memory-based (user-
based) and model-based (item-based) algorithms. Memory-based algorithms, also 
known as nearest-neighbor methods, were the earliest used [Resnick et al., 1994]. 
They treat all user items with statistical techniques in order to find users with similar 
preferences (neighbors). The prediction of preferences (recommendations) for the 
active user is based on the neighborhood features. The advantage of these algorithms 
is the quick incorporation of the most recent information, but the disadvantage is that 
the search for neighbors in large databases is slow. In order to avoid this inconve-
nience, model-based CF algorithms have been proposed. They use data mining tech-
niques in order to develop a model of user ratings, which is then employed to predict 
user preferences. There are a great variety of data mining algorithms that can be ap-
plied in model-based CF. Neural networks were the first of this kind of method [Bil-
sus and Pazzani, 1998], which changed the nearest neighbor approach of CF methods 
for a classification approach. Bayesian networks constitute another technique widely 
used in the induction of recommendation models in a single way [Breese et al., 1998], 
or jointly with other methods [Campos et al., 2010]. The main shortcoming of these 
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methods is the high computational cost of building the net, especially when the 
amount of data is great. Support Vector Machines (SVM) a can also be used in re-
commender systems [Xu and Araki, 2006]. In some works, SVM is used as a com-
plementary technique for other methods [Diez et al., 2008]. 

The works referenced in this section are just a small sample of the numerous data 
mining proposals to be used in collaborative filtering based recommender systems. 
However, the current trend, especially in sparse contexts where ratings are insuffi-
cient, is to exploit hybrid methodologies combining content-based and collaborative 
filtering approaches in order to take advantage of the strengths of each of them [Bar-
ragáns-Martínez et al., 2010]. In recent works, semantic information is added to the 
available data in order to formalize and classify product and user features. These 
works are commented in section 2.3. 

Collaborative filtering (CF), especially the memory-based approach, has certain 
limitations that have an important impact on the quality of the recommendations. 
First, rating schemes can only be applied to homogeneous domain information. Fur-
thermore, sparsity and scalability are serious weaknesses which would lead to poor 
recommendations [Cho et al., 2002]. Sparsity occurs when the number of ratings 
needed for prediction is greater than the number of the ratings obtained because CF 
usually requires user-explicit expression of personal preferences for products. The 
second limitation is related to performance problems in the search for neighbors in 
memory-based algorithms. These problems are caused by the need to process large 
amounts of information. The computer time grows linearly with both the number of 
customers and the number of products in the site. The lesser time required for making 
recommendations is an important advantage of model-based methods. This is due to 
the fact that the model is built off-line before the active user goes into the system, but 
it is applied on-line to recommend products to the active user. Therefore, the time 
spent in building the model has no effects on the user response time since little 
processing is required when recommendations are requested by the users, contrary to 
the memory-based methods that compute correlation coefficients when the user is on-
line. Nevertheless, model-based methods present the drawback that recent information 
is not added immediately to the model but a new induction is needed in order to up-
date the model.  

Although the drawbacks described above may be minimized by means of data min-
ing methods, there are other shortcomings that may occur even with these methods. 
The first-rater (or early-rater) problem arises when it is not possible to offer recom-
mendations about an item that was just incorporated into the system and, therefore, 
has few evaluations (or even none) from users. Analogously, this drawback also oc-
curs with a new user joining the system: since there is no information about his or her 
preferences, it would be impossible to determine his or her behavior in order to pro-
vide recommendations. Actually, this variant of the first-rater problem is also referred 
to as the “cold-start problem” [Guo, 1997] in the literature. The grey-sheep problem 
[Claypool et al., 1999] is another drawback associated with collaborative filtering 
methods. This problem refers to the users who have opinions that do not consistently 
agree or disagree with any group of users. As a consequence, such users do not re-
ceive recommendations.  
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The problems addressed here have been treated in some works in the literature. 
One way of dealing with sparsity and scalability problems consists of reducing the 
dimensionality of the database used for CF by means of a technique called Singular 
Value Decomposition (SVD) [Vozalis and Margaritis, 2005]. Barragáns-Martínez et 
al. [2010] have adapted the proposal of Vozalis and Margaritis for a hybrid system 
combining content-based and CF approaches in the TV program recommendation 
domain. The cold-start problem has also been addressed in recent works. Most of 
them focus on finding new similarity metrics [Bobadilla, 2012] for the memory-based 
CF approach since traditional measures such as Pearson’s correlation and cosine pro-
vide poor recommendations when the available number of ratings is scant, a situation 
that becomes critical in the cases of the cold-start and first-rater problems. Hybrid 
content-based and CF approaches have also been applied to deal with the first-rater 
problem. As a representative framework we can cite Fusion of Rough-Set and Aver-
age-category-rating (RSA), which integrates multiple contents and collaborative  
information to predict user preferences based on the fusion of Rough-Set and Aver-
age-category-rating [Su et al., 2010]. 

2.2 Associative Classification 

A way to deal with the sparsity problem present in recommender systems is to find a 
method slightly sensitive to data sparsity. Some studies have demonstrated that asso-
ciative classification algorithms yield higher precision than other data mining  
algorithms with sparse datasets [Moreno et al., 2010][Pinho et al., 2012]. These algo-
rithms are association algorithms that produce rules, named class association rules 
(CARs), containing only the class attribute in the consequent part [Liu et al., 1998]. 
Therefore, they can be used as machine learning algorithms for classification.  

A proposal of this category of methods is the Classification Based on Association 
(CBA) algorithm [Liu et al., 1998], which consists of two parts, a rule generator based 
on Apriori for finding association rules and a classifier builder based on the rules 
discovered. Classification Based on Multiple Class-Association Rules (CMAR) [Li et 
al., 2001] is another two-step method; however, CMAR uses a variant of FP-growth 
instead of Apriori. Another group of methods, named integrated methods, build the 
classifier in a single step. Classification Based on Predictive Association Rules 
(CPAR) [Yin and Han, 2003] is the most representative algorithm in this group.  

Associative classification methods are not widely used in recommender systems in 
spite of their better behavior in sparse data contexts [Pinho et al., 2012]. 

2.3 Semantic Web Mining 

In recent works semantic web mining is used in order to improve recommendations 
[Blanco et al., 2008, 2010], [Moreno et al., 2010], [Kim et al., 2011]. This approach is 
a new research field in which the Semantic Web and Web Mining converge. Semantic 
Web Mining aims at improving the results of Web Mining by exploiting the semantic 
structures in the web as well as building the semantic web making use of web mining 
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techniques [Stumme et al., 2006]. We will focus on the first case since it is the target 
of the research presented in this paper.  

Taxonomic abstractions provided by an ontology allow patterns to be induced at a 
more abstract level, that is, regularities can be found between categories of products 
instead of between specific products. These patterns can be used in recommender 
systems for recommending new products that still have not been rated by the users. In 
[Kim et al., 2011] a new way of enriching user data in recommender systems is pro-
posed. The idea consists of discovering relevant and irrelevant topics for users and 
generating new tags for building the user model. Semantic information is also used in 
[Yuan et al., 2013] in order to improve the recommendations in real estate web sites. 
The proposal consists on a case-based reasoning method used in combination with an 
ontological structure.  

3 Recommendation Framework 

The aim of the proposed framework is to overcome some of the main drawbacks of 
recommender systems: scalability, sparsity, first-rater and cold-start problems. In 
some of the works in the literature these problems are tackled separately but no pro-
posal is reported to deal jointly with all of them. Our proposal provides a reference 
frame for making recommendations depending on the circumstances happening at 
recommendation time. Recommendations are made by predictive models generated 
by data mining algorithms. Their generation and their application are carried out by 
two separate processes represented by the two parts of the framework (Figure 1): 

1. Off-line process: Corresponds to the induction of the predictive models and it is 
carried out before users are using the system (off-line). These models will be up-
dated periodically in order to incorporate the information of new users and new 
products as well as the ratings that users give to the products.  

2. On-line process: In charge of making recommendations to users by checking the 
models induced in the off-line process. This part is carried out when users request a 
recommendation (on-line). The process is different for new and old users because 
new users have not rated any product and therefore their preferences are unknown. 

In the off-line process historical information is used for building two different 
models needed for recommendations: 

1. Low level model: Relates specific products and users to preference ratings and are 
used for making recommendation in ordinary situations. Their induction does not 
require semantic annotations. 

2. High level model: Relates types of products and types of users to ratings. Products 
and users must be previously classified according to a taxonomy given by an on-
tology designed for the particular application area. This model is applied when 
first-rater and cold-start problems arise, since recommendations are based on cha-
racteristics of both products and users but not on their evaluations. Therefore, nei-
ther ratings for new products nor ratings from new users are required for checking 
the model and providing recommendations. 
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The on-line recommendation process is valid for both new and old users. New us-
ers are required to register in order to obtain semantic information about them, which 
is needed for classifying them according to the ontology. Since new users have not 
rated any product they only can receive recommendations by means of the high level 
model. The patterns enclosed in the model that match the values of the user attributes 
are selected in order to provide products with the characteristics involved in these 
patterns given that high level models relate attributes of users and products. These 
products will be recommended to the user. When a user who has rated products (old 
user) asks for recommendations, both the low level and the high level models are 
checked in order to find, respectively, rated and non-rated products to recommend to 
that person. Building the models off-line provides the additional advantage of avoid-
ing scalability problems since the time spent on the induction of the models does not 
affect the user response time. Moreover, in order to deal with the sparsity drawback, 
we recommend using algorithms slightly sensitive to data sparsity, such as associative 
classification methods, which provide better precision than other methods in sparse 
data contests. This framework has been validated with data from MovieLens, a movie 
recommender system. 
 

 

Fig. 1. Recommendation framework 

4 Case Study 

MovieLens data sets contain user demographic information and user ratings of mov-
ies, collected through the MovieLens Web site (http://movielens.umn.edu) over a 
seven-month period. User ratings were recorded on a numeric five-point scale. The 
rating information consists of 100,000 ratings (1-5) from 943 users on 1682 movies. 
The comparative study was carried out with a subset of 1,000 records from the data-
base. Since the rating attribute is used to decide whether a movie is going to be rec-
ommended to a user, we changed this attribute in order to have only two values:  
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“Not recommended” (score 1 or 2) and “Recommended” (score 3, 4 or 5). This new 
attribute, rating_bin, will be the label attribute to be predicted. In this way, the classi-
fication is simplified and no further transformation is needed for making the recom-
mendations to the user.  

All of the users have registered their gender, age, occupation and zip code. The 
attributes about movies are: title, release date, video release date and another 19  
devoted to each possible movie genre or category (unknown, action, adventure, ani-
mation, children, comedy, crime, documentary, drama, fantasy, film-noir, horror, 
musical, mystery, romance, science-fiction, thriller, war and western). 

In this work, an ontology is used to improve recommender systems and overcome 
their main drawbacks, previously commented. Data from MovieLens have been clas-
sified and annotated with semantic metadata according to a domain-specific ontology. 
We have adapted a public ontology about movies from TONES Ontology Repository. 
Since some of the information of the TONES Ontology is not available in the Movie-
Lens database, the ontology has been simplified. On the other hand, the MovieLens 
database contains demographic and rating information from users, which is used for 
making the recommendations. Therefore, we have organized this data according to a 
different ontology related to user characteristics, such as gender, age and occupation. 
Finally, the available data taken into account for our application domain was the fol-
lowing:  

• User: id_user, gender, age, occupation, zip. 
• Movie: id_movie, title, genre. 
• Rating: id_user, id_movie, score, rating_bin. 
The definition of the proposed ontology is shown in Figure 2.  
 
 

 

Fig. 2. Specific Ontology for the case study 
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The target of the proposed framework is to predict user preferences in an efficient 
way in order to recommend him products that he is interested in. The scenario of re-
commending rated products to old users has been widely studied and their results are 
good enough. Therefore, this study is focused on analyzing the precision of high level 
models where there is a loss of information with regard to the low level models. In 
this way all tested cases can be considered to be affected by the first-rater and cold-
start problem because no rating information is taking into account for making the 
predictions.  

As commented earlier, a way to deal with the sparsity problem is to apply methods 
that are slightly sensitive to data sparsity; therefore, we try associative classification 
because of the better behavior of these methods in sparse data contexts [Moreno et al., 
2010][Pinho et al., 2012]. Consequently, more reliable recommendations can be  
obtained with a lesser number of ratings. The studied associative classification algo-
rithms were CBA, CMAR, FOIL and CPAR. They were compared with non-
associative classification methods (Decision Tree J48, Bayes Net, Nearest Neighbor 
and Random Tree) and two multiclassifiers (Bagging and Boosting). The results are 
shown in Tables 1 and 2.  

Table 1. Precision obtained with different data mining algorithms 

Algorithms Precision (%) 

Decision Tree J48 72.34 

CBA 85.94 

CMAR 91.06 

FOIL 84.79 

CPAR 49.85 

Table 2. Precision (%) obtained with three different machine learning algorithms used first as 
individual classifiers and later as base classifiers in two multi-classifiers  

Algorithms  Individual Bagging Boosting (AdaBoost) 
Bayes Net 81.77 81.61 81.77 
Nearest  Neighbour 73.54 73.39 73.14 
Random Tree 72.34 77.82 75.97 

 
In all experiments 10-fold cross validation was applied. For associative classifica-

tion methods a support threshold of 20% and a confidence threshold of 80% were 
used. The associative classification methods CBA, CMAR and FOIL yielded better 
precision than the non-associative classification algorithms, including multiclassifiers. 
The best precision was obtained by CMAR (91.06%), one of the associative classifi-
cation methods. This can be considered a very good result taking into account that 
models are built at high abstraction level where the available information is less  
than the low level model information. The CMAR method was also the most  
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time-consuming; however, this is not a critical disadvantage since the models are 
induced off-line and the time spent in their building does not influence the user re-
sponse time. The CBA algorithm can also be a good choice because it shows better 
precision than the other classifiers and its execution time is similar. It can be used 
when models require frequent updates. The results confirm the better performance of 
associative classifiers compared to traditional classifiers in the context of recom-
mender systems where the data is very sparse.  

5 Conclusions 

Web recommender systems have been the focus of intensive research in the last few 
years; however, they still involve several shortcomings, such as scalability, sparsity, 
first-rater and cold-start problems. In this work a recommendation framework espe-
cially addressed to overcome these weaknesses is proposed. The proposal consists of 
combining web mining methods and domain specific ontologies in order to induce 
models at two abstraction levels. The lowest level models are built from data without 
semantic information. In contrast, high level models require web data annotated with 
semantic information according to the defined ontology. This allows patterns to be 
generated at a high level of abstraction by means of a data mining algorithm. At this 
level, the models relate types of products and user profiles instead of specific products 
or particular users. These models are used for recommending non-rated products or 
for making recommendations to new users, avoiding in this way the first-rater and 
cold-start problems, respectively. 

In addition, the off-line model induction avoids scalability problems in recommen-
dation time and the proposal of using associative classification methods provides a 
way to deal with the sparsity problem. 
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Abstract. This paper presents the problem of building the sequential
model of the classification task. In our approach the structure of the
model is built in the learning phase of classification. In this paper a split
criterion based on the broken stick model is proposed. The broken stick
distribution is created for each column of the confusion matrix. The split
criterion is associated with the analysis of the received distributions. The
obtained results were verified on ten data sets. Nine data sets come from
UCI repository and one is a real-life data set.

Keywords: Broken stick distribution, sequential classifier, confusion
matrix.

1 Introduction

Finding the classification rules is becoming more and more difficult when the
number of classes in data set increases. For some classifiers the increasing number
of classes causes a significant decrease in the quality or loss of performance [1].
One of the possible solutions to this problem is to use multistage classifiers.
The general idea of the sequential methods is to break up classification into a
number of simple decision [2], [3], [4]. So the built classifiers are usually more
flexible than the single-stage classifiers, and their ability to class prediction is
generally higher [5], [6], [7].

In particular, this paper discusses a way to design a decision tree structure.
The split criterion is based on the confusion matrix. The potential division of the
node is associated with the analysis of misclassification in the learning process.
In the experiment decision rules are chosen arbitrarily in the entire tree.

The content of the work is as follows. Section 2 introduces the idea of the
hierarchical (sequential) classifier. In Section 3 the proposed split criterion is
described. In the next section the results of the experiments verified on data sets
form UCI repository and one real-life data set of the computer-aided medical
diagnosis are presented. The last section concludes the paper.

2 Related Work

Generally, the synthesis of the multistage classifier is a complex problem. It
involves a specification of the following components [4], [8]:

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 132–139, 2013.
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– design of a decision tree structure [9],
– selection of features used at each non-terminal node of the decision tree [10],

[11],
– the choice of decision rules for performing the classification.

A decision tree structure can be built in two main ways. The first method is
to build a tree structure in the learning process [12], [13]. This type of the tree
structure induction does not need any additional information about the nature
of the problem. However the obtained structure can vary significantly. In other
approaches the decision tree structure is fixed before the learning process [14].
However this kind of structure induction needs some expert knowledge.

Due to the number of attributes used for the test carried out in the tree node
the univariate and multivariate tests can distinguished. In the univariate meth-
ods only one attribute is tested in the tree node. Examples of such algorithms
are ID3 [13] and C4.5 [15]. Whereas the multivariate algorithm tests at least two
attributes in node. An example of such an algorithm is the CART [16].

The choice of decision rules in nodes can be done in a local or global way. The
local choice minimizes node error but does not guarantee minimization of global
classifier error. On the other hand the global choice of decision rule guarantees
minimum global error but these methods are more computationally demanding
than the local ones. The comparison of the above mentioned methods as applied
to the Bayesian classifier can be found in [5].

The broken stick model [17] is mostly used in ecology. Experiments conducted
in [18] showed that the MacArthur’s model is adequate in describing a relative
abundance of various species. Moreover the paper [19] affirmed that it can also
describe a niche separation. The application of the broken stick model is not
limited to ecology. In [20] and [21] it was shown that mentioned model can
be utilized in molecular biology. In [20] it was used to estimate the number of
possible protein folds. The authors of [21] applied the broken stick model to
describe the abundance of amino acids in proteins. The broken stick model can
be also adopted in machine learning. Frontier showed in [22] that this model can
be used in order to estimate the relevant number of principal components in the
PCA method. The values obtained by the broken stick model are compared to
the eigenvalues obtained from the PCA. In this case the splitted resource is the
total variance of data. However, experimental studies conducted in [23] showed
that the broken stick model has a tendency to underestimate the number of
relevant principal components.

3 Hierarchical Classifier

The hierarchical classifier contains a sequence of actions [5], [24]. These actions
are simple classification tasks executed in the individual nodes of the decision
tree. Some specific features are measured on every nonleaf node of the decision
tree. At the first nonleaf node features x0 are measured, at the second features
x1 are considered and so on. Every set of features comes from the whole vector of
features. In every node of the decision tree the classification is executed according
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to the specific rule. The decisions i0, i1, ..., iN are the results of recognition in
the suitable node of the tree. The design of a decision tree structure is based on
the split criterion.

In our task of classification the number of classes is equal to NC. The terminal
nodes are labeled with the number of the classes from M = 1, 2, ..., NC, where
M is the set of labels classes. The non-terminal nodes are labeled by the numbers
of 0, NC+1, NC+2 reserving 0 for the root-node. The notation for the received
model of the multistage recognition can be presented as follows [8]:

– M – the set of internal (nonleaf) nodes,
– Mi – the set of class labels attainable from the i-th node (i ∈ M),
– Mi – the set of nodes of the immediate descendant node i (i ∈ M),
– mi – the node of the direct predecessor of the i-th node (i 
= 0).

In each interior node the recognition algorithm is used. It maps observation
subspace to the set of the immediate descendant nodes of the i-th node [25], [16]:

Ψi : Xi → Mi, i ∈ M . (1)

This approach minimizes the misclassification rate for the particular nodes of a
tree. The decision rules at each node are mutually independent. In the exper-
iment the decision rules are chosen arbitrarily in the entire tree. Each of the
classifiers used in the nodes of the tree takes a decision based on the full set of
attributes available in the training set.

In our method of induction, the classification tree is a regular binary tree.
This means that on each of the tree nodes there is a leaf or a node which has
two children.

Induction of the decision tree is performed by the top-down method. This
means that it is initiated by the classifier located in the root of the tree. Using
the proposed criterion the decision is made whether to continue the division.
The process is repeated for the subsequent child nodes of the tree, until the
state wherein the nodes in the tree can no longer be divided.

4 Split Criteria

The broken stick model was proposed in [17]. This model describes the relative
abundance of species by random segmentation of a line representing the resources
of the environment. Assuming that the unit interval is divided into N spaces of
random length Ck, k ∈ 1, 2, ..., N . Then the expected size of the k − th largest
space is:

E(Ck) =
1

N

N−k∑
j=0

1

N − j
. (2)

In the proposed method the division of the internal node is made on the basis
of the broken stick distribution in the confusion matrix. Specifically, the broken
stick distribution is created for the rows of the confusion matrix. For all class
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Table 1. The confusion matrix for the nonleaf node i

estimated
k1 k2 . . . kL

k1 w1,1 w1,2 . . . w1,L

true k2 w2,1 w2,2 . . . w2,L

...
...

...
...

kL wL,1 wL,2 . . . wL,L

labels from the internal node the L×L dimensional confusion matrix is created.
The example of the confusion matrix is presented in Tab. 1.

The columns of the confusion matrix correspond to the predicted labels (de-
cisions made by the classifier in the internal node). The rows correspond to the
true class labels. The wi,j element is the number of i−th class elements classified
as the j − th class. In this matrix the diagonal elements represent the overall
performance of each label. The off-diagonal elements represent the errors related
to each label.

Now the split criterion will be presented. For each class label l the number of
misclassified objects is counted:

W (kl) =

L∑
m=1,m �=l

wl,m. (3)

Then all the values W (kl) are normalized:

W ∗(kl) =
W (kl)∑L
i=1 W (ki)

(4)

The obtained W ∗(kl) values apportion the total error made by the classifier
in node. For these values can therefore use the broken stick model. The values
W ∗(kl) are not ascending sort, and compare with the expected values of the
broken stick distribution. The values that are greater than the corresponding
expected value of the broken stick distribution means that the classifier error
is greater than the expected random error. Classes for these labels should be
recognized by the next node of sequential classifier.

The division of node occurs when in the values W ∗(kl) we can distinguish
both the larger and smaller ones than the corresponding value of the expected
broken stick distribution. Otherwise, there is no division of the node. If there is
no division at the beginning of the experiment, it indicates that the classification
process is performed in the one-stage approach.

5 Experiments

In the experiential research several data sets were tested. The first set refers
to the acute abdominal pain diagnosis problem and comes from the Surgical
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Clinic Wroclaw Medical Academy. The other nine data sets come from UCI
repository [26]. A set of all the available features was used for all data sets,
however, for the acute abdominal pain data set the selection of features has been
made in accordance with the suggestions from another work on the topic [27],
[28]. The numbers of attributes, classes and available examples of the investigated
data sets are presented in Tab. 2.

Table 2. Description of data sets selected for the experiments

Data set example attribute class

Acute Abdominal Pain 476 31 8
Breast Tissue 106 10 6
Ecoli 336 7 8
Glass Identification 214 10 6
Irys 150 4 3
Lung Cancer 31 52 3
Seeds 210 7 3
Vertebral Column 310 6 3
Wine 178 13 3
Yeast 1484 8 10

Tab. 3 presents the mean error and average ranks for one step classifier. In
Tab. 4 we presented the mean error and the average ranks for sequential classifier.
The average ranks are calculated on the basis of the Friedman test.

Table 3. Average error for the one-step classifier

Data set 3−NN 5−NN 7−NN 9−NN SVM

Acute 0.159 0.161 0.171 0.19 0.182
Breast 0.46 0.475 0.521 0.512 0.342
Ecoli 0.129 0.143 0.137 0.12 0.18
Glass 0.313 0.35 0.362 0.387 0.381
Iris 0.041 0.031 0.029 0.032 0.023
Lung 0.557 0.365 0.593 0.341 0.488
Seeds 0.117 0.102 0.097 0.082 0.094
Vertebral 0.188 0.17 0.165 0.184 0.143
Wine 0.29 0.333 0.301 0.297 0.025
Yeast 0.489 0.432 0.424 0.432 0.448

Aver, rank (group) 3.2 3.1 3.1 3.0 2.6
Aver, rank (all) 6.15 5.39 5.75 5.45 4.94

The value of achieved improvement is not significant from the statistical point
of view. For the post-hoc Bonferroni-Dunn test [30], [29] the critical difference
(CD) for the 10 algorithms and 10 data sets is equal CD = 3, 76. This CD is
calculated at α = 0.05.



Construction of Sequential Classifier Based on Broken Stick Model 137

Table 4. Average error for the sequential classifier

Data set 3−NNSBS 5−NNSBS 7−NNSBS 9−NNSBS SVMSBS

Acute 0.157 0.162 0.177 0.184 0.18
Breast Tissue 0.476 0.517 0.556 0.537 0.342
Ecoli R 0.126 0.135 0.133 0.12 0.18
Glass R 0.322 0.36 0.356 0.373 0.376
Iris 0.041 0.031 0.021 0.032 0.023
Lung 0.557 0.554 0.533 0.403 0.488
Seeds 0.117 0.102 0.097 0.082 0.094
Vertebral Column 0.184 0.169 0.168 0.184 0.143
Wine 0.279 0.333 0.3 0.303 0.025
Yeast R 0.481 0.432 0.423 0.427 0.448

Aver, rank (group) 3.2 3.4 2.6 3.1 2.7
Aver, rank (all) 5.76 5.19 4.85 5.85 4.65

Experiments done in the work show that the promising results have been
obtained. The proposed approach slightly improved the quality of classification
for all except 9−NN classifiers. However the differences are far from the critical
difference.

6 Conclusions

In the paper a split criterion based on the analysis of the confusion matrix is
proposed. Specifically, the division associated with an incorrect classification is
introduced. This criterion is used in the design of a decision tree structure in
the multistage classifier. With a fulfilled criteria a binary split of the analyzed
decision node is carried out.

The idea of using the resource apportionment models in sequential classifi-
cation needs to be carefully explored. In order to achieve better results using
another statistical model of an error apportionment can be considered. A good
starting point is to use other models proposed by MacArthur. On the other
hand some improvement can be done by using split criterion that considers
the correctly classified objects. An approach that combines the correctly and
incorrectly classification rate is worth considering. In another approach to the
sequences classification, the separable linearization [31] can be used in the split
criterium.
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Abstract. Sequence classification is an important problem in computer
vision, speech analysis or computational biology. This paper presents a
new training strategy for the Hidden Conditional Random Field sequence
classifier incorporating model and feature selection. The standard Lasso
regularization employed in the estimation of model parameters is re-
placed by overlapping group-L1 regularization. Depending on the config-
uration of the overlapping groups, model selection, feature selection,or
both are performed. The sequence classifiers trained in this way have
better predictive performance. The application of the proposed method
in a human action recognition task confirms that fact.

1 Introduction

Sequence modelling methods are applied in multiple areas. They are employed by
computational biologists to model proteins [1]. The natural language processing
community uses them to solve chunking or part-of-speech tagging tasks [2]. They
are also applied in action recognition from video [3].

Probabilistic graphical models [4] are employed in sequence modelling. The
generative Hidden Markov Model has been employed in many works. Multiple
variations have been proposed to capture the peculiarities of different sequence
modelling scenarios. Efficient exact and approximate algorithms exist to perform
the associated inference tasks. Recently, discriminative sequence models such the
Hidden Conditional Random Field (HCRF)[5] have emerged as a new alterna-
tive. They provide compact parametrizations and have higher predictive power.
However, they still have reduced applicability and have not displaced generative
models.

This work wants to foster the spread of discriminative sequence classifiers in-
corporating model and feature selection to the training algorithm of the HCRF.
The Occams Razor principle of machine learning stands that a model should
not be more complex than strictly required. Model and feature selection are two
ways of implementing it, obtaining a more compact result. Model selection in the

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 140–149, 2013.
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context of the HCRF refers to the determination of the optimal number of hid-
den state variables, while feature selection refers to the selection of informative
features in the input sequences while discarding uninformative ones.

1.1 Contributions

The contributions of this paper might be summarized as follows:

– A new training procedure for the HCRF incorporating model and feature
selection.

– Experimental evidence showing than the proposed training algorithm per-
forms better than the standard HCRF in a standard action sequence classi-
fication task.

1.2 Paper Organization

Paper is organized as follows: section 2 introduces the standard HCRF model; the
proposed training procedure is presented on section 3; experimental evidence of
the higher performance of the proposed method in a human action classification
task is reported on section 4; finally, 5 resumes the contributions of this work
and presents new research directions.

2 Hidden Conditional Random Fields

The HCRF [5] is an undirected graphical from the exponential family. It might
be understood as an extension of the Conditional Random Field with hidden
variables to model correlations among different observations. Multiple structured
prediction tasks might be represented with HCRFs. This work assumes, without
loss of generality, a sequence classification task.

Formally, the HCRF defines the conditional probability distribution of a dis-
crete random variable y ∈ {y1, . . . , yN} (a.k.a. sequence label) given a sequence
of random variables x = x1, . . . , xT (a.k.a. observations) employing a set of aux-
iliary discrete hidden variables h = h1, . . . , hT , hi ∈ H not observed during
training. These variables are introduced to model correlations among the obser-
vations in x. In the case of sequence classification, these correlations correspond
to the sequence dynamics. The conditional probability of the sequence label y
and the hidden variable assignments h given the sequence of observations x is
defined using the Hammersley-Clifford theorem of Markov Random Fields:

P (y,h | x, θ) =
eΨ(y,h,x;θ)∑

y′
∑

h e
Ψ(y′,h,x;θ) (1)

The conditional probability of the class label y given the observation sequence
x is obtained marginalizing over all the possible value assignments to hidden
parts h:

P (y | x, θ) =

∑
h e

Ψ(y,h,x;θ)∑
y′
∑

h e
Ψ(y′,h,x;θ) (2)
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The potential function Ψ (y,h,x; θ) measures the compatibility of the input
x with the assignments to the hidden variables h and the class label y. There
are multiple possibilities about the form of this function. Here it is defined as:

Ψ (y,h,x; θ) =

T∑
t=1

φ (xt)α(ht) +

T∑
t=1

β(ht, y) +

T∑
t=1

γ (ht, ht+1, y) (3)

where φ (xt) ∈ Rd is the feature vector associated with the observation xt

and θ = [α β γ] is the vector of model parameters, indexed according to the
values given to the hidden variables h and label y. The first term, parametrized
by α (ht) ∈ Rd measures the compatibility of the observation at instant xt

with the assignment to the hidden variable ht. The second term measures the
compatibility of the values given to the hidden parts ht with the class label y
and is parametrized by β (y, hi) ∈ R. Finally, the third term, parametrized by
γ (y, ht, ht+1) ∈ R models sequence dynamics, measuring the compatibility of
adjacent hidden variable assignments ht and ht+1 with the class y.

y

h2h1h0 h3

x0 x1 x2 x3

Fig. 1. Graphical model representing the structure of the HCRF induced by the func-
tion Ψ

The function Ψ induces the structure of the undirected graphical model de-
fined by the HCRF. The structure of this graph can be observed on figure 1.
Exact inference of the conditional probability distribution defined in equation 2
is possible, as the dependencies among the values given to the hidden variables
h form a chain. Efficient inference is achieved employing belief propagation [4].

2.1 Parameter Estimation

Optimal model parameters θ∗ are estimated from a set of K training samples(
xi, yi

)
, 1 ≤ i ≤ K, minimizing the L2 regularized negative conditional log-

likelihood function:

θ∗ = arg min
θ

L (θ) = arg min
θ

−
K∑
i=1

L (xi, yi; θ
)

+ λR (θ) . (4)
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The first term measures how model parameters are adjusted to predict each
one of the K training samples, while the second term acts as a regularization
prior over model parameters. The standard regularization employed in the HCRF
is the Ridge regularizer, defined as R (θ) = ||θ||22, imposing a zero-mean gaussian
prior on the values of θ to prevent overfitting. The parameter λ defines a trade-
off between regularization and adjustment. A value of λ = 1

2σ2 is equivalent to a
gaussian with variance σ2. The conditional log-likelihood function L (x, y; θ) is
defined as:

L (x, y; θ) = logP (y | x, θ) = log

( ∑
h e

Ψ(y,h,x;θ)∑
y′
∑

h e
Ψ(y′,h,x;θ)

)
(5)

Due to the presence of the hidden variables h, the objective function in equation
4 is non-convex [6]. However, a local optimum θ∗ for the model parameter values
might be obtained employing standard convex optimization techniques, as the
function in 4 has an smooth gradient.

Different search strategies might be employed to find the optimal parameter
values. Among them, the LBFGS quasi-newton method is the most popular
[7], updating the descent direction with an approximation of the Hessian based
on previous gradient estimations. Others have proposed to employ an online
stochastic gradient descent algorithm [7], achieving a fast convergence rate but
at the cost of obtaining a worst quality solution. In any case, the non-convexity
of the objective function to optimize makes necessary to run the search multiple
times from different starting points.

2.2 Limitations

The standard method to estimate HCRF optimal parameters leaves some open
issues that are going to be discussed in order to motivate the proposal in subse-
quent section. These are:

– How many hidden state variables employ? |H| i.e., the number of
different values that the hidden state variables in h can take, should be
specified a priori. If it is too small, the model is not enough expressive to
capture the required correlations. However, if it is too big, noisy correlations
are modelled and the result has a low predictive performance. Thus, it is
necessary to adjust it to the right number. In practice, this is done employing
cross-validation, evaluating the predictive performance for different choices
and selecting the best. The non-concavity of the loss function in equation 4
complicates this process, as many trials should be made per choice to obtain
a fair estimation of the optimality of each value. Thus, an efficient procedure
is needed.

– What happens if there are irrelevant features in the input se-
quences? The L2 norm in equation 4 gives a non-zero weight to the param-
eters α (ht) corresponding to irrelevant features. Thus, the result model does
not have an optimal performance, as noise is incorporated to the inference
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process. Thus, it is necessary to incorporate a method to select appropriate
features from the input while discarding the irrelevant.

Other problem in the estimation of optimal HCRF parameters is how to adjust
the trade-off between parameter fitting and regularization, i.e., what value give
to λ in equation 4. This problem is shared by every regularized log-linear model.
In practice, λ is adjusted employing cross-validation, needing to try different
values until the one with the best performance is obtained. This adds another
cross-validation dimension, as it should be already employed in the selection of
the right number of hidden state values. The problem of estimating the right
value for λ is out of the scope of this paper.

3 Model and Feature Selection in Hidden Conditional
Random Fields

This section presents an overlapping group-L1 regularization strategy to estimate
optimal parameters for the HCRF sequence classifier. As described in previous
section, the components of the HCRF parameter vector θ are divided into three
groups α (ht), β (ht, y) and γ (ht, ht+1, y), respectively indexed by the values of
ht, ht and y and ht, ht+1 and y. To obtain a model selection effect it is necessary
to obtain zero values for all the parameters related to each unnecessary h. In a
similar way, to perform feature selection it is necessary to obtain a zero value
for all the parameters related to irrelevant input features.

Model and feature selection in log-linear models has been reported replacing
L2 regularization of the objective function by L1 regularization[8]. However, L1
regularization is not enough to obtain model and feature selection in the HCRF
as it only gives zero values to single variables and not to groups of them.

One way of obtaining zeros in groups of variables is employing overlapping
group L1 regularization [9,10]. Be G the power set of the parameter vector θ,
and G ⊆ G an arbitrary subset of the power set. The overlapping group-L1
regularized training of the HCRF is given by the solution to the optimization
problem:

θ∗ = arg min
θ

L(θ) +
∑
g∈G

λg ‖θg‖2 (6)

The overlapping group-L1 norm sums the L2 norm of the different groups defined
in G. At the optimal, some of the groups will have a zero norm, as all the
components from those groups will have become zero. Depending on the way the
set G is defined, model selection, feature selection, both or even other advanced
effects might be achieved:

– If G ≡ Gfs = ∪D
d=1 {α(·)d} feature selection is performed, as the L2 norm

of the input features is penalized. A zero weight is expected for all the pa-
rameters corresponding to an input feature. Note that beta and gamma
parameters are also regularized in order to prevent a big value on them,
causing overfitting.
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– If G ≡ Gms = ∪|H|
h=1 {α (h) ∪ β (h, ·) ∪ γ (h, ·, ·) ∪ γ (·, h, ·)} model selection is

performed, as the L2 norm of the parameters corresponding to a hidden vari-
able is minimized. A zero weight is expected to the parameters corresponding
to non necessary hidden parts.

– If G ≡ Gfs ∪ Gms model and feature selection are performed at the same
time.

3.1 Optimization Algorithms

The convex optimization methods employed to estimate the optimal parameters
of the standard HCRF are no longer valid. The new regularization term makes
the objective function to optimize non-smooth. In particular, the gradient has
a singularity at the points where a group gets a zero L2 norm. It is necessary
to transform the problem into a smooth one before applying a gradient based
method.

The unconstrained optimization problem in equation 6 might be reformulated
into an equivalent constrained optimization problem as suggested by [11]:

θ∗ = min
θ

L(θ) +
∑
g∈G

λghg

s.t.

∀g ‖θg‖2 ≤ hg

(7)

The overlapping group-L1 regularization term is replaced by a set of con-
straints, one for each group of variables in G. Each one of the constraints in
the new optimization problem defines a norm cone of radius hg, ensuring that
the L2 norm of each group is smaller than hg. A norm cone is a convex set,
and the intersection of a set of convex sets is also a convex set [6]. Thus, the
feasible region defined by the restrictions is convex. The norms of the different
groups are added to the objective function. At the optimum the constraints are
fulfilled with equality (it is trivial to probe that if they are not then it is not the
optimal).

The objective function of the optimization problem in equation 7 is smooth,
as the cause for the singularities has been removed. The estimation of the op-
timal parameters is made employing a gradient descent method, projecting the
obtained values into the feasible set defined by the restrictions.

Dykstra’s algorithm [12] solves the problem of projecting a point w0 ∈ Rk

into the intersection of a set of convex sets C1, C2, . . . , Cq, alternately projecting
the point into each set and removing the residual from the previous step.

To obtain the optimal parameter values different search methods have been
proposed in [11]. Here the Projected Quasi-Newton (PQN) optimization method
is employed. It builds a second-order approximation of the objective function
around the current point to find the minimizing direction. The method avoids
evaluating the objective function int the neighbourhood, assuming that comput-
ing the projections is cheaper than evaluating the objective function. Readers
are referred to the original publication for further details on the method.
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4 Experimental Evaluation

This section provides experimental evidence about the improvements that over-
lapping group-regularized training of HCRF models produces in their predictive
power.

4.1 Experimental Setup

The system presented in figure 2 has been built to test the proposed method
in a human action sequence classification task. The distance transform [13] is
computed for each one of the human silhouettes extracted from the frames in the
input sequence. A 3072 dimensional descriptor is obtained for each frame. The
resulting sequence is introduced to the trained HCRF model to predict action
class.

HCRF
Classifier

Feature 
Extraction

0

...
T

Fig. 2. Action Recognition Pipeline employed for evaluation

The models to be tested in order to evaluate the proposal are.

1. HCRF: The standard HCRF model as shown on section 2, employing L2
regularization. Optimal model parameters are obtained with LBFGS opti-
mization.

2. MFS-HCRF: The Hidden Conditional Random Field trained with L1 group
regularization to perform feature and model selection, as shown in section 3.

The predictive performance of these algorithms is going to be measured em-
ploying Weizmann dataset1. It contains 10 different actions performed by 9 actors
once, to give a total of 90 clips. Note that perfect classifications has been already
reported for the dataset in [14]. However, the purpose of the experiments to be
presented is to compare the performance of the presented algorithms in the task
and not to try to provide a better way of performing Human Action Recognition.

The models are trained employing |H| = 20 hidden parts, twice the number
of action classes in Weizmann dataset. Iterative algorithms are applied until
convergence. The non-convexity of the objective functions to be optimized forces
to employ of a monte-carlo approach to evaluate each configuration to obtain
fair results. Thus, each configuration in tested 30 times averaging the obtained
results.
1 http://www.wisdom.weizmann.ac.il/~vision/SpaceTimeActions.html

http://www.wisdom.weizmann.ac.il/~vision/SpaceTimeActions.html
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4.2 Experiment I: Finding a Good Regularization Trade-Off

The first experiment to be conducted is to find for the different models a good
value for the regularization parameter λ, providing a good equilibria between
adaptation to the training data and regularization. The optimum is defined as the
value minimizing the median negative log-likelihood obtained in the prediction
of a test set. To this end sequences from Weizmann dataset are split in different
subsets according to the actor. Sequences from actor 1 are employed as test set,
while sequence from actors 2-9 are employed to train models.

Boxplots on figures 3(a) and 3(b) respectively show negative conditional log-
likelihood values obtained for different values of λ for HCRF and MFS-HCRF.
The negative log-likelihood values obtained for MFS-HCRF are smaller than the
obtained for HCRF. Thus, the MFS-HCRF has a better predictive performance
than the HCRF. Boxplots also show that the variance in negative log-likelihood
values for the MFS-HCRF are slower than for the HCRF. This fact might be
motivated by a softer objective function landscape, where local minima from the
loss term of the objective function gets more penalized by the group regulariza-
tion term.

000 001 002 003 004 005 006 007 008 009010

011
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01
6

(a) HCRF

000 001 002 003 004 005 006 007 008 009010

011

012

013

014

015

017

01
6

(b) MFS-HCRF

Fig. 3. Negative log-likelihood values achieved for different values of λ

4.3 Experiment II: Action Recognition Results

Previous experiment has shown that MFS-HCRF has higher predictive perfor-
mance than HCRF for action sequences from a single actor. Now model per-
formance is going to be measured in the prediction of the complete Weizmann
dataset, measuring just predictive accuracy. This is done employing Leave One
Actor Out Cross-Validation. Dataset is split again in different subsets according
to the actor performing the sequence. The sequences from one actor are em-
ployed to measure the performance of models trained with the remaining actors.
The process is repeated until every actor has been employed in the evaluation,
joining the obtained results. The parameter λ is adjusted for the minimum value
found in previous experiment.

Figures 4(a) and 4(b) present the confusion matrices respectively obtained for
HCRF and MFS-HCRF. MFS-HCRF has a performance about a 2% higher than
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Fig. 4. Confusion matrices obtained for the different models in the prediction of Weiz-
mann dataset

HCRF. Thus, the overlapping group-L1 regularized training of HCRF produces
models with a higher predictive performance for the prediction of the action
classes in Weizmann Dataset than those trained with standard L2 regularization.

5 Conclusions

This paper has presented a new training algorithm for the HCRF based on over-
lapping group-L1 regularization. Models trained with the proposed algorithm
are more compact than the obtained by the standard algorithm, as model and
feature selection is performed during training. Experiments have shown that the
proposed algorithm recovers models with a higher predictive performance than
the standard in an action recognition task.

Future works will validate the proposed method in other sequence classifica-
tion tasks beyond human action recognition. The proposed algorithm might be
adapted to provide model and feature selection in the estimation of optimal pa-
rameter values of other discriminative graphical models with hidden variables.
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Abstract. The process of learning from imbalanced datasets has been
deeply studied for binary and multi-class classification. This problem also
affects to multi-label datasets. Actually, the imbalance level in multi-label
datasets uses to be much larger than in binary or multi-class datasets.
Notwithstanding, the proposals on how to measure and deal with imbal-
anced datasets in multi-label classification are scarce.

In this paper, we introduce two measures aimed to obtain information
about the imbalance level in multi-label datasets. Furthermore, two pre-
processing methods designed to reduce the imbalance level in multi-label
datasets are proposed, and their effectiveness is validated experimentally.
Finally, an analysis for determining when these methods have to be ap-
plied depending on the dataset characteristics is provided.

Keywords: Multi-label Classification, Imbalanced Datasets, Preprocess-
ing, Measures.

1 Introduction

Classification is one of the most important tasks in the field of supervised learn-
ing. Multi-label classification (MLC) [1] is a generalization of binary and multi-
class classification, as it does not impose an a priori limit to the number of
elements that the set of outputs can hold. This type of classification is receiving
significant attention lately, and it is being applied in fields such as text catego-
rization [2] and music labeling [3], among others.

The data used for learning a classifier is often imbalanced, as the class labels
assigned to each instance are not equally represented. This is a profoundly exam-
ined problem [4], but almost limited to binary datasets and to a lesser extent to
multi-class datasets. That most multi-label datasets (MLDs) suffer from a large
level of imbalance is a commonly accepted fact in the specialized literature [5],
but there is a lack of measures to obtain information about it. In addition, and to
the best of our knowledge, the proposals made until now to deal with imbalance
in MLC have been focused in algorithmic adaptations of MLC algorithms [5–7],
but none of them provides a general way of handling this problem.

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 150–160, 2013.
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In this paper two measures directed to determine the level of imbalance in
MLDs are introduced, and two preprocessing methods aimed at reducing the
imbalance in MLDs are proposed. The usefulness of the measures and effective-
ness of the methods are proven experimentally, using different MLDs and MLC
algorithms. The analysis of classification results provides a convenient guide in
order to decide when an MLD suffers of imbalance and, therefore, could benefit
from the preprocessing.

The rest of this paper is structured as follows: Section 2 briefly describes the
MLC and the learning from imbalanced data problems. Section 3 introduces
the imbalance problem in MLC, and presents the main proposals of the study
which are the measures and preprocessing methods cited above. In Section 4
the experimental framework is described, and the results obtained are analyzed.
Finally, the conclusions are presented in Section 5.

2 Preliminaries

2.1 Multi-label Classification

In many application domains [2,3,8] each data sample is associated with a set of
labels, instead of only one class label as in binary and multi-class classification.
Therefore, Y being the total set of labels in an MLD D, a multi-label classifier
must produce as output a set Zi ⊆ Y with the predicted labels for the i-th
sample. As each distinct label in Y could appear in Zi, the total number of
potential different combinations would be 2|Y |. Each one of these combinations
is called a labelset. The same labelset can appear in several instances of D.

There are two main approaches [1] to accomplish an MLC task: data transfor-
mation and algorithm adaptation. The former aims to produce from an MLD a
dataset or group of datasets which can be processed with traditional classifiers,
while the latter has the objective of adapting existent classification algorithms
in order to work with MLDs. Among the transformation methods the most pop-
ular are those based in the binarization of the MLD, such as Binary Relevance
(BR) [9] and Ranking by Pairwise Comparison [10], and the Label Powerset
(LP) [11] transformation, which produces a multi-class dataset from an MLD.
In the algorithm adaptation approach there are proposals of multi-label C4.5
trees [12], algorithms based in nearest neighbors such as ML-kNN [13], multi-
label neural networks [2, 14], and multi-label SVMs [15], among others.

There are some specific measures to characterize MLDs, such as label cardi-
nality Card and label density Dens. The former is the average number of active
labels per sample in an MLD, while the latter is calculated as Card/|Y | in order
to obtain a dimensionless measure.

2.2 Classification with Imbalanced Data

The learning from imbalanced data problem is founded on the different distri-
butions of class labels in the data [4], and it has been thoroughly studied in the
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context of binary classification. In this context, the measurement of the imbal-
ance level in a dataset is obtained as the ratio of the number of samples of the
majority class and the number associated to the minority class, being known as
imbalance ratio (IR) [16]. The higher the IR, the larger is the imbalance level.
The difficulty in the learning process with this kind of data is due to the design
of most classifiers, as their main goal is to reduce some global error rate [16].
This approach tends to penalize the classification of the minority classes.

In binary and multi-class classification the imbalance problem has been mainly
faced using two different approaches: data preprocessing [17] and cost sensitive
classification [18]. The former is based on the rebalancing of class distributions,
either deleting instances of the most frequent class (undersampling) or adding
new instances of the least frequent one (oversampling). Random undersampling
(RUS) [19], random oversampling (ROS) and SMOTE [20] are among the most
used preprocessing methods to equilibrate imbalanced datasets. The advantage
of the preprocessing approach is that it can be applied as a general method
to solve the imbalance problem, independently of the classification algorithms
applied once the datasets have been preprocessed.

3 The Imbalance Problem in MLC

Most MLDs [21] have hundreds of labels, being each instance associated with a
subset of them. Intuitively, it is easy to see that the more different labels exist, the
more possibilities there are that some of them have a very low presence. In Figure
1, which represents the sample distribution per label of CAL500 dataset, this fact
can be verified. However, as will be seen in Section 4, it is not straightforward
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to infer the imbalance level from measures such as Card and Dens, which are
the most widely used in the literature in order to characterize MLDs.

Many of the proposals made in the literature [5–7] for dealing with imbalanced
datasets in MLC claim the imbalanced nature of MLDs, but none of them offer a
procedure to measure it. Furthermore, most of these proposals aim to deal with
the imbalance problem by means of algorithmic adaptations of MLC classifiers or
the use of ensembles of classifiers. Therefore, there is a need for specific measures
which can be used to obtain information about the imbalance level in MLDs,
as well as some way able to face this problem while maintaining the use of the
usual MLC algorithms.

3.1 Proposals on How to Measure the Imbalance Level in MLC

In traditional classification the imbalance level is measured taking into account
only two classes: the majority class and the minority class. However, many MLDs
have hundreds of labels, and several of them may have a very low presence. For
that reason, it is important to define the level of imbalance in MLC considering
not only two labels, but all of them. In this scenario, we propose the use of the
following measures:

– IRperLabel : It is calculated for each label as the ratio between the majority
and the considered labels, as shown in Equation 1. This value will be 1 for the
most frequent label and a greater value for the rest. The higher IRperLabel
is, the larger will be the imbalance level for the considered label.

IRperLabel(y) =

Y|Y |

argmax

y′=Y1

(

|D|∑
i=1

h(y′, Yi))

|D|∑
i=1

h(y, Yi)

, h(y, Yi) =

{
1 y ∈ Yi

0 y /∈ Yi

. (1)

– MeanIR: This measure will offer a value which represents the average level
of imbalance in an MLD, obtained as shown in Equation 2.

MeanIR =
1

|Y |
Y|Y |∑
y=Y1

(IRperLabel(y)). (2)

– CVIR: This is the coefficient of variation of IRperLabel, and is calculated as
shown in Equation 3. It will indicate if all labels suffer from a similar level of
imbalance or, on the contrary, there are big differences in them. The higher
is the CVIR the larger will be this difference.

CVIR =
IRperLabelσ

MeanIR
, IRperLabelσ =

√√√√√ Y|Y |∑
y=Y1

(IRperLabel(y) - MeanIR)
2

|Y | − 1
.

(3)
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Table 1 shows the MeanIR and CVIR for the datasets used in the experimen-
tation conducted for the present study. As we will see in the discussion on Section
4, these values would be enough to get a first glimpse to know the imbalance
level in MLDs.

3.2 LP-RUS and LP-ROS: Random Undersampling and
Oversampling for MLC

The existent undersampling and oversampling methods cannot be directly used
in MLC, as they are designed to work with one output class label only. Fur-
thermore, these methods assume that there are only one minority label and
one majority label. Thus, an approach to preprocess MLDs, which have a set
of labels as output and several of them could be considered minority/majority
labels, is needed. In this paper we propose two methods aimed to undersample
and oversample MLDs, called LP-RUS and LP-ROS. Both are based on the LP
transformation method [11], which has been used in order to transform MLDs,
in classification algorithms such as RAkEL [22] and HOMER [23], and also to
complete other kinds of tasks, such as the stratified partitioning of MLDs [24].
Therefore, LP-RUS and LP-ROS will interpret each labelset as class identifier
while preprocessing an MLD.

LP-RUS is a multi-label undersampling method that deletes random samples
of majority labelsets, until the MLD D is reduced to a 75% of its original size.
This method works as follows:

1: procedure LP-RUS(D)
2: samplesToDelete ← |D| * 0.25 � 25% size reduction
3: for i = 1 → |labelsets| do � Group samples according to their labelsets
4: labelSetBagi ← samplesWithLabelset(i)
5: end for
6: � Calculate the average number of samples per labelset

7: meanSize ← 1/|labelsets| ∗
|labelsets|∑

i=1

|labelSetBagi|
8: � Obtain majority labels bags
9: for each labelSetBagi in labelSetBag do

10: if |labelSetBagi| > meanSize then
11: majBagi ← labelSetBagi
12: end if
13: end for
14: meanReduction ← samplesToDelete/|majBag|
15: majBag ← SortFromSmallestT oLargest(majBag)
16: � Calculate # of instances to delete and remove them
17: for each majBagi in majBag do
18: reductionBagi ← min(|majBagi| − meanSize,meanReduction)
19: remainder ← meanReduction− reductionBagi
20: distributeAmongBagsj>i(remainder)
21: for n = 1 → reductionBagi do
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22: x ← random(1, |majBagi|)
23: deleteSample(majBagi, x)
24: end for
25: end for
26: end procedure

The procedure described above aims to achieve a labelset representation in
the MLD as close as possible to an uniform distribution. However, since a limit
on the minimum dataset size has been established, a certain degree of imbalance
among the labelsets could remain in the MLD. In any case, the imbalance level
always will be lower than in the original dataset.

LP-ROS is a multi-label oversampling method that works cloning random
samples of minority labelsets, until the size of the MLD is a 25% larger than the
original. The procedure followed is analogous to the described above for LP-RUS.
In this case, a collection of minority groups minBagi with (|labelsetBagi| <
meanSize) is obtained, a meanIncrement = #samplesGenerate/#minBag is
calculated, and processing the minority groups from the largest to the smallest
an individual increment for each minBagi is determined. If a minBagi reaches
meanSize samples before incrementBagi instances have been added, the excess
is distributed among the others minBag. Therefore, the labelsets with a lower
representation will be benefited from a bigger number of clones, aiming to adjust
the labelset representation to an uniform distribution as in the case of LP-RUS.

4 Experimentation and Analysis

4.1 Experimental Framework

Four MLDs from the MULAN repository [21] were selected in order to test the
proposed preprocessing methods. These are shown in Table 1, along with some
measures which characterize them: number of attributes, samples, and labels,
the average number of labels per sample, and the previously proposed measures
related to the imbalance level. As can be seen, there are datasets with a variety
of values in Card and Dens, as well as some big differences in the number of
labels, attributes, samples, and the imbalance measures. The goal is to analyze
how the proposed preprocessing methods work with MLDs which are not similar,
but quite different.

Table 1. Characterization measures of datasets used in experimentation

Dataset #Attributes #Samples #Labels Card Dens MeanIR CVIR
CAL500 68 502 174 26.0438 0.1497 20.5778 1.0871
Corel5k 499 5000 374 3.5220 0.0094 189.5676 1.5266
genbase 1186 662 27 1.2523 0.0464 37.3146 1.4494
scene 294 2407 6 1.0740 0.1790 1.2538 0.1222

The high MeanIR and CV IR values for Corel5k and genbase suggest that
these MLDs are the most imbalanced, and therefore they could be the more
benefited from the preprocesing. The CAL500 measurements also indicate a
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certain level of imbalance, but CV IR is significantly lower than in the case
of Corel5k and genbase, as is MeanIR. Finally, the values associated to scene
denote its nature of well balanced MLD, being a dataset which does not need
any preprocessing.

These datasets have been partitioned using a 5x2 folds cross validation scheme,
and the training partitions have been preprocessed with LP-RUS and LP-ROS.

Regarding the MLC algorithms, the following methods were selected: BR-C4.5
[9], CLR [25], RAkEL [22], and IBLR-ML [26]. Each MLC algorithm was run
over the base datasets, without any preprocessing, as well as using the datasets
once they had been processed with LP-RUS and LP-ROS, respectively.

In the MLC field more than a dozen evaluation measures have been defined [1].
In this study to assess the influence of the preprocessing methods the following
have been used: accuracy (Equation 4), precision (Equation 5) and recall (Equa-
tion 6). In these expressions Yi is the set of real labels associated to the instance
xi, whereas h(xi) would be the set of labels predicted by the multi-label classifier.

Accuracy =
1

|D|
|D|∑
i=1

|Yi ∩ h(xi)|
|Yi ∪ h(xi)| (4)

Precision =
1

|D|
|D|∑
i=1

|Yi ∩ h(xi)|
|h(xi)| (5) Recall =

1

|D|
|D|∑
i=1

|Yi ∩ h(xi)|
|Yi| (6)

Accuracy is a measure which assess the positive and negative predictive per-
formance of the classifier, while precision is focused in the positive predictive
performance only. Recall is a measure used often in conjunction with precision,
and in this context will be useful to know the proportion of true active labels
which has been predicted.

4.2 Results and Analysis

In Table 2 the accuracy for each configuration without preprocessing (noted as
Base), with LP-RUS, and with LP-ROS are shown, and best values are high-
lighted in bold. It can be observed that LP-ROS always improves the results of
Corel5k, and almost always in the case of genbase. These are the datasets with
highest MeanIR and CVIR values. This implies that they are the most imbal-
anced in average, and that the differences in imbalance level among their samples
is bigger than in the other MLDs, and that is something which LP-ROS is able
to partially fix. The MeanIR of CAL500 is significantly lower, as is its CVIR. LP-
ROS considerably improves the result of this MLD when processed with CLR,
while losing narrowly with the others MLC algorithms. LP-RUS achieves some
ties and slightly improves the result of CAL500/IBLR-ML. The scene dataset,
characterized by a very low MeanIR and CVIR which denotes its nature of more
balanced MLD, is the only one without any improvements.

Accuracy assesses positive and negative predictive performance. Table 3 shows
the evaluation of results in terms of precision, a measure which only quantifies
the positive predictive performance. This measure is generally used in conjunction
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Table 2. Accuracy values on test sets

Dataset Algorithm Base LP-RUS LP-ROS
CAL-500 BR-J48 0.2135 0.2135 0.2060
CAL-500 RAkEL-BR 0.2135 0.2135 0.2060
CAL-500 CLR 0.1787 0.1787 0.2116
CAL-500 IBLR-ML 0.1922 0.1926 0.1900
Corel5k BR-J48 0.0586 0.0480 0.0607
Corel5k RAkEL-BR 0.0586 0.0480 0.0607
Corel5k CLR 0.0360 0.0292 0.0446
Corel5k IBLR-ML 0.0315 0.0235 0.0368
genbase BR-J48 0.9842 0.9839 0.9844
genbase RAkEL-BR 0.9842 0.9839 0.9844
genbase CLR 0.9837 0.9812 0.9754
genbase IBLR-ML 0.9790 0.9770 0.9804
scene BR-J48 0.5318 0.5294 0.4648
scene RAkEL-BR 0.5318 0.5294 0.4648
scene CLR 0.5242 0.5194 0.4662
scene IBLR-ML 0.6786 0.6683 0.6088

Table 3. Precision values on test sets

Dataset Algorithm Base LP-RUS LP-ROS
CAL-500 BR-J48 0.4398 0.4398 0.3448
CAL-500 RAkEL-BR 0.4398 0.4398 0.3448
CAL-500 CLR 0.6364 0.6364 0.5756
CAL-500 IBLR-ML 0.2859 0.2864 0.2776
Corel5k BR-J48 0.3643 0.3638 0.1968
Corel5k RAkEL-BR 0.3643 0.3638 0.1968
Corel5k CLR 0.4620 0.4294 0.3624
Corel5k IBLR-ML 0.0598 0.0451 0.0805
genbase BR-J48 0.9947 0.9947 0.9939
genbase RAkEL-BR 0.9947 0.9947 0.9939
genbase CLR 0.9946 0.9946 0.9916
genbase IBLR-ML 0.9899 0.9895 0.9922
scene BR-J48 0.6752 0.6811 0.5989
scene RAkEL-BR 0.6752 0.6811 0.5989
scene CLR 0.6926 0.6998 0.6412
scene IBLR-ML 0.8230 0.8164 0.7116

Table 4. Recall values on test sets

Dataset Algorithm Base LP-RUS LP-ROS
CAL-500 BR-J48 0.2964 0.2964 0.3446
CAL-500 RAkEL-BR 0.2964 0.2964 0.3446
CAL-500 CLR 0.2016 0.2016 0.2584
CAL-500 IBLR-ML 0.3722 0.3723 0.3782
Corel5k BR-J48 0.0640 0.0516 0.0789
Corel5k RAkEL-BR 0.0640 0.0516 0.0789
Corel5k CLR 0.0378 0.0307 0.0491
Corel5k IBLR-ML 0.0721 0.0690 0.0856
genbase BR-J48 0.9896 0.9892 0.9904
genbase RAkEL-BR 0.9896 0.9892 0.9904
genbase CLR 0.9885 0.9858 0.9820
genbase IBLR-ML 0.9867 0.9854 0.9867
scene BR-J48 0.6295 0.6222 0.5826
scene RAkEL-BR 0.6295 0.6222 0.5826
scene CLR 0.6574 0.6454 0.6178
scene IBLR-ML 0.6884 0.6809 0.6956

with recall (shown in Table 4), which is defined as the number of positive predic-
tions versus real positives ratio.

Analyzing the effect of preprocessing methods with respect to precision and
recall measures, the following can be observed: LP-ROS improves the recall
in 12 of 16 configurations, but decreasing the precision. This means that LP-
ROS produces a better coverage of labels which are present in the MLDs, but
introducing false positives. On the contrary, LP-RUS improves the precision in
some of the configurations, but the results with respect to recall are worse than
the obtained by LP-ROS. This is due to the removing of false positives, but it also
reduces the coverage of labels which should be present. When the preprocessing
methods are applied to the scene dataset the results are not improved because
of, as MeanIR and CVIR show, it could be considered as a balanced MLD.

From the analysis of these results, considering accuracy, precision and recall, it
is possible to see that the LP-RUS preprocessing method, which reduces samples
of the majority labelsets, obtains a slight improvement in precision but with
significant costs. Intuitively, a labelset with a high representation in the MLD has
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to be conformed by frequent labels, but the results show that frequent labelsets
can include individual labels with low presence in other samples of the MLD.
Thus, this preprocessing method reduces the presence of the most frequent labels,
but also deletes samples in which not so frequent labels appear.

On the other hand, LP-ROS is a preprocessing method able to produce a gen-
eral improvement, taking into account both positive and negative performance
prediction (determined by means of accuracy, precision and recall measures),
when applied over imbalanced MLDs. LP-ROS is a first approach to face with
the imbalance problem for MLDs, and can be considered as a simple and effi-
cient approach to improve the results of different MLC algorithms for imbalanced
MLDs, i.e. with high MeanIR and CVIR values.

5 Conclusions

The classification with imbalanced datasets problem has been deeply studied,
but almost limited until now to binary and multi-class contexts. In this paper
two measures aimed to evaluate the imbalance level in MLDs, together with two
preprocessing algorithms, have been proposed, and the experimentation made
to validate them has been described. LP-RUS is a random undersampling al-
gorithm, whereas LP-ROS does random oversampling, in both cases taking as
class value the labelset assigned to each data instance.

The proposed measures can be used to assess the imbalance level, and being
able to decide if a certain MLD could be benefited from the proposed prepro-
cessing methods. We advanced in subsection 4.1, with the information offered
by this measures, that Corel5k and genbase would be the most benefited MLDs,
and that scene should not be preprocessed as it do not suffered from imbalance.
The results discussed in subsection 4.2 have endorsed our hypothesis.

Among the two preprocessing algorithms proposed, LP-ROS obtains the best
results considering different quality measures. We conclude that the multi-label
oversampling accomplished by LP-ROS is able to improve classification results
when it is applied to MLDs with large level of imbalance, such as Corel5k and
genbase, whatever MLC algorithm is used.
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3. Wieczorkowska, A., Synak, P., Raś, Z.: Multi-Label Classification of Emotions in
Music. In: Intel. Inf. Proces. and Web Mining, ch. 30, vol. 35, pp. 307–315 (2006)

4. Chawla, N.V., Japkowicz, N., Kotcz, A.: Editorial: special issue on learning from
imbalanced data sets. SIGKDD Explor. Newsl. 6(1), 1–6 (2004)

5. Tahir, M.A., Kittler, J., Bouridane, A.: Multilabel classification using heteroge-
neous ensemble of multi-label classifiers. Pattern Recognit. Letters 33(5), 513–523
(2012)

6. Tahir, M.A., Kittler, J., Yan, F.: Inverse random under sampling for class imbalance
problem and its application to multi-label classification. Pattern Recognit. 45(10),
3738–3750 (2012)

7. He, J., Gu, H., Liu, W.: Imbalanced multi-modal multi-label learning for subcellular
localization prediction of human proteins with both single and multiple sites. PloS
One 7(6), 7155 (2012)

8. Diplaris, S., Tsoumakas, G., Mitkas, P.A., Vlahavas, I.: Protein Classification
with Multiple Algorithms. In: Bozanis, P., Houstis, E.N. (eds.) PCI 2005. LNCS,
vol. 3746, pp. 448–456. Springer, Heidelberg (2005)

9. Godbole, S., Sarawagi, S.: Discriminative Methods for Multi-Labeled Classification.
In: Dai, H., Srikant, R., Zhang, C. (eds.) PAKDD 2004. LNCS (LNAI), vol. 3056,
pp. 22–30. Springer, Heidelberg (2004)
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Abstract. Teamwork is now a critical competence in the higher education area,
and it has become a critical task in educational and management environments.
Unfortunately, looking for optimal or near optimal teams is a costly task for hu-
mans due to the exponential number of outcomes. For this reason, in this paper
we present a computer-aided policy that facilitates the automatic generation of
near optimal teams based on collective intelligence, coalition structure genera-
tion, and Bayesian learning. We carried out simulations in hypothetic classroom
scenarios that show that the policy is capable of converging towards the optimal
solution as long as students do not have great difficulties evaluating others.

1 Introduction

In the last few years, educational organizations have shown a growing interest in shift-
ing towards teaching paradigms that promote teamwork. In fact, teamwork is now con-
sidered as a prominent general competence in the European Higher Education Area
[12,15]. The inclusion of teamwork as a general competence responds to two main
reasons: (i) it is strongly related to cooperative learning, a methodology that has been re-
ported to enhance learning in the classroom [10,9]; (ii) nowadays, most successful busi-
ness and engineering projects are carried out by small multidisciplinary teams [18,4].
Nevertheless, teamwork is a double-edged sword that can bring both positive and nega-
tive consequences [7], making the task of team formation a complex one. Several factors
like personality, expertise, competitiveness, and human behavior can interfere with the
performance of the team [13].

Therefore, it is of crucial importance to identify teams that can perform correctly.
Several scholars have studied under what circumstances positive teamwork can emerge
[16,2]. One of these studies is the well-known Belbin’s role inventory [2]. Belbin iden-
tifies nine behavior patterns (i.e., roles) that are useful for teams: plants, resource in-
vestigators, coordinators, shapers, monitors, teamworkers, implementers, finishers, and
specialists. As some studies suggest, teams usually benefit from having a varied mix of
roles [2,8].

Team formation can also be a cognitive complex task. For instance, a class formed
by 30 students can yield up to 767746 different teams of sizes 3, 4, 5 and 61, and the

1 It corresponds to the sum of the number of combinations of size 3, 4, 5, and 6 (
6∑

i=3

(
30
i

)
).

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 161–170, 2013.
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number of different partitions of the class in disjoints teams grows exponentially with
the number of possible teams. The problem is especially complicated if teachers want
to find an optimal or near optimal team allocation. Professionals in education would
certainly benefit from policies and tools that guide the team formation process.

In this paper, we simulate a computer-aided policy for forming disjoint teams of
students based on collective intelligence, coalition formation, and bayesian learning.
More specifically, students grade other teammates based on Belbin’s role inventory after
the completion of each group activity. The information regarding the predominant roles
of each student is then updated via Bayesian learning. Teams are formed following a
coalition formation mechanism that employs the information inferred via the Bayesian
learning process.

The remainder of the article is organized as follows. Section 2 presents the policy
workflow. Section 3 describes the formalization of the policy and the Bayesian learning
method. Section 4 shows an experimental evaluation in order to validate the policy. Sec-
tion 5 details some previous works related to our proposal. Finally, Section 6 presents
some concluding remarks.

2 Policy Overview

As stated, the proposed policy relies on collective intelligence, coalition formation, and
Bayesian learning to form proper distributions of students teams. This policy is aided
by a software application that prevents teachers from carrying out the costly task of
dividing students into optimal or near optimal teams. The workflow of tasks followed
by the policy can be observed in Figure 1. Next, we describe the workflow in more
detail.

1. At the start of the course, there is no prior information regarding the natural prefer-
ences of each student for one of Belbin’s roles. The policy starts with the first group
activity of the course.

2. The teacher indicates to the computer tool that there is a new group activity. Then,
students are divided into disjoint teams for the task at hand. As we will observe in
Section 3, the problem of dividing students into optimal and disjoint teams is casted
to a coalition structure generation algorithm.

3. After that, the activity is carried out.
4. Once the activity is finished, each student should log in the software application.

Then, he/she is presented with a full description of Belbin’s roles. At that point, the
student should classify each teammate into a role. The information is then gathered
by the application and stored in a database.

5. After the peer evaluation, the application updates the information for each student.
Then, Bayesian learning is applied to determine which roles are more predominant
for each student (Section 3.2).

6. The process continues (go to step 2) until the course has finished.

3 Policy Formalization

In this section, we formalize our policy for dividing students into disjoint teams.
First, we describe how dividing students into optimal teams is equivalent to a coalition
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Fig. 1. An overview of the solution applied for grouping students into teams

structure generation problem. Then, we describe how Bayesian learning is employed in
order to update the information of the classroom.

3.1 Student Team Formation as a Coalition Structure Generation Problem

Let A = {ai, ..., an}, be a set of students, and R = {r1, r2, ..., rm} be the set of roles
that the student can play (in our case it is the set of Belbin’s roles), and let rolei denote
the true predominant role of ai.

A subset T ∈ A is called a team, and a team structure S = {T1, T2, ..., Tk} is a par-
tition of disjoint teams such that

⋃
∀Tj∈S

Tj = A and S ∈ 2A. The goal of the application

is determining an optimal team structure for the classroom argmax
S∈2A

v(S), where v(S)

is a evaluation function for the team structure. In this study, we will consider that the
quality of each team is independent of other teams. Hence, we can calculate the value
of the team structure as v(S) =

∑
Tj∈S

v(Tj). The value of a team v(Tj) can be calculated

attending to the predominant role that each student ai ∈ Tj has (role(ai)). Let |Tj| = k
denote the size of the team and πj = {r′1, ..., r′k} with ∀r′i ∈ R be a vector with the
true predominant role of each team member. In that case, v(Tj) = v(πj). According
to different studies [8], the team should benefit from having a balanced distributions of
roles (i.e., one person per role). This score can be provided by an expert.
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Unfortunately, it is not possible to accurately know the predominant role of each
team member πj and therefore v(πj) cannot be calculated with precision. However, it is
possible for us to calculate an estimation of the value of the coalition given the history of
evaluations H that is gathered from the students during the course. Let π′ = {role1 =
r′1, ..., rolek = r′k} be a vector containing a set of hypotheses for the predominant
roles of each team member, and Π be the set of all possible vectors of hypotheses for
predominant roles of Tj . In that case, we can calculate the expected value of a team
given the history of evaluations as:

v̂(Tj|H) =
∑
π′∈Π

p(π′|H) × v(π′) =
∑
π′∈Π

v(π′) ×
∏

ai∈Tj

p(rolei = r′i|H) (1)

where and p(π′|H) represents the probability for π′ to be the real role distribution in
Tj given the history of evaluations H . Each p(π′|H) can be divided into its p(rolei =
r′i|H) since we assume that the role of each student is conditionally independent given
the history of evaluations. Therefore, our team formation problem at each iteration is
casted out to one problem that follows the next expression:

argmax
S∈2A

∑
T∈S

v̂(T |H) (2)

It turns out that partitioning a set students into disjoint teams while optimizing a so-
cial welfare function corresponds to the formalization of coalition structure generation
problems. For our simulation experiments, we formalize the coalition structure gener-
ation problem as a linear programming problem [14] and solve it with the commercial
software ILOG CPLEX 12.5 2.

3.2 Bayesian Learning

After every activity, students evaluate their peers by stating the most predominant role
of each of his/her teammates. Then, new information becomes available regarding the
most predominant role of each student and the history of evaluations H grows. Hence,
at each iteration we can update information regarding the probability for an agent ai to
have r′i as his/her most predominant role given the evaluation history p(rolei = r′i|H).
We employ Bayesian learning for this matter :

p(rolei = r′i|H) =
p(H |rolei = r′i) × p(rolei = r′i)∑

r∈R

p(H |rolei = r) × p(rolei = r)
(3)

where p(H |rolei = r′i) is the likelihood function and p(rolei = r′i) is the prior proba-
bility for the hypothesis. For the likelihood function, we can calculate it as p(H |rolei =

r′i) =
#{r′i∈Hi}

|Hi| , where Hi denotes the peer evaluations about agent ai, and #{r′i ∈
Hi} indicates the number of times that r′i appears as evaluation in Hi. As for the prior

probability, we calculate it as p(rolei = r′i) =
#{r′i∈H}

|H| . Laplace smoothing [17] is
employed to ensure that the likelihood for each role hypothesis can be calculated in the
first iterations.

2 http://www.ibm.com/software/commerce/
optimization/cplex-optimizer/

http://www.ibm.com/software/commerce/optimization/cplex-optimizer/
http://www.ibm.com/software/commerce/optimization/cplex-optimizer/
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4 Simulation Experiments

In this section, we simulate different classroom scenarios to study the behavior of the
proposed policy throughout different group activities carried out in a course. First, we
describe the general experimental setting, and then we describe the different experi-
ments that we carried out and its results.

4.1 Experimental Setting

For the experiments, we simulate a classroom with |A| = 20 students and we employ
all of the Belbin’s role except the specialist |R| = 8, since we consider that no student
has specialized knowledge for the subject at hand.

The objective of policy is obtaining the optimal team structure. According to the
Belbin’s taxonomy, this value is higher when a team is composed by heterogenous
roles, i.e. when the predominant roles played by its teammates are different between
themselves. As we stated in Equation 2, the expected value of a team structure is defined
as the aggregation of the expected values of each individual team T given the history
of evaluations H . As for the expected value of teams (see Equation 1), it depends on
the aggregation of the probability of each possible role distribution πj multiplied by the
evaluation by an expert of such role distribution v(πj). For these simulations, we define

v(πj) = MAXv

2γ−1 , where MAXv =
#{different r∈πj}

|Tj | is the number of different roles in
πj divided by the number of team members, and γ is the number of teammates playing
repeated predominant roles. This way, we penalize those teams with less diversity.

In the policy, students classify other teammates according to Belbin’s taxonomy af-
ter the finalization of each activity. This process is simulated via Bernoulli distributions.
Similarly to [1], each team member classifies other teammate into its corresponding pre-
dominant role according to a probability ρ = [0..1]. This probability is associated to the
number of teammates with the same predominant role. In more detail, the probability
of classifying a teammate into its predominant role is higher when no other teammate
has the same predominant role. We set this probability to decrease with the number of
teammates playing the same predominant role.

4.2 Results

In the first experiment we study scenarios where the distribution of predominant roles
among students is uniform and students are grouped into teams of size 4. The simulation
of each scenario is repeated 10 times to capture stochastic variations. In Figure 2 we
show scenarios with different classifying probabilities ρ = {0.125, 0.25, 0.50, 0.75}.
On the one hand, ρ = 0.125 represents a scenario where team members classify other
team members randomly 3 and ρ = 0.25 represents a scenario where students have dif-
ficulties to classify other teammates. On the other hand, ρ = 0.5 represents a scenario
where there is an average difficulty for students to classify other team members, and
ρ = 0.75 represents a scenario where team member easily classify other team mem-
bers. The y-axis shows the average team structure value normalized between 0 and 1.

3 It is equivalent to a random classification since ρ = 1
|R| =

1
8

.
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We represent the average expected value of the solution found by the learning policy.
Additionally, we also draw the value of the best team structure that can be found in the
scenario.

As it can be observed, the real value keeps fluctuating when ρ = 0.125 since students
provide no reliable information regarding other students. However, when ρ = 0.25, the
real value found by the policy gradually converges towards the optimal solution. With
just 5 iterations, the quality of the solution has improved a 10% over the initial solution.
When ρ = 0.5 and ρ = 0.75, it can be observed that the real value converges in two
iterations to the optimal value, approximately improving the initial solution a 30%.
Since ρ is higher, the information provided by students can be considered reliable and
the policy finds an optimal team structure faster. One important finding is that even
with just 5 iterations, which represents a reasonable number of activities for a course,
the policy is able to find reasonable good results even when students have difficulties
evaluating other students.
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Fig. 2. Average team structure value found by the proposed policy when the role distribution
among students is uniform

In the second experiment we test scenarios where the distribution of predominant
roles is not uniform. More specifically, we set 3 out of the 8 roles to account for 50%
of the student population. We tested scenarios where students have difficulties to eval-
uate other students ρ = 0.25 and scenarios where students have an average difficulty
evaluating others ρ = 0.5. The rest of the parameters are set to the same value than in
the previous experiment. We can observe the results for this experiment in Figure 3. For
comparison purposes, we also include the analogous results for uniform distributions
of roles among students. It can be observed that when roles are uniformly distributed,
the policy converges more quickly towards the optimal solution than the analogous case
in the non-uniform scenario. This can be explained due to the fact that the probability
of putting students with the same role in a team is higher, then reducing the probabil-
ity for students to classify other students correctly ρ. When students have difficulty to
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Fig. 3. Average team structure value found by the proposed policy when the role distribution
among students is non-uniform

grade others (ρ = 0.25) the convergence is slow in the first iterations due to the fact
that many students with the same role where placed together in the initial solutions,
thus decreasing ρ. It is not until 15 iterations that the policy solution has improved
approximately a 10% with respect to the initial solution. Nevertheless, the policy still
converges towards the optimal solution even when students have an average difficulty to
grade others ρ = 0.5. In just 5 iterations, it has been able to enhance the solution a 15%
with respect to the initial solution. This result also suggests that the policy is applicable
in a classroom as long as it is not highly difficult for students to evaluate others.

5 Related Work

When there is a large number of students and different grouping criteria, the task of
forming collaborative learning teams to promote successful outputs is considered a NP-
hard problem. Over the past years, several approaches have been proposed in order to
deal with this goal.

The majority of the proposals try to create heterogeneous teams since there is a di-
rect relationship between the performance of a team and the balance level among the
roles. Christodoulopoulos et al. [3] present a web-based group formation tool that facil-
itates the creation of homogeneous and heterogeneous groups based on three criteria.
This tools allows the instructor to manually modify the groups and allows the students
to negotiate the grouping. The creation of homogeneous groups is based on a Fuzzy
C-Means algorithm, and the creation of heterogeneous groups is based on a random
selection algorithm. The tool also provides an option to negotiate the teams proposed
with the students. However, this negotiation consists on a direct interaction with the
teacher. Other approaches use bio-inspired algorithms. Graf et al. [5] present an Ant
Colony Optimization approach that provides heterogeneous groups based on personal
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Table 1. Comparison of approaches that deal with the problem of forming collaborative learn-
ing teams. The features considered are: the initial information available about the students, the
algorithm used, the inclusion of feedback in the coalition formation process, population in each
cluster (heterogeneous or homogeneous), and number of students used in the experiments.

initial info. algorithm feedback clusters population

[3] 3 attributes Fuzzy C-mean negotiation het./hom 18
random selection

[5] personal traits ant colony - het. 500
optimization

[19] thinking styles genetic alg. final students het 66
(questionaries) satisfaction

[20] personal knowledge genetic alg. - het. 45
social network

[11] understanding level particle swarm - hom 15-2000
interest of students optimization

[21] self-evaluation crowding het. 18-3000
of roles evolutionary alg. -

traits of students. The groups are formed by four students with low, average, and high
students scores. The algorithm tries to maximize the diversity of the group while keep-
ing a similar degree of heterogeneity of all the groups.

Genetic or evolutionary algorithms are also commonly used to solve the NP-hard
problem of forming collaborative learning teams. Wang et al. [19] present an approach
for automatic team formation based on thinking styles [6] that determines the features of
the students. They consider an heterogeneous group formation. The algorithm translates
the features of the students into points in a two-dimensional space and then, they are
classified into categories. The algorithm uses a genetic algorithm to create the optimal
group formation based on the categories of the students. The experiments consider 66
students and groups of 3 people. At the end of the process, the coalitions are evaluated
by the students through a questionary. However, this evaluation is not used as feedback
to improve the group formation. Lin et al. [11] present a system to assist instructors
to form collaborative learning groups that provide outcomes to all their members. The
algorithm considers two criteria: information about understanding levels and interests
of the students. Particle swarm optimization is used in the group composition algorithm
to deal with the complexity of the problem. The main drawback of this proposal is that
the groups consist of homogeneous students. Yannibelli and Amandi [21] propose a
crowding evolutionary algorithm to deal with the complexity of the problem of creating
collaborative learning teams. The algorithm balances the roles of the members and the
number of members of each group. Belbin’s roles [2] are considered in the experiments
and, in order to assign a role to each student they initially use the Team Role Self-
Perception Inventory.

The problem of team formation is also present in the context of human resource man-
agement. Wi et al [20] present a framework to deal with the team formation in R&D-
oriented institutes. The authors propose a genetic algorithm that uses a fuzzy model to
take into consideration information about the candidates related to their knowledge and
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expertise about certain topics related to certain project. Moreover, the algorithm con-
siders information about the position of the candidates in a social network in order to
see their suitability for project management positions.

Our proposal for collaborative learning teams formations improves previous ap-
proaches in several ways. First, our proposal does not have previous information about
the abilities, attributes, or roles played by the students. The only previous information
is the set of roles that could appear in a team. Using these roles, team members can
provide an estimation about the roles played by other team members. Second, our pro-
posal provides a more reliable role assignment since it considers the opinion of other
members instead of a personal evaluation. Finally, in each iteration of the algorithm, the
solution is improved with the feedback received from direct interactions among students
in each team.

6 Conclusions

In this paper we have presented a computer-aided policy for generating teams of stu-
dents a classroom. The policy is based on Belbin’s role taxonomy [2], collective in-
telligence, coalition structure generation algorithms, and Bayesian learning. After the
execution of a class group class activity, students classify other teammates according to
Belbin’s role taxonomy. Then, the information regarding the predominant role of each
student is updated via Bayesian learning. This information is then used by the coali-
tion structure generation algorithm to calculate the next team structure. The simulations
have shown that, as long as students do not have great difficulties classifying others,
the policy is capable of improving the quality of team structures in a few iterations and
gradually converging towards the optimal solution.

We simulated different scenarios in order to test different environmental conditions.
The results are encouraging enough to continue this research. As a future work, we plan
to extend the experiments in order to consider large populations of students and environ-
mental conditions, such as scenarios where some roles are more important than others.
In addition, we also intend to study whether or not the inclusion of more attributes in
the classification problem can improve the performance of the policy.

Acknowledgements. This work is supported by TIN2011-27652-C03-01and TIN2012-
36586-C03-01 of the Spanish government and FPU AP2008-00601 granted to Elena del
Val.
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Abstract. Concept discovery systems are concerned with learning defi-
nitions of a specific relation in terms of other relations provided as back-
ground knowledge. Although such systems have a history of more than
20 years and successful applications in various domains, they are still vul-
nerable to scalability and efficiency issues —mainly due to large search
spaces they build. In this study we propose a heuristic to select a target
instance that will lead to smaller search space without sacrificing the
accuracy. The proposed heuristic is based on counting the occurrences
of constants in the target relation. To evaluate the heuristic, it is im-
plemented as an extension to the concept discovery system called C2D.
The experimental results show that the modified version of C2D builds
smaller search space and performs better in terms of running time with-
out any decrease in coverage in comparison to the one without extension.

Keywords: Inductive Logic Programming, Concept Discovery, Search
Space, Counting.

1 Introduction

Inductive Logic Programming (ILP) [1] is concerned with inducing general pat-
terns that are valid for a given set of facts. Concept discovery [2], a research
area which can be considered as a subproblem of ILP, deals with inducing pat-
terns that are valid for a specific relation, called target relation, in terms of other
relations provided, called background knowledge. Such systems usually employ
first order logic as the representation language, and induce the target relation
definitions, called concept descriptors, in the form of Horn clauses.

Although such systems have a history of more than 20 years and promising
applications in several domains, they still sustain scalability and efficiency is-
sues. These issues are generally due to the evaluation of the large search spaces
they build. Generally speaking, ILP-based concept discovery systems start with
an initial hypothesis set and refine it to find complete and consistent concept
descriptors. The size of the search space is related to the size of the initial hy-
pothesis set as the refinement of the search space is achieved by specializing
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and generalizing the current search space. To form the initial search space, sys-
tems employ heuristics such as relative least general generalization (rlgg) [3],
randomised restarted search [4], simulated annealing [5].

In this work, we propose a heuristic to select a target instance which generates
a smaller initial hypothesis set and subsequently leads to a smaller search space.
Our intuition is that, a target instance whose arguments appear less frequently
compared to others should lead to smaller initial search space. The proposed
heuristic is based on counting the frequencies of the constants that constitute
the target instance set. To realize the heuristic, we count the frequencies of
the constants that appear in the target instances and based on these values we
calculate global frequency value of the target instances. The global frequency
value of a target instance is equal to the summation of frequencies of the its
arguments. Our heuristic considers that the target instance with the smallest
global frequency value will lead to a smaller search space compared to the one
of with a higher global frequency value.

In order to analyze the performance of the proposed heuristic, we implemented
it as extension to an ILP-based concept discovery system called C2D [6]. It is
a hybrid concept discovery system that employs inverse resolution operator to
generalize the concept descriptors, and an Apriori-based operator specialization
operator. Experiments are conducted on several benchmark data sets. The ex-
perimental results show that the proposed heuristic builds smaller search spaces
in comparison to starting C2D with a randomly chosen target instance.

This paper is organized as follows. In Section 2, we briefly introduce the prob-
lem of concept discovery and provide overview of initial search space formation
process of several ILP-based concept discovery systems. In Section 3, we intro-
duce the C2D system. In Section 4, we introduce our heuristic. In Section 5,
we discuss the experimental results. We conclude the paper and list some future
directions in Section 6.

2 Concept Discovery

Concept discovery is a predictive ILP problem. Concept discovery systems in-
put a set of target instances, a set of background knowledge, some user defined
quality metrics such as maximum concept descriptor length and minimum sup-
port. Such systems aim to output complete and consistent concept descriptors
that qualify the user provided quality metrics. In context of concept discovery,
a hypothesis is called complete if it models every positive target instance, and
consistent if it covers no negative target instance. As such systems usually work
on noisy and incomplete data, completeness and consistency principles are re-
laxed to cover as many positive target instances as possible and as few negative
target instances as possible, respectively. Concept discovery systems usually em-
ploy first order logic as the representation framework for the input data, and
output the concept descriptors in the form of Horn clauses.

Initial implementations of concept discovery systems were generally concen-
trated on concepts and techniques. Once their applicability on numerous do-
mains [7–10] were proven to be successful, efforts that aim to improve their
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scalability and efficiency arose. Such attempts include parallelization [11], mem-
oization [12], and optimization of search space evaluation queries [13].

Another direction in coping with scalability and efficiency issues is the intro-
duction of heuristics to shrink the size of the search space or to guide the search.
Pruning the search space by means of introduction of mode declarations [14] and
data integrity constraints [15] were proposed. Although such constraints greatly
reduce the size of the search space, they are usually hard to define and may
require expertise.

To guide the search, heuristics such as randomised restarted search [4], sim-
ulated annealing [5], gini index [16], and relative least general generalization [3]
were proposed. In randomised restarts approaches searches are restarted when
the search exhibits slower decay than expected. Simulated annealing approaches
allow exploration of the search space more efficiently by allowing the special-
ization and generalization operators at the same time. Gini index and several
other functions based on entropy allow to choose the best promising concept
descriptor in the search space.

The heuristic we propose in this work differs from the ones mentioned above
as it aims to choose a target instance which seems to produce a smaller initial
search space. It is based on counting the number of appearances, i.e. frequen-
cies, of constants that form the target instances in the background data and
assigning global frequency to target instances based on arguments’ frequencies.
The proposed heuristic is cost efficient as its execution only once in the very
beginning of the concept discovery process is enough as the background data is
never altered.

3 The C2D System

C2D is a predictive ILP-based concept discovery system that employs associ-
ation rule mining concepts and techniques. It employs absorption operator of
inverse resolution for generalization and Apriori-based operator based on confi-
dence for specialization. It inputs minimum support, minimum confidence and
maximum rule length values to put constraints on the quality of the induced
concept descriptors. C2D distinguishes from state of the art concept discovery
systems as it relaxes the requirement for mode declaration, negative examples,
and discarding the aggregate predicates.

The system is composed of the following main functions:

1) Generalization: In this step the most general two literal concept descriptors
are constructed. For this aim, C2D selects the first uncovered target instance
from the target instances set together with facts related to it from the back-
ground data. To build the most general two literal generalizations of the
target instances, firstly, C2D builds definite clauses with the target exam-
ple as their heads and background relation as their bodies. Then, it either
substitutes the constants with variables or keep them as constant if their
occurrence in the background data is above some user defined threshold.
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2) Specialization: In this step candidate concept descriptors of length l are
specialized to build the candidate concept descriptors of length l+1. To build
the specializations of a candidate concept descriptor it is compared to every
other candidate concept descriptor in the search lattice and is unified with
those that it differs with exactly one body literal.

3) Evaluation: In this support and confidence values of candidate concept de-
scriptors are calculated. For this, they are translated into SQL queries which
in turn are run against the background data.

4) Filtering: This step is concerned with the pruning the search space. A can-
didate concept descriptor is pruned if it does not satisfy the minimum con-
fidence and support values or violates the data integrity constraints.

5) Covering: Once some concept descriptors are found that satisfy the min-
imum confidence and support values, target instances explained by them
are marked as covered. If the number of the uncovered target instances are
above the user defined threshold the systems goes to the Generalization step
to discover concept descriptors to explain the reaming target instances.

To find concept descriptors, C2D handles the uncovered target instances in
turn. Initially all target instances are uncovered, and once some concept descrip-
tors that satisfy the quality metrics are found, instances explained by them are
marked as covered. In order to find concept descriptors to explain the remaining
target instances, C2D picks the first yet uncovered target instance and restarts
the induction process.

4 The Proposed Heuristic

4.1 Motivation

As described in Section 2, concept discovery systems start with building an
initial hypothesis set and grow the search space accordingly. Such search spaces
generally grow fast as the operators refine each hypotheses in every possible way
to find complete and consistent concept descriptors. A concept discovery system
that starts with a larger initial hypothesis set is more likely to end up with
a larger search space compared to the one which starts with a smaller initial
hypothesis set.

Target instances in concept discovery systems are directly or indirectly re-
lated to the background data, which means their arguments are spread across
background relations. In order for the induced concept descriptors to be com-
plete and consistent, they should include the background relations that contain
the target instance arguments. Assume that two of the constants that appear in
the target instance set are Arg1 and Arg2. Further assume that Arg1 appears
almost in every background relation, and Arg2 appears only in relations R1, R2,
R3. In such a scenario:

a) As Arg1 appears in many background relations, initial hypotheses derived
from a target instances that contains Arg1 will lead to a larger initial hy-
pothesis set.
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b) In order the induced concept descriptors to be complete and consistent, they
should include R1, R2 and R3, not necessarily all of them together, as only
these three relations are related to Arg2.

Based on these discussions, we propose to pick the target instances whose
sum of argument frequencies is minimum as the seed target instance to build
the initial hypothesis set from.

4.2 The Heuristic

As indicated in Section 4.1, the proposed heuristic involves counting the fre-
quencies of constants that constitute the target instances and assigning a global
frequency values to each target instance. Realization of the heuristic requires the
implementation of the Algorithm 1.

Algorithm 1. The proposed heuristic

Require: E: target instances, B: Background knowledge
Ensure: E′: Target instances sorted in ascending order based on their global frequen-

cies
1: for each ei in E do
2: for each argument aj in ei do
3: if (notCountedBefore(aj)) then
4: counts.insert(aj , count(aj , B))
5: else
6: Aj = counts.find(aj)
7: end if
8: ei =

∑
(A1, A2, ..., Aj)

9: end for
10: end for
11: E′ = SortInAscendingOrder(E)
12: return E′

The algorithm considers each argument of each target instance in turn. Before
counting the frequency of an argument, it is first searched in a look-up table
called counts. As target instances may have some constants in common, each
distinct constant is counted once at its first appearance in the target instance
set, and thereafter its frequency value is retrieved from the look-up table. Once
frequency of each argument is calculated, global frequency of a fact is calculated
by summing up the frequencies of the constants that take part of that target
instance.

The count function given at line 4 counts the appearances of the constant
in the background data, and the function SortInAscendingOrder given on line
11 sorts the target instances in ascending order based on their global frequency
values.
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Such a heuristic has two rationales:

a) As it selects a target instance that generates a small initial hypothesis set,
the search space that will be built is likely to be small.

b) As this heuristic picks a target instance whose arguments appear less fre-
quently, it is likely that it will consider the background relations which are
likely to have high coverage as more frequent constants also appear in that
particular background relations.

4.3 Applicability to Other Systems

The proposed heuristic may be embodied into other systems. The proposed
heuristic can be incorporated in rlgg to further optimize the system when several
pairs of target instances have the same coverage value. Application of the pro-
posed heuristic to gini index is similar to its applicability to rlgg. The heuristic
may be of help to choose the most promising target instance when several target
instances have the same gini index value. Application of the proposed heuristic
to the randomised restarts method is also possible. The heuristic may be utilized
to select the next target instance which is likely to produce a smaller search once
the current one bears the search limits.

As these examples suggest, the proposed heuristic may be embodied into
several systems as helper to choose among several target instances when they
have the same or close quality metrics, instead of picking one of them randomly.

5 Experiments

5.1 Data set and the Experimental Setting

In order to evaluate the performance of the proposed heuristic, we conducted
a set of experiments on Large Family1 [17], Mesh [18], PTE [19], and Same
Generation [6] data sets.

In Table 1, we provide some statistical information regarding the data sets. In
each row, the table provides information about the number of target instances,
number of background facts, the minimum and the maximum frequencies of the
constants that take park in the target instance set. The last column indicates
the average frequencies of the constants per background relation. Except for the
Same Generation and the PTE data set, average frequency of the constants is
around 1.7 regardless of the maximum and minimum frequencies.Therefore, we
can deduce that the high frequency of a constant does not mean that it is heavily
contained in certain background relations, rather means that its occurrence is
scattered over many background relations with less coverage. In the experiments,
other than Mesh, minimum support is set to 0.3, minimum confidence is set 0.7,
and maximum concept descriptor length is set to 3. For the Mesh data set the
minimum support is set to 0.1 while the other parameters remain unchanged.

1 This data consists of 12 kinship relations. While conducting experiments on this
data set, we picked each relation, in turn, as a target relation and the others as
background knowledge.
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Table 1. Statistic on the data set

Relation # Target # Background Minimum Maximum Appearance
Name Instances Instances Frequency Frequency per Table

Aunt 82 662 4 24 1.7

Brother 59 685 4 33 1.8

Daughter 54 690 5 33 1.8

Father 60 684 4 30 1.8

Husband 25 719 3 28 1.9

Mother 60 8684 3 26 1.8

Nephew 82 662 5 27 1.7

Niece 92 652 7 28 1.7

Sister 47 697 8 34 1.8

Son 66 678 3 30 1.7

Uncle 92 652 7 26 1.7

Wife 25 719 3 32 1.94

Same Generation 752 408 14 24 7.3

Mesh 223 1749 5 12 1.1

PTE 162 23850 34 304 7.9

5.2 Experimental Results

To evaluate the proposed heuristic, we conducted two types of experiments. In
the first experiment, we sorted the target instances in ascending order based on
their global frequencies. In the second experiment we listed the target instances
randomly. Then we picked the target instances from these sorted and unsorted
lists. As the order of the instances effect the induction process and the size of the
search space, we conducted the second experiment 5 times for each data set – at
each experiment the target instances were randomly resorted. In Table 2 we list
the experimental results. Results listed under Random Order are the average of
five runs.

The proposed heuristic is compared to starting the concept discovery process
with randomly selected target instances by means of the number of queries ex-
ecuted to evaluate the search space, and the duration of the concept induction
process.

In Table 2, under the Improvement column we list the drop in the number
of queries executed to evaluate the search space and the speedup. Although
speedup is metric to evaluate the performance of parallel algorithms, it is also
widely employed to compare performance of different implementations of the
same serial algorithm. Speedup is calculated by dividing the running time of the
original implementation by the running time of the modified implementation.

As the experimental results show, the proposed heuristic decreases the size of
the search space to great extent compared to random order of target instance
selection, up to 94%, and introduces considerable speedups, up to 9.

Two extreme results are with the Sister and Wife data sets. In order to
understand why those data sets behave differently than the others, we analyzed
the coverage of the induced concept descriptors. In the Sister data set, there are
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Table 2. Experimental results

Data Set
Ascending Order Random Order Improvement

# Queries Duration # Queries. Duration Queries Speedup

Aunt 59925 110 137592 227 56% 2.06

Brother 294080 124 331602 149 11% 1.20

Daughter 117834 130 162226 189 27% 1.45

Father 5273 4 38425 36 86% 9.00

Husband 4064 3 29853 23 86% 7.66

Mother 4534 5 22672 29 80% 5.80

Nephew 55705 66 160878 218 65% 3.30

Niece 99211 175 135385 205 27% 1.17

Sister 578977 374 613422 546 6% 1.45

Son 6701 9 52821 34 87% 3.77

Uncle 40530 59 136305 236 70% 4.00

Wife 4098 4 67810 31 94% 7.75

Same Generation 104401 153858 65 99 47% 1.7

Mesh 470424 1376588 204 702 66% 3.4

PTE 594394 648318 900 1327 8% 1.47
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Fig. 1. Behavior of the proposed heuristic for different data sets

47 target instances, and C2D finds concept descriptors that define 31 of them at
the end of the first iteration. The system, then, performs 16 more iterations to
find concept descriptors to explain those remaining 16 target instances but fails
to find some. On the other hand, for the Wife data set, the system finds solution
clauses that explain all the target instances at the end of the first iteration.

In Figure 1, we graphically demonstrate the number of the queries executed
to evaluate the search space for those two data sets and the Aunt. As the figure
indicates, initial hypothesis set generated by the heuristic is always smaller than
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the of the random order approach, and the resulting search space is smaller, as
well. It should also need to be noted about Figure 1 that the solution clauses for
the Sister data set is found at epoch 3, the following trails fail to find any solution
clauses. As the figure indicates at epoch 3, the number of queries executed with
the modified system is less than the one with random target instance selection.

When compared to random order, the proposed heuristic finds solution clauses
with the same coverage values. This result also suggests that the proposed heuris-
tic can improve efficiency of concept discovery systems without loss in the quality
of induced concept descriptors.

We conducted some other experiments to analyze how the performance of
the proposed heuristic would be affected when several target instances have the
same global frequency and they are inter-sorted based on the frequencies of
their arguments. The experimental results showed that different orderings have
neglectable affect on the overall performance. As an example 581525 queries
(the same value, 581525 queries in Table 2) were executed for the Sister data
set when such tie cases were sorted in ascending order based on their least
frequently appearing argument, and 4097 queries were executed (in comparison
to 4098 queries in Table 2) for the Wife data set when such target instances
were sorted in descending order based on their most frequent argument.

6 Conclusion

In this work we proposed a heuristic to select a target instance that is most likely
to form a smaller initial hypothesis set and a smaller search space. The heuristic
is based on counting the frequencies of the target instances in background. Each
fact in the target instance is assigned with a global frequency value which is
calculated by summing up frequencies of its arguments. The heuristic proposed
selects the fact with the smallest frequency value as the target instance to build
the initial search space. Experimental results showed that the proposed heuristic
works well and provides reduction on the search space up to 94% and speedup
up to 9 when compared to the runs that randomly selects a target instance.

As a future work we plan to extend the experiments with data sets that belong
to different learning problems.
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Abstract. Sequential pattern extraction is essential in many applications like 
bioinformatics and consumer behavior analysis. Various frequent sequential 
pattern mining algorithms have been developed that mine the set of frequent 
subsequences satisfying a minimum support constraint in a transaction 
database. In this paper, a hybrid framework to sequential pattern mining 
problem  is proposed which combines clustering together with a novel pattern 
extraction algorithm that is based on an evaluation function, which utilizes user-
defined criteria to select patterns. The proposed solution is applied on Web log 
data and Web domain, however, it can work in any other domain that involves 
sequential data as well. Through experimental evaluation on two different 
datasets, we show that the proposed framework can achieve valuable results for 
extracting patterns under user defined selection criteria. 

Keywords: equential Pattern, User-defined selection criteria, Clustering, 
PatternFindBF, Web  Usage Pattern. 

1 Introduction 

There is a huge growth of data sources on the Internet every day which can come 
either from the Web content, represented by the Web pages publicly available, or 
from the Web usage, represented by the log information daily collected by all the 
servers around the world. Web Usage Mining, which is the topic of concern, uses the 
knowledge existing in server log files that are collected when users access Web 
servers [28].   

Web Usage mining approaches include Clustering, Association Rule Mining, 
Classification and Sequential Pattern Mining where the extracted patterns are 
generally used for recommendation and next page prediction purposes [25]. The 
sequential property of Web log data becomes highly valuable when extracting usage 
patterns is considered. Sequential pattern mining, which is the main concern of the 
study presented, has been researched extensively since first introduced by Agrawal 
[30]. In this area, Apriori-based algorithms are studied before Pattern-growth 
algorithms was developed [5]. Apriori-based techniques [7, 30] lacks efficiency and 
effectiveness in the sense that they generate huge candidate sequences. In addition, 
the dataset should be scanned repeatedly in order to check a large set of candidates by 
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some method of pattern matching. To overcome these problems, pattern-growth 
techniques [16, 24, 29] have been developed. Sequential pattern growth algorithms 
mine the complete set of frequent patterns using a divide and conquer technique in 
order to reduce the search space without generating all the candidates.  

These algorithms treat every frequent traversal sequence equally and use only the 
support constraint to prune the combinatorial search space of different sequential 
patterns. In other words, there is no value assigned to extracted patterns, which will 
make one more valuable or important than another except their frequency values. 
However, when real world datasets are considered, support may not reflect the real 
value of a sequence from the perspective of the pattern user. For instance, considering 
Web log data, a shopping Web site owner may be interested in the shopping 
sequences that exist in many sessions of distinct users. Assume that web site's log data 
has 1000 sessions of shopping sequences, 200 of them belong to a single customer 
who loves shopping and buys similar items. In that case, depending on the support, 
frequent patterns may only exist in that customer's transactions, which will not be 
interesting for the web site owner. In other words, a mechanism is necessary such that 
all of the frequent sessions are not be treated equally and support value is not the only 
parameter to prune the search space.  

In this work, we propose a novel sequential pattern extraction algorithm, 
PatternFindBF, that utilizes a user defined evaluation function and analyze its 
performance. In [6], the algorithm is analyzed for its performance for 
recommendation. In this work, the emphasis is on user-defined selection criteria and 
we evaluate the algorithm for extracting patterns fulfilling the given criteria. As the 
application domain, we use Web log data in the current version of the solution; 
however, the solution can easily be applied to any other sequential data. Our 
framework uses an evaluation function that is defined on the basis of the needs of the 
pattern users. For the current system, the sequences of visiting pages, the time spent 
on the pages, and the distinct number of users accessing the pages are used by the 
evaluation function. The solution proposed is a hybrid framework in the sense that it 
combines clustering with pattern extraction algorithm. First, different navigation 
behaviors are grouped through clustering. After related session groups are identified, 
the system utilizes PatternFindBF algorithm to construct patterns. Since the current 
version of the solution is evaluated using the Web log data, the extracted patterns are 
the usage patterns that reveal information about how users traverse the Web site.  

We present a detailed experimental evaluation of our solution where comparison 
with a well-known sequential pattern mining algorithm, PrefixSpan [24] is presented. 
The experimental results show that this novel framework gets very satisfactory results 
and using distinct number of users in the evaluation process improves the accuracy in 
addition to the frequency of co-occurrence of Web pages in the user sessions. 
Clustering the sessions and using a limit on the number of child nodes produced at 
each step of PatternFindBF enables us to control and reduce the search space and the 
running time for extracting usage patterns. 

The rest of the paper is organized as follows: In Section 2, summary of the related 
work is presented. In Section 3, the proposed framework is described in detail.  
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Next, in Section 4, the evaluation of the system and the discussion of the results are 
given. Finally, concluding remarks are presented in Section 5. 

2 Related Work 

Learning user navigation behaviors for Web page recommendation has attracted much 
attention in the community of data mining. Markov model and its variants have been 
proposed to model user behavior in many existing studies [4, 23] in addition to 
Association Rule Mining [1], pattern extraction under constraint [3], symbolic data 
analysis tools [17], semantic knowledge based solutions[2] and graph-based 
techniques [10]. Web surfing has become an important activity for many consumers 
and a Web recommender that models user behavior by constructing a knowledge base 
using temporal Web access patterns is proposed in [31]. As in the case for Web page 
recommendation, various attempts have been exploited to achieve Web page access 
prediction by preprocessing Web server log files and analyzing Web users 
navigational patterns [26].  

In [8], GSP algorithm is described which extracts sequential patterns based on an 
Apriori like approach by generating all candidate sequences. However, this approach 
is inefficient and ineffective. To overcome this problem, the database projection 
growth based approach, FreeSpan [29], was developed. FreeSpan outperforms GSP 
algorithm, but FreeSpan may generate any substring combination in a sequence. The 
projection in FreeSpan must keep all sequences in the original sequence database 
without length reduction. PrefixSpan [24] increases efficiency in pattern growth  by 
examining only the prefix subsequences and project only their corresponding suffix 
subsequences into projected databases. Different from these techniques, our solution 
uses an evaluation function in order to select the best patterns. Therefore, any data 
available, for instance, some sort of explicit knowledge provided from the users, can 
easily be integrated into the evaluation function, so that the patterns that are 
considered to be more valuable can be selected.  

As mentioned, we have used clustering so as to group sessions into related units. 
Web data clustering has also been studied widely before and we can broadly 
categorize solutions in this area into (i) user sessions-based [9, 11, 31] and (ii) link-
based [12, 13, 14]. The former aims to group user navigation sessions having similar 
characteristics. The latter, however, treats the Web site as a directed graph and the 
goal is to cluster the Web pages with similar content. Xie and Phoha [15] are the first 
to suggest that the focus of Web Usage Mining should be shifted from single user 
sessions to group of user sessions and they apply clustering for identifying such 
partitions of similar sessions. In [21], a technique for finely tuning users clusters' 
based on similar web access patterns on their usage profiles by approximating through 
least square approach is presented.  Nasraoui et al. in [18], couples Fuzzy Artificial 
Immune System and clustering techniques to improve the user profiles obtained 
through clustering. The work described in [19], combines association rule mining and 
clustering into a method called association rule hypergraph partitioning. In [20], the 
authors propose a recommendation model where they take the visiting order of the 
current user into account and the active user session is assigned to the most similar 
cluster of user sessions according to a similarity measure.  
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3 Sequence Pattern Extraction under User Defined Criteria 

The proposed pattern extraction algorithm takes a collection of sessions as input and 
generates extracted usage patterns. In this paper, we assume that sessions are already 
constructed from the raw web log data by using conventional session construction 
techniques [22, 27]. A hybrid approach is employed for the pattern discovery phase 
that combines clustering with a novel pattern extraction solution.  
 
Clustering. Clustering is used for partitioning the set of sessions based on the user 
interests in terms of the Web page requests. For the clustering process, a session-
pageview matrix is constructed where each column is a pageview and each row is a 
session of a user represented as a vector. The matrix values are 0 if in that session the 
corresponding web page is not visited, or an integer greater than zero, which 
represents the number of times that the Web page is visited in that session. Clustering 
process takes this session-pageview matrix and runs K-Means algorithm in order to 
find groups of sessions that exhibit similar navigation behavior. 
 
Pattern Extraction. For each constructed cluster, sequence patterns are extracted by 
using a novel search oriented approach that involves a user-defined evaluation 
function. Different from many of the existing Web usage mining techniques, usage 
patterns are discovered in a stepwise manner by considering the evaluation criteria 
that selects to include the best representative accesses of the user interests in the 
discovered patterns.  

The algorithm, as displayed in Figure 1, constructs patterns in a recursive manner. 
At each recursive call, one level of the search tree is built, which corresponds to 
extending the length of the patterns with one more item. At each level of the tree, at 
most BF (branching factor) number of nodes exists. These nodes keep the best BF 
patterns in terms of the evaluation function. The output is the patterns constructed for 
each distinct cluster.  
 
Evaluation Function. The evaluation function examines a pattern and it assigns a 
value to it. The evaluation function is the part of the algorithm where user-defined 
selection criteria is incorporated into pattern generation.  It may be any function that 
gets a sequence and returns a value for it with respect to the given collection of data. 
In this paper, we used an evaluation function where the value of a pattern depends on 
the number of sessions in the corresponding cluster that the pattern exists (frequency 
within the cluster) and the number of distinct users that traverse the pattern in their 
sessions, and the total duration of the pattern in user sessions (calculated as the sum of 
the visiting page time of all the accesses from the start access of the path to the final 
access). This evaluation function calculates the normalized values for each of these 
three dimensions and the overall value of a pattern is weighted average of them.  
The weights of the dimensions are taken as three parameters: w_session_count, 
w_user_count and w_duration.  
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Fig. 1. PatternFindBF algorithm 

 
The rationale behind this pattern selection criteria can be explained as follows: 

Web site owner wants to emphasize number of distinct users a frequent pattern is used 
by and the time spent along the path as well as the frequency of it. Time spent on the 
pattern is an indicator that the user is interested in the page and stays for a certain  
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Fig. 2. Evaluate(): Sample evaluation function  

 
amount of time to examine the content. The flowchart of the evaluation function is 
given in Figure 2. 

Assume that we have a usage pattern (A, B, C) to evaluate, and 3 user sessions 
where this path exists {user1,(D-F-A-H-J-H-I-B-F-C-P)}, {user2,(A-B-F-U-C)}, and 
{user1,(T-A-F-H-B-C-A-D)}. Assume further that, the visiting page time for each 
access in all the sessions is 1, to keep the example simple. Then the number of 
sessions that this path exists is 3. The number of distinct users that covers this path in 
their access sequences is 2 and total duration of this path in sessions is 8(A-H-J-H-I-
B-F-C) + 5(A-B-F-U-C) + 5(A-F-H-B-C), which makes 18. We then calculate the 
value of this path using the formula given in Figure 2. It is important to note that such 
an evaluation function can easily be adapted to different criteria and different domains 
other than Web. 
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4 Experimental Evaluation 

In this section, the evaluation process of the system is detailed by giving information 
about the datasets used, the methodology and the metrics conducted, and the results 
collected throughout the experiments.  

4.1 Data Sets 

In this research, we use NASA and CENG datasets for the evaluation phase. The NASA 
dataset (http://ita.ee.lbl.gov/html/contrib/NASA-HTTP.html) is 
from the NASA Kennedy Space Center server over the months of July and August 
1995. It originally contains 3,461,612 requests. After the data preparation phase, we 
have 737,148 accesses, 90,707 sessions, 2459 distinct requests, and 6406 distinct users. 
The CENG dataset(www.ceng.metu.edu.tr) is from the Computer Engineering 
(CENG) Department of Middle East Technical University (METU). The dataset 
consists of many sub-Web sites including Web pages of individuals (i.e., students, 
teachers), newsgroups, and courses. It contains web server logs from 03.07.2011 to  
13.11.2011. The dataset originally contains 7,041,032 accesses. After preprocessing, 
there remains  1,752,771 page views and 304,567 distinct sessions. 

4.2 Experimental Results 

In this experiment, we aim to compare the values of the patterns identified by our 
framework and by frequent sequential pattern mining in terms of the value calculation 
used in our solution. In other words, we compare the patterns extracted by PrefixSpan 
and our framework using the calculation done by the evaluation function in the 
PatternFindBF so as to select higher valued patterns. Figure 3 (a) shows the values of 
two groups of identified patterns, one by PrefixSpan and the other by our solution for 
the NASA dataset. The x axis refers to the top n number of frequent versus high-
valued patterns selected from the two groups, while the y axis shows the sum of the 
values of the top n patterns. In addition, Figure 3 (b) shows the average values of 
patterns with different lengths from PrefixSpan and our framework for the NASA 
dataset where the x axis refers to the lengths of patterns and the y axis shows the 
average values per pattern. When both of the results are considered, it can be 
concluded that our solution can identify higher valued patterns, and it can extract top 
patterns with higher average values per pattern than PrefixSpan.  

Similar results are obtained for CENG dataset as given in Figure 4 in the sense that 
the proposed algorithm can generate better patterns in terms of target criteria. 
However, the behavior for average value per pattern is different in each dataset. As 
seen in Figure 4 (a), for the proposed method the amount of target value accumulated 
is always higher than that of PrefixSpan and increases steadily. 

Figure 4 (b) shows the change in average target value as the length of the generated 
patterns increases. This time the behavior is not steady and on the overall there is an 
increase. However, since the evaluation function involves three dimensions, it is not 
easy to tell directly which one is more effective on the overall value.  
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criteria used in the system. Our future work is on evaluating the solution using 
sequential datasets from different domains under various user-defined criteria. 
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2013-001. 

References 

1. Leung, C.W., Chan, S.C., Chung, F.: A Collaborative Filtering Framework Based on 
Fuzzy Association Rules and Multiple-Level Similarity. Knowl. Inf. Syst. 10(3), 357–381 
(2006) 

2. Senkul, P., Salin, S.: Improving Pattern Quality in Web Usage Mining by Using Semantic 
Information. Knowl. Inf. Syst. 30(3), 527–541 (2011) 

3. Shyu, M., Haruechaiyasak, C., Chen, S.: Mining User Access Patterns with Traversal 
Constraint for Predicting Web Page Requests. Knowl. Inf. Syst. 10(4), 515–528  
(2006) 

4. Bonnin, G., Brun, A., Boyer, A.: A Low-Order Markov Model Integrating Long-Distance 
Histories for Collaborative Recommender Systems. In: Proceedings of the 14th 
International Conference on Intelligent User Interfaces, Florida, USA, pp. 57–66 (2009) 

5. Mooney, C.H., Roddick, J.F.: Sequential Pattern Mining – Approaches and Algorithms. 
ACM Computing Surveys (CSUR) Surveys Homepage Archive 45(2) (2013) 

6. Kirmemis Alkan, O., Karagoz, P.: Assisting Web Site Navigation Through Web Usage 
Patterns. In: IEA/AIE 2013, Amsterndam, Netherlands (June 2013) 

7. Srikant, R., Agrawal, R.: Mining Sequential Patterns: Generalizations and Performance 
Improvements. In: Apers, P.M.G., Bouzeghoub, M., Gardarin, G. (eds.) EDBT 1996. 
LNCS, vol. 1057, pp. 1–17. Springer, Heidelberg (1996) 

8. Ren, J.D., Cheng, Y.B., Yang, L.L.: An Algorithm for Mining Generalized Sequential 
Patterns. In: Proceedings of International Conference on Machine Learning and 
Cybernetics, vol. 2, pp. 1288–1292 (2004) 

9. Banerjee, A., Ghosh, J.: Clickstream Clustering Using Weighted Longest Common 
Subsequences. In: Proceedings of the Web Mining Workshop at the 1st SIAM Conference 
on Data Mining (2001) 

10. Daoud, M., Lechani, L., Boughanem, M.: Towards a Graph-Based User Profile Modeling 
for a Session Based Personalized Search. Knowl. Inf. Syst. 21(3), 365–398 (2009) 

11. Kothari, R., Mittal, P.A., Jain, V., Mohania, M.K.: On Using Page Cooccurrences for 
Computing Clickstream Similarity. In: Proceedings of the 3rd SIAM International 
Conference on Data Mining, San Francisco, USA (2003) 

12. Eiron, N., McCurley, K.S.: Untangling Compound Documents on the Web. In: 
Proceedings of ACM Hypertext, pp. 85–94 (2003) 

13. Flake, G.W., Lawrence, S., Giles, C.L., Coetzee, F.: Self-Organization and Identification 
of Web Communities. IEEE Computer 35(3) (2002) 

14. Greco, G., Greco, S., Zumpano, E.: Web Communities: Models and Algorithms. World 
Wide Web 7(1), 58–82 (2004) 

15. Xie, Y., Phoha, V.V.: Web User Clustering from Access Log Using Belief Function. In: 
Proceedings of the First International Conference on Knowledge Capture, pp. 202–208. 
ACM Press (2001) 

16. Pinto, H., Han, J., Pei, J., Wang, K.: Multi-dimensional Sequence Pattern Mining. In: 
CIKM (2001) 



190 O.K. Alkan and P. Karagoz 

 

17. Bezerra, B.L.D., Carvalho, F.A.T.: Symbolic Data Analysis Tools for Recommendation 
Systems. Knowl. Inf. Syst. 21(3), 385–418 (2010) 

18. Nasraoui, O., Gonzalez, F., Dasgupta, D.: The Fuzzy Artificial Immune System: 
Motivations, Basic Concepts, and Application to Clustering and Web Profiling. In: 
Proceedings of the World Congress on Computational Intelligence (WCCI) and IEEE 
International Conference on Fuzzy Systems, pp. 711–716 (2002) 

19. Mobasher, B., Dai, H., Tao, M.: Discovery and Evaluation of Aggregate Usage Profiles for 
Web Personalization. Data Mining and Knowledge Discovery 6, 61–82 (2002) 

20. Gunduz, S., Ozsu, M.T.: A Web Page Prediction Model Based on Clickstream Tree 
Representation of User Behavior. In: SIGKDD 2003, USA, pp. 535–540 (2003) 

21. Patil, S.S.: A Least Square Approach to Analyze Usage Data for Effective Web 
Personalization. In: Proceedings of International Conference on Advances in Computer 
Science, pp. 110–114 (2011) 

22. Cooley, R., Mobasher, B., Srivastava, J.: Web Mining: Information and Pattern Discovery 
on the World Wide Web. In: International Conference on Tools with Artificial 
Intelligence, Newport Beach, pp. 558–567. IEEE (1997) 

23. Yang, Q., Fan, J., Wang, J., Zhou, L.: Personalizing Web Page Recommendation via 
Collaborative Filtering and Topic-Aware Markov Model. In: Proceedings of the 10th 
International Conference on Data Mining, ICDM, Sydney, pp. 1145–1150 (2010) 

24. Pei, J., Han, J., Mortazavi-Asi, B., Pino, H.: PrefixSpan: Mining Sequential Patterns 
Efficiently by Prefix- Projected Pattern Growth. In: ICDE 2001 (2001) 

25. Mobasher, B.: Data Mining for Web Personalization. In: Brusilovsky, P., Kobsa, A., Nejdl, 
W. (eds.) Adaptive Web 2007. LNCS, vol. 4321, pp. 90–135. Springer, Heidelberg (2007) 

26. Srivastava, J., Cooley, R., Deshpande, M., Tan, P.: Web Usage Mining: Discovery and 
Applications of Usage Patterns from Web Data. SIGDD Explorations 1(2), 12–23 (2000) 

27. Cooley, R., Mobasher, B., Srivastava, J.: Data Preparation for Mining World Wide Web 
Browsing Patterns. Knowl. Inf. Syst. 1(1), 12–23 (1999) 

28. Etzioni, O.: The World Wide Web: Quagmire or gold mine? Communications of the 
ACM 39(11), 65–68 (1996) 

29. Han, J., Pei, J., Mortazavi-Asi, B., Chen, Q., Dayal, U., Hsu, M.C.: FreeSpan: Frequent 
Pattern-Projected Sequential Pattern Mining. In: SIGKDD 2000 (2000) 

30. Agrawal, R., Srikant, R.: Mining Sequential Patterns. In: ICDE (1995) 
31. Fu, Y., Sandhu, K., Shih, M.Y.: Clustering of Web Users Based on Access Patterns. In: 

Proceedings of WEBKDD (1999) 



 

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 191–201, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Sequence Alignment Adaptation  
for Process Diagnostics and Delta Analysis 

Eren Esgin1 and Pınar Karagoz2 

1 Middle East Technical University, Informatics Institute,  
2 Middle East Technical University, Computer Engineering Department,  

065531 Ankara, Turkey 
eesgin@ii.metu.edu.tr, karagoz@ceng.metu.edu.tr 

Abstract. Business process management (BPM) paradigm gains growing 
attention by providing generic process design and execution capabilities. 
During execution, many business processes leave casual footprints (event logs) 
at these transactional information systems. Process mining aims to extract 
business processes by distilling event logs for knowledge. Sequence alignment 
is a technique that is frequently used in domains including bioinformatics, 
language/text processing and finance. It aims to arrange structures, such as 
protein sequences to identify similar regions. In this study, we focus on a hybrid 
quantitative approach for performing process diagnostics, i.e. comparing the 
similarity among process models based on the established dominant behavior 
concept and Needleman-Wunsch algorithm.        

Keywords: Process Mining, Sequence Alignment, Process Diagnostics, 
Dominant Behavior, Needleman-Wunsch Algorithm. 

1 Introduction 

While contemporary information systems are intensively utilized in the enterprises, 
their leverage effect in automating business processes is limited by difficulties faced 
at process design phase [2]. Actually crucial problems (e.g. deadlocks, hidden and 
repeated activities) are resulting from the discrepancies between process design and 
process enactment [4, 5]. 

Process design is influenced by personal perceptions, e.g. reference process models 
are often normative in the sense that reflect what should be done rather than describing 
the actual case [3]. As a result, proposed reference models tend to be rather incomplete, 
subjective and at a too coarse-grained level. In [6], authors argue that IT research is 
subject to subjectivistic–objectivistic dilemma. For instance, introducing an enterprise 
resource planning (ERP) to transform existing business process corresponds to an 
objectivistic view since it assumes the technology to be the sole relevant change factor. 
On the other hand, eliciting requirements for the ERP implementation and building the 
system upon this baseline is the subjectivistic perspective [6].  

Process mining is proposed as the remedy to handle these discrepancies by 
distilling significant patterns from the event logs and discovering the business process 
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model automatically [2, 7, 8, 9, 10, 11]. Unlike to traditional design-centric approach, 
process mining is not biased and restrictive by normative perceptions [3], because 
event logs reflect what process participants are doing at the operational level, not just 
what management is suggesting.  

When a process design from an enterprise is provisioned to process participants, 
process participants refine it on their demands. According to Gidden’s theory, the new 
organization emerges through process participants’ actions in their new environment 
and it is shaped by the resulting set of work activities realized to achieve the business 
process goals [16]. At that point, important information to improve an existing process 
design is where process participants deviate from the intended process definition. 

In BPM, this activity is known as process diagnostics, i.e. encompassing process 
performance analysis, anomaly detection, diagnosis, inspection of interesting patterns 
[17]. In several other domains sequence alignment is employed for comparing 
sequences. As one of such domains, bioinformatics aims at increasing the 
understanding of biological processes and entails the application of sequence analysis 
to predict the biological function of a gene, find the evolution distance and common 
regions (i.e. repeats) in homologous genomes [22]. 

In this work, we propose a hybrid quantitative approach that exploits sequence 
alignment for delta analysis, i.e. comparing the actual process, represented by a 
process model constructed through process mining, with prescriptive reference 
process model [11]. The approach initially derives consensus activity sequence that 
captures the major dominant behavior. At this step, the method in [14] is used for 
constituting the backbone sequence for the underlying business process. As the 
second phase, optimal alignment among derived consensus activity sequences is built 
up using Needleman-Wunsch algorithm, which is fundamentally a dynamic 
programming (DP) algorithm for finding the optimal alignment between two amino-
acid sequence with the maximum alignment score [22]. The main contribution of this 
paper lies in the second phase. 

This paper is organized as follows: Section 2 includes literature review. Section 3 
highlights the major aspects and prior studies on process discovery. Section 4 
introduces the design of the proposed quantitative approach in measuring the 
similarity between the process models due to process diagnostics paradigm. Section 5 
emphasizes experiments based on intuitive similarity judgment and finally Section 6 
summaries the concluding remarks.    

2 Related Work 

The equivalence of process models are usually subject to verification such as trace 
equivalence. This stream is based on a comparison of the sets of completed event logs 
likewise in [17]. Kleiner does not wish to discover a graphical process model but use 
such logs to check for deviation from a prescribed business process model, since he 
assumes that the activities of a mined process model are usually on a low level of 
abstraction.  

Esgin and Senkul [23] propose a distance metric, which is built on the vector model 
from information retrieval and an abstraction of process behavior as process triple. 
This metric takes into structural and behavioral perspectives into account.    
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Cook and Wolf [9] present an approach for delta analysis in the context of software 
processes. They use AI algorithms to compare process models and compute the level 
of correspondence. Additionally they assume that there exists any difference at 
abstraction level of event logs and discovered process model. 

Actually, behavioral semantics can lead to performance problems due to large sets 
of traces and state explosion. In [19], an approximation on behavioral semantics is 
given by the concept of causal footprint. In this study, instead of computing the 
similarity between each pair of process models, these models are represented as a 
point at Eucledian distance space. Hence the underlying problem is reduced to the 
nearest-neighbor problem.    

A second way of defining behavioral semantic is monitoring the states in which the 
process model can be. This idea is realized by Nejati et al. [20] by taking the state-
space of two process models and check if they can simulate one another. By counting 
such states, we can measure how dissimilar two process models are. 

Another perspective in delta analysis is the graph theory, which is a useful means 
to analyze the process definitions. Especially, Bunke in [18] has shown that with 
generic graphs, the maximum common sub-graph (MCS) is equivalent to computing 
the graph edit-distance emphasized in [21]. This MCS is the baseline to measure the 
common activities and transitions of workflow processes in [1].   

3 Major Aspects 

A new approach for process discovery based on using from-to chart is introduced in 
[12]. In this approach, from-to chart, which is a square symmetrical matrix used in 
monitoring material handling routes on the production floor [13], is used for analyzing 
the event logs. The underlying approach inherits this tool from facility layout problem 
(FLP) domain and adapts it in a distinct field, i.e. process discovery, as the basic 
bookkeeping material in monitoring transitions among activities occurred in process 
instances and concluding if there exists any specific order of the occurrences for 
representing in process model [12].  

This approach is further improved in [14] by several enhancements. In the prior 
version, chart rearrangement was performed in a permutative manner, which led to an 
exponential increase in processing time [12]. Hence in [14], the runtime complexity of 
the approach is improved by adopting Genetic Algorithms (GA), which are adaptive 
methods used to solve search and optimization problems [15].  

Unlike prior studies [12, 14, 23], the main idea of this work is to compare process 
models relative to consensus activity sequences containing dominant behavior (i.e. 
common subsequence of activities in  event log that are found to recur within a 
process instance or across process instances with some domain significance). Thus the 
adaptation of sequence alignment in bioinformatics to process mining has created an 
altogether new perspective to delta analysis; deviations and violations are uncovered 
by analyzing just consensus activity sequences (thereby avoiding the requirement for 
well-structured process models).  

Unfortunately, most equivalence notions concentrate on an atomic true-false 
answer. In reality there will seldom be a perfect fit. Hence we are interested in the  
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Fig. 1. Overview for the Proposed Approach 

degree of similarity. In order to do so, Needleman-Wunsch algorithm is applied to 
quantify the similarities and deviations. The overview of proposed approach is given 
in Figure 1. 

4 Proposed Approach 

4.1 Constructing from-to Chart from Event Logs 

The starting point of the proposed approach is the creation of a so-called 
FROMTOCHART table by retrieving the activity types from the event logs and 
populating FROMTOCHART table. For populating the table, event logs are arranged by 
process instances (e.g. caseID) and then ordered by timestamp in ascending order. 
Then, predecessor and successor are parsed for each transition in activity streams and 
the current score at (predecessor, successor)th element in FROMTOCHART table is 
incremented by one.  

4.2 Evaluating the Scores at from-to Chart 

In traditional from-to chart implementation, total score of each element is directly 
taken into consideration in rearrangement of the matrix. However, by pruning down 
the weak scores prior to rearrangement, it is aimed to eliminate their effect on the 
fittest activity sequence in the proposed approach [12].  

Basically there are three evaluation metrics emphasized in [12]: confidence for 
from-to chart (confidence FTC), support for from-to chart (support FTC) and 
modified lift. These metrics act as the major stick yard to control the level of 
robustness and complexity of the discovered process model from large amounts of 
data. While formulating these metrics, the original formations for evaluations in 
association rule mining are taken as the basis [12]. 



 Sequence Alignment Adaptation for Process Diagnostics and Delta Analysis 195 

 

4.3 Rearranging from-to Chart 

This operation is the engine component of proposed approach, which aims to find out 
the consensus activity sequence with the minimum total moment value at FROMTOCHART 
table [14]. The mapping of basic GA notations into the business process modeling 
domain is such that; a chromosome possessed by an individual is represented as an 
activity sequence and each gene position in this chromosome corresponds to a unique 
activity type. The coarse-grained GA stages are implemented as follows: 

i. Initialization. Initial population can be generated with or without a schema. 
Holland’s schema theorem explains the power of the GA in terms of how schemata 
are processed [14].  

In the case of non-schema application, a Permutation class randomly generates the 
candidate chromosomes, which are encoded according to activity type domain 
alphabet. On the other hand if the initial population is generated according to the 
schema, the schema has to be constructed firstly. In order to construct the schema, a 
transition top-list, which holds top n scores that are retrieved from the from-to chart, 
is instantiated. Afterwards, a top-down search is performed at the transition top-list in 
order to construct the schema. As a result, a non-intermittent schema with the 
maximum length of |activity type domain|/3 is constructed.  

ii. Fitness Score Calculation. As far as GA are concerned, it is better to have higher 
fitness scores to provide more opportunities especially in selection stage. Therefore 
the inverse of the moment function is used as the denominator of the fitness function 
to search for the minimum moment [14]. The numerator of the fitness function is set 
to the total scores that are marked at the from-to chart. 
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Because of the moment notation, the upper-bound value for the fitness function, f(z), 
is 1 (i.e. all transitions at from-to chart are straight-line type). 

iii. Selection. As the selection method, roulette wheel selection is implemented. 
Roulette wheel selection is a kind of random selection type where the individual has a 
probability of FitnessScorei/∑FitnessScore to be selected as a parent to mate. 
Since higher fitness score means higher chance to mate, the random choice is biased 
towards the fitness score. 

iv. Crossover. Actually crossover is not always applied to all pairs of parents selected for 
mating such that, a default likelihood of crossover is set to pc=0.80. If the crossover is 
not applied, the offspring are produced by simply duplicating the parents. Otherwise, a 
single crossover gene position, which is in the [1,chromosomeLength] interval, is 
randomly determined and chromosome subsets are exchanged according to this gene 
position.   
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v. Mutation. Mutation independently alters each gene value at the offspring 
chromosome with relative small probability (typically pm=0.02). In higher order 
domain alphabets, in which binary coding is not appropriate, mutation and crossover 
framework may cause problems with chromosomes legality, e.g. multiple copies of a 
given activity type may occur at the offspring. Therefore we propose an alternative 
mutation scheme that automatically swaps the duplicate activity type with a randomly 
selected unobserved value. Hence a uniform chromosome that satisfies the 
chromosome legality is reproduced.    

vi. Population Convergence. As a termination condition, if at least 95% of the 
individuals in the last population are in the convergence band, no more new 
population is generated. Convergence bandwidth is determined by domain expert or 
knowledge engineer.  In order to overwhelm premature convergence, convergence 
ratio has to be set appropriately. 

4.4 Aligning Consensus Activity Sequences 

The basic idea of Needleman-Wunsch algorithm is to build up a global optimal 
alignment using previous solutions for optimal alignments of smaller consensus 
activity sequences. Let T1 and T2 be two consensus activity sequences generated at 
rearrangement step. A matrix F indexed by i and j, is constructed where the value 
F(i,j) is the score of the best alignment between the prefix Ti

1 of T1 and the prefix Ti
2 

of  T2. F(i,j) is constructed recursively by initializing F(0,0)=0 and then proceeding to 
fill the matrix from top left to bottom right. It is possible to calculate F(i,j) according 
to neighboring values, F(i-1,j), F(i-1,j-1) and F(i,j-1). There are three possible ways 
that the best score F(i,j) of an alignment up to sub-sequences Ti

1 and Ti
2 can be 

obtained: 
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11 , −ii TTI  and ( )1
22 , −jj TTI  parameters at equation (2) stand for MATCH, 

MISMATCH and INDEL (i.e. insertion or deletion) multipliers determined at pay-off 
matrix. The value at the bottom right cell of the matrix, F(|T1|,|T2|), is the similarity 
score for the alignment of activity sequences T1 and T2. In order to find out the 
optimal alignment, we must backtrack the path of choices from (2) that led to this best 
score, i.e., we move from the current cell (i,j) to one of the neighboring cells from 
which the value F(i,j) is derived.  

While backtracking, a pair of symbols is added onto the front of alignment: Ti
1 and 

Tj
2 if the step is to (i-1,j-1), Ti

1 and the gap symbol – if the step is to (i-1,j) or – and Tj
2 

if the step is to (i,j-1). Backtracking process is terminated at the starting point (0,0).      
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5 Experimental Results 

5.1 Comparison with Intuitive Judgments 

The validation of the underlying similarity measurement approach is based on the 
comparison of the similarity measurements of the proposed approach with the 
intuitive judgments of SAP consultants at various modules. Basically, the intuitive 
judgments are collected by a questionnaire, which consists of synthetic reference and 
five candidate process models given in Figure 2. SAP consultants rank the candidate 
process models according to the structural and behavioral similarities with reference 
model. Then these rankings are converted to 1-0 Likert chart. 

 

Fig. 2. Synthetic Process Models 

In parallel to intuitive judgments, 300 process instances are generated for each 
business process by hand-simulation. In order to eliminate inductive bias, 
rearrangement/evaluation and alignment parameters are configured in five 
consecutive sets as given at Table 1 and 2.  

Table 1. & 2. Rearrangement/Evaluation and Alignment Factors Configuration 

 

25 business process alignment runs are performed due to the settings at evaluation, 
rearrangement and alignment operations. According to reference process model 
alignment and similarity score at each run given at Table 3, candidate process models 
are ranked and then these rankings are converted to 1-0 Likert chart. 
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Table 3. Business Process Alignment Runs  
(reference process model alignments and similarity scores) 

 
 
Similarity measurements of the proposed approach and intuitive judgments 

obtained from SAP consultants are compared by dependent t-test, since hand-
simulated event logs are dependent to synthetic process models, which are also the 
baseline for intuitive judgments. According to the t-value (0.296 versus t0.05,48), the null 
hypothesis, H0, which states that there is no clear distinction between similarity 
measurement of the proposed approach and intuitive judgments obtained from SAP 
consultants, is accepted. This result implies that, proposed approach appropriately 
reflects the perceptions of knowledge engineers (i.e. tacit process variant 
assumption). On the other hand, the gap between variance figures (49.317 versus 
6.017) seemingly highlights the mechanism such that; proposed approach takes more 
complex determinants (i.e. factors given at Tables 1 and 2) into account, while fewer 
(structural and tacit) features dominate intuitive judgments. The result of t-test 
(α=0.05 and CI=95%) is given at Table 4. 

Table 4. t-test for Similarity Measurement Comparison  
(Proposed Approach versus Human Judgments) 
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5.2 Comparison with Prior Approach 

Another comparison is performed with the dissimilarity metric given in [23]. In this 
work, a hybrid approach in measuring the dissimilarities between business process 
models is proposed such that; dependency/frequency graph, which is finite-state 
machine like block-model representation, is converted to vector models. The major 
difference of the proposed vector model from the standard vector model is the term 
weight assignment such that; the terms that reflect structural feature are atomic and 
the terms that reflect behavioral feature are represented as set [23]. 

Likewise in the previous analysis, the comparison of these two (dis)similarity 
metrics is realized by dependent t-test. According to the t-value (0.223 versus t0.05,48), 
the null hypothesis, H0, which states that there is no clear distinction between 
similarity measurements with these two metrics, is accepted. Although there is a basic 
parallelism between proposed approach and dissimilarity metric; dissimilarity metric 
is totally derived from process model, while proposed approach evaluates just 
consensus activity sequences (avoiding the requirement for well-structured process 
models). The result of t-test (α=0.05 and CI=95%) is given at Table 5. 

Table 5. t-test for Similarity Measurement Comparison  
(Proposed Approach versus Dissimilarity Metric) 

 

6 Conclusion 

In this paper, we demonstrated that process mining can benefit from sequence mining 
techniques, which are frequently used in bioinformatics. Unlike prior studies 
[12,14,23], the main idea is to compare process models with respect to consensus 
activity sequences containing dominant behavior (i.e. typical behavior obtained on the 
basis of event logs). Thus the application of sequence alignment in bioinformatics to 
process mining has highlighted a new perspective to delta analysis; deviations and 
violations are uncovered by analyzing just consensus activity sequences (thereby 
avoiding the requirement for well-defined process models).  

While most equivalence notions concentrate on an atomic true-false answer, we are 
interested in the degree of similarity. In order to do so, Needleman-Wunsch algorithm is 
applied to quantify the similarities and discrepancies. Actually this similarity 
measurement takes structural and behavioral perspectives into account. According to 
experimental analysis, proposed similarity metric successfully simulates the human 
assessment model and the results are consistent with the prior dissimilarity metric in [23].  
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Abstract. A hybrid approach to phenomenological reconstruction of Complex
Systems (CS), using Formal Concept Analysis (FCA) as main tool for concep-
tual data mining, is proposed. To illustrate the method, a classic CS is selected
(cellular automata), to show how FCA can assist to predict CS evolution under
different conceptual descriptions (from different observable features of the CS).

1 Introduction

The task of understanding a phenomenon amounts to find a reasonably precise and
concise approximation to this phenomenon and its behavior such that it can be grasped
by the human brain. New methods and tools have to be developed in order to assist
experimental design and interpretation for: Identifying relevant entities at a given time
and space scale, characterizing interactions between entities, and finally assessing and
formalizing the system behavior [7].

Formal epistemology can play a relevant role. An adequate selection of key features
and their dynamics specification is the first step in order to reconstruct the phenom-
ena. In multilevel CS, the selection task requires a complex analysis of the different
abstraction layers and organization levels. In classical systems as Cellular Automata
(CA), the selection is limited by geometric and topological constraints so it could be
more feasible. Human observation of CA allows to conjecture simple rules about the
local dynamics, in order to explain the system dynamics as well as to isolate key con-
cepts to forecast its evolution. Formal Concept Analysis (FCA) [8] provides tools and
methods for extracting semantic features from data. FCA is a mathematical theory for
data analysis, using formal contexts and concept lattices as key tools.

The aim of this paper is twofold. On the one hand, to show how FCA is used in the
phenomenological reconstruction of CS dynamics, of qualitative nature. On the other
hand it also aims to show how the selection of observable features influences the recon-
struction, particularly the attributes on objects and interactions. To exemplify this idea,
a well-known example, Conway’s game of life (GoL), has been selected as running
example, although the methodology is applicable to a wide class of CA.
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Fig. 1. Formal context, concept lattice, Basis and FCA-based reasoning on CS

The next section reviews the basic elements of FCA, focusing on the use of impli-
cation basis (and association rules) for reasoning with formal contexts as basic data
structure for qualitative observations. Sect. 3 succinctly presents contextual selection
reasoning. In Sect. 4 GoL is used to show how CA is modeled by means of FCA which
is also applied to a probabilistic Conway’s CA variant (Sect. 5). Sect. 6 is devoted to
conclusions of the work and related work.

2 Background: Formal Concept Analysis

According to R. Wille, FCA mathematizes the philosophical understanding of a concept
as a unit of thoughts composed of two parts: the extent and the intent. The extent covers
all objects belonging to this concept, while the intent comprises all common attributes
valid for all the objects under consideration. In this section, we succinctly present basic
FCA elements (see [8] for a detailed exposition).

A formal context M = (O,A, I) consists of two sets, O (objects) and A (attributes)
and a relation I ⊆ O×A. Finite contexts can be represented by a 1-0-table (identifying
I with a boolean function on O × A. See Fig. 1 top-left.The main goal in FCA is to
compute the concept lattice extracted from the context. Given X ⊆ O, Y ⊆ A it defines

X ′ := {a ∈ A | oIa for all o ∈ X} and Y ′ := {o ∈ O | oIa for all a ∈ Y }
A (formal) concept is a pair (X,Y ) such that X ′ = Y and Y ′ = X . For example,
concepts from formal context about living beings (Fig. 1, center) are depicted as a lat-
tice. Actually in this lattice, each node is a concept, and its intension (or extension)
can be formed by the set of attributes (or objects) included along the path to the top
(or bottom). For example the node tagged with the attribute Legs represents the con-
cept ({Legs,Mobility,NeedWater}, {Cat, Frog}) (which could be interpreted as
the concept land animal in this context).

Knowledge Bases (KB) in FCA are formed by implications between attributes. An
implication is a pair of sets of attributes, written as Y1 → Y2. It is true with respect
to M = (O,A, I) according to the following definition. A subset T ⊆ A respects
Y1 → Y2 if Y1 
⊆ T or Y2 ⊆ T . Y1 → Y2 is said to hold in M (M |= Y1 → Y2 or
Y1 → Y2 is an implication of M ) if for all o ∈ O, the set {o}′ respects Y1 → Y2.

Definition 2.1. Let L be a set of implications and L be an implication.
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1. L follows from L (L |= L) if each subset of A respecting L also respects L.
2. L is complete if every implication of the context follows from L.
3. L is non-redundant if for each L ∈ L, L \ {L} 
|= L.
4. L is a (implication) basis for M if L is complete and non-redundant.

A particular basis is the so called Stem Basis (SB) [9]. SB for the context of Fig. 1 is
shown (down). In this paper no specific property of the SB is used, so it can be replaced
by any other. In order to reason with implications, a production system can be used [3].

Theorem 1. Let S be a basis for M and {A1, . . . , An} ∪ Y ⊆ A. The following state-
ments are equivalent:

1. S ∪ {A1, . . . An} �p Y (�p is the entailment with the production system).
2. S |= {A1, . . . An} → Y
3. M |= {A1, . . . An} → Y .

Implication basis are designed for entailing true implications only. When working
on predictions Theorem 1 does not provide a sound method. In this case it is better to
consider association rules (with confidence) from the Luxenburger Basis [17] instead
of SB. The production system must be revised for working with confidence [4].

In FCA, association rules are also implications between sets of attributes. Confidence
and support are defined as usual in data mining. The Stem Kernel Basis (SKB) is the
subset of the SB formed by the implications with nonzero support. SKB are useful in a
number of applications (cf. [3,2]).

3 Bounded (Automated) Reasoning on Complex Systems

The general approach to FCA-based qualitative reasoning on CS is based on considering
local interaction as objects, which have several (local, observable) features (attributes)
(see Fig. 1 right). Once the observer selects the attributes to be studied on the system,
He/she can consider local interactions or nodes as objects of a formal context. This
context M (often a huge formal context) is built by means of data extraction, database
processing, expert observations, data mining, etc. The observer has to select attributes
and objects he considers relevant to determine CS dynamics, and the reasoning focuses
on the associated subcontext (contextual selection). It is expected that reasoning with
the contextual selection gives some information about the CS. In [4] this approach was
applied using argumentative reasoning on contextual selections.

Particularly interesting is the case of predicting events when M represents attributes
on past events. The inference process consists of three steps [4]:

1. A question raises on whether a new event (object) has a property (attribute). Some properties
on the new object are known (attribute values) {A1, . . . An}.

2. Selection provides a relatively small set of attributes, selected from own experience and
beliefs, which are relevant on the object (according to observer’s opinion).

3. The production system is executed on L ∪ {A1, . . . An}, where L is a basis for the context
induced by attribute selection made in step 2. The results obtained are the attributes inferred
about the new object.
If the attribute B is inferred by the production system, then B is conjectured on the object.
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Fig. 2. Modeling CA with FCA (left). An oscillator with its production system (right)

Association rules are extracted from the contexts and used by the production system.
From these association rules and some initial facts, based on the event we want to
predict, the production system infers the confidence (probability) for each one of the
possible values for unknown attributes on the event. Thus attributes constitute one of
the most important and sensitive parts of the system. Lastly, attribute selection allows
isolating a piece of M where argument reasoning is based.

3.1 Describing CA Dynamics by Means of FCA

The aim of the paper is to show how this method provides a phenomenological recon-
struction of CA, a CS where information flow is closed, namely Conway’s Game of Life
(GoL). Whilst in [4] the method is applied to a CS with external information flow. Thus
It was not possible to validate the method beyond purely experimental considerations.

In classic CA the new state of a cell only depends on the neighborhood configuration
at the preceding time step (even it is also possible to consider memory capabilities [1]).
If σT

i denotes the value of cell i at time step T , the evolution is an iteration of a mapping

σ
(T+1)
i = φ({σ(T )

j : j ∈ Ni}
where φ is an arbitrary function which specifies the cellular automaton rule operating
on the cells in the neighborhood Ni of the cell i. The standard framework of CA can be
extended by implementing memory capabilities in cells: σ(T+1)

i = φ({s(T )
j : j ∈ Ni)}

with s
(T )
j being a state function of the series of states of the cell j up to time-step T ;

s
(T )
j = s(σ

(1)
j , . . . , σ

(T )
j ).

The aim is to compute φ from observable features of Ni (attributes) by means of
FCA reasoning. Let M = (O,A, I) be the formal context whose objects O are cells,
and attributes A are (computable) boolean properties (relation I between objects and
attributes) on the cells (for example, Is-Alive), considering, if it is necessary, past time
steps (see Fig. 2, left).

From this formal context, SB, SKB and association rules can be computed. These are
the Knowledge Basis (KB) containing a full or partial representation of CA dynamics, to
be used in the reasoning process (i.e. to predict the evolution of a CA when its rules are
unknown). Also the attribute selection (that is, the selection of spatio-temporal features
on cells, the observer thinks that are relevant to decide the future state) is a key step,
and the logical complexity of the description depends on this selection.
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Fig. 3. Attributes for cells using N-Neighbors (left) and Geometric representation (right)

4 Modeling Game of Life by Means of FCA

In order to show how CA can be analyzed with the above described method, Conway’s
Game of Life (GoL) (popularized by M. Gardner [10]) has been selected as running
example, both the original one and an stochastic version.

Attribute Selection. The framework is similar to when an observer aims to predict the
future state of CA from the observation of its evolution after a number of transitions.
Two steps are needed: 1) Choose topological/geometrical properties which are consid-
ered relevant to describe system’s evolution. 2) Conjecture, based on these properties,
the rules governing the system. Two ways of describing current cell’s environment are
considered, which correspond to two ways of feature selection by the observer:

Attributes based on the number of alive neighbors (N-Neighbors): This modeling
is specific for GoL, as it is based on the number of alive neighbors. The attribute set
has 11 attributes (See Fig. 3 left for an example): 9 Attributes describing the neighbor-
hood: {0-Live-Neighbors, ..., 8-Live-Neighbors}, one attribute describing current cell
state: Is-Alive, and one attribute describing the cell state in the next generation: Will-
Be-Alive(Target) (which is the target attribute in the reasoning process).

Attributes based on each neighbor state (Geometric): This modeling is not specific
for GoL, but is robust enough to be used with many diverse CA. The state of each
neighbor is specified individually, considering the Moore neighborhood. This attribute
set consists on 18 attributes (see Fig. 3, right): 16 Attributes specifying (geometrically)
whether each neighbor is alive or dead: {Top-Left-Alive, Top-Left-Dead, ..., Bottom-
Right-Alive, Bottom-Right-Dead} and the attributes Is-Alive and Will-Be-Alive(Target)
as in the above representation.

FCA Based Reasoning for CA. Once M = (O,A, I) is built (as above described),
the concept lattice (see Fig. 4, top) and SB, LGoL, are computed. In the case of N-
Neighbors representation, It matches Conway’s rules. This implicational basis (LGoL)
is the aforementioned KB. In Fig. 4 the meaning of a concrete rule (from the KB ob-
tained using the N-Neighbors representation) is explained. Note that the concept cell
that survives is extracted from the formal context. In fact, the following holds,

LGoL |= 2-live-Neighbors → (Is-Alive ↔ Will-Be-Alive(Target))
which gives some insights on live persistence in GoL.

Preliminary experiments showed that both representations described suffices for pre-
dicting GoL behavior. Using just one transition as KB, from time step N − 1 to N ,
it is possible to predict CA state in the time step N + 1 . SB using the Geometric
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Fig. 4. Concept lattice (N-Neighbors) showing rule 3 (top) of its SB (bottom)

representation has a considerably bigger size (more than 700 rules) than the SB using
the N-Neighbors representation (3 rules). For instance, the recognition of persistence or
oscillatory objects in GoL depends on FCA modeling and historic features of CA. For
example, to recognize that the blinker (Fig. 2, bottom right) is an oscillator with period
2, it suffices to prove the two facts shown in Fig. 2 (top right) with the production system
(Lj is the SB for the transition step j).

Soundness: The method on a bounded region of CA universe, depends on both the
attribute selection and the size of the region observed. In the case of CA in which φ
uses N-neighbors or Geometric attributes, φ induces a set of implications on attributes,
denoted by Sφ, defined as follows. For the sake of simplicity, only geometric attributes
are considered (the other case is similar). Let LN the set of configurations of the neigh-
borhood N on which φ takes the value Will-be-Alive and let DN its complement (on
which φ outputs Will-be-Dead). It is described by means of two formulas∨

C∈LN

C → Will-be-Alive, and
∨

E∈DN

E → Will-be-Dead

where each C,E is a conjuction. Let be Sφ = {C → Will-be-Alive : C ∈ LN }
and Nφ = {E → Will-be-Dead : E ∈ DN }. Note that Sφ characterizes φ, so it
can be considered as an equivalent characterization. In this case, the attribute Will-be-
Dead should be also considered in the representation. The soundness is stated as follows
(ahistoric CA, Moore neighborhood):

Theorem 2. Let be a CA specified by a function φ. For any nontrivial initial population
density δ (that is, 0 < δ < 1 being the probability for a cell to be alive) it has

lim
M

Prob(KM |= Sφ ∪ Nφ) = 1

where KM is the Stem Kernel Basis for the the first transition of the CA restricted to the
rectangle IM = (−M,M) × (−M,M) ⊂ Z2
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Table 1. Experiments. #P,#CTH and #runs are the number of intervals for P ,CTH and number
of runs resp. and SB average size for CTH = 1.0) and P = 1.0

CA modeling #P #CTH Nexec #runs SB average
N-Neighbors 100 100 50 500, 000 3.25
Geometric 50 50 7 17, 500 735.91

5 Cellular Automata with Probabilistic Features

The framework is extended to probabilistic CA’s for dealing with real world situations,
where rules are unknown and the information available comes from observations.

In the probabilistic CA, in each time step, P is the probability for each cell to behave
normally, and 1 − P the probability to behave randomly. Since SB do not consider any
rule exception, in order to deal with probabilistic CA (uncertain reasoning), it is more
appropriate to choose association rules. Thus the production system used in this case is
a bit different to the one mentioned before (it works like in [4]). As the confidence of
association rules measures the truth degree of the rules within the context, a confidence
threshold (CTH ) is selected to choose a rule subset as KB in the reasoning process.

5.1 Experiments

The goal of the experiments is to test the reliability of FCA-based reasoning for simu-
lating CA dynamics. To this aim, one experiment for each of the two representations of
CA is presented, in order to test the accuracy (measuring the error rate) of the reasoning
system for different values of CTH and P .

Some parameters should be selected to set up the experimentation environment. 1)
grid size (1000 cells). 2) Initial grid density (around 30% of alive cells1 ). 3) The tran-
sition used to build the KB (GenKB. From generation 1 to 2). 4) The generation to be
predicted by the reasoning system (Genquery . Generation 3). Finally, three dimensions
were considered in order to perform different experiments and explore the results: 1)
Confidence threshold CTH for the KB, 2) Probability P for the probabilistic GoL and
3) Number of cells the system could not predict properly (error rate). For each different
value of CTH and P the system is executed Nexec times in order to obtain the average
error rate in the prediction of the next state. Each execution is as follows:

1. CA grid is randomly initialized with a fixed initial density.
2. A first transition of the CA is simulated (with probability P ) to obtain GenKB .
3. A formal context M = (O,A, I) is built with the information of GenKB .
4. Extraction of association rules set, using the threshold CTH to obtain the KB
5. For each cell an attribute set with the description of its neighborhood state in the 2nd gen-

eration is computed. The system is executed on these attributes, to infer whether the cell will
be alive or dead in the 3rd generation, according to the selected criterion.

6. The error rate is measured.

1 We have selected this initial demographic density for probabilistic experiments because the
experiments showed long non-stable behaviors for most of P values.
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(a) N-Neighbors rep. (b) Geometric rep. (c) Correlation

Fig. 5. Experimental results ((a), (b)) and Correlation between CTH and P minimizing error rate
for N-Neighbors representation

5.2 Discussion/Results

Results of experiments are shown in Fig. 5 (plots a and b). As 1−P is the probability of
a random state change to occur in a cell, the error rate is expected to grow fast. When
P < 0.5, CA behavior tends to be chaotic and unpredictable.

It is interesting to observe how the uncertainty introduced by P is countered by
the confidence of association rules. The values of P and CTH are correlated in or-
der to minimize the error rate. Fig. 5 (a, b) shows how the confidence threshold CTH

decreases linearly with the probability P in order to minimize the error rate (recall
that randomness grows as P decreases). It is worth to note the case of N-Neighbors
where the points minimizing the error rate form an almost perfect line when P ≥ 0.1.
When P < 0.1 the behavior of the CA is fully random. Fig. 5 (plot c) shows for
each probability value P ≥ 0.1, the value of CTH minimizing the error rate. Also
the Pearson’s correlation coefficient for the same dataset is 0.863. This high correlation
between the probability (uncertainty) of the CA and the confidence threshold used to
select the rules set of the reasoning system shows system’s resistance against noise and
randomness.

Results show that geometric representation is less accurate (but acceptable). If we
think in the fast and frugal way [12], this will be the representation to be used with
any kind of CA based on the Moore neighborhood, as it is more robust when model-
ing any unknown problem. Finally, it is interesting to remark, that the huge difference
between both representations in the SB size (Table 1) will not suppose a big differ-
ence in computation time. The reasoning system works with logical implication be-
tween attributes, thus once the implication basis has been computed, the execution of
the reasoning system is quite light. Moreover, the Stem Basis is minimal, therefore
SB size will be similar in any experiment where the size of the considered grid is big
enough.
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6 Conclusions and Related Work

The methodology for short-term prediction of CS evolution, previously used in [4], al-
lows to outline the relationship between the system’s features (attributes) choice and
the complexity of the logical description of its evolution (by means of FCA). We have
selected as running example the well-know GoL system, but the methodology can be
applied to other more complex examples. In [4] it is shown how a sound attribute selec-
tion can make this prediction method better than classic learning systems. However, in
[4], the soundness of the method is justified only in experimental terms, due to the fact
that an information flow, external to the system, already exists. In the case of this work,
the CS under study has a closed environment (without external information flow). Thus
it has been shown that not only the method works, but also it correctness, in asymptotic
terms, can be demonstrated. This method constitutes an hybrid method due to the fact
that FCA does not consider non-deterministic reasoning.

With respect to FCA-like approaches for mining dynamics of systems, in [6] a notion
of (deterministic) association rule for ordered data is proposed, proving that the result
can be formally justified by using background knowledge, and FCA is applied on or-
dered contexts. Implications can be considered as a specialized Horn-like propositional
clauses. Therefore, logical machinery designed for Horn logic reasoning can enrich the
framework presented in this paper, particularly those which work with ordered data
[5,6]. This question is the aim of a future work.

With respect to CA field, the method produces logical representations of transitions
which may be related with λ parameter [13]. It could be useful to analyze the behavior
of Stem basis in probabilistic versions of CA [22,15]. A FCA-based formalization for
CA with memory can be a descriptional system on which validate specific conditions in
future formal methods to specify emergence in CA [21]. Moreover, FCA also provides
a strong relation between implications and the context. Classifications as that of given
in [14] can be an interesting starting point to extend FCA with asymptotic studies on
formal contexts which evolve. In [16] it is also shown a method for data mining of
CA transition rules focused on geographic applications. In [20] the authors use genetic
algorithms in the learning phase whilst we could offer a logical argument of the learning
of rules.

The probability δ for the initial population of experiments is a key parameter in order
to determine the evolution of the CA, thus the above mentioned limit strongly depends
on its value. A similar (although more specific) question is studied in [11], where the
existence of CA with fixed point configurations depending on initial density are con-
sidered. From the point of view of our paper, we could say that certain implicational
description of the world has the formal context associated to the current state as fixed
point. Entropy features of formal contexts should be considered, in order to relate FCA
representation with asymptotic behavior of CA [19], as well as to extract conceptual
structure in CA with similar behavior without human engineering [18].

Classical learning process does not provide a straightforward method to discover
new geometrical concepts, as FCA can do (identifying some formal concepts as the
FCA-based definition of stable colonies or gliders, by analyzing their extents) by ex-
panding attribute set and Moore neighborhood (even by using geometric -non isotropic-
attributes) as well as attributes with bounded temporal stamps [1].
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Abstract. A reference set is a set of data of network traffic whose form
and content allows detecting an event or a group of events. Realistic
and representative datasets based on real traffic can improve research
in the fields of intruders and anomaly detection. Creating reference sets
tackles a number of issues such as the collection and storage of large
volumes of data, the privacy of information and the relevance of collected
events. Moreover, rare events are hard to analyse among background
traffic and need specialist detection tools. One of the common problems
that can be detected in network traffic is spam. This paper presents
the methodology for creating a network traffic reference set for spam
detection. The methodology concerns the selection of significant features,
the collection and storage of data, the analysis of the collected data, the
enrichment of the data with additional events and the propagation of
the set. Moreover, a hybrid classifier that detects spam on relatively
high level is presented.

Keywords: Reference sets, Spam detection, Flow analysis, Anomaly
detection, Hybrid classifiers.

1 Introduction

A reference set is a set of data of network traffic whose form and content allows
detecting a chosen event or a group of events. Such set is a subset large enough
to allow an analysis of an event but significantly smaller than the source traf-
fic. Realistic and representative datasets can improve research into anomalies
detection, attack prevention, and botnet detection.

However, the creation of reference sets faces serious problems such as the
collection and storage of large volumes of data, the privacy respect, and the
relevance of collected events. Therefore, there is lack of useful reference sets [4].

Moreover, some events are rarely present in network traffic. Therefore, their
detection needs special analytic tools.
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Our work focuses on spam detection. It was proved that spam could be de-
tected on the base of TCP/IP features. Proposals of such solutions are given
in [10,12,11]. However, our aim is not only to detect spam but also to create a
complete solution that allows making reference sets from data collected in the
future.

This paper presents the methodology of network datasets. The methodology
concerns such aspects of the issue as the selection of significant features that
describe the observed events, data collection and storage, an analysis of the
collected data for the presence of the events, the enrichment of the data with
additional events, and the propagation of the set.

2 Reference Set Creation

The creation of a reference set consists of the following stages. The first stage
is the selection of parameters. The subset of parameters (m1, . . . ,mn) from a
wide domain of characteristics M is selected for observation (Section 2.1). Next,
values of the selected parameters are captured from real data. Based on the
captured values, features are calculated (Section 2.2). Finally, decision rules are
created. In this work, rules are defined by random forests and support vector
machines (Section 2.3).

Two additional conditions should be fulfilled. First, the set must contain suf-
ficient information about events (Section 2.4). Second, the set should be trans-
formed to a form that can be accepted by a diagnostic unit (Section 2.5).

In the following sections, all stages are presented on the example of a reference
set that contains spam.

2.1 Features Selection

For significant feature detection, it is necessary to define the range of collected
data. As a source of features, a set of low-level features described in [9] may be
used. The proposed set contains such simple features as a package length, TCP
window size, or TLL. Based on the features, a number of statistics such as count,
minimum, maximum, and average are calculated.

To perform an analysis, two distinguishable sets are necessary. The first set
contains the analysed events and the second consists of the rest of network traffic.
Both sets are described by a subset of low-level features. Feature selection creates
a subset of features that discriminate events from the background traffic.

The selection is realised by a decision tree. In the tree creation process, the
Gini coefficient is calculated and used as the measure of discrimination ability
for selected features [1].

The tree creates a set of rules that can be used for approximate separation of
events from background traffic. However, such a classifier may be insufficient for
complex tasks.

In the case of spam, flow–level parameters {m} selected by Z̆ádńık [12] as a sub-
set of the set {M} defined in [9] are the base for features selection. The features
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Table 1. The most significant features describing spam

Significance Name Description Statistic Subject

100,0 slas Average length of package having the ACK flag Average ACK
99,5 spl Average package length Average Package
91,0 slps Average length of package having the PUSH flag Average PSH
90,5 maxpl Maximum package length Maximum Package
84,0 maxtw Maximum TCP window size Maximum Window
82,5 spps Count of packages having the PUSH flag Count PSH
73,0 stw Average TCP window size Average Window
68,0 mintw Minimum TCP window size Minimum Window
67,5 maxttl Maximum TTL Maximum TTL
67,0 sp Packages count Count Package
66,5 minttl Minimum TTL Minimum TTL
66,5 sttl Average TTL Average TTL

were calculated for flows collected by Z̆ádńık and Michlovský [12]. The authors
collected data from the SMTP server hosting mailboxes of the Liberouter1 project
group. The data set contains over 58 thousand records described by 64 features and
divided into several classes. Among all classes, two describe spam. The first class
dnsbl contains flows from IP address mentioned on DNS black lists2. The second
class y spam consists of flows that were successfully received and marked as spam
by SpamAssassin3. In this paper, both classes are considered as a single class spam.

The same features set was used in a new set of NetFlow records that was
collected at Warsaw University of Technology. The set originates from the mail
server Alpha and consists of NetFlow records described by the same collection
of features as the Z̆ádńık’s set. The data was collected over one working week.
More than 42 thousand NetFlow records were collected. Among them 589 were
labelled as spam.

It was proved that the set of 64 features proposed by Z̆ádńık contain unnec-
essary features and the dimension of the classification task can be reduced [5].
Therefore, additional features selection is necessary.

For both sets, the discrimination rules that separate spam from the rest of
the traffic were created. This task was done using a C&RT tree [2].

The accuracy of both classifiers was about 97 percent. However, the tree struc-
tures were different. Therefore, various features were selected as the most sig-
nificant. The final features set should not be based only on the features selected
as major by both classifiers because such set would be very limited. Instead, the
set can be extended by the features selected by only one classifier.

The most significant features are presented in Table 1. Information about the
direction of traffic is skipped. It is assumed that the mentioned features should
be calculated for both directions. That gives 24 features.

1 http://liberouter.org/
2 http://cbl/abuseat/org/
3 http://spamassassin.apache.org/

http://liberouter.org/
http://cbl/abuseat/org/
http://spamassassin.apache.org/
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2.2 Flow Collection

Two approaches seem to be interesting from the perspective of multi-gigabit
stream analysis: packet header analysis and flow analysis. Both of them do not
utilise the information contained in payload. This fact is very important for
data volume reduction and privacy. Additionally, a hash function can be used
to obfuscate the IP addresses and guarantee privacy. In some cases, data does
not need to be stored. A good example is the statistical detection of DDoS
(Distributed Denial of Service) attacks [8] and the solutions developed on FPGA
(Field Programmable Gate Array) cards [7].

The packet header analysis is focused on packet headers. The flow analysis
is focused on sets of header determined by the source and destination IP, the
source and destination port, timestamps, etc. depending on the parameters used
to define the flow. The flow analysis enables more compact data reduction. IPFIX
(IP Flow Information Export) and NetFlow are standards. The equivalent given
by Juniper is named J-flow.

Many aspects of network traffic can be described using NetFlow v9 [6]. This
protocol allows the users to define their own fields. NetFlow records from PCAP
frames can be calculated by nProbe that collects traffic data and emits NetFlow
v9 flows towards a specified collector [3] .

The size of collected flows is less than that of complete frames or even just
headers. However, even for a very short period, the collection of data from a
BRAS (Broadband Remote Access Server) creates multigigabit files. Therefore,
only a limited subset of the traffic can be analysed. There are two approaches
to creating the subset. In the first approach, the subset is a cross section of
the traffic. In this case, a random pool of clients IP addresses is selected and
observed. The pool must maintain typical proportion between various types of
clients (business, individual). In the second approach, the subset is a probe of
typical environment where events occur. Such environment can be defined by
some protocol and ports. The approaches can be combined.

Filtering rules for IP pool as well as for a protocol and ports can be described
and applied during the collection process in the form of Berkeley Packet Filter,
which is supported by nProbe.

Capture NetFlow Records. NetFlows were collected by nProbe4. This tool
allows user to define a template of a NetFlow record. In the case of spam, the
following template that contains elements mentioned in Table 2 was used.

The traffic was filtered using the BPC Berkeley Packet Filter rule that limits
the collected data to the mail traffic:

(tcp and (dst port 25 or 465 or 587) or (src port 25 or 465 or 587))

These restrictions limit the collected traffic to the typical spam environment.
As the result, 176446 records were created. The total size of records was 17.5

MB. The limitation of the size is significant. For comparison, files that consist
of PCAP frames without payload and include, after conversion into NetFlows,
406 STMP records achieve the size of 4.6 GB.
4 http://www.ntop.org/products/nprobe/

http://www.ntop.org/products/nprobe/
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Table 2. Description of NetFlow parameters

Parameter Description

IPV 4 SRC ADDR IPv4 source address
L4 SRC PORT IPv4 source port
IPV 4 DST ADDR IPv4 destination address
L4 DST PORT IPv4 destination port
IN BY TES Incoming flow bytes
IN PKTS Incoming flow packets
PROTOCOL IP protocol
TCP FLAGS Cumulative of all flow TCP flags
LAST SWITCHED SysUptime (msec) of the last flow pkt
FIRST SWITCHED SysUptime (msec) of the first flow pkt
OUT BY TES Outgoing flow bytes
OUT PKTS Outgoing flow packets
LONGEST FLOW PKT Longest packet (bytes) of the flow
SHORTEST FLOW PKT Shortest packet (bytes) of the flow
OOORDER IN PKTS Number of out of order TCP flow packets (from source)
OOORDER OUT PKTS Number of out of order TCP flow packets (from destination)
ICMP TY PE ICMP type
IN SRC MAC Source MAC Address

Features Calculation. The collected records, described in Table 2, should be
rewritten to achieve a form similar to the set of the most important features
that is presented in 1. The transformation is described in Table 3.

In the computation description, C notation is used. The operator ? means if
statement where preceding condition determines the returned value. If the con-
dition is true, the value on the left side of the colon is returned. If the condition
is false, the value on the right side of the colon is returned. The operator %
denotes the modulo operation.

The created set of features consists of simple statistics calculated for package
length and binary information about flags presence.

2.3 Probe Analysis

The probe collected from the whole traffic should be checked for the presence
of the analysed events. This task can be done by a classifier trained to use a
learning set. However, such classifier has a tendency to detect events described
by the learning set while events from the probe may have different characteristics.
Therefore, an ensemble of various classifiers trained on different data is a much
better solution.

Each classifier from the ensemble recognises three classes: an event, back-
ground traffic and other. The last class contains all border cases. The classes
are labelled by 1, -1, and 0 respectively. The classifier Ci that returns a decision
yi is described by two coefficients. The first one, si is the accuracy of discrimi-
nation between the events and the background. The second one, ci is a confidence
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Table 3. Computation of features from NetFlow parameters

Feature Computation

Count of packages from source IN PKTS
Average length of package from source IN BY TES/IN PKTS
Count of packages from destination OUT PKTS
Average length of package from destination OUT BY TES/OUT PKTS
Minimum length of package SHORTEST FLOW PKT
Maximum length of package LONGEST FLOW PKT
Appearance of Urgent flag TCP FLAGS%64 ≥ 32?1 : 0
Appearance of Acknowledgement flag TCP FLAGS%32 ≥ 16?1 : 0
Appearance of Push flag TCP FLAGS%16 ≥ 8?1 : 0
Appearance of Reset flag TCP FLAGS%8 ≥ 4?1 : 0
Appearance of Synchronisation flag TCP FLAGS%4 ≥ 2?1 : 0
Appearance of Fin flag TCP FLAGS%2 ≥ 1?1 : 0

level calculated as a percent of decisions from the outside of the other class
calculated as:

ci =

∑
X |yi|
|X | , (1)

where X is the learning set, and yi is a decision of the classifier.
The final classification decision is the sign of a weighted sum given by the

formula:

y = sgn
n∑

i=1

si∑n
j=1 sj

ci∑n
j=1 cj

yi, (2)

where n is the number of classifiers in the ensemble.
Two classifiers were used to separate the traffic into three classes: spam, back-

ground traffic and others. The first one was support vector machine (SVM). The
second one was a random forest. Both techniques were trained on records from
the Z̆ádńık’s set and Alpha separately. That gives four classifiers. Details about
the accuracy and the number of false positives for spam are given in Table 4. For
comparison, results obtained from the whole set of Z̆ádńık’s features calculated
for PCAP headers as well as results achieved from NetFlows features presented
in Table 3 are given.

The result shows that classifiers based on NetFlow records are at least as good
as those created from PCAP headers. There is no significant difference between
both classification techniques used.

The probe collected from BRAS was analysed by an ensemble of three best
classifiers. The group detected 834 spam records among 175515 background
records. Additionally, eight others records were found. The ensemble was ex-
panded by an additional classifier, eliminating the ’others’ group and resulting
in the detection of one more spam record.
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Table 4. Comparison of classifiers

Classifier Set Accuracy False positive
PCAP NetFlow PCAP NetFlow

Random forests Alpha 0.994 0.993 0.001 0.002

Z̆ádńık 0.982 0.979 0.189 0.214
SVM Alpha 0.990 0.990 0.002 0.003

Z̆ádńık 0.848 0.939 0.057 0.063

The analysis shows the observed event: spam is almost imperceptible in the
probe. If the probe were to be used as a reference set spam contamination should
be added.

2.4 Probe Enrichment

If the number of records in the probe describing the analysed event is scarce, a
new record should be added. The new records can come from learning sets or be
generated on the base of existing records.

Contamination from outside sources assumes that the sources have the same
set of features as the probe. If flows concern different pairs of sources and desti-
nations, where the source and the destination is defined by the IP number and
port, then a new set of flows can be simply concatenated with the probe. Other-
wise, features should be recalculated. It is assumed that all features are simple
statistics such as count, minimum, maximum, and average.

Contaminations may be also generated without outside influences using a
genetic algorithm. Flows are described as sets of discrete and continuous features.
For two randomly selected flows, a new pair of flows is created. Each new flow
has discrete features of one parent. The continuous features are calculated as
averages of parents’ values.

Created Reference Sets. Apart from the collected probe, two additional refer-
ence sets were created. In both sets, the number of spam records was increased
by 19 thousand. That gives about 10 percent of spam in the analysed probe,
whereas in the original set it was about 0.5 percent.

The first set was created by adding records from an outside set. The records
came from a different source and thus could be added by simple concatenation.
The contamination changed the characteristic of spam in a significant degree.

The contamination of the second set was generated by the genetic algorithm.
New records were generated on the base of the existing ones and the character-
istic of spam has changed minimally.

The influence of both methods on spam characteristic is given in Fig. 1 where
original averages of continuous features are presented alongside the values from
the extended sets.



Reference Data Sets for Spam Detection: Creation, Analysis, Propagation 219

(a) (b)

(c) (d)

Fig. 1. Analysis of continuous features. Medians are marked with squares, boxes con-
tain 50 percent of cases, and observations outside of the whiskers are outliers. Observa-
tions marked with stars are extremes. BRAS: Original spam; Z10: Original spam plus
spam from the outside set; G10: Original spam plus spam generated by the genetic
algorithm.

The most significant difference between the sets is on maxpl (Fig. 1(d)). The
outside set has definitely different characteristic than the rest of sets. A similar
situation occurs for the spl feature (Fig. 1(b)). Differences for the sp feature
cannot be observed (Fig. 1(a)). An effect opposite to the intended occurs for
the minpl feature where spam generated by the genetic algorithm has different
characteristic but in this case, all records are positioned near the minimal size
of TCP header (Fig. 1(c)).

2.5 Reference Set Propagation

The most important disadvantage of collecting data in the form of a NetFlow
record is the problem of the reference set propagation. Diagnostic units accept
input in the form of PCAP frames. The set consisting of NetFlow records must
be converted into PCAP frames.
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A single PCAP frame can be created by a packet infector such as nemesis5.
However, a record from the set is an equivalent of a sequence of PCAP fames
that fulfil statistic conditions such as the minimum, the maximum, the average
and the count for a selected feature. The whole sequence can be created when
two frames are created to fulfil the minimum MIN and the maximum MAX
criteria and the rest of frames have a value of the feature calculated as the
average modified by extremes.

In the discussed case, spam is defined by count and size of packages and the
flags used. Therefore, it is enough to create two packages of the size SHORT-
EST FLOW and LONGEST FLOW respectively and the size of the rest of pack-
ages should be calculated as:

SIZE =
IN BY TES − LONGEST FLOW − SHORTEST FLOW

IN PKTS − 2
. (3)

Where IN PKTS − 2 is a number of packages generated in the given size.
Finally, desired flags should be set.

3 Conclusions

This paper presents the methodology concerning several aspects of reference sets
creation. The data was captured in the form of NetFlow records that contain
features selected in the analysis based on a decision tree. The probe collected
from the whole traffic should be checked for the presence of the analysed events.
If necessary, the probe is enriched with additional records. The type of contam-
ination created by the added records depends on the planned experiments. An
outside set may be used when it described analysed events. If the probe contains
the main aim of the research then a genetic algorithm should be used instead.
The created set consists of NetFlow records. This form results in a significant re-
duction of size but cannot be used to test network devices. Therefore, a method
is proposed that creates network traffic from NetFlow records.

The proposed methodology was used to create various reference sets for spam
analysis. The collected traffic comes from a BRAS and was enriched by an outside
set as well as by generated records. Various techniques were compared to present
their suitability in different applications.

The presented process can be used to create reference sets for different events
such as DDoS attacks, a netbots activity, or damage manifestations. The method
can create new sets with relevant and current data with genetic operator created
events that are a projection of the changes in the analysed data.

The proposed method has several significant advantages. First, only headers
of messages are analysed. Therefore, a privacy of users is guaranteed. Second,
the detection algorithm analyses only twelve simple features and results in 99
percent accuracy. Finally, the solution was verified on real data.

5 http://nemesis.sourceforge.net/

http://nemesis.sourceforge.net/
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The created solution was used to detect spam among real data collected by an
Internet service provider. Records from 64088 unique IP addresses were captured.
Among the addresses, 359 have sent at least one record labelled spam. The
significant part of them (46 percent) came from seven sources. Therefore, the
described method allows an operator to detect sources of spam among typical
network traffic.
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Abstract. In our living, we often have a sense of being tired due to a
mental or physical work, plus a feeling of performance degradation even
in the accomplishment of simple tasks. However, these mental states are
often not consciously felt or are ignored, an attitude that may result in
human failures, errors and even in the occurrence of health problems or
on a decrease in the quality of life. States of fatigue may be detected with
a close monitoring of some indicators, such as productivity, performance
or even the health states. In this work it is proposed a model and a
prototype to detect and monitor fatigue based on some of these items.
We focus specifically on mental fatigue, a key factor in an individual’s
performance. With this approach we aim to develop leisure and work
context-aware environments that may improve the quality of life and the
individual performance of any human being.

Keywords: Mental Fatigue, Monitoring, Fatigue Detection, Behavioral
Biometric.

1 Introduction

Fatigue is regarded as one of the main causes of human error. Many times its
symptoms are ignored, as well as its importance for a good mental and physical
condition, elementary for human performance and health [1,2]. The activity of
driving a vehicle is a good example of the importance of fatigue in our activities
or tasks, in which small errors can often and easily have a significant impact
on human lives. This is even more significant in high-risk jobs such as aviation,
transportation, aerospace, military or medicine, in which individuals routinely
operate complex systems with a high degree of responsibility [2,3]. The study of
this topic is thus decisive as the continuous disregard of the effects of fatigue,
seen frequently as normal consequences of our busy lifestyle, may end and up
affecting one‘s quality of life, health or even lost of life.

Fatigue is however a very subjective concept and difficult to define from a
scientific point of view. It may be seen as a combination of symptoms that include
loss in performance (e.g. attention loss, slow reaction to a particular event, or

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 222–231, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



Monitoring Mental Fatigue 223

low performance in tasks to which the individual has the necessary skills), and
subjective feelings of drowsiness and tiredness. From an abstract point of view,
fatigue may be seen as two-dimensional, namely mental and physical. Despite
the frequent inter-dependence of these two dimensions, they may be addressed
independently [2].

In this work it is detailed a monitoring system for mental fatigue. It intends
to detect different mental fatigue states of an individual in a non-invasive and
transparent way. The system will analyze a set of features that stem from the
individual’s use of the computer, namely from the mouse and the keyboard.
The system goes through a prior learning phase in which the behavior of an
individual while using the computer without fatigue is studied. Later, it classifies
its level of mental fatigue by quantifying changes in the individual’s behavior.
This approach will open the door to the development of better and intelligent
working environments, that may be aware of their users’ mental states and take
actions towards the improvement of quality of life and their performance on tasks
in which they are engaged.

2 Mental Fatigue Detection

Fatigue is a non-specific symptom. It may be estimated or detected from multi-
ple sources, including the profile of the individual (e.g. age, gender, professional
occupation, consumption of alcohol or drugs), performance and precision indica-
tors (e.g. mouse click/movement precision or tasks delivered), or attention span
(e.g. time spent on a particular task versus the time spent in other non-related
tasks) [4].

The user’s profile provides valuable information with respect to the potential
level of fatigue [5]. It can be seen as a predicted base level of fatigue in the sense
that it establishes a baseline, according to the lifestyle of the individual. These
aspects have been thoroughly studied, mostly by psychologists, and encompass:

– Age - Defines de mental age of the individual. It is crucial to understand the
expected cognitive abilities of the individual, which may have a tendency to
degrade over time.

– Gender - The mental states are different between men and women.
– Professional occupation - Important to understand possible causes of

mental fatigue, or to foil false states, since many occupations are intrinsically
more tiresome or exhausting than others.

– Consumption of alcohol and drugs - The use of certain substances for
short or prolonged periods of time may cause dependencies and other effects
that lead to a state of mental fatigue.

Mental performance is generally seen as the combination of the speed and
success/accuracy of an individual when carrying out a task. It is improved when
the individual has plain use of his cognitive skills and decreased when these skills
are somehow impaired or diminished [6]. Cognitive skills may include:
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– Memory - The use of our memory includes all the processes related to
encoding, storage and retrieval of information in our brain. Memory loss
and loss of performance in accessing memory is clearly linked to mental
fatigue, besides the factor of deteriorating with age.

– Reaction time - The reaction time is the timespan between the occurrence
of a stimulus and the response of our body or mind. Responses may vary
from a thought or a change in the mental state to a physical movement or an
alteration in our physiology. Independently of the nature of the stimulus and
the response, slow reaction times are usually associated with mental fatigue.

– Concentration - Concentration is the cognitive process of selectively focus-
ing on one aspect of the environment while ignoring the others. The loss of
concentration may be caused by external factors and may sometimes even be
desirable (e.g. a sudden potentially hazardous event that must be analyzed
before continuing with a given task). However, we frequently loose interest
or focus in our tasks, at a rate that increases with the increase of the mental
fatigue.

– Accuracy and precision - Accuracy and precision may be seen as the
achievement of results that are within the expected quality and timeframe
for a given individual, given his cognitive and physical skills. It also represents
the absence of unexpected errors. This is among the factors that are more
easily observable and measured while, at the same time, closely related to
fatigue.

Mental fatigue is also affected by a number of other external factors. They
may or may not be directly related to the individual’s sphere, thus adding to
the complexity of their comprehension and study [5,7]:

– Mood - The mood of the individual may influence decisively his/her the
mental state, with a particular effect on his/her motivation to work. Al-
though tired, the individual may overcome (even if only temporarily) the
effects of fatigue with a positive mood and motivation.

– Stress - Stress may be defined as the set of responses of the individual’s
mind or body to external stimuli, allowing the individual to adapt to the
dynamic requirements of the environment. These processes of adaptation,
however, require an additional effort from the brain which, when prolonged
over long or intense periods of time, will result in mental fatigue.

– Sleepiness - Sleepiness is often mistaken for mental fatigue or generalized
as such. The difference exists and must be pointed out. However, the mistake
is understandable since sleepiness is a symptom that is strongly connected
to mental fatigue: it is one of the ways our brain uses to tell us that he is
running out of resources. It often results in a general loss of the individual
vitality.

2.1 Indicators of Mental Fatigue

The study of mental fatigue, including its causes and symptoms, is traditionally
supported by self-reporting mechanisms (generally questionnaires) or, more re-
cently, through the use of physiological sensors. The first approach, related to
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Psychology, has a certain number of disadvantages: (1) people often lie or hide
truths in questionnaires; (2) people are afraid or unwilling to answer correctly;
(3) people frequently have wrong and subjective perceptions of their symptoms;
(4) questionnaires are often hard to define correctly, with inaccurate questions
or answers. The second approach, followed by Medicine, has the advantage of
being more accurate. However, this has its price on the invasive and intrusive
nature of the physiological sensors used, which may even influence the variables
of the study[8,9].

In order to study fatigue we are thus following an approach already validated
in the study of stress [10,11]: analyzing changes in the behavior of the user while
within a given technologically empowered environment, in a non-intrusive and
non-invasive way. This results in an environment that may adjust, in real-time,
to significant changes in its context, with context being defined by the level of
fatigue of the individuals.

The detection and classification of fatigue will be based on the collection of
data about behavioral biometrics, specifically keystroke and mouse dynamics. A
simple logger application was developed that acquires information about each
mouse and keyboard action (e.g. mouse button down, mouse button up, key
down, key up, mouse movement, among others), with the detail needed to gen-
erate the features pointed out below. Following this approach it is possible to
collect data that will allow to discover behavioral patterns of interaction with
the keyboard and mouse, in a non-intrusive and dynamic way. Particularly, the
following features are considered:

– Keydown Time - time spent between the key down and the key up events;
– Errors per Key Pressed - number of times the backspace key is pressed,

versus the keys pressed;
– Mouse Velocity - velocity at which the cursor travels;
– Mouse Acceleration - acceleration of the mouse at a given time;
– Time between Keys - time spent between each two keys pressed;
– Total Excess of Distance - excess of distance travelled by the pointer

when considering two consecutive clicks;
– Average Excess of Distance - average of the distance excess travelled by

the pointer when considering two consecutive clicks;
– Double Click Speed - speed of the double click;
– Number of Double Clicks - number of double clicks in a time frame;
– Distance While Clicking - distance travelled by the mouse while dragging

objects;
– Signed Sum of Angles - how much the pointer "turned" left or right

during its travel;
– Absolute Sum of Angles - how much the pointer "turned" during its

travel, in absolute terms;
– Sum of Distances between Path and Straight Line - considering two

consecutive clicks, it measures the distance between all the points of the
path travelled by the mouse, and the closest point in a straight line (that
represents the shortest path) between the coordinates of the two clicks;
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– Average Distance between Path and Straight Line - the same as
above, but provides an average value of the distance to the straight line; and

– Time between Clicks - time spent between each two clicks.

3 The Mental Fatigue Monitoring Framework

As seen in section 2, indicators of mental fatigue are defined by a set of metrics. In
order to have a positive and optimized effect on the lives of its users, a framework
for fatigue monitoring based on these metrics must perform classification and
decision-making in real-time.

The architecture of the proposed framework includes not only the sheer ac-
quisition and classification of the data, but also a presentation tier that will
support the human-based or autonomous decision-making mechanisms that are
now being implemented. It is a layered architecture. The first layer is the Data
acquisition one. It is responsible for capturing information describing the be-
havioral patterns of the user, receiving data from events fired from the use of
the mouse and the keyword. Therefore, this layer encodes each event with the
corresponding necessary information (e.g. timestamp, coordinates, type of click,
key pressed).

The second layer is the Data processing. In this layer the data received from
the Data acquisition layer is processed and transformed in order to be evaluated
according to the metrics presented. One of the most important tasks of this layer
is to filter outlier values that would have a negative effect on the analysis (e.g.
a key pressed for more than a certain amount of time).

The next layer is the Classification layer. This layer is responsible for in-
terpreting data from the mental fatigue indicators and to build the meta data
that will support decision-making. To do it, this layer uses the machine learning
mechanisms detailed below.

After the classification, the Data access layer, is responsible for providing
access to - and persisting all the information generated by - the lower layer. We
are not only interested in allowing access to the data in real-time but also to
persist the historic of the user as well as his/her profile, to allow analyses within
longer time frames.

Finally, the Presentation layer includes the mechanisms to build intuitive
and visual representations of the mental states of the users, abstracting from
the complexity of the data level where they are positioned.

3.1 Classifying Fatigue

The classification of the mental state of a user is achieved through the use of
the k-Nearest Neighbor algorithm (k-NN). It is a method of classification based
on closest training examples in the feature space. The data used to train the
model used by the k-NN algorithm was collected in an experiment performed
with students of the University of Minho, as described in section 4. From the
available features, only the ones showing the most statistical significance were
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selected: Mouse Acceleration, Mouse Velocity, Keydown Time, Time between
keys, and Error per key.

A different classifier is trained for each feature in order to get the level of
fatigue due to each one. This is of significant importance since there are periods
of time during which the framework only accesses a limited set of features (e.g.
the user may not use the keyboard for a certain period of time). Thus, each
feature is classified independently, assigning a binary value to each of its inputs,
marking it as fatigued or not fatigued.

Afterwards, a weighted sum is computed involving all the features with avail-
able data. The weights of the features for the overall computation of the level
of fatigue are given by the significance of the feature, computed during the sta-
tistical analysis of the data at hand, as described in section 4. This means that
features that have been significantly affected by fatigue will have a larger con-
tribution to the computed value than the ones that were hardly affected during
the experiment. This weighted sum constitutes a fusion of the different features,
resulting in the actual level of fatigue for a user. Using training data for a specific
individual, when available, makes the fatigue detection model personalized, thus
more accurate.

The prototype of the presentation layer (Figure 1) uses a set of emoticons to
depict the state of each user in an intuitive way that is easy to understand. For
more detail it is also possible to access a more detailed interface, which shows
not only the overall state of fatigue of the user (in a binary form as fatigued or
not fatigued) but also the level of fatigue, which actually represents the weighted
sum of the features.

Fig. 1. The presentation layer of the monitoring system detailing the level of fatigue
of an individual in part of the afternoon
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4 Analysis of Results

Twenty participants took part on the experiment in order to collect data to train
the fatigue detection module. In this experiment participants needed only have
an application running that recorded all their interactions with the keyboard and
the mouse. It did not interfere with their usage patterns nor needed the partic-
ipants to perform additional or different activities. The participants (seventeen
males and three females) were mostly volunteer students from our institution,
aged eighteen to fifty. All these individuals were familiar with the technological
devices used and the interaction with them was not an obstacle.

The collection of the data took place in two moments, for each user: the first
at the beginning of the day, where participants are fully rested and in a normal
mental state and the second at the end of the day. The two collection moments
took place on the same day. It is also important to mention that the collection
of data took place during the exam season and that the participants spent the
day studying, with the support of a computer.

4.1 Statistical Data Analysis

To determine to which extent each feature considered is or is not influenced
by mental fatigue, the data collected in the first phase (without fatigue) is com-
pared with the data collected in the second phase (with expected mental fatigue).
Given that most of the distributions of the data collected are not normal, the
Mann-Whitney test is used to perform the analysis. This test is a non-parametric
statistical hypothesis test for assessing whether one of two samples of indepen-
dent observations tends to have larger values than the other. The null hypothesis
is thus: H0 = the medians of the two distributions are equal. For each two dis-
tributions compared, the test returns a p-value, with a small p-value suggesting
that it is unlikely that H0 is true. Thus, for every Mann-Whitney test whose
p − value < α, the difference is considered to be statistically significant, i.e.,
H0 is rejected, with α = 0.05. The data analysis was performed using Wolfram
Mathematica, Version 8.0.

A significant difference between the collected data in the two phases means
that the feature is effectively influenced by mental fatigue for this specific indi-
vidual. Statistically significant differences were observed in the features Keydown
Time, Errors per Key Pressed, Time Between Keys, Mouse Velocity and Mouse
Acceleration, hence only these are used for building the model.

For each feature and for each of the two moments of data collection, the
average and median values were analyzed in order to determine the trend of the
value, i.e., we wanted to answer the question "does it tend to decrease or to
increase under fatigue?". Table 1 summarizes these observations.

The results obtained lead us to conclude that all the features have a signifi-
cantly marked trend, either increasing or decreasing. The only exception to this
is the feature Time between Clicks, which increased to half of the participants
and decreased to the other half.
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Fig. 2. Histograms and Box Plots comparing the data of the two distributions for the
feature Keydown Time of a specific volunteer: fatigued individuals tend to write
slower

Fig. 3. Histograms and Box Plots comparing the distributions of the data collected in
the two moments for the feature Mouse Velocity of a volunteer: fatigued individuals
move the mouse slower.

After the statistical analysis performed, one may claim that it is indeed possi-
ble to detect mental fatigue through the handling of keyboard and mouse usage
data. It also proves, once more, that the presence of mental fatigue is accompa-
nied by a loss of performance and an increase in errors, and that this loss may
be measured using non-invasive tools. This loss of performance and increase in
the number of errors are consequences of decreased cognitive skills, which are
caused by the increasing level of fatigue being measured during the day’s work.
The decrease in the cognitive skills is evidenced by general patterns of slower
mouse (mouse acceleration and velocity) and keyboard (Keydown Time, Time
between keys) interactions, as well as by an increasing number of errors (Error
per key).
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Table 1. Results of the statistical analysis of the data for the 20 participants. Only
the features that have shown significant differences are included. The "trend" column
depicts the percentage of participants that have a given trend. For example, the mean
value of the velocity of the mouse decreases for 90% of the students, when fatigued

Metric Normal Fatigued Trend p-value
Keydown Time Mean: 79.827 87. 119 Increases in 100% 0.7 ∗ 10−4

Median: 77.601 81.502 Increases in 60%
Time between keys Mean: 469. 193 1040.26 Increases in 100% 1.23 ∗ 10−144

Median: 215.75 386.55 Increases in 90%
Mouse Acceleration Mean: 0.4238 0.3829 Decreases in 90% 3.01 ∗ 10−11

Median: 0.2202 0.2010 Decreases in 100%
Mouse Velocity Mean: 0.5002 0.4401 Decreases in 90% 5.03 ∗ 10−15

Median: 0.2680 0.2537 Decreases in 100%
Time between Clicks Mean: 3081.35 3257.61 Increases in 50% 5.8 ∗ 10−4

Median: 1733.30 1863. 15 Increases in 50%
Error per key Mean: 7.643 9.002 Increases in 90% 2 ∗ 10−2

Median: 7.444 8.598 Increases in 90%

5 Conclusion

In this paper it is presented an approach to classify the level of mental fatigue of
the individuals using a computer, by analyzing their interaction patterns, specif-
ically the aspects related to the use of the mouse and the keyboard. The most
noteworthy aspects of the work presented is that it details a non-invasive, non-
intrusive and transparent approach to solve the problem. Existing approaches
are either based on questionnaires or on physiological sensors, both with disad-
vantages of their own. The approach presented is based on the analysis of the
user’s behaviour.

The results obtained prove not only the effect of fatigue on the user’s perfor-
mance throughout the day but also that it is possible to measure and classify
these effects, in real time. However, some issues are still open. Specifically we are
now working on the identification of the user from the interaction patterns. This
will allow to determine if the data being used to classify fatigue actually belongs
to the expected user or if the data or parts of it may belong to another user
that might have been using the computer. This input will be used to improve
the accuracy of the classification.

This work opens the door to the development of leisure and working environ-
ments that are aware of their user’s level of fatigue, and may, therefore, provide
decision-support systems that will improve their working performance and their
quality of life.
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Abstract. Data mining techniques represent a useful tool to cope with
privacy problems. In this work an association rule mining algorithm
adapted to the privacy context is developed. The algorithm produces
association rules with a certain structure (the premise set is a subset of
the public features of a released table while the consequent is the feature
to protect). These rules are then used to reveal and explain relationships
from data affected by some kind of anonymization process and thus, to
detect threats.

Keywords: disclosure control, association rules, data privacy, anonymity.

1 Introduction

The huge increase in digital data has led to emerge some concerns about data
privacy, especially nowadays because WWW makes easy linking information
about individuals obtained from different sources. It is easy to access to micro-
data (data that are not summarized by some statistics) which are generally
organized in tables whose attributes can (i) lead to identities, such as address,
name, social security number, and (ii) release sensitive information, such as
diseases and income, such those regarding census, medical issues, finance and
others. In particular those attributes that are directly linked to identity are
know as identifiers, whilst other attributes related at some extent to identity
potentially able to identify an individual are known as quasi-identifiers.

In this environment data mining techniques are becoming extremely impor-
tant to infer hidden information from data collections by providing patterns or
existing models in data collections. The work presented in this paper tries to take
advantage of association rules to study the possible threats in a given anony-
mous table. Firstly, an association rule based algorithm is developed to obtain
a rule base where the antecedent set is a subset (possibly the whole set) of the
quasi-identifier set while the consequent of each rule is the sensitive variable.
After that, we will study the robustness of an anonymous table against attacks
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performed via this rule base. We will also study the conditions a rule must sat-
isfy to be helpful in revealing information in a data set. It is worth to note that,
differently form l-diversity and k-anonimity which are aimed at describing over-
all properties of released table, the proposed algorithm is aimed at describing
single relationships between data, and thus to reveal leaks in the anonimization
scheme.

The rest of the paper is organised as follows. Section 2 presents basic concepts
in Data Privacy as well as the main metrics used to obtain an anonymous table.
Section 3 shows some existing works in the context of data mining in privacy.
Section 4 describes the RuleMiner algorithm. Finally, Section 5 shows an initial
example of the procedure and Section 6 draws the conclussions and our future
plans.

2 Privacy by Means of Metrics

Different metrics for measuring the level of privacy guaranteed by Statistical
Disclosure Control (SDC) have been proposed over the time. They study the
need for protection centred on limiting the ability to link released information to
other external data. That limitation is controlled by identifying all attributes in
the private information that could be used for linking with external information
to uniquely identify individuals in the population. Such attribute set is named
quasi-identifier.

Among them, in [15] and [17] is defined k-anonymity with respect to a quasi-
identifier as the property that makes each record of a released table indistin-
guishable with at least k−1 other records. Therefore, k-anonymity requires that
each equivalence class contains at least k records. This property assures that if
the released data satisfies k-anonymity with respect to a quasi-identifier, then
the combination of the released data an the external sources on which the quasi-
identifier is based, cannot link on the quasi-identifier or a subset of its attributes
to match fewer than k records. Machanavajjhala et al. propose l-diversity [14]
for providing privacy when the data publisher does not know what kind of in-
formation manages the attacker. Thus, l-diversity requires that the distribution
of a sensitive attribute in each equivalence class has at least l values.

However l-diversity is limited in its assumption of adversarial knowledge. To
avoid this lack, t-closeness [11] formalizes the idea of global background knowl-
edge by requiring that the distribution of a sensitive attribute in any equivalence
class is close to the distribution of the attribute in the overall table. This effec-
tively limits the amount of individual-specific information an observer can learn.

Other approaches try to prevent range disclosure, i.e., when an attacker is able
to link an individual not to a specific sensitive value, but to a set of values that
collectively disclose some sensible information [13]. In this sense, fuzzy set theory
provides a natural framework to analyze data generalization and to identify
threats to privacy (see [5,4]). Since generalization is about grouping elements
in classes, and membership cannot be sharply defined, a class of elements can
be regarded as fuzzy set. Privacy is preserved and disclosure protected, if the
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anonymization scheme chosen is able to mix sensitive data in such a way to
make them indistinguishable at different level of generalization. Other existing
approaches to prevent range disclosure are explained in [12] or [10].

Previous measures and some other more as p-sensitiveness [16] drive data
anonymization with respect to same aspect, but all of them share the common
idea that having more records within a group associable to an entity enforce
privacy protection.

3 Privacy as a Data Mining Problem

The relationship between data mining (DM) and statistical disclosure control
(SDC) has been firstly outlined in [6]. The problem in attribute disclosure is
basically to find an inferential path from released attributes to sensitive infor-
mation, revealing personal information about individuals to whom information
refers. Therefore, privacy protection in data mining is becoming a bottleneck
nowadays.

DM [8] searches for the relationships that exist in large databases, but hidden
due to the large amount of data. DM models the behavior of a given variable
in terms of the others, finding non-trivial relationships among the attributes
involved [9]. These relationships may provide valuable knowledge regarding the
individuals the data are related to. As rule mining is aimed at reconstructing
the hidden linkage of given patterns between attributes, it is able to put into
evidence that if some knowledge is discovered by intruders, this can be used to
break privacy protections. In this sense, DM may infer relationships that can
lead to sensitive information disclosure.

The problem of mining association rules have been widely investigated in liter-
ature, and several search algorithms have been proposed. Among them, the most
prominent is Apriori [7]. This algorithm and its variants perform an exhaustive
search of rules with high support and confidence. Association rules algorithm
have been used to discover threats in some previous works as [2,3] .

If in data mining it is enough to infer models from training data sets in order
to overcome data distortion, in SDC we are interested in models able to reveal
and explain relationships in presence of data distortion, as generally introduced
by the anonymization process. Indeed some information, although hidden or
even removed, could be still linked to identities at some extent considering a
lower level of data granularity, at which different point-wise information are
assimilated. This problem has been raised in [11].

4 SRM Algorithm

As it can be seen in Section 2, to limit the risk of releasing sensitive information to
an acceptable level the data are made anonymous by removing explicit references
to identity and by replacing the other attribute values related to identity with
values less specific but semantically consistent. This leads to group records with
the same quasi-identifier values into equivalence classes. In an equivalence class,
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individuals are supposed to be indistinguishable. But the equivalence classes
could leak information due to lack of diversity in the sensitive attribute. Even
more, sometimes the anonymous released table is not protected against attacks
based on background knowledge [14]. In this section we introduce the concept of
sensitive rules, as special case of the more general association rules, and we out-
line the Senstive Rule Miner (SRM) algorithm as an efficient means to discover
them.

4.1 Basic Concepts

Let D be a dataset whose schema is made by attributes A1, . . . , An. An associ-
ation rule describes co-occurrence of values. Formally speaking, an association
rule is defined as a relation of the form X −→ Y , where X and Y are subsets of
pairs Ai = vij with vij is one of the possible values assumed by the attributed
Ai. We assume X ∩ Y = ∅.

The support (supp) of X −→ Y represents the fraction of tuples in D assumes
values expressed by X , while the sonfidence (conf) measures how often values
expressed by Y co-occur with values expressed by X . Formally,

conf(X −→ Y ) =
supp(X ∪ Y )

supp(X)
(1)

In other terms, the support provides a measure of how often a combination of
values is presented, while confidence how often the association between values
occur.

The problem of mining association rules is to generate all association rules that
have support and confidence greater than the user-specified minimum support
(called minsup) and minimum confidence (called minconf) respectively. The
most standard algorithm to cope with this problem is Apriori. For a detailed
description, authors refer to [1].

By contrast, in the context of Privacy Preserving in a database, we look for
rules to discover threats and thus, a rule covering just one transaction could
be important if the information about one individual is revealed. Therefore, a
straightforward application of any rule mining algorithm is not useful to cope
with the problem of studying disclosure control problem.

This work presents an association rule algorithm supported by Apriori algo-
rithm but adapted to the privacy preserving problem. The main differences with
regard to other existing approaches are listed below. The algorithm looks for
rules with

– a high confidence, but not necessarily a high support, because any possible
thread is interesting to discover, even if it allows us to discover just one
transaction.

– a certain structure. Any association rule algorithm (for example Apriori)
looks for association rules among the variables in large databases. However
it is not relevant the variable distribution along the antecedent and the
consequent. By contrast, we are interested to discover associations between
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quasi-identitfier values P to sensitive information Q. We call rules with this
structure P → Q, sensitive rules.

– a minimal structure. Given two rules P1 −→ Q and P2 −→ Q, if P1 ⊂ P2,
the rule P1 −→ Q is preferred.

As a consequence, if T = {t1, t2, . . . , tm} is the set of features, P = {tσ(1), . . . ,
tσ(n)} with n < m and σ() a permutation function is the quasi-identifier, instead
of exploring the power set of T , we explore the power set of P as the consequent
of the rules is fixed.

Suppose we have an anonymized data set whose quasiidentifier is composed
by three variables, X1, X2, X3. Suppose that the possible values for X1 are a and
b, r, s, t for X2 and u for X3. Figure 1 shows the lattice of the quasi-identifier,
i.e., the lattice of the premises.

Fig. 1. Lattice of possible rule premises

4.2 The Algorithm

The algorithm presented here mines sensitive rules over a given confidence and
support traversing level-wise the premise lattice from the bottom to the top (i.e.,
starting from the shortest itemset to the largest).

Algorithm 1 shows the procedure to obtain the sensitive rules. Given a lower
bound for the support (ts) of the premise set and the confidence of an association
rule (tc), the algorithm searches for rules with a minimal structure. To do that,
for any combination of sensitive values (Q), the confidence (cU in Algorithm 1)
of any rule P −→ Q with |P | = 1 is computed. If cU is over tc and the part of
the lattice containing the premise P is not further studied (because we look for
minimal rules).

This process is then iterated over the unseen premise sets with cardinality
2. The process halts when the set of possible premises is empty. Note that the
candidate set of premises with cardinality n is dynamically built from the premise
sets with cardinality n− 1 and also depends on the k-anonymity and l-diversity
of the table. In fact, note that given any rule P −→ Q, its confidence is bounded
by k and l as follows
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conf(P −→ Q) =
supp(P ∪ Q)

supp(P )
≤ supp(P ∪ Q)

k
(2)

because by definition of k− anonymity if P represents the whole quasiidenti-
fier, supp(P ) = k, otherwise supp(P ) ≥ k. Besides, the number of coocurrences
of any pair P,Q in a k-anonymous, l-diverse table is at most k− l + 1, therefore

conf(P −→ Q) =
supp(P ∪Q)

supp(P )
≤ k − l + 1

supp(P )
(3)

Since supp(P ) ≥ k ∀P , from Eq.(2) and Eq.(3), we get

conf(P −→ Q) =
supp(P ∪Q)

supp(P )
≤ k − l + 1

k
(4)

Note that if some feature in the data set is numeric, a discretization of values
will be required before starting the process, because SRM algorithm only works
with nominal attributes, but this is out of our scope in this work.

Let’s mine the lattice of premises shown in Figure 1 according to the Algorithm
1. Figure 2 shows the thresholds for confidence (tc) and support (ts). Note that
the confidence is not a monotonic function, but according to absorption rule it
is possible to find a convex region. On the other side, the support of sets over ts
line in Figure 2 is below the threshold ts. Therefore we are interested in mining
rules whose premises are within ts and tc lines.

Suppose the sensitive value is q. As the algorithm follows a bottom-up ap-
proach, the first premises it studies are {a, b, r, s, t, u}. As supp(a) ≥ ts, the rule
a −→ q is considered.

As conf(a −→ q) ≥ tc, a −→ q is proposed as association rule and any rule
P −→ q with a ∈ P is discarded. Now {b} is studied. Again as supp(b) ≥ ts, the
rule b −→ q is also considered. As conf(b −→ q) ≥ tc, b −→ q is proposed as
association rule and any rule P −→ q with b ∈ P is discarded.

This process is then repeated for all single premises. According to Figure 2, if
the premise r is evaluated, as conf(r −→ q) < tc, the rule is not added to the rule
base (even with supp(r) ≥ ts). As confidence is not monotonic, the algorithm
explores the premises containing r but not a and b (because the rules a −→ q
and b −→ q are already added to the rule base). Following this procedure, the
complete rule base is obtained.

5 Running Example

Finally, we show with a small example, how the system identifies possible threats.
Table tab:anonymity shows an example of a 3-anonymised data. The quasi-
identifier is composed by the variables ZIP Code and Age while the sensitive
value is Disease.

We studied the algorithm behaviour at different levels of confidence, ranging
from 0 to 1 with 0.1 steps. When the algorithm looks for rules with low confidence
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Algorithm 1. SRM Algorithm

Input: D, dataset
Input: ts, minimum support
Input: tc, minimum confidence
Output: R, the set of rules P → Q.

{Step 1: Init}
1: A1, . . . , Ap ← quasi-identifier attributes of D
2: B1, . . . , Bq ← sensitive attributes of D
3: U ← all sensitive values in B1, . . . , Bq

4: V ← all quasi-identifier values in A1, . . . , Ap

5: Z ← ∅, vetoed values in V
6: k ← anonymity of D
7: l ← diversity of D

{Step 2: Search}
8: F ← V
9: E ← ∅
10: UP ← U ∀P ∈ F
11: repeat
12: for all P ∈ F do
13: s ← support of P
14: if s ≥ ts then
15: for all Q ∈ UP do
16: cU ← confidence of P → Q,Q ∈ UP

17: if cU ≥ tc then
18: add P → Q to R
19: Z ← Z ∪ P
20: end if
21: end for
22: U ′

P ← {Q ∈ U|cu < tc}
23: else
24: U ′

P ← UP

25: end if
26: if U ′

P 
= ∅ and min( k−l+1
supp(P )

, supp(PQ)
k

) ≥ tc ∃Q ∈ U ′
P then

27: SP ← {S ⊃ P |S ∩ Z = ∅}
28: US = U ′

P ∀S ∈ SP

29: E ← E ∪ SP

30: end if
31: end for
32: F ← E
33: E ← ∅
34: until F is empty



Threating Privacy by Association Rules 239

Fig. 2. Example of algorithm applied to consequence q

Table 1. Anonymization induced by 3-anonymity

ZIP Code Age Salary Disease

1 476** 2* 3K gastric ulcer
2 476** 2* 4K gastritis
3 476** 2* 5K stomach cancer

4 479** [40, 55) 6K gastritis
5 479** [40, 55) 11K flu
6 479** [40, 55) 8K bronchitis

7 476** 3* 7K bronchitis
8 476** 3* 9K pneumonia
9 476** 3* 10K stomach cancer

10 479** ≥ 55 9K heart attack
11 479** ≥ 55 9K heart attack
12 479** ≥ 55 10K angina pectoris

(0.2), it finds many rules basically describing the information contained in the
released table.

IF ZIP CODE(476**) THEN DISEASE (stomach cancer)
IF ZIP CODE(476**) THEN DISEASE (heart attack)
IF AGE(2*) THEN DISEASE (gastric ulcer OR gastritis OR stomach cancer)
IF AGE([40-55)) THEN DISEASE (gastritis OR flu OR bronchitis)
IF AGE(3*) THEN DISEASE (bronchitis OR pneumonia OR stomach cancer)
IF AGE(≥ 55) THEN DISEASE (heart attack OR angina pectoris)

If the minimum confidence is increased (ranging from 0.3 to 0.6), we just ob-
tain the rule IF AGE(≥ 55) THEN DISEASE (heart attack) and for confidences
over 0.6 we don’t obtain any rule. This is according to the fact that table has
2 − diversity and 3 − anonimity, so that upper bound to confidence is

k − l + 1

k
=

2

3
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6 Conclusions and Future Work

This work proposes SRM, an association rule based algorithm to discover threats
in anonymous data bases, by discovering those rules able to link quasi-identifiers
to sensitive values. It is worth to note that, differently form l-diversity and k-
anonimity which are aimed at describing overall properties of released table,
SRM is aimed at describing single relationships between data, and thus to re-
veal leaks in the anonimization scheme. So, it becomes complementary to usual
approaches based on metrics. Among the future challenges, we plan to compare
these results to the obtained when an anonymous table is attacked by the rule
base provided by some well known classification methods. In addition, in a near
future, the algorithm will be adapted to work with continuous variables.
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pp. 106–115. IEEE (2007)



Threating Privacy by Association Rules 241

12. Loukides, G., Shao, J.: Capturing data usefulness and privacy protection in k-
anonymisation. In: Proceedings of the 2007 ACM Symposium on Applied Com-
puting, SAC 2007, pp. 370–374. ACM, New York (2007)

13. Loukides, G., Shao, J.: Preventing range disclosure in k-anonymised data. Expert
Syst. Appl. 38(4), 4559–4574 (2011)

14. Machanavajjhala, A., Kifer, D., Gehrke, J., Venkitasubramaniam, M.: L-diversity:
Privacy beyond k-anonymity. ACM Trans. Knowl. Discov. Data 1(1) (March 2007)

15. Samarati, P.: Protecting respondents’ identities in microdata release. IEEE Trans-
actions on Knowledge and Data Engineering 13, 1010–1027 (2001)

16. Sun, X., Wang, H., Li, J., Ross, D.: Achieving p-sensitive k-anonymity via anatomy.
In: Proceedings of the 2009 IEEE International Conference on e-Business Engineer-
ing, pp. 199–205. IEEE Computer Society, Washington, DC (2009)

17. Sweeney, L.: k-anonymity: a model for protecting privacy. International Journal on
Uncertainty, Fuzziness and Knowledge-based Systems 10(5), 557–570 (2002)



An Evidential and Context-Aware

Recommendation Strategy to Enhance
Interactions with Smart Spaces
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Abstract. This work describes a novel strategy implementing a context-
aware recommendation system. It has been conceived to offer an intel-
ligent selection of micro-services used to orchestrate networks of smart
objects taking into account users’ needs and preferences. The recommen-
dation offering dynamically evolves depending on users’ micro-service
management patterns and users’ context. The complete system has been
designed within Dempster-Shafer evidential theory framework, ensuring
uncertainty support both at context acquisition and at recommendation
configuration level.

Keywords: Dempster-Shafer evidential theory, context-aware services,
recommendation systems, smart spaces, smart objects.

1 Introduction

The concept of smart space is becoming popular to describe intelligent envi-
ronments able to satisfy their inhabitant needs. In brief, smart spaces can be
considered as a set of coordinated smart objects coexisting in the same environ-
ment. Our previous works (e.g., [1]) address smart objects coordination in an
environment where (i) smart objects are able to publish their capabilities and
(ii) users may configure cooperative smart object behaviours. These behaviours
are constructed and evaluated from the user’s personal mobile device in the form
of Event-Condition-Action (ECA) rules (e.g., ’IF I’m approaching home AND
no one is there THEN turn the heater on’). This smart object orchestration
approach empowers the user to configure his/her personal set of ECA rules, en-
abling the emergence of a ’shared behaviours market’. This proposal faces several
challenges, some of them related to the delivery of a satisfactory user experience.
In particular, in a near future, smart spaces may be densely populated by a great
number of smart objects, each of them offering several capabilities and with dif-
ferent ways of combining them. This potential environment may overwhelm the
user when trying to personalize a smart space and encourages the appearance
of new techniques to filter the available information and adapt it to the user’s
particular needs.

Thus, this paper proposes a context-based information filtering mechanism to
enhance interactions with smart spaces. It specifically proposes a novel strategy
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for recommending already developed behaviours (i.e., ECA rules) used to or-
chestrate networks of smart objects. Dempster-Shafer evidential theory (DSET
from now on) capabilities for handling uncertainty and ignorance are exploited
in order (i) to model user context acquisition process, (ii) to map user context
and behaviours to recommend and (iii) to quantify behaviours usage patterns.
A contextual update strategy is also proposed in order to dynamically adapt the
recommendation offering according how the users consume those behaviours.

Section 2 reviews the relation between DSET and context-aware recommen-
dation systems. An overview of DSET and how it can be exploited for recom-
mendation purposes is the focus of Section 3. The recommendation mechanism
is deeply described in Section 4 . Section 5 focuses on the contextual update
of the recommendation. Finally, Section 6 analyses some preliminary validation
tests and Section 7 offers some conclusions and anticipates future works.

2 Related Research

Regarding the techniques for supporting recommendation, and beyond the clas-
sical differences between content-based and collaborative recommenders, the rel-
atively new field of context-aware recommender systems is deeply covered in [2],
where several techniques are mentioned for implementing model-based recom-
mendations, i.e., predictive models for calculating the probability with which
the user chooses a certain type of item in a given context (e.g., support vector
machines or Bayesian classifiers). As a generalization of the Bayesian probabil-
ity theory, DSET extends uncertainty support, e.g., by explicitly representing
ignorance in the absence of information, by offering a simple mechanism for ev-
idence propagation or by a limited reliance on training data [3][4]. However, it
is difficult to find in the literature references to systems implementing DSET
mechanisms for supporting recommendations. It is necessary to search within
the decision making area in order to find researches implementing DSET-based
intelligent selections mechanisms. Most of them are based on payoff matrices,
built by experts, linking several states of nature to different alternatives and
where the knowledge of the state of nature is captured in terms of a belief mass
function (a DSET concept explained in Section 3.1) [5]. Based on this idea, our
work also proposes to model the quantification of the relation between that state
of nature (context in our case) and the alternatives (e.g., items to recommend)
adopting the concept of evidential mappings: an extension of the DSET where
belief mass functions are used to represent uncertain relationships [6]. Evidential
mappings have been used for location and activity estimation (e.g., [3][4]) but,
as far as we are concerned, no research has been conducted in order to exploit
this technique for recommendation purposes.

3 Motivation: Enhancing Smart Space Personalization

Fig. 1 outlines a generic smart space to be personalized by means of the definition
of ECA rules working on the capabilities offered by the sensors integrated into
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different smart objects. The user is able to deal with different kinds of entities
in his/her daily life: physical objects (smart or not), services (real or virtual)
and other people. Beyond dynamic context information acquired from sensors,
semi-static information about the user is also available in the form of a personal
profile.

Fig. 1. Evidential recommendation service overview

Both, the information acquired from sensors and that stored in the personal
profile are inputs of a recommendation system aiming at making a context-
based selection of already developed ECA rules used to personalize the smart
space (let denote these set of rules as ’resources’). The recommendation process
involves two different phases: (i) a contextual pre-filtering mechanism (Fig. 1.a;
not covered in this paper) implementing an intelligent selection of the resources
to take part in (ii) a multidimensional recommender in charge of making a
contextual prioritization of resources (Fig. 1.b). The relation between the user
context and the resources to recommend is dynamically built and constantly
updated taking into account the context of the users when manipulating (create,
execute, share, delete, (de)activate, download or modify) the resources (Fig. 1.c).

Basically, the proposed system has to deal with uncertain information when
handling the information acquired from sensors (inherently uncertain entities
with some reliability associated [7]) and when defining the relation between
context and resources to recommend (which an expert may not be unequivocally
certain about). Thus, the recommendation system has been built following a
DSET approach, whose capabilities for handling uncertainty and ignorance are
next detailed.

3.1 Dempster-Shafer Evidential Theory

DSET was originally developed from Dempster’s research and later completed
by Shafer [8]. It offers a mathematical method for handling subjective beliefs
(evidences) over a set of hypotheses Ω = {h1, h2, . . . , hN}, called frame of dis-
cernment, that has to be exhaustive and with mutually exclusive elements.

Uncertainty assignation is performed in DSET by means of a belief mass
function m(·). This distribution can assign evidence to any combination of
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elements in Ω, i.e., m : 2Ω → [0, 1]. It should also satisfy that m(∅) = 0 and∑
∀Ai|Ai∈2Ω

m(Ai) = 1.

m(A), with A ∈ 2Ω, represents the proportion of all relevant and available
evidence that supports the claim that the hypothesis A is true, offering no in-
formation about the evidence assigned to any subset of A. Evidence assigned to
singletons constitutes more precise knowledge than evidence assigned to other
subsets of Ω.

A belief mass function m(·) on the frame of discernment Ω generates two other
set functions also defined on 2Ω: belief Bel(·) and plausibility Pls(·). Bel(·),
defined as Bel : 2Ω → [0, 1], is a measure of the (total) evidence certainly
assigned to a hypothesis (e.g., A). It represents our confidence that A or any
subset of A is true: Bel(A) =

∑
∀Bi|Bi⊆A m(Bi). Pls(·) is also defined as Pls :

2Ω → [0, 1]. It is a measure of the evidence that could be possibly assigned
to A, that is, evidence assigned to any hypothesis consistent with A (i.e., any
hypotheses not contradicting A): Pls(A) =

∑
∀Bi|A∩Bi �=∅ m(Bi). Some authors

(not everyone) interpret Bel(·) and Pls(·) functions as a kind of lower and upper
bounds of a probability function (in fact, the interval between these two functions
is known as belief interval [Bel(·), P ls(·)]).

DSET also provides a method to combine the measures of evidence from
independent sources: the Dempster’s rule of combination [9]:

(m1 ⊗ m2)(A) =

∑
∀B,C|B∩C=A

m1(B) · m2(C)

1 − ∑
∀B,C|B∩C=∅

m1(B) ·m2(C)
(1)

3.2 Evidential Mappings

Elements of different frames of discernment can be related through an evidential
mapping, i.e., a causal link among elements of two frames in the form of mass
functions. An evidential mapping Γ ∗ from frame ΩE (representing known evi-
dences) to frame ΩH (representing hypothesis to calculate) is called a Complete
Evidential Mapping (CEM) if it assigns to each subset of ΩE a set of ’subset-mass
pairs’ from ΩH (i.e., Γ ∗(Ei) = {(H1, g(Ei → H1)) , . . . , (HM , g(Ei → HM ))}). A
deep analysis regarding evidential mappings can be found in [6]. Then, a piece
of evidence on ΩE can be propagated to ΩH through an evidential mapping as
follows:

mH(Hj) =
M∑
j=1

mE(Ei) · g(Ei → Hj) (2)

Next Section explores how evidential mappings are exploited in order to sup-
port sensor-based context acquisition and contextual recommendation.
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4 Recommendation Service Description

4.1 Sensors Evidential Modelling

In general, sensors are to be modelled by means of ΓS
i CEM. It relates the

evidences ΩSi a sensor offers over a context variable and the real status of that
variable ΩV i (index i identifies each sensor). In this work sensors are considered
to be evidential, i.e., they estimate reality in the form of a belief mass function
mSi(·), that can be used in (2), together with ΓS

i , in order to calculate mV i(·).
Example 1. Table 1.a exemplifies a CEM modelling the estimates obtained from
a location system with 3 possible symbolic locations {a, b, c}. For instance, ΓS

loc

states that ’if the location sensor estimates that the user is located at ”c”, then
the user is actually located at ”b” or ”c” with an evidence of 0.1 and ...’. It is
worth noting that this sensor modelling includes ignorance modelling at evidence
level in the form of the belief mass assigned to combinations of the singletons
within ΩSi .

Table 1. Example of CEMs modelling (a) a location sensor and (b) a context-resource
recommendation

4.2 Evidential Decision Making

Context-Resource Evidential Mapping. An evidential decision making pro-
cess, aiming at offering a context-prioritized list of resources, is also built from
another set of CEMs (ΓR

i ). In this case, the evidential mapping links each context
variable ΩV i modelled according a belief mass function obtained from the above
mentioned sensor modelling process (mV i) with a common frame of discernment
ΩR = {r1, r2, ..., rN} representing resources to recommend.

Once again, (2) can be used in order to calculate mRi(·), i.e., the partial belief
mass function representing evidences regarding how to prioritize the resources
taking only into account the context provided by mV i(·).
Example 2. Table 1.b shows ΓR

loc, the CEM representing the relation between
the possible locations of a user (ΩV loc) and the resources to be prioritized (only 3
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resources are considered in this example: {r1, r2, r3}). For instance, it states
that ’if the user is located at ”c”, then the resources ”r1” or ”r2” should be
recommended with an evidence of 0.6 and ...’. This example also covers ignorance
modelling at mapping level, this time in the form of evidence assigned to g(Ei →
ΩR)∀i mappings.

Evidential Fusion. At this point, partial information on how to distribute the
resource recommendation taking into account different types of context (i.e., the
complete set of partial mRi(·) belief assignment functions) is aggregated using
Dempster’s rule of combination (1) obtaining mR∗(·).
Evidential Prioritization Strategy. mR∗(·) can be considered as a score
rating the suitability of each resource (or set of resources) taking into account
the complete set of available context. Remembering the definition of belief mass
function from Section 3.1, it has to be noted that the complete suitability as-
signed to a resource, e.g., ri, is not included just in mR∗({ri}), but also (par-
tially) in the belief mass assigned to other subsets of ΩR, e.g., in mR∗({ri, rj}),
mR∗({ri, rj , rk}), etc. Bel(·) and Pls(·) functions provide complementary ap-
proaches for calculating the complete resource recommendation suitability in
the form of a belief interval [BelR∗(·), P lsR∗(·)].

Although other techniques do exist, resource recommendation has been devel-
oped in this work applying a Minimax Regret Approach (MRA) [10] to the set
of belief intervals describing each resource. MRA assures optimality in a worst
case scenario, being able to detect the resource that minimizes the maximum
difference of expected evidence among the complete set of resources (3)(4).

q(ri) = max
∀j �=i

[PlsR∗(rj)] − BelR∗(ri) (3)

Q(ΩR) = arg
∀i

min [q(ri)] (4)

The iterative algorithm in Fig. 2 exploits (3) and (4) in order to obtain an
ordered ranking of resources. QR∗ vector, initially empty, represents the ordered
list of resources to be calculated. The algorithm iteratively applies MRA (3)(4) to
Θ. Although Θ is initially composed by the complete set of resources (Θ = ΩR),
the most suitable resource calculated Q(Θ) is removed from Θ at each iteration
in order to apply MRA only to the rest of resources and then iteratively calculate
the recommendation order.

5 Evidential Mapping Contextual Update

Besides acquiring user context for recommendation purposes, sensor data can
be used to quantify user’s patterns in resource management. This resource man-
agement information can be exploited in order to dynamically update CEMs
modelling context-resource mappings ΓR

i , being then able to offer recommenda-
tions correlated with the real manipulation of resources.
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Fig. 2. Belief interval based recommendation algorithm

ΓR
i update is dynamically computed taking into account single user’s resources

management. Then, the particular behaviour of individual users regarding re-
source management (and his/her particular context) is used to update the global
recommendation used for every user (ΓR

i ). Information regarding resource man-
agement operations is also modelled as evidential information obtained from
in-device sensors installed in the user mobile device.

Matrix Mi
jk stores evidential information on how user ui manages resource rj

at a specific moment. Individual resource management is modelled by assigning
evidences over the frame of discernment covering the complete set of management
operations ΩL = {l1, ..., lL} (k index in Mi

jk is used to reference each element in

2ΩL), so
∑

∀k M
i
jk = 1. Each time Mi

jk is modified (i.e., each time a particular
user manipulates in any sense a resource) user context would be also stored in
Sijk matrix. Sijk assigns evidences over ΩV j , i.e., evidences supporting the fact

that context variable V j is in state sk for user ui (
∑

∀k S
i
jk = 1).

Then, in order to contextualize resources management, the joint (i.e., mul-
tidimensional) belief mass function Ui

jkmn is constructed using (5), assigning

evidences over the product frame ΩUm = ΩL ×ΩV m . Ui
jkmn represents a way of

quantifying how a particular management operation k ∈ 2ΩL over a resource rj
is distributed among the different states sn of different context variables V m for
a given user ui (with

∑
∀k,n U

i
jkmn = 1). Finally, resource management informa-

tion, stored in different Ui
jkmn matrices (one per user), is aggregated using (6),

also verifying that
∑

∀k,n U
T
jkmn = 1.

U
i
jkmn = M

i
jk · Simn (5)

U
T
jkmn =

1

NU

∑
∀i

U
i
jkmn (6)



A Recommendation Strategy to Enhance Interactions with Smart Spaces 249

ΓR
i dynamic update is performed applying the corresponding update factor

αijk to each of its elements each time UT
jkmn is modified , i.e., gΓR

i
(j → k) =

αijk + g′
ΓR
i

(j → k), where g′
ΓR
i

(j → k) represents the value assigned to each

element in ΓR
i before recommendation update. αijk is obtained from UT

jkmn by
means of (7).

αijk =

|2ΩL |−1∑
m=1

xm·UT
kmij (7)

xm in (7) are integer values (positives or negatives) associated to each element
in 2ΩL ; they are used to quantify to which extend each kind of resource manip-
ulation should make gΓR

i
(j → k) evolve from its previous value g′

ΓR
i

(j → k).

Thus, (7) aggregates the effect of different management operations in the rec-
ommendation into a single value (αijk). It is easy to see that αijk > 0 leads to
increasing gΓR

i
(j → k), αijk < 0 results in decreasing it and no update in the

recommendation is obtained for αijk = 0.

6 Recommendation Update: Tests and Evaluations

In order to check the contextual update of the recommendation, a simulation
scenario has been built. It is composed of 10 users able to perform 2 different
management operations (l2 = {download} and l3 = {delete}) over a set of 3
resources (i.e., 3 different ECA rules configuring each of them some kind of
behaviour for the smart space). The recommendation is updated taking into
account 2 context variables representing 7 symbolic locations and 4 temporal
parts of the day (morning, afternoon, evening and night) respectively.

Starting from a random recommendation (ΓR
i ; ∀i) and contextual usage ma-

trix (Ui
jkmn; ∀i), users perform different management operations over several

resources each Δt; all these operations are performed in the same context in
order to test how the recommendation evolves (see Fig. 3’s configuration table
for simulation details).

Fig. 3.b depicts a scenario where users tend to perform operation l2 =
{download} over resource r3. It verifies that, for the particular context of ’being
located in roomA’, this resource increases its recommendation (i.e., gΓR

loc
(A →

r3)) as x2 > 0. The new mass assigned to r3 recommendation leads to pro-
portionally decrease the mass assigned to non-singletons values in ΩR. A zoom
is also presented in order to highlight Δt and context-dependent variable αijk .
Equivalently, Fig. 3.c represents an intensive use of operation l3 = {delete} over
r1. As this operation has associated a negative impact on the recommendation
(x3 < 0), then the recommendation score associated to r1 is decreased. In this
case this decrement is compensated by increasing total ignorance (ΩR). Fig.
3.d represents other operation-resource pair as defined in Fig. 3’s configuration
table. No operations are held in Fig. 3.a and Fig. 3.e.
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Fig. 3. Recommendation update simulation configuration details and graph

7 Conclusions and Future Works

This paper describes a novel strategy implementing context-aware recommenda-
tions of micro-services for smart spaces personalization. Both, the phase designed
to calculate micro-services priority and the one in charge of updating the recom-
mendation according user’s micro-service management patterns are supported
by DSET in order to ensure uncertainty support at different levels. Simulation
tests have been executed in order to functionally validate the strategy.

Some future works are already planned for enhancing the recommendation
process. For example, in this work just instantaneous events are considered as
possible management operations to be applied to the resources and we are al-
ready working on also being able to deal with other types of operations involving
temporal durations. Besides, recommendation update for a particular manage-
ment operation is quantitatively equal for any kind of context, but future ex-
tensions may consider context-dependant update factors (i.e., making xm in (7)
contextual). In a more abstract perspective it can be argue that neither context
nor resources to recommend are in this work related; hierarchically modelling
these entities (using semantic technologies, for instance) may lead to improve-
ments in the recommendation [2] (e.g., instead of recommending single resources,
it could be possible to recommend types of resources). Furthermore, the system
presented may be considered user-context-driven in the sense that only the con-
text of the user is the one able to modify the recommendation, but resources
also have their own context (e.g., expiration date) and then new functions for
modifying the recommendation may appear based on this fact. Another issue
to enhance in the update recommendation process is related to the fact that it
always leads in decrementing belief mass associated to combination of resources
(except for total ignorance ΩR; see r1r2, r1r3 and r2r3 in Fig. 3) and only a
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system administrator may change this tendency. Based on the idea of Shafer’s
partition technique [6], we are already working in a new definition of Mi

jk in
order to let the system change this kind of uncertainty automatically.

Finally, we are also planning to deploy this recommendation service in a real
scenario. In this sense, it would be interesting to apply it to solve other recom-
mendation problems within the smart space domain (e.g., for supporting intel-
ligent selection of interfaces).
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Abstract. The development of intelligent environments requires handling of da-
ta perceived from users, received from environments and gathered from objects. 
Such data is often used to implement machine learning tasks in order to predict 
actions or to anticipate needs and wills, as well as to provide additional context 
in applications. Thus, it is often needed to perform operations upon collected 
data, such as pre-processing, information fusion of sensor data, and manage 
models from machine learning. These machine learning models may have  
impact on the performance of platforms and systems used to obtain intelligent 
environments. In this paper, it is addressed the issue of the development of 
middleware for intelligent systems, using techniques from information fusion 
and machine learning that provide context awareness and reduce the impact of 
information acquisition on both storage and energy efficiency. This discussion 
is presented in the context of PHESS, a project to ensure energetic sustainabili-
ty, based on intelligent agents and multi-agent systems, where these techniques 
are applied. 

Keywords: Information Fusion, Machine Learning, Intelligent Environments, 
Context Awareness. 

1 Introduction 

Ubiquitous spaces are a common research field nowadays, mostly due to the increase 
in sensors installed on environments and the technological opportunity it presents. 
This, coupled with the recent surge of ubiquitous devices and applications, has led to 
the opportunity to create budget-friendly intelligent environments with different ob-
jectives, ranging from energy efficiency, sustainability and user comfort [1], [2], ac-
quiring user context, assisted living and automate tasks [3], [4]. Such environments 
are able to monitor users, objects and the environment itself, generating rich sets of 
data, upon which may be used to make decisions and perform optimizations. 

In a wide range of practical applications, information is obtained not only from 
processing data acquired through sensors in a ubiquitous environment, but also from 
information and knowledge shared across environments, such as mathematical mod-
els, profiling and machine learning models. Contexts can be created by fusing data 
from sensors and other sources of information. Such concept is designated as informa-
tion fusion and is used for tasks that involve gathering information from different 
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sources, using it to improve its quality, accuracy or derive new information [5]. An 
example of this approach can be found in the Sensor 9K testbed [6] where data about 
humidity, temperature, air velocity, among others, is used to derive human thermal 
sensation. Such sets of data, information and knowledge can be used as context to 
help identify profile and optimize solutions and may be accessed directly through 
sensor data, middleware or context servers [7].  

Considering a system designed to save energy, from a sustainable perspective [8], 
it entails a delicate equilibrium due to the fact that any effort made in order to gather 
knowledge incurs in energy expenditure and, thus, this expenditure needs to be signif-
icantly lower than the saving obtained with the information gathered. In terms of  
research methodology, this is usually called the observer dilemma, where the observa-
tion, by itself, introduces changes to the actual state of the system. In energetic terms, 
observing energy consumption and computing energy saving measures increases con-
sumption, thus changing the problem in the process, creating an overhead that needs 
to be mitigated by the end solution.  

Hybrid structures and planning are often means to reduce the impact of certain so-
lution upon the global objective. One strategy to tackle this problem is to use shared 
data between different systems to their benefit. However, this solution needs to gene-
ralize assumptions about environments and thus reduce optimization opportunities in 
specialized environments. Some approaches use only user awareness by using moni-
toring sensors that transmit current data about consumption and aggregation systems. 
Other hybrid approaches use both generalizations with some contextual specializa-
tions in order to introduce some context to the solutions represented. 

With information fusion, context awareness and machine learning models, it is pro-
posed a set of strategies aiming to reduce energy and storage expenditure, reduce side 
effects from this workflow while maintaining accuracy and context-aware capabilities. 
Such strategies were used in the PHESS project, currently being developed with the aim 
to bring energy efficiency, comfort and sustainability to intelligent environments. 

1.1 Information Fusion 

Information fusion compromises the use of heterogeneous and homogenous data and 
information sources. There is some confusion with the terminology as some authors 
use the terms sensor fusion, data fusion and information fusion with the same mean-
ing [8]. Nevertheless, it is commonly accepted that sensor fusion is a subdomain of 
information and data fusion as it only considers the use of data from sensors. With 
these theories it is possible to maintain and update information, enrich data creating 
new content, improving quality and providing more accurate contexts. Information 
fusion might also be used in order to enrich with additional contexts machine learning 
models describing environments, behaviors and actions inside intelligent systems.  
It offers basic steps for data pre-processing in machine learning activities, but they are 
also used to build data models and extract information [5]. Data by itself is limited in 
the type of knowledge and information that can be extracted from such environments. 
Analyzing data from different sources poses the opportunity to increase the quality  
of the measurements, although it may also increase some uncertainty as well [9].  
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Multi-sensor management and sensor fusion are terms applied when the source of 
data are sensors and it is defined by Xiong and Svensson [10] as a process that  
manages and coordinates the use of a number of sensors in a dynamic uncertain envi-
ronment with the aim to improve data fusion. Sensor fusion tasks have to take in con-
sideration a number of factors such as data imperfection and outliers, conflicting data, 
data modality, data correlation, data alignment, data association, processing frame-
work, operational timing, static versus dynamic phenomena and data dimensionality 
[11]. In order to tackle data imperfection a number of filters and inferences were de-
veloped such as Bayesian inference, probabilistic grids, Kalman filters and Monte 
Carlo methods. 

1.2 Machine Learning 

Machine learning techniques allow the modeling and learning of preferences and 
habits in different contexts. These techniques also allow the learning of past and cur-
rent trends and predict future results. Among the contexts where the use of machine 
learning provides an opportunity to enhance systems, there is the concept of sustaina-
bility. With information from one or several environments, machine learning theory 
can derive models of behavior and interaction based on specialized contexts. 

Machine learning and data mining techniques can also be used to obtain informa-
tion about user’s habits in intelligent environments. In this aspect, there are re-search 
examples demonstrating several algorithms that perform this task from data gathered 
by sensors in the environment. These algorithms use theory from Sequence Discov-
ery, Fuzzy Logic, Genetic Programming, Multi-Layer Perceptron and combinations of 
these techniques [12]. Other uses for machine learning is the discovery of rule sets to 
monitor and man-age the consumption of resources such as energy inside intelligent 
environments [13]. 

1.3 Context Awareness 

Context-aware systems are a component of ubiquitous computing or pervasive com-
puting environments. These systems consider information about location, environ-
ments, resources, users and relationships between each concept. It hopes to make 
informed and personalized decisions, based on contextual factors that might promote 
distinct decisions in similar situations with different contexts [14]. Universal models 
and information provide explanation about phenomena that may be accurate and use-
ful. However, when there is a need to specialize to certain contexts, it may be needed 
to detail models making them more accurate according to a known context. On the 
other hand, their specialization often reduces their generalization which becomes a 
trade-off between increased accuracy and generalization. Nevertheless, methodologies 
employed may be repeatable among different environments even though they do not 
generate the same model for the same attribute. Context aware elements can be ac-
quired by the use of information present in intelligent environments through direct 
sensor access, middleware infrastructure or, even, context servers, as detailed by  
Baldauf, Dustar and Rosenberg [7]. Sensors used in context aware systems may be 
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classified in three groups: physical sensors, virtual sensors and logical sensors. Physi-
cal sensors refer to context gathered by physical devices sensing the environment. 
Virtual sensors are defined by the use of application and services as sources of con-
textual data. Logical sensors combine physical and virtual sensors to determine logi-
cal values for the attribute being sensed. 

Elements of context are often gathered using all three types of sensor classification 
according to contextual nature inside intelligent environments. Strategies for the man-
agement of context models can be defined as Key-value models, Markup schemes, 
Graphical Models such as UML, Object Oriented models, Logic Based Models and 
Ontology based Models. Context in PHESS project is defined by sensor data models 
from the environment and status indicators in terms of sustainability indexes. Each of 
these factors provides important information saved in terms of context, towards the 
application of contextualized options in the PHESS project. Model development 
through machine learning is the methodology used to store information about sensors 
in the environment. So, with the help of sensor data, models, and user presence and 
sustainable indexes it is possible to assess the impact of users inside environments in 
a contextualized analysis. 

1.4 Intelligent Environments 

Intelligent Environments with applications towards user assisted living are already 
under study and object of discussion by the research community. Focus has been ap-
plied to the study of behaviors, routines, stress assessment, energy efficiency and task 
prediction. Ubiquitous environments present a significant opportunity for learning 
tasks and contextualized optimizations. The data and information shared between 
intelligent objects, environments and users entails a delicate balance that must be 
taken into consideration when assessing human comfort condition and planning inter-
ventions on the environment. Some implementations of intelligent environments are 
used to perform experiments on ambient intelligence theory. iDorm is an examples of 
such scenario, where sensors can gather data about temperature, occupancy, humidity, 
and light levels. The actuators can open and close doors, and adjust heaters and 
blinds. Other example is HomeLab [15] composed of a house filled with hidden cam-
eras, microphones and a remote power control system able to operate switches and 
control lightning. This lab is used by researchers to assess social responses to differ-
ent color schemes in lightning and monitor its users. Yet, another intelligent environ-
ment can be found in MavPad project, which uses a smart apartment created within 
the project [3]. This project consists of a living/dining room, a kitchen, a bathroom, 
and a bedroom, all fitted with different types of sensors to gather information from 
objects, users and contexts. Saves is a project that encompasses an intelligent envi-
ronment designed to use building and user occupancy profiles to maintain and regu-
late temperature inside a building [1]. Sensor 9k acts as an intelligent environments 
middleware for creating and promoting intelligent environment applications [6].  

The testbed I3A is composed by a sensor network displayed through a building 
sensing information about temperature, humidity, carbon, carbon dioxide, dust and 
electrical appliances [16]. This testbed is used to prototype solution for intelligent 
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systems as each sensor node can be independently programmed in the wireless sensor 
network covering the building. 

The approach taken for intelligent environments embedded in this work use con-
cepts shared from the environments and platforms already mentioned such as sensor 
net-work, profiling and sensorization of users and environments. Nevertheless, focus 
has been made in creating and maintaining machine learned models reduce depen-
dence on constant sensorization and ease the data storage effort while providing con-
text-aware computing. 

2 PHESS – People Help Energy Savings and Sustainability 

The PHESS project (People Help Energy Savings and Sustainability) is an integrated 
system to monitor and reason about environments and users with the objective of 
helping users save energy and ensure sustainability as well as their own comfort [17]. 
This system makes use of sensor networks, spread both on environments and users, 
acquiring data about user actions, environment variables and environment status to 
deliver a contextualized analysis. The PHESS project uses a layered architecture in 
which are included layer for sensors, models, reason. Each of these layers is responsi-
ble for a segment on the system’s operation. 

2.1 Sensor Layer 

Currently, the PHESS project is able to integrate results from different sensors, using 
a multi-agent architecture where agents publish sensor interfaces for the consumption 
of other sensors. Sensor fusion is obtained creating virtual sensors that, instead of 
relying in physical hardware to provide sensor data, rely on the consumption of sen-
sors already present in the platform which are processes according to the sensor fu-
sion strategy in place. Sensor fusion is then obtained from specific virtual agents 
launched in the platform. These algorithms will be used in order to mitigate some 
characteristics of the devices: sensor inaccuracy, false readings or conflicting data. 
These virtual agents are the responsible for data fusion, creating new variables, such 
as thermal sensation and user occupancy.  

2.2 Model Layer 

The main goal of the layer dedicated to models is to reduce both the energetic impact 
of the sensing platform and the traffic flow, and, at the same time, optimize the gener-
al system response. Models are able to characterize behavior, anticipate and predict 
values for the attribute being studied and do so efficiently if properly built. Leverag-
ing these properties it is possible to use models locally instead of demanding complex 
operations on databases such as aggregations and large quantities of storage space to 
record historic activity.  

This layer is used to create models about environment, environment variables and 
user habits and preferences. Models are defined by intelligent agents present on the 
PHESS project. According to the type of model, they may require information and 
data from other agents. 
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Fig. 1. Model Management 

One type of models used encompasses mathematical models which use knowledge 
about attributes defined by mathematical and physic rules. Another type uses and 
combines data and information from other models on mature and accepted models 
that may also be described by mathematical rules. Lastly, from the data continuously 
gathered from the data layer, models that mimic the behavior of those attributes in 
order to provide description of their behavior and provide means to anticipate or pre-
dict the future state of the environment. These models require a constant validation in 
order to assess the validity of the models created in each environment. Also, due to 
possible high number of sensors and costs related to storage of records and historic 
data, these models may be used as historic descriptive models and as a sensor alterna-
tive in order to save in traffic messages as detailed in figure 1.  

 (a) (b) 

Fig. 2. Bayesian Network model describing an environment temperature, luminosity and hu-
midity (a), Electrical Photovoltaic regression model (b) 

Machine learning acts as a methodology to estimate sensor readings and, while 
doing so reduce the need to high sample rates in the sensor layer. With the combina-
tion of initial learning models and constant validation of its accuracy and significance 
in the system, refresh rates for sensor values can be dynamically managed. The usage 
of these schemes may also be relevant for sensor fusion tasks, since modeled sensors 
may be directly assessed in the server side of the platform, leaving the client side less 
demanding in terms of computational effort. As examples of agents in the model layer 
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it can be considered electrical consumption, temperature, luminosity and solar expo-
sure agents. Figure 2 (a) presents the representation of a Bayesian network model that 
stores a grid of conditional probabilities for the value of temperature, luminosity and 
humidity in an environment, according to the time of day and room. Figure 2 (b) de-
tails a regressive model to estimate photovoltaic electric energy production, according 
to weather (mostly cloudy in the case depicted) and time of day. 

2.3 Reasoning Layer 

The reasoning layer uses automated reasoning workflows, as well as on-demand simula-
tion tasks taking the models created for the environment as reference and input va-
riables. Examples of workflow methodology include automated case-based reasoning to 
find possible optimizations in terms of appliances, and behaviors through profile com-
parison. A first approach to reason about alternative solutions in the environment  
considers the use of case-based reasoning. In this approach, current models and envi-
ronment specifications are compared to other known implementation and solutions in 
order to quickly assess optimized solutions for the environment. The static components 
in the environment, such as appliances or lightning bulbs, can be quickly assessed in 
order of efficiency in terms of energy consumption efficiency and whether changing 
them is beneficial to the overall process of energy optimization [18]. 

The final step of action of this agent is to use the newly calculated situations and 
use actuator agents to enforce the new plan or when such is not possible, send a report 
to the user so he can become aware of efficient changes in the environment without 
affecting its interaction with the environment. 

3 Context Awareness in PHESS  

The creation of context for intelligent agents on this platform is done as described in a 
survey on context-aware systems by Baldauf, Dustar and Rosenberg [7]. In detail, it is 
considered a context server, middleware and direct sensor access as a source of con-
text. The context server is provided by an application server running PHESS modules 
in a multi-agent system which is responsible to keep information and profiles about 
environment, indicators defined and machine learning models updated with sensor 
information. The dependence on sensor data to create context was noticed and the 
impact of such workflow was present in terms of network messages between server 
and sensor nodes, energy efficiency due to active use of sensor nodes and storage 
size. With the aim to minimize such problem the concept of hybrid virtual sensors 
was adopted, where in the first stage an intensive use of sensors is performed to learn 
the behavior of the attributes being sensed through machine learning models and a 
second stage where these models substitute the sensor data keeping network messag-
es, storage needs and active use of sensors down. Sensor are used at lower frequency 
rates to assure that the models created remain accurate within a defined error margin. 
The context server is used to push these models. For instance, one may consider solar 
exposure where the model takes both location and time to contextualize the number of 
hours with solar exposure. Such model may be maintained in a context server, not 
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requiring an active agent. Other examples created within the PHESS project includes 
photovoltaic panels output according to atmospheric conditions and hour of day and 
exterior temperature from known weather API’s in the internet. Although this ap-
proach is able to maintain context scenarios it may lack alert and fast response as the 
data from sensor is not actively being measured and so should not be used where short 
term context is relevant but rather historic context.  

Middleware access is used to obtain answers to dynamic models maintained for 
specific environments, users or objects and for direct sensor access. These models 
developed inside the PHESS project are accessible from external sources through 
communication APIs developed in JAVA1, ANDROID 2 and JADE3  systems which 
enable the integration of the information created inside this platform available to other 
initiatives. The communication is made through an ontology written to provide infor-
mation and data about the environment encapsulating the information displayed by in 
each API [19]. Such API is used for related projects such as stress assessment, emo-
tional control and gamification purposes. 

4 Model Assessment  

Over a period of three days a simple application with the PHESS project was eva-
luated, where sensors for environment luminosity, humidity and temperature were 
used. It was assessed aspects related to storage space used and reliability of the model 
created using the theory described in sections 2 and 3. Initial results demonstrated that 
by adapting the learning rate on attributes monitored, there are gains in terms of sto-
rage needed as well as active use of sensors while keeping results with over 70% rela-
tive accuracy. 

 

Fig. 3. Space required by each strategy 

Figure 3, demonstrates potential savings with this approach, as less storage capaci-
ty is used to store sensor data and models being updated generally are fixed in size. 
The results presented refer to ambient luminosity which was modeled by a decision 
table algorithm and a multilayer perceptron using room location and time of day.  
Sensor values were assessed for the case of continuous monitoring (raw data at 1min 
                                                           
1  Oracle Java. Source: http://www.java.com/  
2  Android Project. Source:  http://www.android.com/ 
3  Jade – Java Agent Development Framework. Source:  

http://jade.tilab.com/ 
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intervals) and a hybrid approach with sensor values validating the model created after 
the learning phase at 30 min. The models created can be used in context server through 
the PHESS project to simulate context where such models are determinant easing the 
need to use middleware API to query sensors or databases of historic values. 

Table 1, it presented accuracy values for the machine learning models for  
luminosity, humidity and temperature using a decision table algorithm. These results 
gather the error which the models are subjected and within which models are not re-
trained. The correlation values are the correlation between predicted and real values 
which was also used to assess models initially. 

Table 1. Continous Model Assessment 

Model Object Mean Error Relative Error Correlation 
Luminosity 102.75 27.04 % 0.88 
Temperature 0.46 22.40 % 0.97 
Humidity 0.86 23.76 % 0.96 

The substitution of models instead of always requiring sensor data reduces mes-
sage traffic between agents and increases system overall performance. Nevertheless, 
more precise studies are still necessary in order to maintain the stability of models 
found and their descriptive soundness. Overall, results are positive, with the approach 
demonstrated to be both feasible and adequate for the problems being targeted. 

5 Conclusion 

The work detailed in this paper describes how to take advantage of context awareness 
by using machine learning models in conjunction with concepts from information 
fusion inside intelligent systems. This approach, aims to reduce the impact of storage 
and sensor data problems while maintaining historic behavior description and preserv-
ing contextual information about the attribute. The results provided, show promise in 
maintaining storage levels contained and may be used as a proof-of-concept. The 
accuracy of models depends on their design, having detailed in this article some sam-
ple context models to be applied in these systems. Future development for the models 
created inside this system encompasses their use for multi-environments. The aim is 
to also reduce the learning cost of new environments with pre-trained models that are 
then contextualized in each environment with lifelong learning according to methods 
similar to ones presented in this paper.  
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Abstract. Prediction of the machinery or process malfunction states is one of 
the important and challenging task for knowledge engineers. Nowadays it is a 
common situation, that the reliable companies collect all kind of important 
knowledge and by the work of knowledge engineers remake it for well known 
know-how. The problem we would like to solve is touching the area of objec-
tive computer-aided engineering systems. The new proposal of the method for 
judgments of the expert rules collected in the databases which is arbitral in our 
opinion has been described in this article. New method based on aggregation 
process of subjective marks of reasoning rules from independent experts, which 
gives back an more objective parameters for faster computing of the reasoning 
process.  Thanks to this the malfunctions can be reduced to minimum or much 
faster eliminate.   

Keywords: Judgment process, Knowledge acquisition, knowledge discovery, 
Operator of aggregation.  

1 Knowledge Acquisition and Judgment Process 

Knowledge acquisition process should be done in such a way that the participation of 
the knowledge programmer should be reduced to minimum. Usually to prepare the 
knowledge reasoning system we need to complete it in seven steps [6-8], [11], [12]. 
Figure 1 shows that the first 4 steps have to be realized by the expert or specialist by 
themselves (with support of specially prepared paper form or e-form of question-
naires). Then the steps from 5 to 7 have to be realized by the knowledge programmer. 
All results from every step has to be check by the author of the knowledge database or 
the other responsible person.  

Important task in the process of judgment of the collected knowledge is the aggre-
gation of many subjective marks into one objective parameter. Typically the collected 
knowledge is judgment by the independent specialist, what is also a method of col-
lecting knowledge [3], [10], [12].  Not only the rules come into the judgment but also 
the entire knowledge database. The proposed method assume that the data is collected  
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Fig. 1. Stages of the knowledge acquisition process [11] 

by the e-forms and stored as a rules for judgment process in the database. In detail we 
will judge the rules by assign to them the degree of correctness of the rule called B(r).  

This new parameter will have value from range <0,1>. Range of variation will be 
described by two parameters: degree of necessity of the rule N(r), and degree of pos-
sibility of the rule P(r), what we can describe as: 

 0 ≤ N(r) ≤ B(r) ≤ P(r) ≤ 1 (1) 

Table 1. Range of variation of the degree of correctness of the rule [11] 

Name of a convincing degree of correctness  
– the answer provided by a particular expert

Necessity 
of the rule 

Possibility 
of the rule 

I absolutely agree 1,00 1,00 
I surely agree 0,75 1,00 
I rather agree 0,55 1,00 
I do not have an opinion 0,00 1,00 
I rather disagree 0,00 0,45 
I surely I disagree 0,00 0,25 
I completely disagree 0,00 0,00 

 
Table 1 shows the set of quality values which are very helpful for specialist or 

knowledge engineers during the process of establishing the degree of correctness of 
the rule. We are taking into consideration the fact that the single rule can be judge by 
many experts, and those judgments can be different, so that is the reason to announce 
the operators of aggregation. Up to now the best of those was the operator of aggrega-
tion of degree of correctness based on value of measures NP(r). In accordance with 
the rule r: 
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where: 

• w(r) – importance of the degree of correctness of the rule, 
• wex – importance attributed to expert, 
• Bex(r) – value of  degree of correctness of the rule assigned by the expert, 
• NP(r) – actual value of degree of correctness of the rule by the aggregation of 

many opinion, calculated as: 

 2

)()(
)(

rPrN
rNP

+=
. (3) 

Now the process of judgments of the rules looks like this: the specialist can review all 
the rules, which have unique id numbers, domain and premises of the rules and con-
clusions for the rules. He is able to write his own subjective opinion about the every 
rule (using the prepared degree of correctness of the rule from table 1).  Next this 
opinion is aggregated with the opinion of others experts who judge his rule before.  

2 An Existing Operator of Aggregation 

Important and very controversy aspect of this process is the assignments of beginning 
importance attributed to every expert, which has to be done by the knowledge pro-
grammer. That is the reason that most common they assign w(r) = 1. We have to 
agree that the operator of aggregation in witch is a place for subjective judgment is 
not the best solution for future objective computer-aid integrated system. Lest modify 
it, so we can describe it by the equation: 
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m
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where: 

• NPi(r)- degree of correctness of the rule calculated from equation (3), where the 
value of N(r) and P(r) comes from table 1, 

• w(n,ki) – frequency of occur of the value NP(r), calculated as: 

 n

k
knw i

i =),(
, (5) 

where: 

• ki – amount of  value NP(r), 
• n – summary number of opinion about judgment rule. 

Value of the parameter we can get after this kind of aggregation process [11] is al-
ways in the range of: 

   1)(0 ≤≤ rNPagos
 (6) 
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Thanks to this solution this operator of aggregation can be independent from renown 
of each expert, and based on opinion of each expert we are able to get the “insertion” 
or “attenuation” of the judgment – what is relevant to correctness of the rule.  

We have to consider the situation of making the wrong judgment – mark high the 
wrong solution – what is come from the fact that in this operator of aggregation the 
arithmetic mean answer is the best solution which system will suggest after the rea-
soning process. So let’s add another restriction to our proposal: lets the system use 
only those rules which are judged by more then one expert. Those judged by only one 
expert should not be used in reasoning process, and must be whiting for more opinion 
from other experts. So now, it is well visible need ([1], [2], [4], [5], [9]) of another 
modification of the operator of aggregation, which will allow for automation-
recognize by the objective system the degree of correctness of the rule taking for the 
consideration the number of convergent expert opinion. 

3 The New Approach 

Authors of this article propose the new approach of calculation of the operator of 
aggregation basing on the geometry of the flat figures (like in fuzzy logic), which can 
be circumscribe on collection of experts opinion, and we will call it – NPagfp(r). Table 
2 shows the calculated values of NP(r) calculated using the equation (3) 

Table 2. Collected values of degree of correctness of the rule [8], [12] 

Name of a convincing degree of cor-
rectness  – the answer provided by a 

particular expert 

Necessity 
 of the rule 

Possibility 
 of the rule 

Collected  
value 
NP(r) 

I absolutely agree 1,00 1,00 1 
I surely agree 0,75 1,00 0,875 
I rather agree 0,55 1,00 0,775 
I do not have an opinion 0,00 1,00 0,5 
I rather disagree 0,00 0,45 0,225 
I surely I disagree 0,00 0,25 0,125 
I completely disagree 0,00 0,00 0 

 
The idea is simple and clever: lets build the flat figure on vertex of segments (ver-

tical position) which represents the sum of identical expert’s answers, and build those 
segments (horizontal position) in the range [0,1] in position of collected value of 
NP(r). As a sample let’s consider the situation shown on figure 2, where we have the 
flat figure circumscribe based on opinion of 10 experts. One marked “I rather disag-
ree”, another “I do not have opinion”, another one “I rather degree”, five of experts 
marked “I surely agree”, and two others “I absolutely agree”. 
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Fig. 2. Sample figure – new operator of aggregation of the expert opinion based on the calcula-
tion of the center of gravity of the flat figure 

Table 3 shows the X, Y coordinates of the vertex from our sample situation. 

Table 3. Vertex coordinates base on which the flat figure was circumscribed 

Vertex description X coordinate Y coordinate 
Start vertex 0 0 

I absolutely agree 0 0 

I surely agree 0,125 0 

I rather agree 0,225 1 

I do not have an opinion 0,5 1 

I rather disagree 0,775 1 

I surely I disagree 0,875 5 

I completely disagree 1 2 

End vertex 1 0 

 
After calculation of the center of gravity of this flat figure by using the equations 

(7) and (8) we get convincing degree of correctness of the rules NPagfp(r) (which we 
assign to X coordinate – xc) equal to: 0,70353, and the other new parameter called 
degree of usability of the rule SP(r) (assign to Y coordinate – yc) equal to: 1,20908. 
Using this new parameter SP(r) we are able to proceed witch automation of the 
choosing the rules for the reasoning process – simple for computer implementation. 
Just for remind how to calculate the centre of gravity of the flat figure we put useful 
equations (7) and (8) bellow.  
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Just for comparison, the convincing degree of correctness of the rule calculated 
with old operator of aggregation (4), based on the same input values looks like:  
NPagos(r) = 0,7875. 
Value of the parameter NPagfp(r) we can get after usage of the new operator (7, 8) of 
aggregation process is always in the range of: 

96,0)(04,0 ≤≤ rNPagfp
 (9) 

Typically the existing export systems use so called Certainty Factor – CF, so to be 
able to assign values of our new shown operator of aggregation NPagfp(r) to the CF, 
which values are in range of [0,1], where 0 means false rule, and 1 means true rule, 
we have to change the edge conditions, by closing it both side like that: 
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We can notice, that rules which are judge positive by many experts the final mark is 
relatively high. Taking into consideration that fact we can certify that the reasoning 
process will proceed correct. The low marks can mean deficiency correctness of the 
rules or even more – occur new rule which is in total opposition from well known 
knowledge. This total opposition could be an exception, which has to be added to the 
database of knowledge. 

Degree of usability of the rule SP(r) reach the value equal to 1 after minimum 3 the 
same experts answers (opinion). Next opinion will increase or decrease this parameter 
depends on positive or negative opinion of next expert about considered rule. Now the 
engineer of knowledge (not programmer of knowledge) can setup the trigger point level 
value, which will admit the rule to use in reasoning process between the other active 
one. System should allowed to change opinion about the rule judged by the expert be-
fore. After that kind of situation should one again calculate the SP(r) parameter. New 
expert in the system, and his opinion should be also the reason for that behavior. 

4 Conclusions 

The problem we solve is touching the area of objective computer-aided engineering 
systems. The new proposal of the method for judgments of the expert rules collected 
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in the databases which is arbitral in our opinion has been reached by the introducing 
the new method based on aggregation process of subjective marks of reasoning rules 
from independent experts, which gives back an more objective parameters for faster 
computing of the reasoning process. Operator of aggregation NPagfp(r) comes from the 
calculation of the center of gravity of the flat figure circumscribed in special way on 
the vertex of segments which represents the sum of identical expert’s answers. Addi-
tionally after this new calculation we get new parameter called degree of usability of 
the rule SP(r) which will help to create the objective reasoning system, independent 
from assign the importance attribute to every expert. Thanks to this kind of new ob-
jective reasoning systems the malfunctions of any system can be reduced and critical 
states much faster eliminate. 
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Abstract. Clinical practice guidelines are expected to promote more consistent, 
effective, and efficient medical practices, especially if implemented in clinical 
Decision Support Systems (DSSs). With the goal of properly representing and 
efficiently handling clinical guidelines affected  by uncertainty and inter-
connected between them, this paper proposes a hybrid fuzzy inference approach 
for building fuzzy DSSs. It provides a set of specifically devised functionalities 
for best modeling and reasoning on the particular clinical knowledge 
underpinning guidelines: i) it organizes the whole fuzzy DSS into self-
contained sub-systems which are able to independently reason on piece of 
knowledge according to their peculiar inference scheme; ii) a global inference 
scheme has been defined for handling and reasoning on such sub-systems, 
according to the classical crisp expert system approach. As a proof of concept, 
the proposed approach has been applied to a practical case, showing its 
capability of supporting multiple levels of inference and, thus, highlighting the 
possibility of being profitably used to model and reason on complex clinical 
guidelines in actual medical scenarios. 

Keywords: Decision Support Systems, Fuzzy Logic, Clinical Guidelines, 
Multi-Level Inference. 

1 Introduction 

Clinical Decision Support Systems (DSSs) are information systems having highly 
sophisticated reasoning capabilities designed not to supplant, but to improve clinical 
decision making, and, thus, promote the efficiency of medical practices. Such systems 
have been evaluated as having the most efficient impact when they embed a 
computer-interpretable formalization of clinical guidelines and provide patient-
specific advice at the time and place of a consultation. Such a way, clinicians can 
have access to not just the decision, but also the set of clinical guidelines from which 
it was derived, and the literature that explains their scientific evidence. 

Clinical guidelines are standard specifications of diagnostic or therapeutic 
recommendations containing the best scientific evidence and experts’ opinions [1]. 
Most clinical guidelines specify isolated care recommendations, describing the 
dependencies between one or more conditions to satisfy, and the outcomes regarding 
diagnosis or therapy. Such conditions are usually referred to a patient state, which 
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describes his/her clinical situation in terms of physiological parameters, symptoms, 
and execution stages of therapies or medications [2]. 

Since clinical guidelines are often pervaded by uncertainty and vagueness in their 
recommendations, in the past Fuzzy logic has been profitably used for representing 
clinical guidelines in the form of transparent and linguistic conditional statements [3-
5]. Such linguistic statements are typically represented in the form of “if-then” rules, 
named fuzzy rules, by providing an understandable language for describing clinical 
guidelines in a natural manner close to the human perception. 

A drawback of the existing approaches for formalizing clinical guidelines in terms 
of fuzzy rules within a clinical DSS relies on the absence of any type of vertical 
arrangement for the specific type of knowledge modeled. Indeed, first of all, the most 
part of existing clinical DSSs are not able to reason in a single step on rules linked 
between them, i.e. one or more rules with an antecedent condition which matches an 
assertion in the consequent of one or more other rules. In other words, they do not 
address the rule chaining in the inference process and, thus, are only able to work 
preliminary with the first level of rules, then with the second one and so on. 
Obviously, such a kind of inference approach does not appropriately fit the 
peculiarities of the structure of clinical knowledge. Indeed, in order to compute its 
outcome, e.g. an adjustment of a therapy, a clinical guideline may require output 
values produced by other guidelines, e.g. the new health status of the patient 
depending on a worsening of its conditions. Thus, a general-purpose inference 
approach without any form of flexible support for the rule chaining can rapidly led to 
an impoverishment of the level of transparency and maintainability of the whole rule 
base. Indeed, guidelines linked between them could be reformulated in order to 
eliminate such a dependence and be processed according to a classical inference 
approach but implying an exploding number of rules to be handled. 

Second, typically a clinical guideline can be formalized as a set of one or more 
fuzzy rules, which shares the same outcome [6]. For instance, a guideline for 
expressing the diagnosis of a disease in terms of its stage can be encoded by different 
rules depending on the number of possible stages. As a consequence of that, it is 
thinkable that rules encoding the same guideline should also share the same inference 
configuration for producing their outputs. However, typically, the fuzzy rules are 
inserted all together in the rule base, even if they encode different guidelines, and, for 
this reason, are evaluated by exploiting the same inference configuration without 
offering the possibility of grouping rules depending on the guideline they model and, 
thus, characterizing them with a specific inference arrangement. 

Finally, guidelines are typically distilled in terms of incomplete rules, i.e. they do 
not cover all possible outputs but just express only pieces of positive evidence, e.g. 
for expressing the presence of a disease. In this respect, existing solutions do not 
provide any facility for modeling the negative evidence pertaining a guideline, e.g. the 
absence of a disease, thus forcing clinicians to formalize a complementary set of rules 
also for modeling this situation. 

Starting from the above considerations, this paper proposes a hybrid inference 
approach expressly thought for building clinical DSSs, i.e. for efficiently modeling 
and handling the peculiarities of clinical knowledge encoded in the form of 
guidelines. In particular, its main features are the following: i) the whole DSS 
embedding clinical guidelines is organized into sub-systems, each one modeling a 
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specific guideline; ii) a global hybrid inference scheme is defined to reason on all the 
sub-systems conceived as a whole and efficiently enable their chaining by exploiting 
their outcome; iii) each sub-system offers a set of facilities for modeling and 
reasoning on the care recommendations pertaining a single guideline, by 
implementing a customized and peculiar inference scheme. 

The remainder of the paper is structured as follows. Section 2 reports some 
considerations about background and related work. Section 3 provides a detailed 
description of the proposed hybrid inference approach. Section 4 presents a proof of 
concept scenario to show the application of the proposed solution. Finally, section 5 
concludes the work. 

2 Background and Design Considerations 

Fuzzy logic provides a suitable approach for expressing and formalizing human 
reasoning in the presence of uncertainty [7], by using an intuitive language close to 
the human perception. It is based on the notion of linguistic variable, such as child 
age, which can assume a determined set of linguistic values, such as low, average, 
and high. Each linguistic value is associated with a fuzzy set, i.e. an extension of the 
classical set, whose elements belong to the set with a specific degree of uncertainty 
defined through a membership function, defined in [0,1]. The range of numerical 
values a linguistic variable can assume is called universe of discourse.  

After modeling linguistic variables, a Fuzzy Inference System (FIS) can be defined 
to specify a decision-making procedure in terms of linguistic sentences over fuzzy 
variables, expressed in terms of if-then rules.  In this way, in a clinical fuzzy DSS, 
guidelines can be formalized by describing the dependencies between the symptoms 
and/or patients’ sensing data, and the outcomes of the diagnosis in an understandable 
way, aiding physicians to understand the decision process followed by the system. 

Existing fuzzy DSSs typically use a general purpose inference approach where all 
fuzzy rules are organized into a whole rule base containing all the modeled clinical 
guidelines. Such an approach, in complex medical settings, could produce a huge rule 
base, hard to maintain and inspect when many group of rules need to be connected 
between them for sharing their outcomes. In order to improve the maintainability of 
complex rule bases, two main approaches have been proposed in literature.  

The first one [8] is based on a hierarchal architecture where the whole FIS is 
organized in reduced sub-systems which are properly interfaced and connected 
between them for composing the final output of the system. This approach let to 
improve the transparency and interpretation of the whole system, since every sub-
system represents a self-contained FIS responsible for making inference only on a 
part of the whole rule base, and the whole FIS’s outputs are produced through the 
propagation of inferred data through the designed hierarchical connections. 

The second approach [9, 10] is based on classical expert systems’ architectures, 
where the interconnections between rules do not influence the architecture of the 
whole system, and the propagation of inferred data is assured by a dedicated 
component, called inference engine, which is responsible for continuously comparing 
known data with rules for determining and executing the eligible ones. 
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On the one hand, the hierarchical approach let to organize a clinical DSS through 
different self-contained inference stages, with different granularity levels, each one 
modeling a particular guideline and implementing a specific configuration for the 
inference, but it usually presents a low level of upgradability because of the strict 
relation between the system architecture and the modeled knowledge. On the other 
hand, the expert system approach let to easily update the modeled knowledge, but it 
does not usually provide any form of facility for improving the transparency and 
interpretation of the system in case of complex clinical DSSs. 

The approach proposed in this work has been conceived and developed in order to 
address these limitations, as described in the following sections. 

3 The Hybrid Fuzzy Inference Approach 

In accordance with the growing awareness that the combinations of intelligent 
techniques frequently perform better than the individual ones [11, 12], this paper 
proposes a hybrid fuzzy inference approach which combines the main advantages of 
the two afore-mentioned approaches by providing a set of specifically devised 
functionalities for best modeling and reasoning on the particular clinical knowledge 
underpinning guidelines. In particular, the approach organizes the whole fuzzy DSS 
into self-contained sub-FISs which are able to independently reason according to their 
peculiar inference scheme. Such a way, each clinical guideline can be modeled 
through a specific sub-system thus improving the level of maintainability of the whole 
system and enabling the customization of the inference parameters used for each 
guideline. On the other hand, in order to easily propagate inferred values between 
sub-FISs encoding single guidelines, without establishing a strict relation between 
them and the system architecture, the global inference scheme used for handling and 
reasoning on such sub-systems, has been designed according to the classical crisp 
expert system approach. In the following more details will be given about how 
clinical guidelines are formalized and both the global and local inference schemes 
adopted for reasoning on them. 

3.1 Structuring Clinical Guidelines into a Fuzzy DSS 

According to the proposed approach, medical knowledge contained in the set of 
guidelines of interest and embedded into a clinical fuzzy DSS is organized by 
combining two types of knowledge, namely declarative knowledge and procedural 
knowledge. On the one hand, declarative knowledge includes all the fuzzy linguistic 
variables mentioned in the modeled clinical guidelines as well as their structural 
parameters, such as name, universe of discourse, and the composing fuzzy sets. On 
the other hand, procedural knowledge is represented by all the fuzzy rules built on top 
of the fuzzy linguistic variables and applied by the system to determine its behavior. 
These two kinds of knowledge form the Knowledge Base (KB) and the Rule Base 
(RB) of a fuzzy DSS, respectively. 
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In order to improve the level of overall maintainability, the whole DSS is 
organized in different self-contained sub-FISs, each on them being in charge of 
handling and reasoning on a single specific piece of knowledge embedded in it. In 
particular, the KB is shared between the sub-FISs, whereas the RB is partitioned 
depending on its procedural knowledge, i.e. different groups of rules are identified, 
each of them encoding one single guideline. Every group of rules, which contains the 
same consequent variable and typically shares the same inference configuration, is 
configured as a self-contained piece of knowledge to be assigned to a sub-FIS. 
Indeed, it allows generating the outcome formulated in the guideline independently of 
the other group of rules, by only working on its own rules and on the linguistic 
variables included in them. Rules belonging to a group are characterized as belonging 
to two different typologies, namely rules for expressing the positive evidence of a 
situation or condition and ELSE rules [13] for expressing the complementary negative 
evidence. For each group, one or more positive evidence rules are admitted, whereas a 
single ELSE rule can be defined at most. In order to improve the level of transparency 
and maintainability offered by a fuzzy DSS and, thus, grant its efficient application in 
healthcare settings, KB and RB are systematically expressed through an XML-based 
language [14] describing all the involved linguistic variables, the group of rules built 
on top of them, and the inference parameters to use for them. 

Finally, since the Mamdani-type inference is usually preferred in fuzzy DSS due to 
the interpretable and intuitive nature of fuzzy sets, the proposed approach has been 
mainly focused on the aim of supporting the propagation of conclusions in their fuzzy 
form so as to preserve the complete information produced by sub-FISs. In this respect, 
a Working Memory (WM) is adopted to memorize the specific fuzzy values assumed 
by each linguistic variable. Fuzzy values are interpreted as fuzzy evidences (known as 
fuzzy facts) on the corresponding fuzzy variable, i.e. a peculiar fuzzy set defined over 
the universe of discourse associated to a linguistic variable. 

Fuzzy facts stored into the WM are updated either in case of new external input 
data submitted to the whole FIS, or in case of new knowledge inferred through a sub-
FIS. In this respect, on the one hand, when input data are submitted in the form of 
crisp data values associated to some variables in the KB, such crisp data values have 
to be transformed into fuzzy values, through a Fuzzifier component, for coherently 
storing them into the WM. On the other hand, when required, a Defuzzifier 
component can be invoked for processing fuzzy evidences and associating them a 
defuzzified value, i.e. a numeric value. 

3.2 The Global Inference Scheme 

A sub-FIS constitutes a self-contained inference system associated to a single clinical 
guideline and, thus, it contains all the required information to make inference on the 
linguistic variable modeling the clinical guideline’s outcome. Each sub-FIS applies its 
own inference scheme independently from the other existing sub-FISs, and demands 
to the global inference scheme the proper propagation of its conclusions through the 
WM. The global inference scheme is aimed at combining and propagating the fuzzy 
knowledge inferred though the different sub-FISs so as to make the DSS able to 
perform the decision-making process as whole and produce the final outcome. 
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4 A Practical Case of Application 

In this section, in order to verify the proposed approach in a practical medical case, 
some clinical guidelines extracted from the GOLD guideline [16] have been modeled 
into a fuzzy DSS. GOLD guideline reports the best evidence for diagnosing and 
managing the Chronic Obstructive Pulmonary Disease (COPD), formalized by the US 
National Heart, Lung, and Blood Institute and the World Health Organization in 2006. 
COPD is characterized by the presence of significant airflow obstruction and some 
extra-pulmonary effects that can lead to frequent hospitalization and eventually death 
from suffocation. COPD diagnosis is performed through the spirometry test which 
establishes the presence of airflow obstruction, by measuring the forced expiratory 
volume in one second (FEV1) and the forced vital capacity ratio (FEV1/FVC). Starting 
from the spirometry test, and in addition to the presence of Chronic Respiratory 
Failure (CRF), the GOLD guideline reports a set of clinical rules for diagnosing the 
COPD and classifying its severity, as shown in Table 1. 

Table 1. The GOLD guideline’s recommendations for the COPD diagnosis 

FEV1 / FVC ratio FEV1 predicted Presence of CRF COPD severity 
< 0.70 ≥ 80% - Mild 
< 0.70 within [50%, 80%[ - Moderate 
< 0.70 within [30%, 50%[ - Severe 
< 0.70 < 30 % - Very Severe 
< 0.70 < 50 % Yes Very Severe 

 
Moreover, in accordance with the medical progress and the evolution in the COPD 

severity, the GOLD guideline suggests the proper medical treatment to follow, as 
shown in Table 2. For instance, while the use of influence vaccines is recommended 
for COPD patients over 65 years and older, the use of inhaled glucocorticosteroids is 
suggested only for COPD patients who have manifested repeated exacerbations, i.e. 
further amplification of the inflammatory response in their airways. 

Table 2. The GOLD guideline’s recommendations for the COPD treatment 

COPD severity 
COPD 

exacerbations 
Presence of 

CRF 
Patient age COPD treatment 

Mild, Moderate, Severe, Very 
Severe 

- - ≥ 65 Influenza vaccines 

Very Severe - - < 65 Influenza vaccines 
Mild - - - Short-acting bronchodilators 

Moderate, Severe, Very Severe - - - Long-acting bronchodilators 
Severe or Very Severe Repeated - - Inhaled glucocorticosteroids 

Very Severe - Yes - Long term oxygen 

 
The formalization of these guidelines in Fuzzy Logic generates two groups of 

fuzzy rules, one for each guideline, where the knowledge inferred by the first group is 
evaluated by the second one for determining the proper medical treatment according 
to the current stage of the COPD severity. 

Differently from existing solutions [3-5], where all fuzzy rules modeling the 
clinical guidelines are arranged into a FIS based on a unique rule base, in the 
proposed approach the two groups of rules can be arranged to form two self-contained 
systems, the COPD severity sub-FIS and the COPD treatment sub-FIS. Each sub-FIS 
has been constructed by specifying rules, linguistic variables involved in them and the 
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evaluation of rules of the COPD treatment sub-FIS against the generated fuzzy fact 
for the COPD severity is performed by determining the overlapping area between the 
conditions in the premises and that fuzzy fact. In this case, the degree of match of a 
condition is determined by selecting, in such an area, the highest degree of 
membership to that condition. Finally, since no other sub-FIS is eligible, and, no 
further fuzzy evidence is generated, the global inference process can be terminated. 

Differently from the exiting solutions, the choice of confining rules in sub-
systems, each one modeling a specific clinical guideline, let to increase the 
transparence of the whole system’s traceability enabling a facilitated characterization 
of the execution flow in terms of clinical guidelines, i.e. reporting which ones have 
been activated from fuzzy evidences and/or which ones are responsible of the final 
system’s outcomes (see Fig. 3). Moreover, since the WM has been designed for 
managing inferred facts in their fuzzy form, the sub-FISs’ conclusions are propagated 
by preserving their complete information which, instead, would be lost if propagated 
through their defuzzified values as existing clinical fuzzy DSSs typically do. 

However, it has to be highlighted that a potential drawback of the proposed 
approach could be the way rules are confined for composing sub-systems and 
modeling clinical guidelines. On the one hand, this characteristic can be very useful in 
case of clinical guidelines expressed in form of fuzzy rules containing the same 
linguistic variable in their consequent part. On the other hand, in case of general 
domain modeling and/or when different rule structures are involved, this behavior 
could not be desired and/or become counterproductive. In this respect, if a complex 
clinical guideline is potentially described as composed by different fuzzy rules acting 
on distinct linguistic variables, the proposed approach forces the partitioning of such 
guideline in more sub-guidelines/sub-systems increasing de facto the granularity level 
required to model clinical guidelines into the whole fuzzy DSS. 

5 Conclusions 

This paper presented a hybrid fuzzy inference approach for building fuzzy DSSs 
which provides a set of specifically devised functionalities for best modeling and 
reasoning on the particular clinical knowledge underpinning guidelines. In particular, 
the approach organizes the whole fuzzy DSS into self-contained sub-FISs which are 
able to independently reason according to their peculiar inference scheme. Such a 
way, each clinical guideline can be modeled as a group of rules embedded into a 
specific sub-system, thus enabling the customization of the inference parameters used 
for each guideline.  On the other hand, a global inference scheme has been defined for 
handling and reasoning on such sub-systems, according to the classical crisp expert 
system approach.  

Differently from exiting fuzzy DSS based on clinical guidelines, the strength of 
this hybrid approach relies on its capability of enabling the partitioning of complex 
fuzzy DSS into different sub-systems, with different granularly levels, which are able 
to share and exchange fuzzy knowledge without establishing a strict relation between 
the system architecture and the way inferred values have to be propagated through 
them. The proposed approach let to increase the transparence of the whole system’s 
traceability enabling both the characterization of the execution flow in terms of 
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clinical guidelines (the modeled sub-systems), and the proper propagation of their 
conclusions since the WM is designed for managing facts in their fuzzy form. 

Finally, as a proof of concept, the proposed approach has been applied to a 
practical case, showing its capability of supporting multiple levels of inference and, 
thus, highlighting the possibility of being profitably used to model and reason on 
complex clinical guidelines in actual medical scenarios. 
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Abstract. Neural projection models are applied in this study to the analysis of 
Human Resources (HR) from a Knowledge Management (KM) standpoint. 
More precisely, data projections are combined with the glyph metaphor to 
analyse KM data and to gain deeper insight into patterns of knowledge 
retention. Following a preliminary study, the retention of specialized employees 
in hi-tech companies is investigated, by applying the configurational approach 
of Strategic HR Management. The combination of these two aforementioned 
techniques generates meaningful conclusions and the proposal is validated by 
means of an empirical study on a real case study related to the Spanish hi-tech 
sector. 

Keywords: Unsupervised Neural Networks, Glyph Metaphor, Knowledge 
Management, Knowledge Retention, Human Resources Management. 

1 Introduction 

Knowledge Management (KM) [1] means that organizations can capture and share the 
collective experience and the know-how (knowledge) of their employees and apply 
their knowledge in intelligent ways [2]. However, before an organization can 
successfully apply a KM methodology, it first has to develop and to implement its 
knowledge infrastructure [3]. These knowledge infrastructures consist of three central 
dimensions: people, organizational and technological systems. 

It is no exaggeration to say that in an environment such as today’s, where 
everything changes at great speed and almost nothing remains static, knowledge 
emerges as the key factor in any economy [4]. Knowledge not only means that we can 
advance, but that we can adapt to the unceasing change that happens around us, which 
are bound to increase in the future. Equally, the firm inevitably requires 
“specific/singular” knowledge, which will permit it to pursue excellence alongside 
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others. This class of first-level knowledge is held by a small number of people, 
without forgetting that more select and sophisticated knowledge is required, if 
possible, in pioneering firms, such as those analyzed in this study, in an area where 
the offer is, unfortunately, further and further away from satisfying demand. 

Here, the full force of the need is felt, firstly, to recruit those employees with 
specialist knowledge and, secondly and most importantly, to retain them and to 
capitalize on their potential. As the visionary noted [5], it is more difficult to lose 
human capital, when the firm develops its own specific abilities that are difficult to 
transfer. The negative consequences of that fact are accentuated, when key 
employees, leaders or those with a high performance are affected, because it is very 
difficult to replace workers with a high contribution without affecting global 
performance [6] [7]. 

In an effort to avoid these situations, the different configurations that motivate 
employees to remain in a firm are listed for review. Beforehand, it should be 
mentioned that the term configuration is linked to the configurational approach of 
Strategic Human Resource Management [8], according to which there is a coherent 
set of HR practices with strategic objectives that contribute to the competitiveness and 
the survival of the firm. Thus, the adjustment between employee and organization is 
quite a good predictor of the intention to remain committed to the firm or to leave it 
[9], such that high levels of adjustment are more likely to lead to the subsequent 
retention of employees. Both, competitive salaries as well as systems of financial 
rewards, are the most significant factors in the decision to leave the organization or to 
seek new opportunities [10], [11]. 

High salaries can act as a signal to retain qualified employees, protecting the firm 
from losing its investments in training, and avoiding extra expenditure on vacancies 
caused by departures [12]. Furthermore, high levels of retention are achieved through 
the offer of a salary, linked to other investments, such as the creation of structures to 
help new workers to acclimatize to their jobs and their environment, efforts to reduce 
unequal treatment between workers, and a commitment to small but incremental 
opportunities for development and progress [13]. [14] showed that the announcement 
of plans for share options by organizations slowed voluntary departures.  

Moreover, certain environments are more favorable for employee retention than 
others [15]. Thus, young workers demand flexible and informal working 
environments [16]. Employees may be less willing to leave an organization with a 
system of social practices that reinforces company identity. The creation of a strong 
social atmosphere helps to encourage companionship between employees, leading to 
low rates of abandonment, as they feel reluctant to leave their friends [17], because a 
sense of belonging is reinforced [18] and, equally, because a high social implication 
in the organization is positively related to commitment [19] [20] [21] [22].  

It appears clear that the more satisfied and the more motivated an individual feels, 
the more difficult it will be for that individual to leave the organization; the concept of 
commitment could be extended as far as the degree to which employees see the 
organization as a source of satisfaction [23]. Relations with companions are, 
generally, linked to on-the-job satisfaction, which is in turn related to a sense of 
belonging to the firm [24] [25]. A culture that emphasizes interpersonal relations will 
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attract professionals, more than another that is characterized by the value of its tasks 
[26]. The experiment conducted by [27], with a group of key employees, showed how 
they really consider themselves as relevant members when they belonged to a 
working environment with a high degree of interaction between people; when the 
work gave them autonomy, challenges, feedback, opportunities for development and 
the possibility to demonstrate their skills; and, also, if there was provision for 
continuous training and education.  

Therefore, the firm can significantly increase its employee retention rate, 
deepening both satisfaction and motivation [28] [29]; at the same time as reducing the 
costs of employee departures [30] [31], as it has been demonstrated that both labor 
and extra-labor aspects influence the decision to remain in the firm [32]. In 
consequence, the configuration of employee retention, with what has been shown 
above, includes the components associated with employee adjustment to the 
organization, above-average remuneration in relation to competitors, harmonization 
with organizational culture, investments and support for recent arrivals, and social 
training events and actions.  

Based on the ideas discussed above, the authors conducted a broad analysis of 
factors [33], ranging across advanced HR practices to explanations of firm 
performance. In doing so, our study [33] focused on intermediate indicators, such as 
employee characteristics, organizational capabilities and some other internal features. 
The factors in the study consisted of five settings for HR practices (acquisition, 
development, commitment, retention and flexibility), five employee features (human, 
social capital, organizational capital, motivation and turn over), four organizational 
capabilities (knowledge creation, knowledge application, organizational flexibility 
and information technologies), and some other internal features (strategic vision, HR 
emphasis, heterogeneity, and task-associated technology). Only those decisions 
relating to the acquisition of specialized personnel and employee-retention rates and 
the configuration of those two points (Strategic HR Management [34]) were analyzed. 

Going one step further, the present research thoroughly analyzed those features 
related to Knowledge Retention policies. To do so, neural projection models [1] [35] 
[36], described in section 2, were trained and applied to generate intuitive 
visualizations of the data by reducing dimensionality. The instances are depicted in 
different colors and symbols to help extract conclusions, incorporating further 
meaningful information into those projections. Further details about the experiments 
are provided in section 3. Section 4 presents the obtained results while conclusions 
and future work are outlined in section 5.  

2 Neural Projection Model 

Projection models [37] operate on the spatial coordinates of high-dimensional data, in 
order to project them onto lower dimensional spaces. The main goal is to identify the 
patterns that exist across dimensional boundaries by identifying “interesting” 
directions, in terms of any specific index or projection. Such indexes or projections 
are, for example, based on the identification of directions that account for the largest 
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variance of a data set –i.e. Principal Component Analysis (PCA) [38], [39]- or the 
identification of higher-order statistics such as the skew or kurtosis index –i.e. 
Exploratory Projection Pursuit (EPP) [37]. Having identified the most interesting 
projections, the data is then projected onto a lower dimensional subspace, plotted onto 
two or three dimensions, which makes it possible to examine its structure with the 
naked eye. 

The combination of projection techniques together with the use of scatter plot 
matrices is a very useful visualization tool to investigate the intrinsic structure of 
multidimensional data sets, allowing experts to study the relations between different 
components, factors or projections, depending on the technique that is applied. 

The solution proposed in this research applies an unsupervised neural model called 
Cooperative Maximum Likelihood Hebbian Learning (CMLHL) [2] [35]. It is based 
on Maximum Likelihood Hebbian Learning (MLHL) [2] [35], and introduces the 
application of lateral connections [2] [35] derived from the Rectified Gaussian 
Distribution [40]. This connectionist model has been chosen because it reduces the 
data dimensionality while preserving the topology in the original data set. 
Considering an N-dimensional input vector ( x ), and an M-dimensional output vector 

( y ), with ijW being the weight (linking input j  to output i ), then CMLHL can be 

expressed as:  

1. Feed-forward step: 
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Where: η  is the learning rate, τ  is the “strength” of the lateral connections, b  the 

bias parameter, p  a parameter related to the energy function and A  a symmetric 

matrix used to modify the response to the data [2] [35]. The effect of this matrix is 
based on the relation between the distances separating the output neurons. This neural 
projection model has been previously applied to the KM field [1]. 
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3 Experimental Study 

In its empirical validation of acquisition and retention factors, this study looked at 126 
high-tech organizations in Spain. 267 R&D employees from these firms were 
surveyed, in order to analyze their HR strategies and subsequently improve the status 
of the analyzed firms. 

The typical profile of these hi-tech firms would be an organization with 266 
employees, manufacturing products and services (111 from the 126 organizations 
under study). A total of 47% of firms claimed that they innovated in both products 
and services, running 124 annual R&D programs. A total of 44% of the firms were 
members of a corporate group, 16% of which were international. 

As only the HR retention factors are considered in the present study, features 
relating to these factors are analyzed in the surveyed data and described in Table 1. 

Table 1. Analyzed components for retention factor 

Retention factor 

C1: Candidates are selected according to their fitting with the firm. 
C2: Employees match the organizational culture. 
C3: New employees are supported. 
C4: Social and outdoor activities are sponsored by the firm for 

employees to know each other. 
C5: Higher salaries than competitors are offered to retain employees.   

Five components were used to define the retention factor. All these features have 
discrete values that range from 1 (strongly low) to 5 (strongly high). As a result, five 
features from each of the (126) firms were collected for the dataset. 

Two analyses were done for the purpose of an interesting comparison. In the first 
one, each component or retention criteria was weighted with an identical value (0.20), 
which established a typology or categorization of firms in the category as: Excellent, 
High, Normal, Low and Poor. An “excellent” firm in the retention configuration means 
that all components obtained a score of between 4.5 and 5. The firms that fell into the 
“high” category scored between 3.5 and 4.4. in all criteria; while the “normal” 
consideration was for companies with values of between 2.8 and 3.4; the “low” category 
for scores between 2 to 2.7 and the “poor” category, whenever the score was below 2. 

The second analysis consisted in assigning a greater weight to one of the 
components (0.4), leaving the rest equal (0.15), and so on, respectively, for each of 
the criteria. The aim is, in this way, to evaluate the overall consequences and effects 
that each component has on the knowledge retention factor, visualizing the variations 
that are shown.  The results of this comparative study help us determine the specific 
measures that the firm should take, in areas such as employee selection, actions to 
encourage employees to identify with the organizational culture, protocols and 
measures for the integration of new employees and components to determine 
attractive salaries. All of these to achieve efficiency in the configuration of HR 
retention in the firm. 
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4 Results and Analysis 

This section comprises an analysis of the best projections obtained in the above-
described experimental study by applying the CMLHL model to the data on the 
knowledge retention factor. Fig. 1 shows the groups with their labels (1.1, 1.2 …), 
projected by means of CMLHL and according to the retention factor. 

 

 
Fig. 1. CMLHL projection of the Retention Factor dataset 

4.1 Analysis 1 

Firstly, the combination of CMLHL and glyph depiction was applied to the equally-
weighted features of knowledge retention. With regard to the first study, the 
application of the tool to the data and its subsequent interpretation immediately 
identified the different situations that can arise in the configuration of retention. In 
consequence, it provides information to take well-judged decisions for employee 
retention in firms with similar characteristics to those in this study. It is a preliminary 
step of transcendental importance to achieve the business objectives of 
competitiveness and survival. 

Analyzing the five components all together (Fig. 2), the firms that are found to the 
right of the diagram present excellent knowledge retention, a position that starts to 
worsen as we move towards the left, such that those situated in the center represent 
high retention, which becomes normal as we move in that same direction, until we 
arrive at the low and poor categories in the positions furthest to the left. 
Simultaneously, the tool also shows the excellent firms situated in the lower part of 
the diagram, the high firms in the intermediate zone, and the remainder in the upper 
zone.  

1.1 
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2.1 4.1 5.1

6.1

7.1

3.2

3.3 
4.2

4.3 5.2 6.2 7.2
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Fig. 2. CMLHL projection of the Retention Factor dataset for equally-weighted features 

The grid generated by the application of the tool is very useful to classify firms and 
to place them with respect to the configuration of knowledge retention and, in 
consequence, to adopt the decisions that contribute to maintaining and to correcting 
these locations. In other words, an acceptable interpretation of the relevant data will 
highlight the existing configuration and will contribute sufficient knowledge, if 
necessary, in order to change position, determining not only the components that 
obtain little value, but also stressing the measures to be able to change undesirable 
locations, or in other words, firms in weaker categories. These measures, in R&D 
companies are connected with the selection of employees in accordance with the 
global adjustment of the firm, its clear identification with organizational culture, 
integration, the development of activities for recently contracted employees and a 
higher salary offer than its competitors.  

4.2 Analysis 2 

Fig. 3 shows the CMLHL projection of the analysis of firms, according to the 
retention factor, varying the component weights. The overvalued factor is marked 
with a plus character (‘+”). That is, “+C1” means that the component 1 (See Table 1) 
was given a higher weight than others. 

In addition to the interpretation of the positions that the firms occupy in the 
projection (Fig. 3), the study was complemented by a second analysis, with the 
objective of comparing the variation or effect of each component on the overall 
retention factor. To do so, each component of the retention configuration, starting 
with the first one and finishing with the fifth one, were iteratively weighted with a 
higher value (0.50) with regard to the others (0.15 for each of the four remaining 
ones) and its effect on the initial typology was studied (where all the criteria were 
weighted with an identical value). In this way, five different experiments were 
conducted, varying the weight from the first to the fifth component. 
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Fig. 3.1. CMLHL projections of the reten-
tion factor dataset: overvalued component 1 
(+C1) 

Fig. 3.2. CMLHL projections of the retention 
factor dataset, overweighting component 2 
(+C2) 

 

Fig. 3.3. CMLHL projections of the retention 
factor dataset, overweighting component 3 
(+C3) 

Fig. 3.4. CMLHL projections of the retention 
factor dataset, overweighting component 4. 
(+C4) 

 

Fig. 3.5. CMLHL projections of the retention 
factor dataset, overweighting component 5 
(+C5) 
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The results were very revealing. Starting with Fig. 2, fourteen clearly identified 
groups or sections were observed, each of which represents, according to this study, 
two revealing aspects of the firms in the sample, their category or the level that they 
reach in the retention configuration, as well as the high values that correspond with 
excellent or very good human resource retention, while the very low values represent 
the contrary situation, and their localization.  

When the highest weighting is attached to component C1 (selection of individuals 
according to the global adjustment with the firm), the results present the following 
changes (Fig. 3.2 +C1): in group 1.1, one firm moves from a low to a normal 
category; in 2.1, one firm changes from poor to low and two others change from 
normal to high categories; in group 3.1, one firm changes from low to normal, two 
from normal to high and one from high to excellent; in 3.2, two firms move from 
normal to high; in section 4.1, one firm changes from normal to high and one more 
from high to excellent; in 4.2, one moves from normal to high; in group 5.1, one 
passes from high to excellent; in group 5.2, another changes from normal to high; in 
group 6.2 as well as in group 7.2, a single firm changes from high to excellent. There 
are a total of sixteen changes, in all of which the firms improve the retention 
configuration with regard to their initial situation. 

In the case of the greater weighting given to C2 (employees identify with the 
organizational culture), the variations are (Fig. 3.2 +C2) as follows: in group 2.1, one 
firm moves from poor to low and another from normal to high; in 3.1, three firms 
vary from low to normal, while another moves from normal to high; in 3.2, one firm 
changes from low to normal, while another three move from normal to high; in group 
4.1, one firm changes from poor to low and another from normal to high; in 4.2,  one 
moves from low to normal, another from normal to high, and yet another from high to 
excellent; in group 5.1, one company switches the category of normal for high, and 
another switches from high to excellent; in group 5.2, two firms change from normal 
to high; in group 6.1, one company moves from normal to high; in 6.2, another moves 
from high to excellent,  in 7.1, one firm changes from high to excellent and in group 
7.2, one firm passes from normal to high. The changes affect twenty-three firms, all 
of which improve the retention configuration, as in component C1. 

C3 (the firm provides support for the incorporation of recently contracted 
employees) is given a greater weighting in retention, but with the following changes 
(Fig. 3.2 +C3): in group 1.1, one single firm moves from low to normal; in 2.1, one 
firm changes from poor to low, and two others from normal to high; in group 3.2, one 
firm changes from low to normal and four more from the normal to the high category; 
group 4.2 presents a change from low to normal; in 4.3, one changes from poor to 
normal and another from normal to high; in group 5.2, three companies change from 
normal to high and another from high to excellent; finally, in group 6.2, one firm 
changes from high to excellent. Here too, the changes are improvements for all 
sixteen firms.  

With regard to attributing greater weight to component C4 (promotion of social 
events and activities so that workers relate and get to know each other), the results 
observed are as follows (Fig. 3.2 +C4): 
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In group 1.1, four firms change from normal to low and one other from high to 
normal; in 2.1, another four firms move from normal to low and two more from high 
to normal; in 3.1, one company changes from normal to high, in 3.2, six firms change 
from normal to low and three more from high to low; in group 4.1, two companies 
switch from the high to the normal category and another one from excellent to high; 
in 4.2, one moves from normal to low, and the same happens in 4.3; in 5.2, one firm 
changes from low to poor and another from excellent to high. In view of these data, 
criterion C4 is clearly the only one that provokes more unfavorable or retrograde 
situations, affecting 38 companies, at the same time as it is shown to be the 
component that provokes the most changes in the firms and is the one that 
differentiates or discriminates between the data under analysis more than any other. 
This is because the firms under study clearly present inferior values under this 
criterion to those of the other components, except in groups 6.1, 6.2, 7.1 and 7.2 that 
reach the highest possible value. 

Finally, when C5 (offers higher salaries than competitors) is given a greater 
weighting, the following transformations appear (Fig. 3.2 +C5): in 1.1, one firm 
moves from normal to high; in 2.1., another firm varies from low to normal; in 3.1., 
one firm moves from low to normal, another two from normal to high and one from 
high to excellent; in group 3.2, two firms move from normal to high and one from 
high to excellent, in 4.1, one firm changes from poor to low and another from normal 
to high; in 4.3, one moves from low to normal; in group 5.1, two entities are 
transformed from high to excellent. In this component, 15 changes of firms occur, 
which improve the level of their human resources retention factor.  

 These results demonstrate that the impact of each component on the retention 
configuration may be understood and, in consequence, strategic decisions may be 
taken according to the objectives that are pursued. Thus, the question is how to 
influence those behaviours and actions, of which the firm may be unaware or may be 
ignoring, once they have been identified in the analysis. In concrete, there is a wide 
range of possibilities that runs from designing and applying selection policies that 
take into account the needs for knowledge within the firm, until the actions are 
proposed that allow the employees to become aware of, to understand, and to make 
the value of the organizational culture their own.  

Likewise, the firm should be aware that the retention configuration calls for the 
provision of help so that the incorporation of new employees is a success, as well as 
for meetings and events to promote relations between veteran staff and recent arrivals. 
In this sense, integration policies should be based on the particularities of the people, 
knowledge exchange and sharing, the establishment of teams of people with different 
levels experience and service and the context in which the work will develop. Finally, 
as made clear, the policies of remuneration and motivation are of vital importance to 
achieve an excellent level of human resource retention. 

A comparison of CMLHL projections with those obtained from some other 
unsupervised techniques: Principal Component Analysis (PCA) [39], MLHL and 
Self-Organizing Map (SOM) [41] were also applied to the HR dataset previously 
analyzed. Only those projections obtained by CMHL have been included in present 
study as they are more sparse [2] [35] and the data ordering can be identified in a 
more clear way. 
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5 Conclusions and Future Work 

The objective that prompted us to conduct this study was twofold: on the one hand, to 
prove the validity of the technique, for a set of qualitative, abstract and disordered 
data, representative of the level reached in the retention configuration of R&D 
personnel, in a significant sample of Spanish high-tech firms (126), and, on the other 
hand, to contribute a necessary element of rigor and robustness to research in the field 
of KM. Accordingly, it was possible to scale up from theoretical formulations to the 
application tools, the purpose of which is first of all to diagnose the reality and, then, 
to shed light on or to guide certain actions that improve their application or 
implementation in the firm.  

This objective may be said to have been achieved because the application of the 
tool has served not only to group together and to order the data, the interpretation of 
which is highly significant, but also to arrive at interesting results, which serve to take 
decisions that can assure the effectiveness of the knowledge retention configuration. 
This HR practice has a high-level impact on competitiveness and the survival of the 
firm. From among these results, the following may be highlighted: 

1. Clear identification of the firm’s position with regard to its employee retention 
factor, which at the same time emerges from the configuration components 
attributed to it. This allows us to represent and, in consequence, to interpret the 
importance or commitment that the firms in this study attribute to this point, 
representative of a working base with the necessary knowledge and capabilities, 
whether economic, sustainable and stable, and in which the best professionals from 
each area are concentrated and maintained. Simultaneously, together with the 
preceding point on the position of the firm, the representation of the components or 
the variables of this factor provide information on the category or level in each 
configuration component and, therefore, help determine which achieve the best 
values and in which intervention is necessary. More specifically, the results allow 
us to establish, for example, if the firm has a plan where the needs of specific 
abilities are specified for the available posts and if higher salaries are offered to 
contract the best worker, where this salary is an element of retention. Likewise, it 
establishes if the selection is done on the basis of the global adjustment of the firm, 
if the employees identify with the organizational culture and whether there is a 
plan for the integration of new employees. All these elements work towards the 
success of human resource retention in the firm. 

2. The convergence of various variables, each one with identical weightings, in 
clearly identified areas or spaces, which represent business positions or situations  
with regard to different levels of the retention factor; descending from excellent, 
high, and normal, to low and then poor. And their comparison, when the weighting 
is different for each of the five variables under analysis, maintaining the rest 
respectively equal. The displacement of the data set to other slightly different 
zones, as well as its variation in the primary score that was given, establish the 
characteristics of the firm, and those that it can manage to achieve, according to the 
actions that it undertakes, to situate itself, according to each case, in the best 
positions, changing from one to another, according to the employee retention 
strategy that is needed or relinquishing strategies that have proved inefficient.  
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In brief, the tool applied to the data used in this analysis has to a high degree of 
accuracy detected the position, the level and the components that configure working 
practice for the retention of R&D employees in a significative sample of Spanish 
firms, and the way in which it may evolve and progress towards a more effective 
introduction and execution, which will achieve higher levels of competitiveness and 
value. Acceptable behavior of the tool, in this and in earlier works, opens a wide field 
of possibilities for data treatment in fields where these are of a qualitative, abstract, 
and disordered nature, which will without doubt contribute to improving their 
diagnosis and may, more importantly, serve to advance applied research, providing 
guidance to business managers and executives.  

Future work will focus on extending this study to some other factors that are 
important in the HR and KM fields (described in Section 2) and on the application of 
other unsupervised visualization models. 
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Abstract. One of the main reasons for low acceptance by seniors the
available technology for automatic fall detection is that the existing de-
vices generate too much false alarms. Additionally, the camera-based
devices do not preserve the privacy adequately. In our approach an ac-
celerometer is utilized to indicate a potential fall. A fall hypothesis is
then verified in the second stage in which we employ a depth image,
which was shot at the moment of the potential fall. A detector that was
trained in advance on features extracted both from depth images and
points cloud is responsible for verification whether a person is lying on
the floor. After all, to reliably distinguish the fall from fall-like activi-
ties we perform final verification, in which we employ the proposed fall
energy image. The fall energy image expresses the distribution of the
person’s motion in the set of images preceding the fall.

Keywords: Depth image and point cloud processing, fall detection.

1 Introduction

Falls are a major health risk and a significant obstacle to independent living of
the seniors [13]. In response to the demand for fall detection technology, plenty of
research has been done in the recent years to develop unobtrusive fall detection
systems for enhancing the functional ability of the elderly and patients [16].
However, despite many efforts made to obtain reliable and unobtrusive person
fall detection, current technology does not meet the seniors’ needs. One of the
main reasons for non-acceptance of the currently available technology by elderly
is that the existing devices generate too much false alarms, which in turn lead
to considerable frustration of the seniors. Additionally, the existing devices do
not preserve the privacy and unobtrusiveness adequately.

In recent years, a lot of research has been done on detecting falls using a wide
range of sensor types. Mubashir et al. [16] done a survey of methods used in
the existing systems. Single CCD camera [18], multiple cameras [6], specialized
omni-directional ones [15] and stereo-pair cameras [9] are widely used in the
vision systems for fall detection. Most of the currently available techniques for fall
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detection are based on wearable sensors. Accelerometers or both accelerometers
and gyroscopes are the most frequently used sensors in devices responsible for
fall monitoring [17]. However, on the basis of inertial sensors it is not easy to
separate real falls from fall-like activities [2] and in consequence the devices that
are built on only such sensors typically trigger significant amount of false alarms.
The reason is that the characteristic motion patterns of fall also exist in many
actions. For instance, the crouch also demonstrates a rapid downward motion.

Recently, Kinect sensor was used in prototype systems for fall detection [10,
11, 14]. It is the world’s first low-cost device that combines an RGB camera and
a depth sensor. Unlike 2D cameras, it allows 3D tracking of the body movements.
Thus, if only depth images are used it preserves the person’s privacy. Because
depth images are extracted with the support of an active light source, they are
largely independent of external light conditions. Thanks to the use of the infrared
light the Kinect is capable of extracting the depth images in dark rooms.

In this work we demonstrate an approach to reduce the number of false posi-
tives alarms in fall detection through the use of an accelerometer and the depth
images. The accelerometer is utilized to indicate a potential fall. A fall hypothe-
sis is then verified in the second stage in which we employ a depth image, which
was shot at the time of the potential fall of the person. A detector that was
trained in advance on features extracted both from depth images and points
cloud is responsible for verification whether a person is lying on the floor. Af-
ter all, to reliably distinguish the fall from fall-like activities we perform final
verification, in which we employ the proposed fall energy image. The fall energy
image expresses the distribution of the person’s motion in a collection of the
images, acquired in a certain period of time before the potential fall alert.

The contribution of this work is twofold: firstly we propose fall energy images
(FEI) as an effective spatiotemporal representation of the human fall. Secondly,
we show how to extract such energy fall images on the basis of the depth images
and then how to utilize them to achieve reliable fall detection. Shape mod-
eling using spatiotemporal features provides crucial information about human
activities. In [7], a method for fall detection that is based on a combination of
the eigenspace and integrated time motion images (ITMI) was developed. ITMI
contain motion information and time stamps of motion occurrence. Multilayer
perceptron neural network was utilized for classification of motions and detec-
tion of the fall event. In [19], a mobile human airbag system was designed for
fall protection for the elderly. A Micro Inertial Measurement Unit consisting of
three dimensional accelerometers, gyroscopes, a Bluetooth module and a Micro
Controller Unit (MCU) is utilized to record human motion information. Through
analysis of images acquired by a high-speed camera, a lateral fall can be deter-
mined on the basis of a gyro threshold. The classification of falls is performed by
a support vector machine (SVM) classifier. The majority of vision based systems
for fall detection do not take into account the motion information. In this work
we demonstrate how to extract fall energy images using accelerometer and depth
images as well as how to process them. The accelerometer helps us to extract
the representative segment of the images as a representation of the fall event.
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2 Person Detection in Depth Images

Depth is very useful cue to achieve reliable person detection because humans
may not have consistent color and texture but have to occupy an integrated
region in space. The Kinect combines structured light with two classic computer
vision techniques, namely depth from focus and depth from stereo. It is equipped
with infrared laser-based IR emitter, an infrared camera and a RGB camera.
The IR camera and the IR projector compose a stereo pair with a baseline of
approximately 75 mm. A known pattern of dots is projected from the IR laser
emitter. These specs are captured by the IR camera and then compared to the
known pattern. Since there is the distance between laser and sensor, the images
correspond to different camera positions, and that in turn allows to use stereo
triangulation to calculate each spec depth. The field of view of the system is 57◦

horizontally and 43◦ vertically, the minimum measurement range is about 0.6 m,
whereas the maximum range is somewhere between 4-5 m. It captures the depth
and color images simultaneously at a frame rate of about 30 fps. The default
RGB video stream has size 640 × 480 and 8-bit for each channel, whereas the
depth stream is 640 × 480 resolution and with 11-bit depth.

The software called NITE from PrimeSense offers skeleton tracking on the
basis of depth images. However, this software is targeted for supporting the
human-computer interaction, and not for detecting the person fall. Thus, in many
circumstances it can have difficulties in extracting and tracking the person’s
skeleton. Therefore, we employ a person detection method [11], which reliably
extracts the subject including situations when he/she is lying on the floor.

The person was delineated on the basis of a scene reference image, which was
extracted in advance and then updated on-line. In the depth reference image each
pixel assumes the median value of several pixels values from the past images. In
the setup phase we collect a number of the depth images, and for each pixel we
assemble a list of the pixel values from the former images, which is then sorted in
order to extract the median. Given the sorted lists of pixels the depth reference
image can be updated quickly by removing the oldest pixels and updating the
sorted lists with the pixels from the current depth image and then extracting
the median value. We found that for typical human motions, good results can be
obtained using 13 depth images [11]. For Kinect acquiring the images at 25 Hz
we take every fifteenth image.

In the detection mode the foreground objects are extracted through differenc-
ing the current depth image from such a depth reference map. Afterwards, the
person is delineated through extracting the largest connected component in the
thresholded difference between the current map and the reference map.

3 V-Disparity Based Ground Plane Extraction

Given a depth map provided by the Kinect sensor, the disparity d can be deter-
mined in the following manner:

d =
b · f
z

(1)
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where z is the depth (in meters), b is the horizontal baseline between the cameras
(in meters), f is the (common) focal length of the cameras (in pixels). The IR
camera and the IR projector form a stereo pair with a baseline of approximately
b = 7.5 cm, whereas the focal length f is equal to 580 pixels.

Let H be a function of the disparities d such that H(d) = Id. The Id is the
v-disparity image and H accumulates the pixels with the same disparity from a
given line of the disparity image. Thus, in the v-disparity image each point in
the line i represents the number of points with the same disparity occurring in
the i-th line of the disparity image. In [12] the v-disparity maps between two
stereo images were used to achieve reliable obstacle detection. In our work the
v-disparity maps are extracted using depth images determined by Kinect.

The line corresponding to the floor pixels in the v-disparity map was extracted
using the Hough transform operating on v-disparity values and a predefined
range of parameters. The accumulator was incremented by v-disparity values
[11]. Assuming that the Kinect is placed at height about 1 m from the floor,
the line representing the floor should begin in the disparities ranging from 21 to
25 depending on the tilt angle of the sensor. Given the extracted line in such
a way, the pixels belonging to the floor areas were determined [11]. Due to the
measurement inaccuracies, pixels falling into some disparity extent dt were also
considered as belonging to the ground. Assuming that dy is a disparity in the
line y, which represents the pixels belonging to the ground plane, we take into
account the disparities from the range d ∈ (dy − dt, dy + dt) as a representation
of the ground plane.

After the transformation of the pixels representing the floor to the 3D points
cloud, the plane described by the equation ax+by+cx+d has been recovered [11].
The parameters a, b, c and d were estimated using the RANSAC algorithm. The
distance to the ground plane from the 3D centroid of points cloud corresponding
to the segmented person was determined on the basis of the following equation:

D =
|aXc + bYc + cZc + d|√

a2 + b2 + c2
(2)

where Xc, Yc, Zc stand for the coordinates of the person’s centroid.

4 Lying Pose Recognition

The recognition of lying pose was achieved using a classier trained on features
representing the extracted person both in depth images and in point clouds. A
data-set consisting of images with normal activities like walking, sitting down,
crouching down and lying has been composed in order to train a classifier re-
sponsible for testing whether a person is lying on the floor and to evaluate its
performance. Thirty five volunteers with age under 28 years attended in prepa-
ration of the data-set. The image sequences were recorded using two Kinect
devices. The first Kinect was placed at a height of about one meter to the floor,
whereas the second one was placed at a ceiling corner of the room. Figure 1
shows example depth images seen from such two different views.
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Fig. 1. Person in depth images seen from two different views

In total 312 images representing typical human actions were selected and then
utilized to extract the following features:

– h/w - a ratio of width to height of the person’s bounding box, calculated in
the points cloud

– h/hmax - a ratio expressing the height of the person’s surrounding box in
the current frame to the height of the person

– dist - the distance of the person centroid to the floor, expressed in millimeters
– max(σx, σz) - standard deviation from the centroid for the abscissa and the

depth, respectively.

Figure 2 depicts a scatterplot matrix for the employed attributes, in which a col-
lection of scatterplots is organized in a two-dimensional matrix simultaneously to
provide correlation information among the attributes. In a single scatterplot two
attributes are projected along the x-y axes of the Cartesian coordinates. As we
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Fig. 2. Multivariate classification scatter plot for features used in lying pose recognition
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can observe, the overlaps in the attribute space are not too significant. We consid-
ered also another attributes, for instance, a filling ratio of the rectangles making
up the person’s bounding box. The worth of the considered features was eval-
uated on the basis of the information gain [4], which measures the dependence
between the feature and the class label. In the assessment of the discrimination
power of the considered features and selecting the most discriminative ones we
utilized the InfoGainAttributeEval procedure from the Weka [5], which is a
collection of machine learning algorithms.

5 Fall Energy Image

Several motion features have been proposed until now to represent people activ-
ities, such as Motion History Image (MHI) [1]. Usually, the MHI is generated on
the basis of binary images, where the person silhouette sequence is condensed
into gray scale images as a weighted combination of all motion images. The result
of such a motion condensation is a scalar-valued image in which more recently
moving pixels are brighter. One of the advantages of the MHI representation is
that a range of action images may be encoded in a single motion-shape. Typi-
cally, in action recognition phase such a static shape pattern is compared with
pre-stored action prototypes.

The Fall Energy Image is an average of all silhouette images of a single fall.
Such a spatiotemporal energy map spans the time scale of person fall. The en-
ergy map is calculated using a number of binary silhouette images before the fall.
The images are scaled according to the distance of the person to the camera. We
assume that a fall occurs if the signal upper peak value from the accelerometer
is greater than 3g. Figure 3 illustrates example fall energy images with the cor-
responding plots of signal upper peak value (UPV) vs. time. As we can observe,
both actions have quite similar characteristics in the acceleration domain, but
totally different fall energy maps.

The weighted average (moment) of the fall energy expressed by pixel intensi-
ties was computed using moments as follows:

xc =

∑
x

∑
y xP (x, y)∑

x

∑
y P (x, y)

yc =

∑
x

∑
y yP (x, y)∑

x

∑
y P (x, y)

(3)

where x, y are pixel coordinates. The major length and width (eigenvalues) of
the fall energy has been calculated in the following manner [8]:

l = 0.707

√
(a + c) +

√
b2 + (a− c)2

w = 0.707

√
(a + c) −

√
b2 + (a− c)2

(4)
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Fig. 3. Fall energy images for a forward fall (left) and sitting on a chair (right) with
corresponding plots of signal upper peak value vs. time (bottom row)

where

a = M20

M00
− x2

c , b = 2(M11

M00
− xcyc), c = M02

M00
− y2c ,M00 =

∑
x

∑
y P (x, y),

M11 =
∑

x

∑
y xyP (x, y), M20 =

∑
x

∑
y x

2P (x, y), M02 =
∑

x

∑
y y

2P (x, y).

We calculated also the average fall energy, i.e. the mean value of non-zero pixel
values in the fall energy image P (x, y) as well as the Euclidean distance dE
between the weighted average location of the fall energy (yc, xc) and the geo-
metrical centroid of the thresholded energy map. Figure 4 depicts the scatter
plot matrix for such energy features. The features were extracted on the basis
of 30 image sequences in which half of them contained person falls. The remain-
ing sequences contained person activities, which were very similar to fall. The
activities were performed close to the floor and contained actions consisting in
sitting on the floor, laying down on the floor, for instance to raise an object,
etc. The features were extracted on the basis of 30 depth images just before
the human fall, which in turn was signaled by a procedure processing data from
the accelerometer. That means that the FEI image expresses the fall energy in
about 1 sec. As we can observe, on the basis of such a set of features the person
fall can be distinguished from the non-fall activities. We considered also energy
features extracted on the basis of the bank of Log-Gabor filters. Their worth
was evaluated on the basis of the information gain and then compared to the
discrimination power of the above discussed features. The experimental results
showed that their worth is not worse in comparison to Gabor filter based energy
features and therefore we decided to use them in the evaluation of the whole
system. It is worth to note that they can be extracted in considerably shorter
time.
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Fig. 4. Multivariate classification scatter plot for features extracted on fall energy
images

6 Experimental Results

Thirty five young health volunteers with age under 28 years attended in prepa-
ration of the data-sets and in the evaluation of the fall detection accuracy. To
show the resistance of the system to the placement of the camera the images were
acquired by two Kinect devices. The motion data were acquired by a wearable
smart device (Sony PlayStation Move) containing accelerometer and gyroscope
sensors. Data from the device were transmitted wirelessly via Bluetooth and re-
ceived by a laptop computer. In all, 312 images acquired by two Kinect devices
were selected and then used to evaluate the k-NN classifier responsible for check-
ing whether the person is lying on the floor. The number of images with a fall
was equal to 110. We evaluated also KStar [3], SVM and multilayer perceptron
(MLP) classifiers. The KStar and MLP classified all falls correctly, whereas the
remaining algorithms incorrectly classified two instances. A k-NN based motion
classifier was trained on 30 image sequences of which 15 contained fall events.
Its accuracy was evaluated in 10-fold cross-validation and one fall was classified
incorrectly. The SVM and KStar classified all falls correctly.

The complete system for fall detection was tested with simulated-falls per-
formed by young volunteers under supervised conditions onto crash mats. The
accelerometer was worn near the pelvis. Five volunteers attended in the tests and
evaluations of our system. Intentional falls were performed in home towards a
carpet with thickness of about 2 cm. Each individual performed ADLs like walk-
ing, sitting, crouching down, leaning down/picking up objects from the floor,
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lying on a bed. As expected, using only the accelerometer the number of false
alarms was considerable. Experimental results demonstrated that most of them
can be ignored owing to the use of our recognition module of the lying pose.
This operation is done at low computational cost as the verification of the fall
is performed if the module processing the data from the accelerometer triggers
the alarm. Moreover, on the basis of the accelerometer based alarm the sys-
tem obtains information which image should be processed to decide if an event
consisting in person lying on the floor takes place. All person activities that
have been considered in the previous work [10] were classified correctly. During
the evaluation of the system the volunteers found several fall-like actions, which
were not considered in the previous work and for which the two-stage algorithm
triggered false alarms. The experimental results obtained on the system with
three modules, i.e. accelerometer, lying pose recognition and fall energy analysis
demonstrated that the fall energy features are very useful in further reduction
of the false alarm ratio. A comprehensive evaluation showed that the system
has high accuracy of fall detection and very low level of false alarms. It demon-
strated that the placement of the cameras does not have an influence on the
classification accuracy.

The depth images were acquired by the Kinect sensors using OpenNI. The
system was implemented in C/C++ and runs at 25 fps on 2.4 GHz I7 notebook.
The most computationally demanding operation is extraction of the depth ref-
erence image of the scene. For images of size 640 × 480 the computation time
needed for extraction of the depth reference image is about 9 milliseconds. In
order to reduce the computational overload the depth reference images were only
updated if on the image acquired in the moment of the fall, two or more blobs
had been detected. In practice, we examined the thresholded difference between
the current depth map and the reference map in terms of the number of blobs.

7 Conclusions

In this work we demonstrated how to achieve reliable fall detection with low
false positives number. Given the alarm trigger obtained on the basis of data
from wireless accelerometer, the system extracts the person features from the
corresponding depth image and point clouds. The system uses them in a k-NN
classifier to examine if the person is lying on the floor. In order to further reduce
the false alarm ratio the system extracts fall energy images from a sequence of
images up to the fall and then employs the energy features in a k-NN classifier.
Experimental results demonstrated that this leads to considerable reduction of
false alarms and high detection ratio. The system preserves the privacy of the
user and works in poor lighting conditions.
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Abstract. In this paper a modified dendrite morphological neural net-
work (DMNN) is applied for 3D object recognition. For feature extrac-
tion, shape and color information were used. The first two Hu’s moment
invariants are calculated based on 2D grayscale images, and color attri-
butes were obtained converting the RGB (Red, Green, Blue) image to
the HSI (Hue, Saturation, Intensity) color space. For testing, a controlled
lab color image database and a real image dataset were considered. The
problem with the real image dataset, without controlling light conditions,
is that objects are difficult to segment using only color information; for
tackling this problem the Depth data provided by the Microsoft Kinect
for Windows sensor was used. A comparative analysis of the proposed
method with a MLP (Multilayer Perceptron) and SVM (Support Vec-
tor Machine) is presented and the results reveal the advantages of the
modified DMNN.

Keywords: Dendrite morphological neural network, 3D object recogni-
tion, Kinect, depth segmentation, color, classification.

1 Introduction

Object recognition is an important task in computer vision due to its variety
of applications in many areas of artificial intelligence including, for example,
content-based image retrieval, industrial automation or object identification for
robots [15].

A visual system recognizes objects by multiple features, including shape, color
and texture. In this case, the shape and the color of the object are the features
selected for representation. For shape characterization, the Hu’s moment in-
variants are calculated and for color features, the HSI color space is used as
an alternative to the RGB space because this model is suitable for processing
images that present lighting changes.

On the other hand, image segmentation is very critical to image processing
for object location. The existing algorithms that use only the color information
for the segmentation have some difficulties. Usually the objects to segment must
have a big contrast with background to easily distinguish the object. To tackle

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 304–313, 2013.
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this problem, the depth data from the Kinect sensor is used. In this way, the
segmentation problem of the objects in real scenarios becomes simpler because
the segment boundary can be defined like the edges on depth data.

This paper describes a method to recognize 3D objects through a pattern
recognition approach using a modified DMNN for classification [13]. The pro-
posed method of object recognition system has two phases: training and testing
phase. During the training phase, the images are preprocessed and the feature
vector is generated. The feature vector is stored with the object label and the
DMNN is trained. During testing phase, the test image is given to the system;
the features are extracted of the preprocessed image and then the classifier is
employed to recognize the object.

The system was evaluated on 20 objects taken from the COIL-100 color
database [8] and on a set of images captured without controlled lighting condi-
tion, the depth object segmentation was used in this last dataset.

The rest of the paper is organized as follows. Section 2 describes the feature
extraction process and Section 3 presents the depth segmentation procedure used
in the real dataset. Section 4 explains the modified DMNN. Section 5 presents
the proposed object recognition method. Section 6 is focused to present the
experimental results where the classification method used in the recognition
process is tested and compared with other classifiers. Finally, Section 7 is oriented
to provide the conclusions and directions for further research.

2 Feature Extraction Process

Feature extraction is a process for converting the input data into a set of features
that extract the relevant information in order to perform a task, in this case,
recognize an object. In this paper, we use Hu’s moment invariants and color to
represent the object.

2.1 Moment Invariants

Geometric moment invariants were introduced by Hu based on the theory of al-
gebraic invariants [6]. Image or shape feature invariants remain unchanged if the
image undergoes any combination of the following transformations: translation,
rotation and scaling. Therefore, the moment invariants can be used to recognize
the object even if the object has changed in certain transformations.

A set of seven invariant moments can be derived from the second and third
moments, in this paper we only use the first and second invariant moments to
represent the object. Details can be found in [4].

2.2 Color Features

Color spaces provide a method for specifying, ordering and manipulating colors.
In this paper, the HSI color space is used as an alternative to RGB space because
HSI is less sensitive to the lighting changes than the RGB [7]. The HSI space
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considers the image as a combination of the components: hue (H ), saturation
(S ) and intensity (I ).

The RGB components of an image can be converted to HSI color representa-
tion by:

H = cos−1

(
0.5 (R − G) + (R − B) /

√
(R − G)2 + (R − B) (G− B)

)
. (1)

In order to have the value for hue in the range from 0 to 360 degrees, it is
necessary to substract H from 360° when B > G. The formulas for saturation
and intensity are, respectively:

S = 1 − 3

R + G + B
min (R,G,B) , I =

1

3
(R + G + B) . (2)

Generally, hue is considered as an angle between a reference line and the color
point in RGB space; the range of the hue value is from 0 to 360 degrees. When
the saturation component is close to 0, colors only reflect a change between
black and white. When this component is close to 1, the color will reflect the
true value represented by the hue. To determine the colors black, white and gray,
the saturation component is used, if saturation is close to 0 then whether the
intensity is close to 0 the color is black, if it is close to 1 the color is white and
otherwise, the color is gray.

3 Segmentation Process

Image segmentation is the task of partitioning an image into consistent regions
and is typically used to identify objects or other relevant information in digi-
tal images. The existing algorithms that use only the color information for the
segmentation have some difficulties. To obtain a good segmentation, usually the
objects to segment must have a big contrast with background to make it easier
to distinguish the object. It is also important to have a homogeneous background
to avoid that wrong areas are marked as objects; and the illumination circum-
stances must be constants. To tackle this problem, the depth data provided by
the Kinect sensor is used. In this way, the segmentation problem of the objects
in real scenarios becomes simpler because the segment boundary can be defined
like the edges on depth data.

For segmentation is very important that the depth and image cameras on the
Kinect are aligned because the detection of the object in the depth image (their
contour) must coincide with the color image to achieve a good segmentation. To
calibrate the two cameras, the calibration tool reported in [1] was used.

On the other hand, the depth map of the Kinect for Windows in the near
mode has an effective range of approximately 0.5 to 3 meters. In this paper, the
depth information in the raw depth per pixel was used to divide the depth image
in layers where only the first layer was taking into account, this layer goes from
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0.5 to 0.9 meters and only the object that is allocated to this distance from the
Kinect is considered for recognition.

For explaining the segmentation process, an object from the real dataset was
selected as an example. Figure 1a) presents the interest object in the scene,
applying the depth division, the regions recognized by the Kinect in the first layer
are presented in Figure 1b), as can be seen the object was correctly segmented.
However, the depth data has noise and holes; especially, in the silhouettes of the
objects, these problems are recurring; furthermore, the Kinect detects points
from the surface too. To reduce these problems, the color image was binarized
(Fig. 1c)) and the noise was eliminated using erosion and dilation filters; Fig. 1d)
presents the filtered image and Fig. 1e) presents the corresponding color image.
To get a noiseless image for extracting the features representation, the minimum
and maximum points in x and y were determined from the binary filtered image
and a rectangular area was calculated; this area was selected from the original
color image and the result for this example is presented in Fig. 1f).

Fig. 1. a) Scenario for image capture, b) Depth segmentation, c) Binary segmented
image, d) Filtered segmented image, e) Color segmented image, f) Test image

4 Dendrite Morphological Neural Networks

The dendrite morphological neural networks (DMNN) were first described by
Ritter and colleagues in [9] and [11]. DMNN emerge as an improvement of classi-
cal morphological neural networks (MNN), originally introduced by Davidson in
[3] and then re-discussed by Ritter and Sussner in [10]. A key issue in the design
of a DMNN is its training; this is in the selection of the number of dendrites
and the values of synaptic weights for each dendrite. Diverse algorithms to auto-
matically train a DMNN can be found in [9], [12] and [2]. A novel algorithm for
the automatic training of a DMNN was proposed in [13] and it is applied in this
work for object recognition.

4.1 Basics on Dendrite Morphological Neural Networks

Morphological neural networks are closely related to Lattice Computing [5],
which can be defined as the collection of Computational Intelligence tools and
techniques that use lattice operations ∨ (maximum), or ∧ (minimum), and +
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from the semirings (R−∞,∨,+) or (R∞,∧,+) where R−∞ = R ∪ {−∞} and
R∞ = R ∪ {∞}. From a set of n input neurons, the computation at a neuron in
a MNN for input x = (x1, x2, . . . , xn) is given by

τj (x) = aj

n∨
i=1

bij (xi + wij) or τj (x) = aj

n∧
i=1

bij (xi + wij) (3)

where bij = ±1 denotes if the ith neuron causes excitation or inhibition on the
j th neuron, aj = ±1 denotes the output response (excitation or inhibition) of the
j th neuron to the neurons whose axons contact the j th neuron and wij denotes
the synaptic strength between the ith neuron and the j th neuron. Parameters bij
and aj take +1 or -1 value if the ith input neuron causes excitation or inhibition
to the j th neuron. The computation performed by the kth dendrite (Dk) can be
expressed by the formula:

Dk (x) = ak
∧
i∈I

∧
l∈L

(−1)
1−l (

xi + wl
ik

)
(4)

where x = (x1, x2, . . . , xn) ∈ Rn corresponds to the input neurons, I ⊆ {1, . . . , n}
denotes to the set of all input neurons Ni with terminal fibers that synapse on
the kth dendrite of a morphological neuron N,L ⊆ {0, 1} corresponds to the set
of terminal fibers of the ith neuron that synapse on the kth dendrite of N , and
ak ∈ {−1, 1} denotes the excitatory or inhibitory response of the kth dendrite.

The activation function used in a MNN is the hard limiter function. A more
detailed explanation can be found in [9] and [12].

4.2 The Training Algorithm

The proposed training algorithm for a DMNN in [13] is summarized below. Given
p classes of patterns, Ck, k = 1, 2, ..., p, each with n attributes, the algorithm
applies the following steps:

Step 1) Select the patterns of all the classes and open a hyper-cube HCn (with
n the number of attributes) with a size such that all the elements of the
classes remain inside HCn. The hyper-cube can be one whose coordinates
match the patterns of class boundaries; it can be called the minimum hyper-
cube MHC. For having better tolerance to noise at the time of classification,
add a margin M on each side of the MHC. This margin is a number greater
or equal to zero and is estimated as a function of the size T of the MHC. If
M = 0.1T then the new hyper-cube will extend that ratio to the 2n sides of
the MHC.

Step 2) Divide the global hyper-cube into 2n smaller hyper-cubes. Verify if
each generated hyper-cube encloses patterns from only one class. If this is
the case, label the hyper-cube with the name of the corresponding class, stop
the learning process and proceed to step 4.
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Step 3) If at least one of the generated hyper-cubes (HCn) has patterns of
more than one class, then divide HCn into 2n smaller hyper-cubes. Itera-
tively repeat the verification process onto each smaller hyper-cube until the
stopping criterion is satisfied.

Step 4) Based on the coordinates on each axis, calculate the weights for each
hyper-cube that encloses patterns belonging to Ck. By taking into account
only those hyper-cubes that enclose items Ck and at this moment the DMNN
is designed. Figure 2 shows a dendrite morphological neural network with
an input layer that separates the two classes: C1 and C2. The neurons of
the input layer are connected to the next layer via the dendrites. The black
and white circles denote excitatory and inhibitory connection respectively.
The geometrical interpretation of the computation performed by a dendrite
is that every single dendrite defines a hyperbox which can be defined by a
single dendrite via its weight values wij as the example shows.

Fig. 2. Morphological neural network to solve the problem that appears on the right
side of the figure. Points of class C1 (black solid dots) are enclosed by the three black
boxes and C2 (red solid points) by the red box generated by the dendrites.

5 Object Recognition System Overview

The flowchart of the framework for object recognition is shown in Fig. 3. For
recognition purpose, a modified DMNN is used as classifier supported by features
extracted from the given images. Hu’s moment invariants and color information
in HSI scale are the features that represent the object. In the case of the Kinect
dataset, the preprocessing includes the depth segmentation algorithm explained
in Section 3.

Fig. 3. Object recognition process
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6 Experimental Results and Discussion

To test the performance of the object recognition approach, we used a set of
RGB-D images captured without controlled lighting condition and a subset of
objects from the COIL-100 dataset. The COIL-100 dataset [8] consists of color
images of 100 different objects with black background, each one is rotated with 5
degree angle interval in vertical axis. Hence for every object there are 72 images.
The size of the images is of 128x128 pixels. The 20 objects subset selected from
the COIL-100 is shown in Fig. 4, these objects correspond to the images from
the COIL-20 dataset (set of 20 gray images) but in color.

Fig. 4. Subset of COIL-100 database

The experimental dataset consists of 10 objects with 10 images each one.
The images were captured using the Kinect for Windows RGB camera with a
resolution of 640x480 and the depth image was captured with the same resolution
in the near mode of the Kinect. Figure 5 a) shows the RGB images from the
dataset objects. As can be seen some of these objects are very similar in shape
and therefore, the color is important to distinguish between them.

Fig. 5. Real dataset of 10 objects

Figure 1a) presents an example of the real background where the images were
captured. It is obvious that these images were not taken under strict illumination
controlled condition and that there are other objects besides the interest object;
in spite of this, results were satisfactory. Figure 6 presents 4 examples of the
ten views used in the real dataset from one of the objects, the images show the
segmented object from each scene obtained applying the depth segmentation
process explained in Section 3.

For object representation, the first and second Hu’s moments obtained from
gray images were used and for the color, the system detects 8 colors (red, yellow,
green, blue, magenta, white, gray and black) from the HSI color scale. The color
features were represented as the percentage of each color in the object. Therefore,
the objects were characterized by 10 features (8 of color and 2 of shape).
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Fig. 6. Sample images of one object

All the algorithms were implemented on a desktop computer with Intel i7 2.2
GHz processor with 8GB in RAM. The preprocessing, feature extraction and
the DMNN were implemented in MATLAB 7.11. To evaluate the performance,
the DMNN was compared with a Multilayer Perceptron (MLP) and Support
Vector Machine (SVM). The MLP and SVM were applied using the software
Weka 3-6-8. For the MLP with one hidden layer, the training parameters were
established as: learning rate=0.3 and momentum=0.2, the activation function
used was the sigmoid. For the SVM we used a Polynomial Kernel of degree 2.

As a first experiment, we used the images at 0, 45, 90, 135, 180, 225, 270 and
315 degrees for training on each of the 20 classes of the COIL-100 subset. Testing
was done on the remaining images. Table 1 shows that the error obtained with
the modified DMNN is better than the error obtained with the MLP and the
SVM.

Table 1. Comparison table of the MLP, SVM and modified DMNN for the subset of
COIL-100 dataset

MLP SVM DMNN

# Neurons % of Recognition % of Recognition # Dendrites M % of Recognition

34 87.29 86.67 66 0.481 87.79

In a previous work [14], this experiment was performed without considering
the color information, only the mean and the standard deviation of the distri-
bution of the pixels in the gray images and the two Hu’s moment invariant were
calculated. For the COIL-20 dataset, the percentage of recognition was of 82.27%
which was improved to 87.79% using color information. These results reveal the
good performance of the modified DMNN for object recognition and that the
color characteristics help to improve the percentage of recognition.

To have an estimated error generalization, 10 experiments were performed
with training and testing samples randomly selected for both datasets. For the
COIL-100 subset, 8 images of each object were randomly selected (160 samples)
for training and the other 1280 samples were used for testing. Table 2 shows
the average of the percentage of recognition and the standard deviation. These
results reveal that the performance of the modified DMNN for object recognition
improves the results obtained with the MLP and SVM; furthermore the standard
deviation of DMNN results is smaller than the standard deviation of the MLP
and the SVM, so the performance of the DMNN is satisfactory.

For the real dataset, the system was trained with 3 random images of each
object and the rest of the images (7) were used for testing. Table 3 presents the
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Table 2. Comparison table of the MLP, SVM and modified DMNN for the subset of
COIL-100 dataset

MLP SVM DMNN

Average % of Recognition 84.99 83.14 86.18

Standard deviation 1.57 1.70 1.53

average of the percentage of recognition for the 10 objects dataset and the stan-
dard deviation obtained with the 10 experiments. As can be seen, the modified
DMNN and the SVM have the same percentage of recognition and it improves
the result of the MLP, so the performance of the proposed algorithm [13] is satis-
factory for object recognition. Also, in this experiment, the standard deviation
of DMNN is smaller than the standard deviation of the SVM and MLP, which
is a good characteristic because the percentage of recognition is more constant
for different training sets.

Table 3. Comparison table of the MLP, SVM and modified DMNN for the real dataset

MLP SVM DMNN

Average % of Recognition 80.71 81.85 81.85

Standard deviation 5.17 7.01 4.96

Selecting specific views of the objects, the percentage of recognition improved
to 90% for the DMNN and SVM and 87.15% for the MLP; hence, the results in
both experiments show that it is convenient to include images of specific views
of the object in the training dataset to improve the recognition percentage. With
respect to training computation time, the DMNN requires more time than the
SVM and MLP, however the DMNN algorithm can be implemented on a parallel
architecture which would improve this point.

7 Conclusions

In this paper a modified DMNN was applied for 3D object recognition. By using
2D moments and reduced color information, the proposed method does not re-
quire complex features calculation, thus reducing process time in the feature
extraction stage.

The results achieved suggest that segmentation using depth information could
be a useful tool, however further research and experimentation is needed to
verify this idea. Comparisons of the modified DMNN with the MLP and SVM
demonstrated that the DMNN can be applied to solve the recognition problem.
The simplicity of the extracted features and the DMNN calculation allow that
the proposed recognition method can be used in real applications and future work
will be focused on this way. Furthermore, the implementation of DMNN training
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algorithm on a parallel architecture is necessary for evaluating the method in
larger databases with more describing features and for improving the training
computation time.

Acknowledgments. H. Sossa would like to thank SIP-IPN and CONACYT
under grants 20121311, 20131182 and 155014 for the economical support to carry
out this research. E. Guevara thanks CONACYT for the scholarship granted to
pursuit her doctoral studies.

References

1. Burrus, N.: Kinect RGB Demo (2011)
2. Chyzhyk, D., Graña, M.: Optimal hyperbox shrinking in dendritic computing ap-

plied to Alzheimer’s disease detection in MRI. In: Corchado, E., Snášel, V., Sedano,
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Abstract. The classic majority voting model can be extended to the
spatial domain e.g. to solve object detection problems. However, the de-
tector algorithms cannot be considered as independent classifiers, so a
good ensemble cannot be composed by simply selecting the individually
most accurate members. In classic theory, diversity measures are recom-
mended that may help to explore the dependencies among the classifiers.
In this paper, we generalize the classic diversity measures for the spatial
domain within a majority voting framework. We show that these mea-
sures fit better to spatial applications with a specific example on object
detection on retinal images. Moreover, we show how a more efficient de-
scriptor can be found in terms of a weighted combination of diversity
measures which correlates better with the accuracy of the ensemble.

Keywords: classifier combination, majority voting, spatial domain, di-
versity measures, biomedical imaging.

1 Introduction

In decision making, the accuracy of the decision can be increased by composing
ensembles from individual classifiers. In our previous work [1], we generalized the
classical majority voting model to be applicable in the spatial domain. Namely,
we introduced the terms 0 ≤ pn,k ≤ 1 describing the probability of a correct
decision if k correct votes are present among the total number of n. This gen-
eralization was motivated by object detection problems in digital images, where
image processing algorithms (detectors) are the members of the ensemble. Each
individual algorithm votes in terms of a single pixel/region as its candidate for
the center/object in the image domain. The region matching the geometry of
the object with maximal number of candidates included is considered as the
decision. Only the votes falling inside a proper region can vote together for the
object. A good decision can be made even if the false candidates have majority,
while bad decision is made only when a subset of false candidates with larger
cardinality than the number of correct ones can be covered by a region matching
the geometry of the object.

In classic majority voting, only the correctness of the votes influences the
decision. However, in the object detection scenario, the spatial behavior of the
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votes are also important. Majority voting can be applied in the generalized model
with further geometrical constraints (e.g. the spatial closeness of the candidates)
that can be described by the terms pn,k.

We applied the generalized model for the detection of the optic disc (OD) in
retinal images. The OD is a bright region with circular shape having diameter
dOD (clinically predetermined constant). For the output of each detector for the
OD center we consider the minimal bounding circles for all subgroups of the
candidates. The circle with maximal number of candidates, having diameter less
than or equal to dOD is chosen for the OD as it is illustrated in Fig. 1.

ROI

OD

Correct OD Cand.

Incorrect OD Cand.

d
OD

Fig. 1. Optic disc detection using spatial majority voting, where the black circles show
the possible hotspots containing different number of OD candidates. The black dots
and the black crosses represent the true and false OD candidates respectively.

In our application, the participating OD detector algorithms have individual
respective accuracies p1 = 0,6472; p2 = 0,9765; p3 = 0,3205; p4 = 0,7593; p5 =
0,3153; p6 =0,2276; p7 = 0,9582; p8 = 0,7671, [2] on the Messidor dataset [3]
containing 1200 retinal images with resolution 2240*1488 pixels. All the quanti-
tative results presented later in the paper correspond to these.

In the literature of classic majority voting, several results are achieved for
independent voters, but in object detection problems, the individual algorithms
can hardly be expected to be independent. Besides the individual accuracies of
the detector algorithms, the dependencies among them should also be taken into
consideration, when an ensemble is composed from them.

In decision making theory, a possible simple approach to estimate depen-
dency of the members is to consider diversity measures. These measures are de-
fined between classifiers in [4]. In [5], it is proposed that we can reach optimally
performing classifier combination by making up classifiers with high individ-
ual accuracies and sufficient level of diversity at the same time. Several earlier
works (e.g. [6,8]) confirmed that neither individual performances nor diversity
alone can guarantee that the ensemble outperforms all the individual classifiers.
Recent works (e.g.[4]) have been focused on finding suitable diversity measures,
when majority voting is considered as a decision rule. Our motivation is to check
the reliability of these diversity measures in the spatial domain and to generalize
them for better performance. The generalization is done in a natural way: we
follow similar principles here that are considered also in the generalization of
majority voting to the spatial domain.
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The rest of the paper is organized as follows. In section 2 we list the diversity
measures recommended in classic theory. Section 3 is dedicated to the generaliza-
tion of the classic diversity measures. In section 4, we compare the performance
of the classic and generalized measures in our spatial application. Section 5 in-
troduces a novel methodology to derive a combined diversity measures from the
individual ones. Finally, in section 6, we draw some conclusions.

2 Diversity Measures in Classic Voting Theory

Depending on whether it assesses the pairwise or groupwise dissimilarity, two
types of diversity measures are considered. If a system of M classifiers D =
{D1, . . . , DM} is given, let yij denote the classifier output of the j-th classifier
for the i-th input sample. Let yi = [yi1, . . . , yiM ]T denote the joint output of
a system for the i-th input sample xi. Assuming that the output has binary
form, yij = 1 means correct, while yij = 0 means incorrect classification. As the
measures are mainly based on simple binary algebra, the following simplifications
can be introduced, if we compare two classifiers with a diversity measure. Let
Nab, a, b ∈ {0, 1, ∗} denote the number of input samples, where ∗ stands for any
of the output 0 or 1. Here a belongs to the first classifier and b to the second
one; i.e. Nab and N ba are different. The number of classifiers producing error on
the input sample xi (i = 1, . . . , n) is denoted by m(xi) which can be expressed

as m(xi) =
∑N

i=1 (1 − yij). Finally the error rate of the j-th classifier can be

calculated as ej = 1
N

∑N
i=1 (1 − yij).

In the literature (see [4,8]) the following diversity measures are defined: mini-
mum individual error, mean error, majority voting error, majority voting improve-
ment, correlation coefficient, product-moment correlation measure, Q-statistics,
disagreement measure, double-fault measure, entropy measure, measure of dif-
ficulty, Kohavi-Wolpert variance, interrater agreement measure, fault majority
measure. Now we give a brief overview of some diversity measures from those can
be considered for generalization to our spatial model.

– The correlation coefficient C2: it is a well known and frequently used statis-
tical measure. For binary classifier output its definition takes the form:

C2ij =
N11N00 − N01N10

√
N1∗N0∗N∗1N∗0 .

– The disagreement measure D2: it depends on the number of samples for
which the classifiers disagreed and the total number of observations. It is
calculated as:

D2ij =
N01 + N10

N
.
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– Mean error ME: this measure takes the average of individual classifier error
rates within the ensemble and can be defined by the following formula:

ē =
1

M

M∑
i=1

ej .

– Interrater agreement measure IA: this measure characterizes the level of
agreement. With the notation presented above it can be expressed as:

IA = 1 −
∑N

i=1 m(xi)(M − m(xi))

NM(M − 1)ē(1 − ē)
.

3 Generalized Diversity Measures for the Spatial Domain

The diversity measures in section 2 give useful information on how to select the
members to achieve the highest ensemble performance. More specifically, we can
consider the correlation between the diversity measures and the system accu-
racy. In the literature, the case when the classifier decision making method is
not the majority rule is rarely examined. These measures can be modified to the
non-majority voting case in the spatial domain. In many image processing appli-
cations, more algorithms are used to detect the same object in the image. These
algorithms can be considered as classifiers in a fusion method and the output of
the algorithms (pixels/regions) as votes. In this voting method the good votes
have to fulfill some geometrical constrains. Good decision can be made even in
that case when the number of good votes is less than the half of the total votes.
To achieve the best performance, the algorithms not making coincident error
have to be combined. It can be proved that the modified diversity measures for
the non-majority case can provide the possibility for better classifier selection.
The aim of modifying the diversity measures is to reach higher correlation be-
tween them and the system accuracy. We could modify the calculation of the
classic measures so that the original coherence in our specific environment is de-
scribed. In this way, the generalized diversity measures consider the geometrical
constraints, adopting them with getting close to each other.

This modification is logical, since close votes outside the good area cause the
main problem. Some other interpretations of the pairwise diversity measures
were investigated, as well. In some cases all, the variants correlated more with
the system accuracy than the original diversity measure. The following formulas
correlated most with the system accuracy are introduced here as generalized
diversity measures for the spatial domain:

– The generalized correlation coefficient C2
′
:

C2
′
ij =

N11N0′0′ − N01N10

√
N1∗N0∗N∗0 .
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To handle spatial behavior of votes, now we consider also the notation N0′0′ .
This figure stands for the number of cases, where for a pair of classifiers
both of them made bad decision and these votes also fulfill the geometric
constraint (that is, close to each other). Similarly, N00 means that though
both algorithms give bad candidates, it does not mean a problem, because
the geometrical constraints are not satisfied, so the chance for a final bad
decision is not increased.

The modification of the other diversity measures, defined between two classi-
fiers, can be interpreted in the same way. For the disagreement measure and that
numbers describing the whole system of classifiers, (e.g. the interrater agreement
measure), the generalization for our model needs some further modifications.

– The generalized disagreement measure D2
′
: it depends on the number of

samples for which the classifiers disagreed and the total number of observa-
tions. In this case all possible disagreement situations have to be described
in the modified formula. It can be written as:

D2
′
ij =

N01 + N10 + N0′1 + N10′ + N0′0 + N00′

N
,

where for example N0′1 describes the number of the situations where one
of the classifiers give bad vote fulfilling the geometrical constraints and the
other give good vote.

– The interrater agreement measure IA
′
: this measure characterizes the level

of agreement. With the notation presented above it can be expressed as:

IA
′

= 1 −
∑N

i=1 m
′(xi)(M − m′(xi))

NM(M − 1)ē(1 − ē)
.

In the classic formula m(xi) is the number of classifiers producing error
for the input sample, and m′(xi) expresses the number of bad votes which
are relevant in making the final decision, so the bad candidates fulfill the
geometrical constraints, as well.

The plots in Fig. 2 (a), (b), (c) and (d) show examples about the effectiveness
of the generalized diversity measures. Each dashed line shows the correlation
between the system accuracy and the modified diversity measures. It can be
observed that after modification this correlation is increased for each diversity
measure.

Another interesting fact is that in the spatial domain we can handle ensembles
consisting of an even number of voters, as well. Namely, in most of the classic
studies the results are presented only for odd number of classifiers. The reason
is that in classical majority voting, adding a new classifier can drop the system
accuracy, so we cannot guarantee to achieve better performance because the
parity of the number of the classifiers changes. This phenomena can be observed
by the correlation curve of the diversity measures, as well.
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(b) Disagreement measure
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(c) Interrater Agreement measure
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(d) Ensemble mean error

Fig. 2. Comparison of the generalized (dashed line) and the original (solid line) pairwise
(a),(b) and non-pairwise (c),(d) diversity measures. The x-axis represents the number
of the classifiers in the ensemble, while the y-axis the correlation value. The higher
the absolute value of the correlation is, the better the effectiveness of the diversity
measures is.

4 Distortion of the Ensemble Members

For generating the most accurate ensemble, the distortion of the algorithms is
a relevant issue for applications. The distortion can be described as the differ-
ence between the optimal (real), and the actual output of the algorithms. If in
such cases, the reason or the magnitude of the distortion is known, the inverse
distortion vector can be calculated. By the help of this vector, the deviation
can be reduced and the actual output can get closer to the optimal (real) value.
The diversity measures can be built in our generalized model which is used for
optic disc detection as an application. Using the inverse distortion, the achieved
performance of the ensemble system is relevantly higher than the original (dis-
torted) one. In this section we show, that for the diversity measures the inverse
distortion step cannot be ignored.

The main problem with the diversity measures for a majority voting system
is the amount of available training data. The high performance of the ensemble-
based system generates few amount of data regarding bad votes, but the most
of the diversity measures are built upon this information. For instance, the most
important situation for our application is when the bad votes fulfilling the geo-
metrical constraints may cause wrong final decision. Without appropriate num-
ber of such situations, the diversity measures generate incorrect values, which
results in high distortion and low correlation with the system accuracy. By low



320 A. Hajdu et al.

correlation, the recommendation for the ensemble system is not satisfied. While
the main motivation of the usage of diversity measures is to find the system with
the best performance, sufficient number of special situations is not available, but
can be interpolated. In our proposed model and in the application, all the di-
versity measures are smoothed to suppress the lack of data. Fig. 3 (a), (b) show
the result of the smoothing step. This step is required not just for our modified
diversity measure, but for the original ones, as well.

0 50 100 150 200 250
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0.4

0.5

0.6

0.7

0.8

(a) Ensemble mean error interpo-
lation for the original diversity
measure.
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(b) Disagreement measure interpo-
lation for the modified diversity
measure.

Fig. 3. Comparison of the diversity measures before and after interpolating the missing
cases. After interpolation, the curves are strongly smoothed i.e. abnormal values are
removed. The x-axis represents the number of combinations of classifiers (247 different
situations exist regarding 8 classifiers, where the diversity can be measured), while the
y-axis the value of the diversity measure.

Fig. 4 (a) and (b) show, that after the interpolation step, the correlation be-
tween the system accuracy and the diversity measures is increased dramatically
in both cases. The dashed lines show that after applying the interpolation, the
correlation values are considerably increased independently whether a modifica-
tion was applied or not. In case of non-pairwise diversity measure, Fig. 4 (c),
and (d) show the similar results as Fig. 4 (a), and (b).

5 A Weighted Combination of Diversity Measures

While in most cases the dependencies between the assembled classifiers are un-
known (e.g. between the algorithms in our OD application), by generating an
ensemble from the classifiers having the highest accuracies the optimal perfor-
mance may not be achieved. Although the diversity measures suggested by the
literature are extended successfully in section 3, and their performance is im-
proved by applying the interpolation, it cannot be guaranteed to choose the
ensemble having the best accuracy regarding diversity measures. For solving
this problem the diversity measures can be considered as feature selectors and
a weighted linear combination scheme can be applied for them. That is suppose
that M classifiers and I diversity measures are given and the aim is to compose
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(b) Modified disagreement mea-
sure correlations improvement af-
ter interpolation.
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(c) Ensemble mean error value of
interpolation for the original diver-
sity measure.

1 2 3 4 5 6 7
−1

−0.9

−0.8

−0.7

−0.6

−0.5

−0.4

−0.3

−0.2

−0.1

0

original
generalized

(d) Ensemble mean error value of
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Fig. 4. Comparison of the diversity measures before and after interpolating the missing
cases. After interpolation, the absolute value of the correlations are strongly higher,
which is better for effectiveness of the diversity measures, with the system accuracy.
The x-axis represents the number of the classifiers in the ensemble, while the y-axis
the correlation value.

a system from the classifiers with the best performance regarding the diversity
measures. This problem can be formulated as:

GDj =

I∑
i=1

αijdij , j = 1, . . . ,

(
M

k

)
, k = (1, . . . ,M),

where αij ∈ R�0 are the weights, dij are the values of the diversity measures,
and GDj is the value describing how good the specified system is considered as
the diversity measures. In this case, the system with the maximal GDj value
will be choose:

GD = max
j

(GDj) =

I∑
i=1

αidi.

The appropriate selection of the weights αi are well-known from the literature for
independent feature selectors. Namely, the optimal weights can be determined
from the individual accuracies of the feature selectors [8]. In this special case,
the correlation values show the performance of the diversity measures as feature
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selectors. If we consider independent feature selectors (D1, D2, . . . , DI) with ac-
curacies (p1, p2, . . . , pI), then GD can be maximized by assigning the following
weights

αi = ln
pi

1 − pi
, (i = 1, . . . , I).

In our application, the accuracy pi is the average correlation of the i-th diver-
sity measure with the system accuracy regarding all possible assembled systems
having the same number of members.

As an example for a special case because of the size of the full table, the
optimal weights for the first nine diversity measures are shown in Fig. 5.

DivM1 DivM2 DivM3 DivM4 DivM5 DivM6 DivM7 DivM8 DivM9

PossComb 2,73 4,02 5,01 2,98 2,46 3,84 2,10 3,62 1,93

Fig. 5. The applied weights in optimal weighted linear combination for the OD detec-
tion problem where the weights αi were calculated as mentioned above. Every column
contains a weight for a diversity measure (DivM) regarding a special case (PossComb).

In Fig. 6. the recommended combinations of algorithms for the weighted linear
combination of the diversity measures are shown. It can be observed that the
combined diversity measure(GD) well correlates with the system accuracy(Q).

Q (%) GD

97,74 1 2 5 7 0 0 0 0 85,68

97,65 1 2 3 4 5 7 8 0 86,35

97,83 1 2 4 5 6 7 8 0 86,35

97,74 1 2 5 6 7 8 0 0 89,88

98,00 1 2 4 5 7 8 0 0 89,88

Recommended combina�on (a�er inverse distor�on)

Fig. 6. The recommended combinations of the algorithms (expressed by sequential
numbers of the algorithms in the middle of the table) using weighted linear combination
of inverse distorted diversity measures. The first column (Q) shows the system accuracy,
while the last column (GD) is the weighted combination of the diversity measures.

The ensemble system of the OD detector algorithms having the best accuracies
can be found by applying our proposed method, and the selection can be made
by GD value. The proposed weighted linear combination of diversity measures
is novel for our extended model in the spatial domain.

6 Conclusion

In this paper the diversity measures introduced in classical majority voting are
generalized for our voting model in spatial domain. We tested the generalized
diversity measures for OD detection on the Messidor database of retinal images.
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Without having any information about the dependencies among the applied al-
gorithms, the aim is to choose the best ensemble system having the highest accu-
racy. In case of missing training data, interpolation should be applied. Moreover,
the generalized diversity measures outperform the classic ones, and the most ac-
curate ensemble system can be found by an optimally weighted combination of
diversity measures. We tested our proposed method on the Messidor database
[3] because it is the largest public dataset, the others contain not enough images
to evaluate these measures properly.
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Abstract. In this paper a visual place recognition algorithm suitable for
semantic inference is presented. It combines place and object classification
attributes suitable for the recognition of congested and cluttered scenes.
The place learning task is undertaken by a method capable of abstracting
appearance information from the places to be memorized. The detected
visual features are treated as a bag of words and quantized by a clustering
algorithm to form a visual vocabulary of the explored places. Each query
image is represented by a consistency histogram spread over the memo-
rized vocabulary. Simultaneously, an object recognition approach based
on Hierarchical Temporal Memory network, updates the robot’s belief of
its current position exploiting the features of scattered objects within the
scene. The input images which are introduced to the network undergo a
saliency computation step and are subsequently thresholded based on an
entropy metric for detecting multiple objects. The place and object deci-
sions are fused by voting to infer the semantic attributes of a particular
place. The efficiency of the proposed framework has been experimentally
evaluated on a real dataset and proved capable of accurately recognizing
multiple dissimilar places.

Keywords: place recognition, HTM, saliency map, semantics, robot
navigation.

1 Introduction

Robotic semantic interpretation is an active research field, which exploits com-
puter vision methods for place recognition [1]. A typical approach to simplify the
information about a place is by treating the problem as a bag-of-words (BoW).
These methods describe the input space as a collection of local features, the uti-
lization of which, comprise a powerful representation for recognition [2]. However,
since these features are randomly scattered in a scene, they should be stored in
an ordered fashion so as to produce appearance based descriptions [3]. Some im-
portant works that utilize the BoW problem in robot navigation, are presented

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 324–333, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. The proposed place recognition algorithm

in [4], [5]. The authors in [6] proved that effective methods for object or place
recognition are formed based on histogram-like descriptors.

Howbeit, during the robot’s locomotion in indoor environments, the utiliza-
tion of solely such techniques for the place recognition frequently fails to come
up with a reliable solution, due to the fact that the indoor scenes are usually
cluttered and congested with numerous objects and unordered patterns. There-
upon, the need for acquiring additional information from visited places, which
may derive from the objects in presence, is of great importance. Towards, this
direction, the work in [7] utilize significant semantic characteristics for object
recognition tasks, in order to form concept oriented representations of space, as
well as to infer about the explored environment. The main disadvantage of such
methods is that they assume simplifications which do not exhibit remarkable
performance in cluttered scenes. Therefore, the interest has been turned into
the bio-inspired systems, which try to imitate the human capabilities for rec-
ognizing a great variety of objects with little effort. Such a breakthrough came
from the HTM theory described in [8], where the authors denoted that machine
learning techniques should follow a hierarchical structure, similar to that of the
brain. The HTM networks have already been exploited in numerous applications
comprising supervised learning techniques [9], [10]. The work described in [11]
employed the saliency detection as a prepossessing step, at the bottom level of
the hierarchical network in order to comply with the human vision system.

Based on our previous work in this paper we propose a supervised learning
method for recognizing places and objects during robot exploration in indoor en-
vironments, using multiple visual cues. It relies on appearance based histograms
for the place recognition task, which are derived from solving a BoW problem
employing a clustering method. A Support Vector Machine (SVM) classifier is
trained to competently distinguish multiple classes. The object detection and
recognition step is built on the saliency detection and HTM learning, consti-
tuting an integrated framework of our previous works described in [11] and [9],
respectively. An SVM classifier is trained to learn the representative objects
that correspond to the previously memorized places. The final decision about
the currently visited place is taken by combining the output of the SVM classi-
fiers for the place and object recognition in a voting fashion, exploiting the time
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proximity of the acquired frames, while the robot explores an indoor environ-
ment. The steps of the proposed method are summarized in Fig. 1.

2 Place Recognition

The first subordinate module of the proposed work comprises a place recognition
algorithm that produces preliminary inferences for the current visited places.
One of the mandatory attributes that a robot should posses, is to effectively
produce semantic inferences irrespectively to its current location. Due to its
limited resources, the robot is able to memorize and recall only a finite number
of representations about the explored space. In this work, we propose a spatial
abstraction of the input space for the efficient memorization of the distinct places
(e.g. “office”, “corridor”, etc.). In particular, the SIFT detection and description
algorithm computes prominent points of a scene based on the appearance of the
objects at particular interest points. Let us assume that the robot should learn
different places from a queue of M images that contain various representations
of such places. The SIFT algorithm is applied on every single image of the queue
and the detected feature points are concatenated. The resulting feature space F,
turns out to a BoW that comprises a substantial description of the places that
should be memorized.

Following the work presented in [12], F is clustered by a vector quantization
algorithm, namely the Neural Gas (NG) one. The latter is an artificial neural
network and its basic objective is to optimize a cost function which minimizes
the quantization error. In this work, NG has been preferred instead of the k-
means to avoid local minimum solutions [3]. Thereupon, the set of Q centers of
the resulting space quantization C128×·Q = [c1, c2, ..., cQ] comprises the visual
vocabulary and provides a satisfactory representation of the initial space. The
visual words are then utilized to create an appearance based histogram for each
respective image of the sequence. Given the detected features, we form a repre-
sentative consistency histogram hSk

∈ �Q for each image k = 1, 2, ...,M spread
over the Q visual words. The L2 norm between the detected features and the
visual words is calculated and the representative histogram is formed where the
binning is performed according to the smaller distance. Consequently, each image
in the sequence has been replaced by a respective appearance based histogram,
which is utilized to execute further comparisons. The aforementioned procedure
results in sparse histograms that vary significantly among the different classes
and, therefore, its separation could be performed by a simple classification frame-
work. Figure 2 depicts an example of this statement, where Fig. 2(a) and 2(b)
depict an instance of the class “elevator area” and its respective histogram, while
Fig. 2(c) and 2(d) presents an instance of the class “office” and its resulted
histogram, respectively. It is clear that the formed histograms are significantly
different, indicating the existence of variant patterns in the two distinct places.

The learning for the place category discrimination is accomplished by SVMs
[13], which provide excessive performance of the SVMs in several visual recog-
nition tasks [14]. Given the fact that the robot should learn various place cate-
gories, the one-against-all strategy has been preferred, i.e. for each different class
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(a) (b) (c) (d)

Fig. 2. a) Reference image indicating the class “elevator area”, b) the respective ap-
pearance based histogram, c) reference image indicating the class “office”, c) the re-
spective appearance based histogram

a respective SVM is trained to separate it from all the others. The linear kernel
was selected, due to the fact that it yielded remarkable recognition accuracy,
while it kept low the number of parameters that have to be tuned.

3 Object Recognition

In order to perform object recognition tasks within a cluttered scene, a pre-
processing step that allows the detection of the object and its separation from
the other information of the image, is required. An almost straightforward pro-
cedure is the adoption of a saliency detection method capable of revealing the
most prominent areas of an image, constituting a competent attentional model.
Once the salient regions are detected within the scene, they are separated using
a metric based on the entropy which operates directly on the saliency maps.
The isolated region of images are introduced to the HTM network producing
additional inference about the type of the detected object.

3.1 Object Detection Using Saliency Maps

The Graph-Based Visual Saliency (GBV S) algorithm was adopted for object
detection [15]. In that method it is assumed that an image I constitutes the
superposition of the foreground f and the background b. The contribution of
the foreground signal f can be determined by taking the sign of the mixture
signal I in the transformed domain and, then, inversely transform it back into
the spatial domain. The latter is achieved by computing the reconstructed im-
age Ī = IDCT [sign(I)], where ICDT is the Inverse Discrete Cosine Transform.
Additionally, the foreground of an image, contrary to its background, is visually
prominent. Therefore, the saliency map can be formed by applying a Gaussian
kernel g to the reconstructed image Ī. The Gaussian filtering step is necessary
since the salient objects are not only arbitrarily located in a scene, but they
might also appear in a continuous region. The GBVS is decomposed into two
consecutive steps. The first one is the activation map and comprises the forma-
tion of a fully connected weighted graph G by exploiting a simple dissimilarity
measure over local neighborhoods of the images. In the next step, the activation
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map is normalized and the weights between the nodes of G are computed. The
output of GBVS algorithm is presented in Fig. 3, where the object detection
algorithm is performed on a robot acquired image. The depicted image corre-
sponds to a place with the “office” class label. The entropy based thresholding
over the saliency map, reveals three connected components: a “coffee-machine”,
a “desktop-screen” and the cluttered background. Both of the valid regions will
be utilized to query the HTM, which will produce a semantic inference about
their class type, whilst the cluttered background is disregarded.

(a) (b) (c) (d)

Fig. 3. a) The robot acquired reference image, b) the respective GBVS salient map
superimposed on the color image, c) the resulted connected components after the en-
tropy based thresholding, d) the respective regions of interest on the color image that
will be fed as query images in the HTM network.

3.2 Hierarchical Temporal Memory Network

The output of the proposed object detection algorithm is subsequently utilized
for the training of an HTM network. The adopted architecture closely resembles
the one described in [11]. Each level of the network consists of adjoint nodes,
the number of which decreases as the hierarchy increases. Formally speaking for
the level ν the number of nodes is 22λ−ν , where λ denotes the number of the
levels in the network. The Level 0 is the input, i.e. the connected components
(image portions that correspond to objects), which are presented to the network.
These are divided into patches of n by n pixels. The nodes receive inputs from
spatially-specific areas, namely the receptive fields and, therefore, they follow
the same algorithmic procedures independent of the level they belong. Every
single computational node undergoes two specific operation mechanisms. The
first one constitutes, the training mode of the spatial module and the formation
of the correlation one, whilst the second step subtends the inference mechanism,
where the node produces outputs to be fed into the higher nodes.

Spatial Module. The input to the nodes of Level 0 is the region inside a
bounding box that contains the detected objects, as it has resulted from the
aforementioned object detection algorithm. The spatial module has to learn a
representative subset of the aforementioned image regions, which are expressed
as input vectors in the receptive field of the network. The stored input vectors
are the centers that encode the knowledge of the network. It is imperative that
these centers should be carefully selected to ensure that the spatial module will
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be able to learn a finite space of quantization centers from an infinite number of
input vectors.

In the first step of the learning procedure, the initial input vector is consid-
ered as a quantization center at the respective node. Assuming that the learned
quantization space in the spatial module of a node is L = [l1, l2, ..., lN]T , where li
corresponds to quantization centers and N is the number of the existing centers,
all the Euclidean distances d between these centers are calculated and their sum
S is then computed:

S =
1

2

N∑
i

N∑
j

d(li, lj) (1)

For every new input vector lc presented in the receptive field of the node, all
the distances d within the existing centers L and the new input vector lc are
computed. The sum Sc is then calculated:

Sc = S +

N∑
i

d(li, lc) (2)

The value of S represents the scatter of the existing quantization centers in the
node. Any new input vector should be added in the node only when the within
scatter Sc is much greater than the previous one. This approximation ensures
that input vectors containing substantial information will be pooled in the spatial
module, whereas those that do not contain representative information will be
discarded. Therefore, for each new input vector the alteration (alt = (S−Sc)/S)
between S and Sc should be examined against a threshold T. If alt > T then,
the query input vector becomes a new quantization center; otherwise, the next
input vector is examined.

Correlation Module. The adopted measure of correlation is Pearson’s coeffi-
cient, which obtain values in [-1, 1]. The correlation matrix is an N by N matrix
containing the Pearson correlation coefficients between all the possible pairs of
quantization centers. The R is a symmetrical matrix as any quantization center
is fully correlated with itself. The resulted correlation matrix is thresholded and
only correlation values greater than 0.8 are kept. The next step of the proposed
HTM is the partitioning of the correlation matrix into coherent subgroups. Each
subgroup includes those quantization centers that share great coherence and,
therefore, the resulted subgroups are utilized in the inference mode. Eventually,
the input vectors of the nodes that lie in the upper level of the hierarchy are
formed.

At this point it should be mentioned that the receptive field of Level 1 of
the network is 32 by 32 pixels. However, this does not constitute a functional
restriction for the designed HTM network due to the fact that the detected ob-
jects of the images are fed solely to the retina of the network. Therefore, initial
dimensions of the images are modified by the isolation of their connected com-
ponent parts resulted from the salient regions of an image. The image portions
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are then resized down to 32 by 32 pixels without losing significant amount of
information. In the top node of the hierarchy a linear SVM is utilized capable
of distinguishing the different type of classes that the objects may belong to.
In addition, the HTM network might be instantiated more than once for each
image based on the number of the detected objects in the current scene.

4 Experimental Results

This section deals with the evaluation of the accuracy of the proposed method.
Each place that should be memorized is related with ordinary objects found
in typical indoor environments. For example the “office” typically contains a
“chair”, a “screen”, a “sofa”, while the place “corridor” contains “windows”,
“doors”, “fire extinguishers”, etc. For the evaluation of the proposed dataset
specific objects that appear to particular indoor places have been selected. Given
that the SVM models are already trained off-line on a set of images, the place
and object recognition modules are updated for each frame during the robot’s
route. Moreover, the recognition of each place is fused among the outputs of the
two different modules considering specific rules. The place recognition algorithm
operates in a time window of w = 20 frames, within which the HTM inferences
about the detected objects. The number of the recognized objects that belong to
a specific object class within the time window is then calculated. Objects with
high scores are selected for detailed examination in terms of the place that they
belong. Consequently, the decision about the visited place is drawn according to
the majority vote. In a similar fashion, the place recognition algorithm operates
in the same time window and the decision about the visited place is governed
by winner-takes-all rule. In cases that there is a draw, which means that the
current frame is partially occluded or that the robot stands between two rooms,
this frame is discarded. The final decision about the current place that the robot
stands is taken by considering both the place and object recognition models. In
case that there is a unanimous decision, the system examines the next frame. If
the results between the two models diverges, the intersection between the most
frequently appeared objects (in the time window w) and the second winner in
the majority vote (in the object recognition algorithm) is also examined. If this
scene is the one that the place recognition model firstly decided, then the system
relies to the decision of the place recognition model, while in different case the
current frame is discarded. The proposed method has been evaluated on a robot
acquired dataset, utilizing the color camera of a Microsoft Kinect sensor [16].
It consists of three different parts; Part A includes samples shot under natural
lighting conditions, Part B comprises samples shot under artificial lighting con-
ditions and Part C constitutes a certain route that the robot has traveled in
artificial illumination conditions. The place and object recognition algorithms
have been both trained with Part A and B of the dataset and have been tested
on the Part C, taking advantage of the time proximity during the decision pro-
cedure. The performance of the proposed algorithm is summarized in Fig. 4.
In particular, Fig. 4(a) depicts the confusion matrix for the sole evaluation of
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(a) (b)

Fig. 4. a) The confusion matrix during the evaluation of the sole place recognition
algorithm on Part C of the dataset, b) the confusion matrix during the evaluation of
both the place and object recognition algorithm on the Part C of the dataset. Note
that in the second case the classification accuracy has been improved significantly. The
correct decisions are marked with green color while with red color are marked the
erroneous ones.

Fig. 5. Summary of the performance by visualizing the events registered by the system
during exploration and the respective beliefs about the categories of the rooms, as well
as the object’s presence.

the place recognition algorithm on the Part C of the dataset, while Fig. 4(b)
depicts the confuse matrix also using the fused decision of the object recognition
algorithm. Note that in the second scenario the performance of the system is
superior, indicating that the additional information of the objects that belong
in specific places increase the ability of the system to draw accurate semantic
inferences. The experimental procedure is summarized in Fig. 5, where the per-
formance of the proposed algorithm during the evaluation on the sequence Part
C is exhibited. It visualizes the events registered by the system during explo-
ration and its beliefs about the categories of the rooms as well the type of the
detected objects. Each row represents the development of instantaneous deci-
sions about a certain concept as the robot explored the environment, taking into
consideration the specific time window and the result of the fusion procedure.

5 Conclusions

This work presented a robust place recognition algorithm, which integrates ob-
ject recognition capacities for obtaining accurate semantic inferences during
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robot exploration. The place recognition algorithm is based on spatial abstrac-
tion of the workspace, utilizing appearance based representative histograms. The
object recognition task is decomposed into the detection and categorization sub-
ordinate modules. The detection routine is undertaken by the GBVS saliency
map, which is accompanied with an entropy based thresholding metric that en-
ables reliable detection of multiple objects within a scene. The object learning
module is treated by a HTM network which entails great generalization capabil-
ities. The semantic inference of visited areas is obtained by fusing the output of
the place and object categorization modules in a hybrid manner exploiting the
time proximity of the acquired frames. It should be mentioned that although
the advantage of exploiting object recognition to enhance place recognition, was
exhibited in this paper, the other way round, i.e. how the place recognition can
help the object recognition is part of our future research. The proposed method
has been evaluated on a robot acquired dataset and exhibited great performance
of more than 98% classification accuracy in all cases. Consequently, the proposed
method proved to be sufficient to draw accurate semantic inferences improving
substantially the robot’s navigation capabilities.
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Abstract. The present work is a study of the influence of the prepro-
cessing stage on the classification performance of a face recognition anal-
ysis. To carry out this task have made tests in a full FRS, evaluating
each of its four stages and including several advanced alternatives in
preprocessing, such as illumination normalization through the Discrete
Cosine Transformation or alignment by Enhanced Correlation Coeffi-
cient, among others. The main goal of this work is determining how
those different preprocessing alternatives interact with each other and in
wich degree they affect the overall Facial Recognition Systems (FRS).
The tests make a special emphasis in using images that could have been
obtained from a real environment, rather than at a lab environment, with
the difficulties that this brings for facial recognicion techniques.

Keywords: Face Recognition, Preprocessing, Normalization, Alignment,
ECC, DCT.

1 Introduction

A classification system is greatly influenced by data preprocessing and much of
its success lies in selecting the best techniques for the task performed. As face
recognition can be essentially put on the same level as a regular classification
problem, it faces a similar challenge in this firts stage. However, due to the
nature of the images and the people involved, the data will inevitably include
higher variations (or noise) than a classic classification problem. The images
to analyse are influenced by other aspects intrinsic to the human physiognomy
such as those due to the attitude of the model represented, changes in stands,
gestures, clothing, hats, distance, tattoos, prosthetics or changes in appearance.

In addition, there are technical factors that increase the complexity of the
classification. Many of them are due to image capture systems, associated sys-
tems lighting (flash) or kind of data from where images are obtained (still image,
video, 3D, infrared, etc).

Finally, there are also external factors related to the environment such as the
light conditions, background image, temperature or presence of other people,
among others.

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 334–344, 2013.
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It is not always possible to work in a controlled environment so that images
are not affected by the factors described above. However, not testing the system
under these natural conditions will yield unreliable results.

There are several publications that conduct surveys on this kind of systems,
but either the are centred in summarizing the results of the original publica-
tions [1] or they refer to specific problems observed in experimental tests [2,3].
Although these kind of studies are very interesting, it is also very informative
to test the importance of the influence of all phases on the complete process of
the final recognition of individuals. According to the knowledge of the authors,
these kind of studies have not been carried out very often in a practical manner.
In this case, the study is especially focused on the preprocessing of images, being
this a crucial stage in the process.

2 Face Recognition Architecture

A Facial Recognition System is composed of five stages as it was discussed in
[4]. These include the following ones (see also Fig. 1):

1. Image Capture
2. Facial Detection

– Finding faces
– Selection and image adjustment

3. Preprocessing
– Illumination Normalization
– Image Alignment

4. Feature Extraction1

5. Recognition process (classification)

Fig. 1. Main scheme of a Face Recognition System

The capture of images rises the problems discussed in the introduction and a
facial recognition process must be prepared to face them. The next step is to

1 It is usually performed with the recognition process stage.
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discriminate the number of faces detected in the image. During this process the
image is cropped to the size of the selected face and its size is standardized.

The resulting images must be preprocessed in order to obtain data to be easily
classified. To do so, the light is homogenized to prevent glare or shadows areas
that transform the image appearance. Another process within preprocessing is
the alignment, which aim is assuring that the location of the face in a picture is
the same in all pictures belonging the same class, in order to align facial features
in all the images of the same person.

The stages of feature extraction and recognition are strongly interrelated and
are usually included in one single step in practical approaches.

3 Techniques Used

3.1 Facial Detection

The locally SMQT features & split up SNoW classifier [5] has been used as the
face detection technique in this study. This technique is based on appearance
and is divided into two steps, the first is the use of SMQT [15] (Successive Mean
Quantization Transform) locally in order to obtain the illumination invariant
features and then, as second step, to use a SNOW (Sparse Network of Winnows)
classifier.

– SMQT[15]. This technique improves the image quality making it insensitive
to the gain and the bias (off-set), considering an image that can be influenced
by those factors (see eq. 1).

I(x) = gE(x)R(x) + b (1)

The reflectance (R) has the the structure of the image itself, and it is needed
to make the image invariable to gain (g) and bias (b) in order to be able to
extract R and considering E as a constant.

– SNoW Classifier[5]. This classifier get the features obtained by the pre-
vious step and uses a network of linear units to define the space of learned
characteristics. To do so, it uses an initial SNoW classifier and the results
from it are subdivided into other SNoW classifiers.

In the tests performed, this enables to crop only the face area detected, avoiding
head shapes, hair, ears..etc.

3.2 Preprocessing

The purpose of this stage is to eliminate those features that hinder the classifi-
cation of images of the same person (intra-class differences), thereby increasing
the difference of them with others (inter-class differences).
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Fig. 2. Image preprocessing secuency (Initial→ Face Recognition→ DCT→ ECC)

Illumination Normalization. Discrete cosine transform in logarithm domain
[6] along with the work of [7] [8] and a normalization method based on RGB
[9] have been chosen as illumination normalization methods. The first one is
based on a discretization of cosine as opposed to the second, which is based on a
histogram with much milder changes in the values of illumination. Both methods
perform a normalization of the full face image.

– Discrete Cosine Transform (DCT)[6]. This normalization technique is
based on the discrete Fourier transform, but using only real numbers. The
procedure of this method is to adjust the dynamic range of a image in
grayscale to the interval [0-255] and then truncate the ends of the image
histogram2. This operation allows distributed gray levels along a image,
eliminating the problems of existence of very bright values in the image that
could dark the rest of the image after size changing. Finally, a photometric
image normalization is done. The technique establish a predefined number
of DCT coefficients to zero, eliminating the low frequency part of the data.
This low frequency information is believed to be susceptible to changes in
illumination.

– RGB pixel compensation[9]. This method uses an adaptive illumination
compensation, based on the black pixel, through a histogram equalization
of the image. This is a two step method in which the first RGB image is
compensated and then converted to YCbCr in order to normalize the image
illumination.

Image Alignment. Regarding the alignment techniques, Enhanced Correlation
Coefficient Maximization [10] and eye detection alignment [11], which makes an
alignment through the eye positions; have been chosen for this study. The first
one was selected because is based on a template in contrast with the second one.

2 It removes a certain percentage of the low and high end of the histogram of an image.
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– Enhanced Correlation Coefficient (ECC)[10]. The algorithm takes two
images (an input image and an image template) as input, and estimates the
2D geometric transformation between them. It is possible to adjust several
parameters in this algorithm, such us enabling implementation on a number
levels on a pyramid scheme or without it, the number of iterations per level,
choose the type of transformation or using an initial transformation matrix.

– Alignment through eye coordinates[11]. The first step is to detect the
eyes on a face using the cascade of Haar features. After obtaining those
coordinates a transformation of the image is made to align it through a
spatial transformation taking two checkpoints from the image.

3.3 Facial Recognition

Among the options for the recognition algorithm selected to constuct the FRS
for conducting this study, three different techniques have been included. Two
holistic methods: Eigenfaces[12], as one of the most widespread algorithms on
this cathegory, and Fisherfaces[13] which is an well-known evolution from the
previous one. And, to broaden the scope of the study, a feature based method
such as Hidden Markov Model[14] has also been selected.

– Eigenfaces[12] (Holistic). It is a classification method based on Principal
Component Analysis (PCA) to reduce the dimensionality 3 of each image
and projected their attributes on the new dimensions considered. Finally,
the final classification is obtained by comparing the Euclidean distances be-
tween the data obtained for each image. This technique provides a reasonably
satisfactory results [12] and has low computational load.

– Fisherfaces[13] (Holistic). The Fisherfaces method is based on LDA (Linear
Discriminant Analysis) and it uses information between members of the same
class to develop a set of feature vectors where the variations between the
different faces (or classes) are emphasized while the differences within the
same class are minimized. Previously, Fisherfaces uses PCA to reduce the
dimension of the data, as can be seen on Eq. 2, where SB is the scattering
matrix between classes, ST is the intra-class ones and W is the orthonormal
matrix of the new space. The results are better than those achieved just with
PCA, without preprocessing as varying lighting conditions or with slight
changes in facial expressions [13].

Wopt = arg max

∣∣WTSBW
∣∣

|WTSWW | (2)

– Hidden Markov Model (HMM)[14](Feature Based). A Hidden Markov
Model, is a statistical model which assumes that the system model is a
Markov process of unknown parameters and could be considered as a dy-
namic Bayesian simple network. This algorithm is based on the division of

3 Having selected 50 training images the number of principal components used in this
algorithm is 49.
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7 facial image regions (7 nodes) and a state transition probability. The al-
gorithm provides a probability that a given region of the face will follow
another with certain determined features. According to that probability, the
analysed image is associated or not to the considered matching image. This
algorithm previously uses a histogram equalization (HE).

4 Experiments and Results

To establish a valid test methodology, given that the problem to solve is a mul-
ticlass classification one, a comparison of One-Vs-All (OVA) is performed, as
suggested in [16]. In all tests performed, a cross-validation 6 K-fold [17] for 10
different people (or classes) has been performed. The clusters are composed by
a set of 60 images (6 per person), using 50 for training and 10 for testing. The
confidence interval values are represented by percentage of success (1 −E) · 100

and using the mean error obtained through E = 1
K

∑k
i=1 Ei, where E is the error

percentage and k the number of folds in the cross-validation.

4.1 Databases

Two different image databases have been used for testing. The first is the
Caltech [18] one which shows people with different image backgrounds, light
conditions, facial expressions and camera distances. These images are not pre-
processed, maintaining consistency with those we could take in any environment,
which increases the difficulty for a FRS discriminating among them 4. The sec-
ond database used on this work is ORL [19], where pictures have all the same
image background, are focussed at heads and, although they are taken at the
same distance, the pose variation is much bigger than those used in Caltech.

4.2 Experiments

Two experiments have been performed for this study. The first one has been
composed as the mos complete test possible, using all combinations available to
construct the FRS. Results obtained in this experiments have been confirmed in
the second one, with the use of a different database and choosing the combina-
tions with the best results obtained in the first experiment.

Procedure Experiment 1. The images have been transformed to grayscale
when it was necessary, also they have been resized to 179x118 pixels in its initial
stage and to 46x46 pixels from the face detection process in order to reduce the
computational load.

The objective of this experiment is to observe how the recognizing accuracy
of the system increases or decreases for each of the classifiers selected (see 3.3)
when additional stages are added to the FRS. In order to observe this variations,
the following test configurations have been included in the test:

4 The high intra-class variation increases the difficulty of classification methods that
rely common features in each class (Fisherfaces).

http://www.vision.caltech.edu/html-files/archive.html
http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
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– Original images only (INITIAL)

– Cropped facial images -only face- (FACE DETECT.)

– DCT illumination normalization algorithm (DCT)

– RGB illumination normalization algorithm (NORM.RGB)

– ECC alignment system (ECC)

– Eye Position alignment system (EYE.ALIGN)

– DCT illumination correction + ECC alingment (DCT + ECC)

– DCT illumination correction + Eye-align (DCT + EYE.ALIGN)

– Norm-RGB illumination correction + ECC alingment (NOTM.RGB + ECC)

– Norm-RGB illumination correction + Eye-align (NORM.RGB + EYE.ALIGN)

Fig. 3. Eigenfaces Results

Results Experiment 1. The results obtained in this test are shown in Figs. 3,
4 and 5. In them, the corresponding confidence rates are shown.

Comparing results from the initial stage to those including face detection ones
show that:

– The results for eigenfaces (see fig. 3) are worse to others because in all
processes the outline of the head, which should help this particular classifier
to discriminate people, has been removed from the pictures.

– For fisherfaces (see fig. 4) the results are greatly improved (from 8.33% to
46.66%) because the gain of minimizing similar data inside each class due to
same image backgrounds is bigger than the loss due to the absence of head
shape.

– In the HMM model (see fig. 5) its results are also highly improved (from
18.33% to 63.33%), because this classification technique is based on features
and the elimination of the image background increases their discrimination
based on probabilities.
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Comparing the results from the combiantions using only the face detection step
to those including illumination normalization, shows that:

– For eigenfaces (see fig. 3) there is a high increase in the success rate, which
goes from 23,33% to 71,66% for the best technic selected (DCT), due to the
improving of data (avoiding hidden areas) making them linearly divisible.

– In fisherfaces (see fig. 4) the rate of sucess decrease because some distin-
guishing features between classes are erased by illumnination normalization
process.

– For HMM (see fig. 5) there is a slight improvement in the success rate (in-
crement 10%), though this happens just with the best method (DCT). This
is due to improved of using both DCT and the pre-filter algorithm itself (see
3.3).

Fig. 4. Fisherfaces Results

In the results for combinations using the normalization step without a previous
illumination normalization show that:

– For eigenfaces (see fig. 3) shows just very slight improvement rates or even
some worse with the technique (EYE.ALIGN). That indicates without a previ-
ous illumination normalization the alignment does not increases the separa-
tion between classes.

– In fisherfaces (see fig. 4) the image alignment stage, however, no worse affects
and even get better results in both techniques (ECC y EYE.ALIGN) going from
46,66% to 56,66%.

– HMM (see fig. 5) does not show improvement in its performance and even
there is a slight decrease for the worst method (EYE.ALIGN) by the introduc-
tion of black pixels zones inside images in this step, this is something which
makes difficult to HMM to discriminate between classes.

The last combination set, including a illumination normalization and then an
alignment method, show that:
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– Eigenfaces (see fig. 3) showns better results than any of the other combi-
nations for (DCT + ECC). The alignment prior and subsequent illumination
normalization makes first increase the separation between classes and then
decrease the distance within each class.

– In fisherfaces (see fig. 4) the combination of illumination normalization and
then applying alignment makes the results improve to 70% for (DCT + ECC).

– For HMM (see fig. 5) there are not significant differences in the values ob-
tained and show a substantial decrease for the worst combination (NORM.RGB

+ EYE.ALIGN).

Fig. 5. Hidden Markov Model Results

It is obvious when analysing these results that the preprocessing stage greatly
affects final results for eigenfaces classifiers and that the biggest impact within
it is the illumination normalization.

It can also be observed that preprocesing decisively affects less fisherfaces
than eigenfaces, since images are standardized and make fisherfaces lose its more
defining quality: to increase inter-class differences (which are now much less
evident), obtaining worse results when explicit different position variation is
included within a single class (high intra-class variability in initial images).

It can also be noted that the results for the HMM method are not strongly in-
fluenced by preprocessing stages and that the algorithm is able to get acceptable
results without the use of this stage, since it is based on features, and analyzing
them separately is not severely affected by large areas of lighting changes or
alignment.

Procedure Experiment 2. In this experiment, images are initially in grayscale
and resized to 46x46 pixels from the face detection process.

For this test all mentioned algorithms from the stage of face detection to
the illumination normalization and alignment have again been considered. This
time, only the best combination of each stage has been used (Face Recognition→
DCT→ ECC→ DCT+ECC). The purpose of this second study is to corroborate the
results obtained in the experiment 1 (see Section 4.2).
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Table 1. Comparison for the best solution with ORL images

Face-Detect. Norm-DCT Align-ECC DCT+ECC

Eigenfaces 60% 70% 71% 93%
Fiserfaces 55% 31% 65% 60%
Hidden Markov Model 85% 60% 68% 67%

Results Experiment 2. As seen from the data given in Table 1, classifica-
tion methods which are inherently better avoiding noise in lighting, position or
gestures (fisherfaces and HMM) get worse results than eigenfaces after prepro-
cessing. This emphasizes the importance of preprocessing methods used when
the classifier is not oriented on differences between classes or features. These
results are consistent with those in the previous experiment and reflect equally
the importance of preprocessing for FRS.

5 Conclusions

It follows from the results obtained that some preprocessing methods do not work
properly with the classifiers that take into account the knowledge of the number
of classes (Holistic) or are not so critically dependent on it for their operation
(Features Based). However, methods such as eigenfaces crucially improve their
classification capabilities with a suitable preprocessing.

Feature based or holistic methods designed to avoid intrinsically variations
introduced by lighting or pose, are most robust in results without a prior prepro-
cessing, being these more suitable tham methods that have not been developed
with this purpose (such as eigenfaces).

With the existence of many variations in image conditions for the same class
(which implies a great intra-class variability) may be more beneficial to use
a preprocessed and holistic classifier than using a discriminatory or advanced
classifier (such as fisherfaces or HMM), because the preprocessing makes the
classes are linearly separable without leaving that task to the last stage of the
FRS.

When the conditions of image capture do not include a controlled environ-
ment, classification methods find serious problems in getting good levels of con-
fidence that maybe a good preprocessing could fix it.

The preprocessing stage is not just important, but also delicate, it is essential
to know the functioning of the classifier used to choose an appropriate prepro-
cessing to improve the results, in case of mistake its impact could be negative.
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Abstract. Biomarker discovery through mass spectrometry analysis has
continuously intrigued researchers from various fields such as analytical
researchers, computer scientists and mathematicians. The uniqueness
of this study relies on the ability of the proteomic patterns to detect
particular disease especially at the early stage. However, identification
through high-throughput mass spectrometry analysis raises some chal-
lenges. Typically, it suffers from high dimensionality of data with tens of
thousands attributes and high level of redundancy and noises. Hence this
study will focus on two stages of mass spectrometry pipelines; firstly we
propose shrinkage estimation of covariance to evaluate the discriminant
characteristics among peaks of mass spectrometry data for feature ex-
traction; secondly a sophisticated computational technique that mimic
survival and natural processing which is called as Artificial Bee Colony
(ABC) as feature selection is integrated with linear SVM classifier for
this biomarker discovery analysis. The proposed method is tested with
real-world ovarian cancer dataset to evaluate the discrimination power,
accuracy, sensitivity and also specificity.

Keywords: metaheuristic, feature selection, swarm algorithm, bio-inspired
algorithm, classification, feature extraction.

1 Introduction

The well-known soft-ionization techniques such as Matrix-Assisted Laser Des-
orption/ Ionization Time-of-flight Mass Spectrometry (MALDI-TOF-MS) and
Surface-Enhanced Laser Desorption/Ionization Time-Of-Flight Mass Spectrom-
etry (SELDI-TOF-MS) have created beautiful insights towards high-throughput
proteomics analysis to the researchers across multi-disciplines. It works on the
principle that different molecules have different masses, thus once a substance
is injected to the instrument, the constituent can be separated according to
their masses. Interestingly, this output patterns are able to exhibit structures of
proteins, characterization of regulatory and functional networks, investigation
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of molecular defect in biological fluids and identification of various stages of a
disease via development of reagents [3]. The biological interest on this study fo-
cuses on biomarker identification through the expression of proteins which can
diagnose and prognose markers for the disease.

Typical output data of mass spectrometry yields a spectrum which consists
of mass to charge ratio (m/z) on x-axis and ionisation intensity on y-axis. Sig-
nificant information of the spectrum comprises peaks of the intensities with pro-
portion to m/z values. The underlying information pertaining to the peaks that
represent particular proteins or peptides would lead to discovery of new biomark-
ers for particular disease on different stages [12]. However, mass spectrometry
data that suffer from high dimensionality will degrade the classification perfor-
mance due to few data samples in a high dimensional variable space. Therefore,
this study will focus on two different stages of mass spectrometry pipelines: (1)
Feature extraction - we will assemble and calibrate all detected peaks across
different sample through shrinkage estimator. This stage will simultaneously re-
duce dimensionality as we choose only the relevant peaks; (2)Feature selection -
we adapt foraging behaviour among bees for optimising and search only parsi-
monous features through a learning model.

According to [16], list of biomarkers is stabled when some features are strongly
correlated to each other and equally relevant for the task at hand. Furthermore,
overlapping features happen when high correlated features are possibly being
selected differently in different setting [6]. In mass spectrometry analysis, both
assembling and calibrating peaks are methods that grouped or coalesced some
neighbour peaks together in order to extract a set of highly correlated and in-
dependent features. Armananzas et al. [1] have used linear correlation method
to assemble peaks and group them under same peaks-bin. Meanwhile, Ressom
et al. [15] have proposed peak calibration from the idea of Coombes et al. [4] by
combining peaks in the range of 7 clock ticks or at most 0.03 percent relative
mass. However approach proposed by [15] is not appropriate to deal adequately
with variety datasets across different soft-ionization platforms.

In many situation of statistical analysis, estimating the population covariance
matrix is inevitable and typically estimated by the sample covariance matrix,Sij .

Sij =
1

n − 1

∑n
k=1(Xki − X̄i)(Xkj − X̄j) (1)

Where Xki and Xkj is the k-th observation of the variable Xi and Xj respec-
tively. Meanwhile the mean of X̄i is defined as:

X̄i =
1

n

∑n
k=1 Xki (2)

Both observations and variables in this study referring to number of samples
and features of the data, respectively.

The beauty of covariance estimator is, it is the only estimator which well-
conditioned and has accurate characteristic among the other statistical methods
[11]. However, it would be challenging for a covariance matrix to interpret sample
with that holds less number of samples than features (n < p). This situation
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occurs especially in bioinformatic domains such as gene expression data and
mass spectrometry data. The estimation of covariance matrix is not possible
or not accurate due to violation of the two conditions required for estimation:
positive definite and well-conditioned. All the eigenvalues of covariance matrix
should be non-zero to be positive definite and they are well conditioned when
invertible.

Ledoit and Wolf [10] have proposed several approaches through shrinkage
estimator that estimate the covariance matrix. These innovative approaches has
opened new paradigm that involve data with huge features and small sample
sizes. These studies focus on finance profession problems and have efficiently been
enhanced into life science in [17,19]. Schafer et al. [17] applied shrinkage estimator
for covariance and correlation matrix to infer gene network, while Yao et al.
[19] proposed shrinkage correlation coefficient as similarity matrix for clustering
replicate gene microarray data. Both studies have performed not only much
better than comparing methods but claimed to be positive definite and invertible.
Implicitly, calculating covariance by shrinkage estimation of covariance is more
suitable and statistically efficient to evaluate the discriminant characteristics
among peaks of mass spectrometry data for feature extraction.

Recently, researchers have been allured with some biological or natural life
style and imitate the process to be adapted in solving real life problems. With
specific emphasis to optimisation problems, these biological inspired algorithms
are mainly constructed based on the modern metaheuristic paradigm. It com-
poses exploration and exploitation behaviour of certain living organism such
as ant colony, foraging bees, fish schooling and immune systems. Artificial
BeeColony (ABC) has been proposed by Karaboga [8] to solve numerical opti-
misation. This study has performed significantly compared to others population-
based search algorithms. Constructed based on foraging bees concepts, this
algorithm has been continuously applied to various optimization problems and
become matured every year with subsequent improvements. Interestingly,
Karaboga and Ozturk [9] have applied the ABC in data mining with specific fo-
cus to clustering several datasets from UCI database. Further, [14] have adapted
the ABC algorithm for classification purposes by injecting new rules to suite
with classification. At the same time, [2] have improved ABC algorithms by ap-
plying a new heuristic classification. Hence, this study investigates the suitability
of feature extraction techniques to be coupled with ABC as feature selection in
order to improve performance of classification and produce reliable results of
biomarkers identifications.

This paper is organised as follows: Section 2 elaborates the fundamental of
shrinkage approaches for feature extraction; Section 3 introduces ABC as feature
selection; Section 4 discusses the implementation and results of high resolution
ovarian dataset through the whole mass spectrometry pipelines, purposely for
comparison of shrinkage covariance correlation estimation with empirical covari-
ance correlation.
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2 Shrinkage Estimator

This section presents the shrinkage estimator for covariance matrix proposed by
James and Stein [7] to assemble and calibrate the peaks to be well discrimi-
nated upon features extraction. The idea of shrinkage implies that the sample of
covariance is shrunk towards structured estimator. The equation for shrinkage
estimator is presented as follow:

S = αTij + (1 − α)Sij (3)

The main components in the shrinkage estimator are both sample covariance
matrix denoted by Sij and highly structured estimator that are denoted by Tij .
Compromise of both components is considered as convex linear combination of
S, where α is shrinkage constant between 0 and 1 and is defined as:

α = max

(
0,min{1,

k

p
}
)

(4)

Shrinkage estimator has varied techniques for the structured estimator (shrink-
age target) and shrinkage constant [17]. Shrinkage target is measured as the prior
information, where in this study shrinkage target which is based on single-index
model covariance matrix has been applied as proposed by Ledoit and Wolf [10].
However, single index model is severely biased, though it composed only few
estimator errors. Thus, they have used properly weighted average as optimal
trade-off between bias and estimator error.

The major concern in this estimation is optimal selection of shrinkage inten-
sity. Existing shrinkage estimators [5] are broken down when n < p because of
their loss function depends on the inverse of covariance matrix. Thus Ledoit &
Wolf [10] have used Frobenius norm to measure the quadratic distance between
the estimated and the true covariance matrix. Under the assumption that n ob-
servations are fixed while p features tends to infinity, they prove that the optimal
value for shrinkage intensity, α asymptotically behaves like a constant p. This
constant, k, is explained as followed:

k =
π − χ

γ
(5)

The π,χ and γ are known as consistent estimator parameters to calculate opti-
mal intensity. Refer to [10] for extensive explanation regarding those estimators.
In mass spectrometry analysis, feature extraction plays a vital role in extract-
ing discriminant features from the potential peaks signal. Shrinkage covariance
estimation could be seen as potential techniques for assembling and calibrat-
ing peaks into peaks-bin or m/z windows due to well-structured estimation in
predicting correlations among peaks for high-dimensionality of data. Hence, it
produces well discriminant and independent features for feature selection pro-
cess.
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3 Artificial Bee Colony (ABC) as Feature Selection

Artificial Bee Colony is derived from the foraging behaviour and consists of three
different agents that play roles in searching for quality nectar and improve their
survival in the population. ABC algorithm as feature selection is modelled based-
on previous study [20,18] by removing and modifying some original parameter set-
tings proposed by [8] to suit the initial data of ovarian cancer dataset gathered
from peaks extraction phase. In general, the ABC algorithm as feature selection
follows the foraging behaviour of employee bees, onlooker bees and scout bees;
meanwhile neighbourhood search, parameter setting and evaluation criteria have
been modified to suit the data. A brief discussion of ABC as feature selection is
presented as follow:

Initial Population: Initial population is constructed depends on problem to
solve. It represents search space for the algorithm to explore and optimise its
findings. A search space is denoted as Xi,d where i is the number of employee
bees, meanwhile d is the number of solution to be optimised by particular bees.
Each element of d must be a unique food source.

Neighbourhood Search: Each employee bees will iterate to improve their
initial nectar amount by generating new food source, Vi,d. Exploiting new search
space will require the neighbourhood search mechanism to randomly modify
any d = 1, 2, ..., D from particular Xi, where D is maximum solution for each
particular bee. Thus, to comprehend with initial data in this study, a simple
random search is denoted as follow to produce better exploitation result.

Vi,d = Xa,b (6)

Where i and d could be any i = 1, 2, ..., SN and d = 1, 2, ..., D respectively,
whilst SN is maximum number of employee bees. Apart from that, Xa,b must
be different from any Vi,d for particular i. The nectar amount of new food source
will be evaluated and compared with the current one. It will then be replaced by
the new one if the evaluation shows the new nectar or fitness value is superior
and vice versa.

Solution Score Evaluation: We follow the original ABC algorithm that im-
proves the searching process by decreasing their objective function,objV ali prior
probabilistic selection. Therefore, objective function is constructed by minimiz-
ing classification error of linear SVM. Then, fitness fiti or nectar quality of the
associated food sources is measured as follow:

fiti =
1

1 + objV ali
(7)

Probabilistic Selection: On the second phase of foraging, all employee bees
meet the onlooker bees on the waggle dance to disseminate all the best so far
nectars quality. Onlooker bees will only evaluate and select food sources that
meet the criteria of probability Pi as follow for further process.

Pi =
fiti

(
∑SN

i fiti)
(8)
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Exhaustive Search: The performance of foraging behaviour is controlled by a
predetermined number of cycles called limits. Limits are assigned as surveillance
for every employee bees to identify the exhausted search that might happen
to particular bees. Therefore, when a food source cannot be improved further
(exhausted), the associate employee bee will be changed to scout bee. This new
scout bee will do new exploration to the food sources in the search space.

4 Implementation and Discussion

This study makes use of ovarian dataset downloaded from National Cancer
Institute (home.ccr.cancer.gov/ncifdaproteomics/ppatterns.asp). This high-
dimensional ovarian cancer dataset contains 216 samples comprises 121 of can-
cer samples and 95 of normal samples. In general, mass spectrometry analysis
involves several steps of consecutive processes as discussed in [20]. Hence this
analysis starts with some common pre-processing methods, followed by feature
extraction process, feature selection and classification prior to biomarker test.

This study has applied baseline removal, normalisation and noise filtering in
the pre-processing step consecutively. We retain only positive values by utilising
the morphological operator of imtophat in mathlab function for the baseline
correction. Meanwhile, method proposed by [1] is applied for normalisation and
followed by matlab function of wavelet mssgolay for noise filtering. After these
three common pre-processing methods, peaks locations are identified across each
spectrum. Again, we apply Armananzas et al. [1] approach that utilises peak
detection method from several previous studies.

In order to extract potential peaks as well-discriminated and independent fea-
tures, shrinkage covariance estimator is applied to calibrate and assemble peaks
into group of peaks-bin (also known as m/z windows). Peaks-bin are constructed
in terms of strong correlation among its neighbourhood where shrinkage covari-
ance estimation is converted into correlation and repeatedly evaluated onto all
peaks until no more strong correlations occurred. We consider strong correla-
tion when the value of correlation among features exceeds 0.80. The proposed
shrinkage covariance estimation has been elaborated in section two. Instead of
shrinkage, we also apply empirical covariance correlation to the ovarian data
that follow the same pre-processing steps. The first 400 features are selected
from the whole 216 samples after ranking them based on frequently being chosen
across samples by following the same steps as collecting features from shrinkage
approach. These features are split into training and testing samples for both
disease and control cases in ratio 70:30 respectively.

Feature selection was applied to select the most parsimonious features to be
classified as biomarkers. ABC algorithm was then applied to select feature sub-
set from 400 most prominent features. The algorithm starts by initialising all
400 features randomly among 50 numbers of employee bees, i = 1, 2, ..., SN .
Where equally 8 different features, d is assigned for every agent. These features
are known as food sources and each agent is responsible to optimise her food
sources based on their nectar quality. On this stage, ABC algorithm will incorpo-
rate linear SVM classifier with 10 k-folds to evaluate the fitness value or nectar
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quality of each food source. In the ABC algorithm only employee bees have
the direct contact with all the available food sources, thus capable to produce
mutant solution by randomly choosing new food source through neighbourhood
search in equation 6. New combination of food source will be evaluated through
objective function from equation 7 and produce new nectar quality from equa-
tion 8. Hereby, the new solution will replace the current one if and only if the
produce solution is better.

For feature selection purposes, we tune the parameter setting for the colony
ratio in between employee bees and onlooker bees. According to the original set-
ting, both colonies have the same number. We have tested the original setting
and our setting ratio, 50:50 and 50:100 respectively on liver datasets [18] and
ovarian dataset in current study. Anyhow, we find that our new setting ratio
50:100 exploits better food sources with stopping criteria is 100 cycles and lim-
its is 100. Onlooker bees improve the optimisation of food sources passed by
transient employee bees and select only those have good probability evaluation
as in equation 8. In addition, onlooker bees also perform modification to the
selected food source position correspond to neighbourhood search and nectar
quality evaluation through equation 6 and 7. The foraging process is repeated
for at least 100 times or will stop earlier if classification error approaching 0. We
set maximum cycle (MCN) or stopping criteria as 100. All the parameters setting
are shown in table 1 and based-on the best performance from several previous
studies of population based-algorithm. Details of algorithm and implementation
ABC as feature selection are referred to [18].

Table 1. Parameter setting for ABC implementation

Population size 50

Employee bees 50

Onlooker bees 100

limit 100

MCN 100

The results generated from the training dataset is analysed after 100 runs
and evaluated onto testing datasets. The analysis from two different feature
extraction methods are analysed and evaluated separately. Table 2 shows the
comparison from both shrinkage and empirical covariance correlation methods
that is based on evaluation of most occurrence features. Both methods perform
well for training data, anyhow slightly different on testing data. Accuracy mea-
sure the veracity of the diagnostic test from classification model, sensitivity is
proportional to the true diagnosis of cancer cases meanwhile specificity is pro-
portional to the true diagnoisis of normal cases. Empirical covariance-correlation
method shows better prediction on sensitivity; meanwhile shrinkage covariance-
correlation performs better results for specificity.

We emphasize on finding well discriminant features as our objective of the
study. These features need to allow a distinction between cancer with normal
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Table 2. The eight most occurance m/z values

Shrinkage covariance-correlation Empirical covariance-correlation

training testing training testing

Accuracy 1 0.9531 1 0.9531

Sensitivity 1 0.9630 1 1

Specificity 1 0.9459 1 0.9231

m/z windows 7038.264-7047.627 3860.689-3863.356
7050.509-7055.554 3893.821-3895.963
7067.093-7070.701 4299.631-4304.698
7721.58-7736.608 5129.705-5135.238
7923.418-7925.71 7049.789-7054.833
8692.148-8692.948 7721.518-7734.343
8704.954-8716.969 7923.418-7925.71
10323.28-10324.15 8931.409-8938.71

Fig. 1. Box plot of eight most potential markers from shrinkage covariance correlation

cases, which required us to draw the box plot representation for eight of most
selected features from both analyses. According to Massart and Smeyers-verbeke
[13], classical statistical methods such as F-test, t-test and analysis of variances
(ANOVA) are normal distribution oriented assumption and vulnerable when the
data contains outliers. On the other hand, box plot technique is excellent in repre-
senting differences between datasets without any statistical assumption. Figure 4
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Fig. 2. Box plot of eight most potential markers from empirical covariance correlation

depicts eight most potential markers represented from shrinkage covariance-
correlation analysis, meanwhile figure 4 for empirical covariance-correlation.

In general, all potential features selected by shrinkage covariance correlation
in figure 4 shows significant discrimination between cancer and normal samples
thus prove usefulness as markers. Features a, b, c, d, e, g and h discriminate most
of the cancer and normal samples, meanwhile cancer sample from feature f in
some extend separate from normal cases. In figure 4, features b and d are not
able to perform discrimination between cancer and normal cases. Meanwhile
both features f and g are also been selected as potential markers for shrinkage.
Anyhow from both shrinkage covariance-correlation and empirical covariance
correlation, there is no features completely discriminant between cancer and
normal cases.

5 Conclusion

In this paper we showed that the use of shrinkage estimator for covariance and
correlation is much better than empirical correlation method in interpreting
biological insight of mass spectrometry data in which the number of features are
much bigger than number of samples n<< p. This method is applied to assemble
and calibrate detected peaks that have strong correlation and extract only the
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most discriminant peaks-bin or m/z windows for further process. Furthermore,
incorporating Artificial Bee Colony (ABC) as feature selection and linear SVM as
classifier yields good classification performance in identifying potential markers.
This study will be further extended to explore both shrinkage estimator for
feature extraction and ABC algorithm as feature selection for other types of
mass spectrometry datasets. The algorithm will be compared with other types
of metaheuristic algorithm and incorporated with other types of classifiers to
predict biomarkers for particular diseases.

Acknowledgement. We wish to express our heartfelt gratitude to the Ministry
of Higher Education (MOHE) for funded grant under Fundamental Research
Grant Scheme (FRGS) (203/PKOMP/6711268). Lastly, the first author would
like to thank Universiti Teknologi MARA (UiTM) for offering a generous Ph.D.
scholarship.

References

1. Armananzas, R., Saeys, Y., Inza, I., Garcia-Torres, M., Bielza, C., Van de Peer,
Y., Larranaga, P.: Peakbin selection in mass spectrometry data using a consensus
approach with estimation of distribution algorithms. IEEE/ACM Transactions on
Computational Biology and Bioinformatics 8(3), 760–774 (2011)

2. Celik, M., Karaboga, D., Koylu, F.: Artificial bee colony data miner (abc-miner).
pp. 96–100. IEEE (2011)

3. Celis, J.E., Gromov, P.: Proteomics in translational cancer research: toward an
integrated approach. Cancer Cell 3(1), 9–15 (2003)

4. Coombes, K.R., Tsavachidis, S., Morris, J.S., Baggerly, K.A., Hung, M.C., Kuerer,
H.M.: Improved peak detection and quantification of mass spectrometry data ac-
quired from surface-enhanced laser desorption and ionization by denoising spectra
with the undecimated discrete wavelet transform. Proteomics 5(16), 4107–4117
(2005)

5. Efron, B., Morris, C.: Data analysis using stein’s estimator and its generalizations.
Journal of the American Statistical Association 70(350), 311–319 (1975)

6. He, Z., Yu, W.: Stable feature selection for biomarker discovery. arXiv preprint
arXiv:1001.0887 (2010)

7. James, W., Stein, C.: Estimation with quadratic loss. In: Proceedings of the
Fourth Berkeley Symposium on Mathematical Statistics and Probability, vol. 1, pp.
361–379 (1961)

8. Karaboga, D.: An idea based on honey bee swarm for numerical optimization.
Techn. Rep. TR06, Erciyes Univ. Press, Erciyes (2005)

9. Karaboga, D., Ozturk, C.: A novel clustering approach: Artificial bee colony (abc)
algorithm. Applied Soft Computing 11(1), 652–657 (2011)

10. Ledoit, O., Wolf, M.: Improved estimation of the covariance matrix of stock returns
with an application to portfolio selection. Journal of Empirical Finance 10(5),
603–621 (2003)

11. Ledoit, O., Wolf, M.: A well-conditioned estimator for large-dimensional covariance
matrices. Journal of Multivariate Analysis 88(2), 365–411 (2004)



Using ABC Algorithm with Shrinkage Estimator to Identify Biomarkers 355

12. Listgarten, J., Emili, A.: Statistical and computational methods for compara-
tive proteomic profiling using liquid chromatography-tandem mass spectrometry.
Molecular & Cellular Proteomics 4(4), 419–434 (2005)

13. Massart, D.L., Smeyers-Verbeke, A.J.: Practical Data Handling Visual Presenta-
tion of Data by Means of Box Plots (2005)

14. Mohd Shukran, M.A., Chung, Y.Y., Yeh, W.C., Wahid, N., Ahmad Zaidi, A.M.:
Artificial bee colony based data mining algorithms for classification tasks. Modern
Applied Science 5(4), 217 (2011)

15. Ressom, H.W., Varghese, R.S., Drake, S.K., Hortin, G.L., Abdel-Hamid, M., Lof-
fredo, C.A., Goldman, R.: Peak selection from maldi-tof mass spectra using ant
colony optimization. Bioinformatics 23(5), 619–626 (2007)

16. Sanavia, T., Aiolli, F., Da San Martino, G., Bisognin, A., Di Camillo, B.: Improv-
ing biomarker list stability by integration of biological knowledge in the learning
process. BMC Bioinformatics 13(suppl. 4), S22 (2012)
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Abstract. In order to increase the efficiency of Evolutionary Algorithms,
practitioners include improvements as new operators or modifications of the
canonical operators, or the hybridization with other Evolutionary Algorithms.
However, an alternative to obtain high-quality solutions is: to tune the param-
eters which govern the behaviour of the algorithm to the specific problem to
optimize. This parameters adjustment can be performed by using other Evolu-
tionary Algorithm (Metaoptimization). Unfortunately, metaoptimization leads to
a critical increment in the execution time. In this work, a measure of the quality
of the tuned behavioural parameters when executing very low-number of cycles
in the optimizer is performed and compared with the case when executing high-
number of cycles. The fundamental aspect of this approach is if there is enough
information about the quality of the behavioural parameters in the very initial cy-
cles of the optimizer. By ascertaining if productions based on a low-number of
cycles harvest high-quality behavioural parameters, one of the main drawbacks
of the metaoptimization process —the large execution time— can be overcome.
The performed tests —the fitting of experimental data of rotation curves of spiral
galaxies— demonstrate that this approach improves the efficiency of the metaop-
timizer, while reducing processing time.

Keywords: Metaoptimization, Differential Evolution, Rotation Curve, Spiral
Galaxy.

1 Introduction

During the development of metaheuristic techniques, the optimizers require to fix the
values of diverse behavioural parameters. In general, these parameters govern the be-
haviour of the algorithms, and therefore, they are key elements in its final efficiency.

In the past, approaches based on the factorial design have been followed to opti-
mize the behavioural parameters. However, this procedure oversimplifies the problem,
neglecting the potential relationships between the behavioural parameters. Neither, by-
hand selection of the most suitable set of parameters is an affordable task.

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 356–365, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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As any other complex problem, the adjustment of the behavioural parameters of an
evolutionary algorithm can be treated by other evolutionary algorithm, termed metaop-
timizer or tuner. This kind of optimization is termed metaoptimization.

Unfortunately, the metaoptimization carries out a relevant increment of the execu-
tion time. If the problem to optimize takes long, or a high-number of cycles or large
population are required to obtain high-quality solutions, then the scenario aggravates.
Therefore, it is necessary to evaluate if a lower number of cycles in the optimizer pro-
duces behavioural parameters of enough quality for the problem, and consequently,
processing time can be saved; although this low-number of cycles of the optimizer is
not producing so-high-quality solutions.

If the behavioural parameters used in the optimizer (algorithm which is optimized)
exhibit its quality from the very initial cycles, then large executions can be avoided,
as well as the number of cycles truncates before the optimizer reaches its stagnation
level. Moreover, the number of cycles of the optimizer is a control mechanism over the
execution time budget and, indirectly over the quality of the solutions of tuner.

Particularly, this work focuses on tuning the behavioural parameters of Differential
Evolution (DE) algorithm [1,2]. This election is based on the popularity of the algo-
rithm, frequently used in optimization in artificial functions and real-world problems.
Concerning the proposed problem, the adjustment of experimental data set to a theoret-
ical curve —rotation curve of spiral galaxy— is used as benchmark.

The rotation curve of a galaxy is defined as the relationship between the rotational
velocity of stars as function of the radial distance to the galaxy centre. The relevance
of this problem stems from the discrepancy between the observed velocity of the stars
and the Newtonian-Keplerian prediction, in such way that masses derived from the ro-
tational kinematics and gravitational laws do not match. Nowadays, this discrepancy is
explained by the presence of dark matter, which is not emitting light. As a consequence,
the characterization of rotation curve in spiral galaxies is a measure of the amount of
dark matter in the galaxy.

Dark energy and dark matter have never directly been observed, and their nature
remains unknown. Understanding the nature of the dark matter and the dark energy is
one of the most important challenges of the current cosmology studies1.

The experimental data sets correspond to the orbital velocity of stars for spiral galax-
ies: NGC 2460 and NGC 3370 [3]. Due to the inherent experimental error of data,
the data volume and the fact that both arms of the galaxies do not exhibit the same
velocity curve; this fitting process becomes challenging, allowing many almost-equal
sub-optimal adjustments.

The rest of the paper is organized as follows: Section 2 summarizes the Related
Work and previous efforts done. In Section 3.1, the most relevant details about the
implementation are presented. In Section 3.2, the physical problem is briefly described.
The underpinning of the Statistical Inference is exposed in Section 3.3. The Results and
the Analysis are displayed in Section 4. Finally, the Conclusions and the Future Work
are presented in Section 5.

1 The quantification of the budget between ordinary and dark components in the Universe is
a major issue as proven by the recognition of the Science magazine in 1998 and 2003 as
Scientific Breakthrough of the Year.
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2 Related Work

Diverse works have examined aspects of parameter tuning in Evolutionary Algorithms.
Early in the bibliography, the drawback associated with the large execution time is
reported. In one of the pioneer studies in metaoptimization [4], it was already stated the
large computational cost as limiting factor in metaoptimization processes.

A very popular strategy to overcome the large execution times of metaoptimization
is Racing [5]. The aim of this strategy is to reduce the number of tests to estimate the
utility of a behavioural parameters set. After an initial phase where all sets are equally
estimated, the algorithm separates good and poor configurations, for later focussing on
good ones by incrementing their number of evaluations.

The Racing strategy has suffered from modifications aimed to accelerate the discrim-
ination of poor solutions. The variants differ on the criteria used to sift the poor config-
urations. For example, it can be mentioned: the use of a Gaussian distribution centred
at the current best candidate to generate the next generation [6]; or F-Race where the
Friedman test is used to promote or discard the candidates into the next iteration. F-
Race has been applied to Ant Colony Optimization for traveling salesman problem [7]
and to iterated local search and simulated annealing for timetabling problem [8].

Other attempt of DE metaoptimization is presented at [9]. In this work, a suite of
twelve fitness functions (separable and non-separable) are used as benchmark. The dif-
ferences emerge in the general approach of the problem. In [9] the metaoptimization
of DE is monolithic for the whole suite: the behavioural parameters are tuned for the
suite; whereas in our work each case is treated independently. Finally, this work also
underlines the disadvantage associated to the large execution time when evaluating the
benchmark suite for the highest dimensionality (100 dimensions).

Finally, a review of the approaches for tuning the behavioural parameters of meta-
heuristics is presented in [8]. The review begins with the drawbacks of the trial-and-
error approach, passing by a methodology based on factorial design; and finishing with
F-Race approach. The time-consumption disadvantage when applying metaoptimiza-
tion to industrial problems is also underlined. Other review of methods for parameter
tuning can be found at [10]. Unfortunately, this work focusses only on one single sepa-
rable function (Rastrigin function), which prevents any comparison process.

Our approach proposes to study the quality solutions obtained when evaluating be-
havioural parameters with low-number of cycles in the optimizer and to compare them
with the high-number of cycles. To the authors’ knowledge, up to now, this approach
has not been addressed in the past.

3 Methodology

3.1 Implementation

In order to deal with a whole evolutionary algorithm, a python implementation is pro-
posed for the tuner. Python election is based on its capacity to handle pieces of text,
to compose files with these pieces, then, to compile the source code, to execute it and
to capture output information from the execution. By repeating this process, the be-
havioural parameters of the optimizer can evolve. In our work, both tuner and optimizer
implement DE algorithm.
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On the other hand, the evolutionary algorithm which parameters are being optimized
is codified in C language. C language election is based on the need of a fast execu-
tion for the problem under optimization. Additionally to the cited benefit, this different
codification eases the identification of each part of the code while codifying.

One of the critical points of the metaoptimizer part is to capture the final fitness of the
evolutionary algorithm to be recorded as the fitness of the metaoptimizer individual. For
this, the best fitness is recorded in a text file after executing the problem and captured
by python from this file. So, synchronization operations during the writing and reading
are required.

Both, tuner and optimizer Differential Evolution [1,2] have been implemented with
the schema DE/rand/1/bin [11]. Furthermore, in all numerical experiments, the con-
figuration in the tuner is a population of 10 vectors and 10 cycles. Otherwise, in the
optimizer, the population is composed by 10 vectors; and two configurations for the
number of cycles: 10 and 1,000. In all cases, real-valued representation is used. The
behavioural parameters of the tuner are fixed with values μ = CR = 0.5.

As pseudorandom number generator, a subroutine based on Mersenne Twister [12]
has been used in both implementations: python and C.

The numerical experiments are executed in a single core of a computer with two Intel
Xeon X5570 processors at 2.93 GHz and 8 GB of RAM. The C code has been compiled
by using gcc version 4.4.5 with optimization level -O3.

3.2 The Rotation Curve in Spiral Galaxies

The proposed problem corresponds to the adjustment of experimental data —orbital
velocity of stars in spiral galaxies (Fig. 1)— to a theoretical curve. The election of this
problem resides on the difficulty to fit data with experimental errors, the fact that two
arms of spiral galaxies which usually do not overlap. The curves have been extracted
from a larger astronomical data set, covering approximately 56 galaxies [3]. The selec-
tion criterion has been the two largest populated data set.

This problem has been used in the past in optimization problems: as benchmark
function in numerical optimization in order to study the sensitiveness of evolutionary
algorithms to the choice of the random number generator [13], and it has been also
treated from the physical point of view [14,15].

The velocity of the stars is characterized by an equation with physical meaning de-
scribing the four mass contributions to the rotation curve —bulge, disk, interstellar gas
and halo— (Eq. 1).

v2(r) = v2D(r) + v2B(r) + v2H(r) + v2G(r) (1)

Except for the halo, the other three contributions are merged in a variable, whereas
the halo contribution is modelled by Eq. 2. Therefore, the number of parameters to
adjust is three: v2D + v2B + v2G, σ, and α .

v2H(r) = 2 · σ2 · (1 − (
r

α
) · tang−1(

α

r
)) (2)

χ2 =
∑

for all points

(
ysimulated − yobserved

Errorobserved
)2 (3)
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(b) Rotational Velocity for NGC 3370

Fig. 1. Rotational velocities and errors of stars in galaxies: NGC 2460 and NGC 3370 employed
as experimental data set

According to the usual practice in adjustment of experimental data to theoretical
curve, the chi-squared test has been chosen as fitness function (Eq. 3). The lower the
χ2 is, the closer the solution is to the objective —the fitter the experimental data is to
theoretical curve.

3.3 Statistical Inference

In this work, the usual statistical analysis in the numerical optimization works has been
followed [16,17]. The analysis is based on non-parametric tests, such as: Kruskal-Wallis
and Wilcoxon signed-rank tests. Non-parametric tests have been selected because they
do not assume any explicit condition on the data, for example normality. In-depth de-
scription of the statistical tests is beyond of the scope of this paper.

4 Results and Analysis

In order to check the hypothesis of the capacity of the tuner to produce competitive
behavioural parameters by using a reduced number of cycles (10) in the optimizer, a
production composed of 25 executions is performed per case. Later, these behavioural
parameters are compared with the behavioural parameters emerged from a production
with high-number of cycles (1,000). The aim of this experiment is to compare the sim-
ilarities and differences of the behavioural parameters obtained (Fig. 2).

On the other hand, a statistical analysis of the numerical results when using be-
havioural parameters tuned with low-number of cycles and high-number of cycles is
performed (Table 1). And finally, once the efficiency of the approach proposed has
been verified, the processing time saved is presented (Table 2).

Metaoptimization Production. After each execution of DE tuner, a couple of values
(μ, CR) are obtained as tuned behavioural parameters for the problem under optimiza-
tion (Fig. 2). Additionally to the scatter plot μ− CR, at top and at right of each figure,
the histograms with the frequency of each value are also plotted.
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Fig. 2. Results (μ and CR) of metaoptimizer after 25 executions for galaxies: NGC 2460 and
NGC 3370, and for 10 and 1,000 cycles. Top and right: the histogram of each parameter.

As can be appreciated, most of the tuned parameters are located in the upper-right
quadrant. These results are slightly different, but congruent with the recommendation
(μ = 0.8 and CR = 0.9) of Prof. Storn2 for the schema DE/rand/1/bin; although
the original recommendation is stated for artificial separable functions. Next, the mid-
point of the most populated division is employed to decide about the most suitable
behavioural parameters (μ, CR) for the problem to optimize (Table 1).

Following the procedure established, the metaoptimizer tunes the behavioural pa-
rameters of optimizer using two configurations (10 and 1,000 cycles). This produces
two sets of suitable behavioural parameters per galaxy (Fig. 2).

By observing the values obtained for μ and CR, it is appreciated the similarities in
the values, independently of the number of cycles of the optimizer. This reinforces the
hypothesis that the quality of the behavioural parameters can be extracted from the few

2 http://www1.icsi.berkeley.edu/~storn/code.html

http://www1.icsi.berkeley.edu/~storn/code.html
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Table 1. Best fitness (25 executions) for each galaxy and case. The numerical results labeled
with: random have been obtained with μ = CR = 0.5, those labeled with optimized by using μ
and CR optimized with 10 or with 1,000 cycles. The numerical results without label correspond
to the cases where μ and CR have been optimized with 10 cycles and the runs executed with
1,000 cycles.

Galaxy μ CR Cycles Mean fitness Comment Statistical Test (p-value)

NGC 2460

0.50 0.50 10 57,518.6±16,848.4 Random Wilcoxon signed-rank

1.2 · 10−50.95 0.95 10 2,938.3±1,966.7 Optimized
0.50 0.50 1,000 1,247.4±630.3 Random Kruskal-Wallis

2.8 · 10−120.95 0.95 1,000 314.5±1.14e-13
0.75 0.65 1,000 375.2±222.1 Optimized

NGC 3370

0.50 0.50 10 353,444.0±61,195.0 Random Wilcoxon signed-rank

1.1 · 10−50.95 0.85 10 28,741.8±16,472.1 Optimized
0.50 0.50 1,000 11,613.7±6,472.7 Random Kruskal-Wallis

9.7 · 10−140.95 0.85 1,000 2,873.9±4e-13
0.95 0.75 1,000 2,873.9±4e-13 Optimized

initial cycles. The most suitable values for NGC 2460 and 10 cycles areμ = CR = 0.95
(Fig. 2(a)), whereas for 1,000 cycles are μ = 0.75 and CR = 0.65 (Fig. 2(b)). For the
galaxy NGC 3370, the most suitable values for low-number of cycles are μ = 0.95
and CR = 0.85 (Fig. 2(c)), whereas for high-number of cycles3 are μ = 0.95 and
CR = 0.75 (Fig. 2(d)).

The next step is to verify if the efficiency of each set is significantly different.

Fitness Analysis. In order to discriminate if the tuned behavioural parameters of DE
are more efficient when the tuning process has been performed with 10 or with 1,000
cycles; 25 runs of the optimizer are executed per case (Table 1).

Concerning the numerical results for the galaxy NGC 2460, it can be observed that
the tuned parameters with low-number of cycles (μ = CR = 0.95) outperform the
tuned parameters with high-number of cycles (μ = 0.75, CR = 0.65) when both ex-
ecuting 1,000 cycles. For the galaxy NGC 3370, the same comparison leads to both
cases: low-number (μ = 0.95, CR = 0.85) and high-number (μ = 0.95, CR = 0.75)
of cycles produce the identical mean fitness. As expected, whatever tuned behavioural
parameters, independently of the number of cycles, outperform randomly selected be-
havioural parameters (μ = CR = 0.5).

From the proposed experimental setup and the numerical results, it can be concluded
that a reduction in the number of cycles of optimizer, at least, does not degrade the qual-
ity of the behavioural parameters obtained in the metaoptimization process. Based only
on the initial cycles of the optimizer, the tuner is able to capture enough information
about the quality of the behavioural parameters to evaluate them.

3 In the previous cases —galaxy and number of cycles— the mid-point of the most populated
division is selected to establish the most suitable values of μ and CR. However for the galaxy
NGC 3370 and 1,000 cycles configuration, neither division is populated with more than 2
points. Therefore, the most populated bin in the histogram is used as criterion to select the
suitable behavioural parameters.
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Statistical Analysis. In order to check if the differences in the fitness (Table 1), when
using behavioural parameters tuned with low-number and high-number of cycles in the
optimizer, are significant, the production 25 executions is statistically analysed.

The statistical analysis of data is performed by using Kruskal-Wallis test for multiple
comparisons, Wilcoxon signed-rank test for pair comparison and finally, sign test to
discern if the optimized set of parameters outperforms or not the standard ones. In
all cases, non-parametric tests have been chosen because they do not require explicit
conditions for data distribution.

Except for the case of NGC 3370, 1,000 cycles and the two sets of tuned behavioural
parameters —where identical numerical results are obtained—, the Kruskal-Wallis and
Wilcoxon signed-rank tests indicate that the differences for the numerical results are
significant for a confidence level of 95% (p-value under 0.05). This means that the
differences are unlikely to have occurred by chance with a probability of 95%.

Execution Time. In the previous points, the analysis focussed on the values achieved
for the tuned behavioural parameters of DE and on the numerical results obtained with
these values. It has been proved that metaoptimization based on optimization process
with low-number of cycles can produce high-quality behavioural parameters for DE
algorithm. Once the numerical efficiency of the approach has been checked, the corre-
sponding processing times are presented (Table 2).

Table 2. Mean execution time of both tuner and optimizer for 10 and 1,000 cycles in the optimizer

Galaxy Cycles Execution Time Cycles Execution Time Reduction

Optimizer
NGC 2460 10 6.56 ms 1,000 412.24 ms 98.4%
NGC 3370 10 12.24 ms 1,000 654.12 ms 98.1%

Tuner
NGC 2460 10 17.41 s 1,000 86.58 s 79.9%
NGC 3370 10 18.23 s 1,000 146.10 s 87.5%

As can be appreciated, Table 2 shows a significant reduction of the execution times
for both: tuner and optimizer when a low-number of cycles are employed in the opti-
mizer. The execution time reduction is higher than 98% for the optimizer, while ranging
from 79.9% to 87.5% for the tuner.

Through optimizing behavioural parameters in this scenario, a saving of process-
ing time is achieved, at the same time that high-quality solutions are produced. This is
specially relevant for industrial applications where execution time is as relevant as the
fitness; and for the cases where an optimization process is applied successively to dif-
ferent data sets. By varying the number of cycles in the optimizer, the metaoptimization
process is endowed of a control over the quality of the achieved solutions and over the
processing time budget.

5 Conclusions and Future Work

In this paper, an approach to tune the behavioural parameters of Differential Evolution
algorithm, and simultaneously saving processing time has been proposed. This approach
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measures the quality of the tuned behavioural parameters when a low-number of cycles
is applied to the optimization process in opposition to when the optimization process
is performed with high-number of cycles. The success of this approach holds in the
capacity of tuner to evaluate the quality of the behavioural parameters from the very
initial cycles. By implementing this approach, a strong reduction of the execution time
is achieved while maintaining high-quality behavioural parameters. The proposed ap-
proach has been initially applied to the fitting of rotation curves of spiral galaxies.

Finally, the numerical results and the later analysis demonstrate that the proposed
approach reduces the execution time while delivering high-quality behavioural param-
eters. Furthermore, it allows a finer control over the global processing time and, at the
same time, over the quality of the solutions.

More comparative works, where the proposed technique is applied to other com-
plex problems, other schemas different from the DE/rand/1/bin, and confronted to other
approaches: Race or F-Race, are considered as Future Work. As candidates, the op-
timization of non-separable functions in high-dimensional problems, and problems in
Astrophysics area can be cited. This kind of functions are candidates by the difficulty
to find high-quality solutions. Among the candidates, the following functions are pro-
posed: Schaffer F6 and F7, Schwefel Problem 1.2, Rana, and Rosenbrock. Furthermore,
potential variants of the approach are also considered.
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Abstract. Swarm intelligence algorithms are used to simulate the be-
haviour of non-centralized and self-organizing systems, which could be
natural or artificial. Grid computing environments are distributed sys-
tems comprised heterogeneous and geographically distributed resources.
This computing paradigm presents problems related to resources man-
agement (discovery, monitoring and selection processes) which are caused
by its dynamic and changing nature. These problems lead to a bad appli-
cation performance due to the fact that resources availability and char-
acteristics vary over time. In recent years, several approaches based on
adaptation and defined from a system point of view have been proposed.
The present contribution is focussed on enhancing the grid resources se-
lection process by providing a self-adaptive ability to grid applications. A
selection model based on the Artificial Bee Colony algorithm is described.
In contrast to other alternatives, the model is defined from a user point
of view (the model has not control on the internal grid components). Fi-
nally, the approach is tested in a real European grid infrastructure. The
results show that both a reduction in execution time and an increase in
the successfully completed tasks rate are achieved.

Keywords: Artificial Bee Colony, Optimization, Grid Computing, Self-
adaptive Ability, Swarm Intelligence.

1 Introduction

Grid computing environments [1] are distributed systems which have been in-
creasingly used by the scientific community in the last decade. This type of
infrastructure is formed by heterogeneous resources, with different geographical
locations. Despite the advantages of such infrastructure, there are several prob-
lems related to resources management and task scheduling, which are caused
by the characteristics and nature of grid systems. Grid applications compete for
using non-dedicated resources and, also, they have to deal with two heterogene-
ity levels in grid systems. On the one hand, resources in a grid environment are
owned by different centres, each of them with different operative systems and
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different administrative domains. On the other hand, resources can be grouped
based on their functionality. In a particular group, resources have different char-
acteristics due to the fact that they belong to different centres. All these facts
imply a variation in both the performance and the availability of resources (un-
predictable systems), worsening the applications performance. Therefore, ap-
plications need to know the infrastructure’s status in real-time during their
execution; this way they can face the environmental changes. Furthermore, cer-
tain grid processes such as resources discovery, resources monitoring and re-
sources selection should be improved for getting an autonomous system.

Nowadays, grid community is focused on designing/developing adaptive solu-
tions [3]-[9] for addressing all these requirements. These solutions propose new
frameworks, scheduling techniques, notification policies, etc. for improving the
infrastructure performance (they are defined from a system point of view, which
implies changes in the infrastructure behaviour). However, none of the proposed
solutions have been used as a standard across the multiple grid platforms, so the
problem persists. The present approach is focused on enhancing the selection
process by choosing the most efficient resources during applications execution.
We propose an Efficient Resources Selection (ERS) model which provides a self-
adaptive capability to grid applications, by determining the resources that best
fit the applications requirements during the execution. The model is defined from
the user point of view, that is to say, it does not control the grid components
and it does not modify the infrastructure behaviour. The efficiency of a resource
is calculated by considering its processing time and its successfully finished tasks
rate (as described in Section 3). The model combines this mathematical formu-
lation with the Artificial Bee Colony (ABC) algorithm [2] for selecting resources
in an efficient way (see Section 4). We denote our approach as Efficient Re-
sources Selection Model based on the Artificial Bee Colony (ERS-ABC). During
the definition phase two objectives were established: a reduction in the applica-
tion execution time and an improvement in the successfully finished tasks rate.
Finally, the model is tested in a real grid infrastructure belonging to the Euro-
pean Grid Infrastructure (EGI). During the evaluation phase, two scenarios were
defined to determine if the objectives fixed were accomplished. The ERS-ABC
model is compared with the standard selection technique in European grid in-
frastructures, so that, the used baseline (gLite) follows the scheduling rules and
policies of current European grid infrastructures.

The rest of the paper is structured as follows. Section 2 includes the related
work. Section 3 describes the assumptions and mathematical formulation of the
model. In Section 4 we specify how the ABC algorithm is used within the ERS
model. The evaluation phase is exposed in Section 5. Section 6 concludes the
paper.

2 Related Work

Today, the adaptation concept has become a widely used alternative for main-
taining a suitable performance in grid computing environments. However, several
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circumstances such as the different characteristics of grid components, the infras-
tructure heterogeneity and the changeable availability of resources, cause that
applying adaptation in grid systems becomes a challenge itself.

There are some investigations based on the adaptation concept for solving
resources management problems by improving the discovery, monitoring and
selection processes. In [3] is described the AppLeS (Application Level Schedul-
ing Methodology) project, which provides an adaptive ability to grid systems. A
methodology for developing and deploying distributed high-performance appli-
cations in an adaptive form (an adaptive application scheduling) is proposed.

The work in [4] describes a framework for adaptive executions in Grid. It
is based on Globus1 and it is designed for handling grid jobs in an efficient
way during execution. They use new scheduling techniques for maintaining a
suitable performance level and for adapting to the changing conditions. Other
work, exposed in [5], is focussed on improving the monitoring and discovery
grid processes. The study introduces an approach for avoiding the Information
System (IS)2 from overloading. Besides, two adaptive notifications algorithms
are exposed: a sink-based algorithm and a utilization-based algorithm. Both are
based on IS availability and on data accuracy requirements.

In [6] it is presented an autonomous grid system which is adjusted dynami-
cally to the application parallelism. Two rescheduling policies, suspension and
migration, are described. A tolerance threshold is applied for determining which
policy to use. The main idea in [7] is to gather information about resources pro-
cessing times and resources communication during the application execution.
This information is used to determine which resources injure the application
performance. These resources will be replaced by the approach. The study in
[8] presents a new adaptive data management architecture for ARC (Advance
Resource Connector) Grid middleware which avoids bottleneck fails. The archi-
tecture is characterized by a three-layer structure that allows to use in a more
efficient way the available bandwidth. Finally, in [9] a report of existing adap-
tive systems solutions is provided. The article includes suggestions for enabling
autonomic operations in grid systems.

The works above discussed have a common characteristic: improving the
grid infrastructures performance. Moreover, all these techniques (scheduling,
rescheduling, notification, migration, etc.) have been designed from a system
point of view (controlling grid components, modifying the infrastructure be-
haviour or architecture, using scheduling techniques or designing new policies
as shown in Table 1). However, we propose an efficient and self-adaptive model
for selecting the most efficient resources without modifying their behaviour or
controlling them (i.e. the model does not use scheduling techniques neither al-
location/migration policies). The model is defined from de user point of view,
considering users limitations and applying their command set; it guides appli-
cations facing the environmental changes without modifying the infrastructure
(see Table 1). Finally, it is expected to improve the infrastructure throughput.

1 http://www.globus.org/
2 The Information System registers useful information about grid resources.

http://www.globus.org/
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Table 1. Main differences between current state of the art and the proposed ERS-
ABC model. Please, observe that ERS-ABC does not have any control on the grid
infrastructure.

Solution Scheduling New Policies Change Infras. Control Components

AppLeS [3] X - X X
Framework [4] X - X X
M & D [5] - X X X
A Sys [6] X - X X

Living App [7] - - X X
ARC [8] - - X -
ERS-ABC - - - -

3 The Efficient Resources Selection Model

As stated, we propose a ERS Model which allows applications to self-adapt to
grid changing conditions. The model is formed by both a mathematical formu-
lation for obtaining the efficiency of grid resources and an intelligent selection
process based on the ABC algorithm. During applications execution the model
handles two work spaces: a task space J , which is constituted by n independent
and parallel tasks, and a heterogeneous resource space R, which includes the
available resources of the corresponding infrastructure. In particular, we mea-
sure the efficiency of a grid scheduler denoted as Computing Element (CE). This
component interacts with the compute nodes, determining in which one tasks
are executed. Grid principles allow users to specify which CE will manage their
tasks, so that, we can monitor them from a user point of view.

At the beginning of application execution, the model launches into execution
a subset of J denoted as T . This way, we expect to promote a faster model
learning. Then, a subset of R (known as RT ) is selected for performing this
task set. Resources in RT are chosen in a random way due to the fact that
at that moment there are not efficiency metrics. Next, the model monitors the
corresponding tasks. When a tasks tα ends its execution, the efficiency of the
corresponding resource rα is measured. Then, by applying the ABC algorithm
an efficient resource is chosen for a new task. All these steps are repeated until
the whole space J is processed. Notice that every task has associated a lifetime
lt; this way, the model does not wait indefinitely for overloaded resources.

Concerning the efficiency value of a particular resource i two parameters are
considered: on the one hand the historical value εi of successfully finished tasks3.
On the other hand, the historical value μi of processing time used to perform
these tasks. The historical value εi depends on the amount of successfully finished
tasks SFti and on the total number of assigned tasks Ati as shown in Eq.1.

εi = SFti/Ati . (1)

3 Every task with a Done or Aborted status is considered as a finished task. Also tasks
whose lifetime is over are included.
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The processing time T{i,j} (Eq. 2.) of resource i is based on both the commu-
nication time Tcomm{i,j} between the resource i and other grid services during
the execution of task j and on the computation time Tcomp{i,j} consumed for
performing that task.

T{i,j} = Tcomm{i,j} + Tcomp{i,j} . (2)

All these T{i,j} values are used for attaining the processing time average value
χ̄i for the CE (Eq.3). The parameter SFti is used in this equation for specifying
the number of successfully finished tasks at that moment.

χ̄i = (

SFti∑
j=1

T{i,j})/SFti . (3)

Then, the historical value μi is calculated based on this χ̄i and on the lifetime
lt fixed for performing tasks (see Eq.4).

μi = (lt− χ̄i)/lt . (4)

Finally, the efficiency value Ei is measured by using both historical values εi
and μi along with two relevance parameters a and b (as shown in Eq.5). These
relevance parameters are introduced in the model for allowing users to specify
the priorities conditions of their experiments.

Ei = (a · εi + b · μi)/(a + b) . (5)

4 Applying the ABC Algorithm in the ERS Model

The Artificial Bee Colony is an evolutionary algorithm introduced by Dervis
Karaboga [2]. In this algorithm the bee colony is composed of three types of bees:
employed, onlooker and scout. After exploiting different food sources (nectar
sources), employed bees return to the hive and dance to communicate the quality
of the sources. Then, employed and onlooker bees choose (exploit) known food
sources depending on the colony experience. On the other hand, scout bees
explore new food sources, in this way, they choose the food sources in a random
way without considering experience. In the ERS-ABC model we established the
following assumptions:

– Our bees look for the most efficient resources, which are those resources with
an efficiency value close to 1 (food sources with high nectar amount).

– A solution in ERS-ABC is an efficient resource.
– The employed bees exploit the q most efficient resources. The model groups

these efficient resources in an employed set.
– For each employed resource the model estimates the probability of being

exploited again. This probability value is based on resource’s efficiency.
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– The onlooker bees depend on employed bees information (experience). The
model also handles a resource set for this type of bees (onlooker set).

– A scout bee uses a resource chosen in a random way.

Next, we specify the set of rules that govern the different sets of bees. When
a resource rα performs a task, the model determines which type of bee has
exploited it. If it belongs to the employed bees the model evaluates the quality
of the resource (i.e. how efficient it is). If the efficiency value exceeds the worst
food source (worst efficiency value) memorized by the employed set the resource
remains in the set. Otherwise, the model looks for an efficient resource which is
not part of the employed set and discards rα (mutation).

Concerning the onlooker set, at the beginning of the execution it is a replica
of the employed set. During application execution it is updated whenever there
is a change in the employed set. The corresponding upgrade method is based
on employed resources’ probability as shown in Figure 1. Also the well-known
fitness proportionate selection is considered in this method. For obtaining the
new onlooker set a mutation process is applied: an onlooker resource is replaced
by its nearest and more efficient neighbour in space R. Notice that space R is
sorted from highest to lowest efficiency value during application execution, so
that, most efficient neighbours of a particular resource rα will be located on its
left.

2. Sorting probability values1. Updating probability of employed resources

R1 R2 R3 R4 R5

P1 = E1 / ET
ET= E1 + E2 + E3 + E4 + E5

Employed Set

PT = P1 + P2 + P3 + P4 + P5 =100

P2 P3 R5P4 P1
7%

3. Obtaining an interval for each probability value

16% 18% 27% 32%

[0, 7)    [7, 23)    [23, 41)    [41, 68)    [68, 100)

4. Selecting a value from (0, 100) randomly
For example 20

Example

5. Selecting an efficient neighbour of the corresponding resource

In the example the model selects an efficient neighbour of R2

MUTATION

Fig. 1. Upgrade method for the onlooker set. It is based on employed resources prob-
ability. Steps 4 and 5 are repeated for every onlooker resource.

Regarding scout bees, every time a w percentage of space J is processed a
scout bee is considered. This bee selects a resource from space R in a random
way. Thus, all resources handled by these bees compose a candidate set of solu-
tions. The new solution is chosen by applying a round robin technique over the
candidate set.

Finally, in Figure 2 the execution flow of ERS-ABC is described. In the ini-
tialization phase (steps from 1 to 4) the two spaces are composed and the set T
is launched into execution. Next, the model monitors the corresponding tasks.
When a task tα ends its execution, the efficiency value of the associated resource
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PSEUDOCODE: ERS-ABC ALGORITHM

Input: application tasks, infrastructure resources
Output: set of solutions

1. Determine spaces J and R;
2. Prepare set T;
3. Select a set RT for T randomly;
4. Launch T into execution;
5. while there are unprocessed tasks do
     5.1. Monitor tasks;
     5.2. If a task ends its execution then
            5.2.1. Update resource efficiency value;
            5.2.2. Apply ABC selection process;
            5.2.3. Launch a new task;
6. End while

Fig. 2. Pseudocode of ERS-ABC where the main steps of such model are summarized.

rα is updated. Then, the ABC selection process is applied and an efficient re-
source is selected for performing a new task. These steps are repeated until all
tasks ∈ J are processed.

5 Performance Evaluation

As stated in Section 1, experiments are performed on a real European grid
infrastructure, the ES-NGI (National Grid Initiative of Spain)4. In particular,
we are affiliated to the Ibergrid project5 which a reasonable quantity of CEs for
performing the model.

Two scenarios have been defined for determining if the main goals are achieved:
a reduction in the total execution time and an increment of successfully finished
tasks rate. In both scenarios, the ERS-ABC is compared with the standard selec-
tion technique (TRS) in grid systems. This selection is based on proximity and
availability criteria. The method that performs that selection or tasks allocation
is known in grid terminology as match-making.

Scenario 1
In this first scenario we want to determine the influence of size T within the
model learning. For that reason, we fixed 5 tests with the next characteristics:
the size of J is fixed at 200 tasks while the size of T varies in every test from
5 to 40 tasks (5, 10, 13, 20, 40). Experiments are executed 10 times for both
versions (ERS-ABC and TRS). Then, each graphical point is the average value
of these experiments. For larger size of T a faster model learning is expected.

The results (see Figure 3) show that ERS-ABC gets a better execution time
with respect to TRS. In ERS-ABC, as we increase the size of T the total exe-
cution time is reduced. That means, the size of T influences the model learning

4 http://www.es-ngi.es/
5 http://www.ibergrid.eu/

http://www.es-ngi.es/
http://www.ibergrid.eu/
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making it faster. When we send bees to obtain information for a greater number
of food sources (resources), in last tests, they reach a deeper knowledge of the
infrastructure in shorter time. It must also be highlighted that the total exe-
cution time of ERS-ABC includes not only the application execution time but
also the time spent by the model for monitoring grid resources and measuring
their efficiency. However, TRS has an opposite behaviour. In first tests (sizes of
5 and 10) it gets its minimum values. Then, the execution time starts to increase
progressively. In TRS resources are selected based on proximity and availability
criteria, so that, it is assumed that in last tests there are few available resources
(most of them are being used) and some of them are even overloaded.

Fig. 3. Results obtained in the first scenario. The ERS-ABC gets better results than
TRS.

Finally, in Table 2 some descriptive statistics concerning the total execution
time for our ERS-ABC model are included. Notice that the coefficient of vari-
ation (c.v.) never surpasses 50% of the mean. Also, please, remember that grid
infrastructures are very dynamic and changing, which motivates the values for
the standard deviation. As stated, the model classifies better in last tests while
in the first ones the resulting execution time depends much more on the first
selection of resources.

Table 2. Statistical values of the ERS-ABC tests

Param. Size 5 Size 10 Size 13 Size 20 Size 40

Mean 136.6 70.2 55.6 50.4 40.2
Standard Deviation 48.9 28.7 14.9 6.5 8.4
Coefficient Variation 36% 41% 27% 13% 21%

Scenario 2
The objective of this second scenario is to determine the range of applications in
which is beneficial to apply our model. In grid computing, applications usually
are composed of a high number of tasks. For that reason, we vary the size of J
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from 50 to 500 tasks (50, 100, 200, 300, 400, 500). In this case, there are 6 tests
in which both alternatives (ERS-ABC and TRS) are performed 10 times like in
the previous scenario. The ERS-ABC again achieves an execution time reduction
with respect to TRS (see Figure 4). The model also gets a better successfully
finished tasks rate, especially in last tests in which ERS-ABC successfully per-
forms almost all tasks. By contrast, TRS obtains worse execution time values as
we increase J . We also include the corresponding statistical values (Table 3).

Fig. 4. Second scenario of the evaluation phase where ERS-ABC is compared with
TRS

Table 3. Statistical values of the ERS-ABC tests in scenario 2

Param. Size 50 Size 100 Size 200 Size 300 Size 400 Size 500

Mean 21.4 65.9 70.2 140.7 175.2 207.3
Standard Deviation 4.03 17.6 28.7 34.2 20.2 45.3
Coefficient Variation 19% 27% 41% 26% 12% 22%

Finally, we can conclude that the ERS-ABC model achieves the objectives
pursued. For that reason, we consider that this is a feasible solution for grid
applications.

6 Conclusions

The present contribution proposes an efficient resources selection model for en-
hancing the selection process in grid computing environments. The ERS model
has been designed from the user point of view and is based on the Artificial Bee
Colony. This model provides a self-adaptive capability, allowing applications to
deal with the changing conditions. The evaluation phase and the resulting data
show that our approach is a feasible solution for grid users, because it increases
the successfully finished tasks rate as well as it reduces the applications execu-
tion time. Future work involves enhancing the proposed model by applying new
algorithms and by considering/improving other grid services. Also we aim to
compare our approach with other adaptive solutions.
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Abstract. In this paper, we address a collaborative learning team building 
problem that considers a grouping criterion successfully analyzed in the context 
of software engineering courses. This criterion is based on taking into account 
the team roles of the students and on building well-balanced teams according to 
the team roles of their members. To solve the problem, we propose a hybrid 
algorithm. This algorithm incorporates a simulated annealing algorithm into the 
framework of an evolutionary algorithm with the aim of improving the 
performance of the evolutionary search. The simulated annealing algorithm 
adapts its behavior according to the evolutionary search state. The performance 
of the hybrid algorithm on ten data sets is compared with those of the 
algorithms previously proposed in the literature for solving the addressed 
problem. The obtained results show that the hybrid algorithm significantly 
outperforms the previous algorithms. 

Keywords: collaborative learning, learning team building, team roles, hybrid 
algorithms, simulated annealing algorithms, evolutionary algorithms. 

1 Introduction 

In university software engineering courses, professors usually divide students into 
collaborative learning teams to develop collaborative learning tasks. These tasks are 
meant to supplement and enrich individual learning, and require the students to work 
together to solve a given problem (e.g., complete software projects) [2, 1]. In this 
context, the grouping criterion (i.e., the criterion to build learning teams) is important 
since the way in which a team is made up affects the learning level and the social 
behavior of the students belonging to the team as well as the performance of the team 
[2, 1]. Besides, the way in which the grouping criterion is applied (i.e., either 
manually or automatically) is important since many known grouping criteria require a 
considerable amount of knowledge, time and effort to be manually applied [7]. In 
these cases, it is possible to considerably reduce the workload of professors and 
optimize the collaborative learning team building through automation. 
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In the literature, different works have addressed the problem of building 
collaborative learning teams automatically [3, 4, 5, 6, 7, 8, 9]. These works differ in 
relation to the grouping criterion considered. Generally, these criteria take into 
account factors related to the learning state of the students, their learning style, 
thinking style and personality. However, to the best of our knowledge, only in few 
works [8, 9], the authors have considered a grouping criterion successfully evaluated 
in the context of software engineering courses. 

In [8, 9], the authors address the problem of building collaborative learning teams 
automatically. As part of the problem, the authors consider a grouping criterion 
successfully analyzed in the context of software engineering courses: the grouping 
criterion recommended by the Belbin’s team role model [10, 11]. This criterion is 
based on two central aspects. First, the criterion considers the team roles of the 
students. A team role is the way in which a person tends to behave, contribute and 
interrelate with others throughout a collaborative task. Second, the criterion is based 
on building well-balanced teams according to the team roles of their members. In this 
respect, the Belbin’s model [10, 11] defines nine team roles and balance conditions. 
Different works that used the Belbin’s model to study teams of students tasking 
software engineering group projects showed that considering the Belbin’s roles [10, 
11] can positively impact on the performance of the teams and on the learning level 
and the social behavior of the students [14, 12], and can provide a prediction of the 
performance of the teams based on the composition of the roles within the teams [13].  

The collaborative learning team building problem addressed in [8, 9] is an NP-
Hard optimization problem. For this reason, as reported in [8, 9], exhaustive search 
methods only can solve small instances of the problem in a reasonable period of time. 
Thus, heuristic algorithms have been proposed in the literature to solve the problem: 
an evolutionary algorithm was proposed in [8], and a memetic algorithm was 
proposed in [9] that incorporates a hill-climbing algorithm into the framework of an 
evolutionary algorithm. The memetic algorithm is the best of both algorithms [9]. 

In this paper, we address the learning team building problem described in [8, 9] 
with the aim of proposing a better heuristic algorithm to solve it. In this respect, we 
propose a hybrid evolutionary algorithm. This algorithm integrates a simulated 
annealing algorithm within the framework of an evolutionary algorithm. The behavior 
of the simulated annealing algorithm is self-adaptive based on observations from the 
state of the evolutionary search. The integration of a self-adaptive simulated 
annealing algorithm is meant to improve the performance of the evolutionary search 
[15, 17], and specifically, serves two purposes. In the early stages of the evolutionary 
search, when this search is diverse, the simulated annealing algorithm behaves like an 
exploitation process to fine-tune the evolutionary search. In later stages of the 
evolutionary search, when this search starts to converge, the simulated annealing 
algorithm behaves like an exploration process to diversify the evolutionary search.  

We propose the above-mentioned hybrid evolutionary algorithm based on the 
following reasons. The hybridization of evolutionary algorithms with other search and 
optimization techniques has been proven to be more effective than the classical 
evolutionary algorithms in the resolution of a wide variety of NP-Hard problems [15, 
17, 16, 19] and, in particular, in the resolution of learning team building problems [9]. 
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Besides, the hybridization of evolutionary algorithms with simulated annealing 
algorithms has been shown to be more effective than the hybridization of evolutionary 
algorithms with hill-climbing algorithms in the resolution of different NP-Hard 
problems [15, 17]. Thus, we consider that the proposed hybrid evolutionary algorithm 
could outperform the heuristic algorithms previously proposed to solve the problem. 

The remainder of the paper is organized as follows. In Section 2, we describe the 
addressed problem. In Section 3, we present the hybrid evolutionary algorithm 
proposed to solve the problem. In Section 4, we present the computational 
experiments carried out to evaluate the performance of the hybrid evolutionary 
algorithm and an analysis of the results obtained. In Section 5, we present related 
works. Finally, in Section 6 we present the conclusions of the present work. 

2 Problem Description 

In this paper, we address the collaborative learning team building problem presented 
in [8, 9]. This problem is described below. 

A class S is made up of n students, S = {s1, s2, …, sn}. The professor must divide 
the n students into g teams, G = {G1, G2, …, Gg}. Each Gi team is made up of a zi 

number of member students, and each student can only belong to one team. As 
regards team size, students must be divided in such a way that the g teams have a 
similar number of students each. Specifically, the difference between the size of a 
team and the size of the other teams must not exceed one. The values of the terms S, n 
and g are known. 

Regarding the students, it is considered that they naturally assume or play different 
team roles when taking part in a collaborative task. A team role is the way in which a 
person tends to behave, contribute and interrelate with others throughout a 
collaborative task. With respect of the team roles that can be played by the students, 
the nine team roles defined in Belbin’s model [10, 11] are considered. Table 1 shows 
the nine roles and a brief description of the features of each.  

According to Belbin’s model [10, 11], it is considered that each student naturally 
play one or several of the nine roles described in Table 1. In this respect, the roles 
naturally played by each student are known data. These roles are obtained through the 
Belbin Team-Role Self-Perception Inventory (BTRSPI) developed by Belbin [11]. 
The BTRSPI determines the team roles of the persons by giving them self-evaluation 
tests [11]. 

As part of the problem, teams must be made up in such a way that the balance 
among the team roles of their members is maximized. This grouping criterion requires 
analyzing the balance level in the formed teams. To analyze the balance level, the 
balance conditions established by Belbin are considered [10, 11]. In relation to these 
conditions, Belbin [10, 11] states that a team is balanced if each role specified in his 
model is played naturally by at least one team member. In other words, in a balanced 
team, all team roles are naturally played. Further, Belbin states that each role should 
be naturally played by only one team member [10]. Belbin states that a team is 
unbalanced if some roles are not played naturally or if several of its members play the 
same role naturally (i.e., duplicate role) [10, 11].  
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Table 1. Belbin’s role characteristics 

Role Characteristics 
Plant (PL) Creative, imaginative, unorthodox. Solves difficult problems. 
Resource 
Investigator (RI) 

Extrovert, enthusiastic, communicative. Explore opportunities. 
Develops contacts. 

Co-ordinator (CO) 
Mature, confident, a good chairperson. Clarifies goals, promotes 
decision-making, delegates well. 

Shaper (SH) 
Challenging, dynamic, thrives on pressure. Has the drive and courage 
to overcome obstacles. 

Monitor Evaluator 
(ME) 

Sober, strategic and discerning. Sees all options. Judges accurately. 

Teamworker (TW) 
Co-operative, mild, perceptive and diplomatic. Listens, builds, averts 
friction. 

Implementer (IM) 
Disciplined, reliable, conservative and efficient. Turns ideas into 
practical actions. 

Completer/Finisher 
(CF) 

Painstaking, conscientious, anxious. Searches out errors and 
omissions. Polishes and perfects. 

Specialist (SP) 
Single-minded, self-starting, dedicated. Provides knowledge and 
skills in key areas. 

 
The grouping criterion considered as part of the problem is modeled by Formulas 

(1), (2) and (3). 
Formulas (1) and (2) formally express the balance conditions established by Belbin 

[10, 11]. Formula (1) analyzes the way in which a given r role is played within a 
given Gi team and gives a score accordingly. If r is naturally played by only one 
member of Gi team, then 1 point is awarded to Gi. Conversely, if r is not naturally 
played by any member of Gi, or otherwise r is naturally played by several members of 
Gi, then 2 points and p points are taken off respectively. 

Formula (2) sets the balance level in a given Gi team. This balance level is 
established based on the scores obtained by Gi, through Formula (1), in relation to the 
nine roles. In this way, the greater the number of non-duplicate roles (i.e., roles played 
naturally by only one member of Gi), the greater the balance level assigned to Gi. 
Conversely, the fewer the number of roles played naturally, or the more duplicate 
roles, the lower the balance level assigned to Gi. The balance conditions established 
by Belbin [10, 11] can be seen in Formula (2). Using this formula, a perfectly 
balanced team (i.e., a team in which each of the nine roles is played naturally by only 
one team member) will obtain a level equal to 9. 

Formula (3) maximizes the average balance level of g teams defined from the n 
students in the class. In other words, the objective of this formula is to find a solution 
(i.e., set of g teams) that maximizes the average balance level of g teams. This is the 
optimal solution to the problem addressed. In Formula (3), set C contains all the sets 
of g teams that may be defined from the n students in the class. The term G represents 
a set of g teams belonging to C. The term b(G) represents the average balance level of 
the g teams belonging to set G. Then, Formula (3) uses Formula (2) to establish the 
balance level of each Gi team belonging to the G set. Note that in the case of a G set 
of perfectly balanced g teams, the value of the term b(G) is equal to 9. 

For a more detailed discussion of Formulas (1), (2) and (3), we refer to [8]. 
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3 Hybrid Evolutionary Algorithm 

To solve the addressed problem, we propose a hybrid evolutionary algorithm. This 
algorithm incorporates a simulated annealing stage into the framework of an 
evolutionary algorithm. The behavior of the simulated annealing stage is self-adaptive 
based on the diversity within the underlying evolutionary algorithm population. The 
incorporation of a self-adaptive simulated annealing stage pursues two aims. When 
the evolutionary algorithm population is diverse, the simulated annealing stage 
behaves like an exploitation process to fine-tune the solutions in the population. When 
the evolutionary algorithm population starts to converge, the simulated annealing 
stage changes its behavior from exploitation to exploration in order to introduce 
diversity in the population and thus to prevent the premature convergence of the 
evolutionary search. Thus, the evolutionary search is augmented by the addition of 
one stage of self-adaptive simulated annealing [15, 17]. 

The general behavior of the hybrid evolutionary algorithm is shown in Fig. 1 and is 
described as follows. Given a class of n students who shall be divided into g teams, 
the algorithm starts the evolution from a random initial population of feasible 
solutions. Each of these solutions codifies a feasible set of g teams which may be 
defined when the n students are divided. Then, each solution of the population is 
decoded (i.e., the set of g teams inherent to the solution is built), and evaluated 
according to the optimization objective of the problem by a fitness function. As 
explained in Section 2, the objective here is to maximize the balance level of the g 
teams formed from n students. Therefore, considering a given solution, the fitness 
function evaluates the balance level of the g teams represented by the solution. To 
perform that evaluation, the function is based on knowledge of the students’ roles.  

After the solutions of the current population are evaluated, a simulated annealing 
algorithm is applied to these solutions. The simulated annealing algorithm behaves 
like either an exploitation process or an exploration process depending on the 
diversity of the current population. Thus, the simulated annealing algorithm modifies 
the solutions of the current population. Then, a parent selection process is used to 
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determine which solutions of the population will compose the mating pool. The 
solutions with the greatest fitness values will have more chances of being selected. 
Once the mating pool is composed, the solutions in the mating pool are paired, and a 
crossover process is applied to each pair of solutions with a probability Pc to generate 
new feasible ones. Then, a mutation process is applied to each solution generated by 
the crossover process, with a probability Pm. The mutation process is applied with the 
aim of introducing diversity in the new solutions generated by the crossover process. 
Finally, a survival selection strategy is used to determine which solutions from the 
solutions in the population and the solutions generated from the mating pool will 
compose the new population. 

This process is repeated until a predetermined number of iterations is reached.  
 

BEGIN 
      CREATE initial population; 
      EVALUATE each candidate solution; 
      REPEAT UNTIL ( number of iterations is reached ) DO 
           IMPROVE solutions via Simulated Annealing; 
           SELECT parents; 
           RECOMBINE pairs of parents to produce offspring; 
           MUTATE offspring; 
           EVALUATE offspring; 
           CREATE new population; 
      OD 
END 

Fig. 1. General behavior of the hybrid evolutionary algorithm 

3.1 Encoding of Solutions and Fitness Function 

In relation to the encoding of solutions, we used a representation proposed in [7, 8, 9]. 
Each solution in the population is encoded as a list with a length equal to n. Each 
position j (j = 1,…, n) on this list contains a different student (i.e., repeated students 
are not admitted). Moreover, each student sk (k = 1,…, n) may be in any position on 
the list. In short, the list is a permutation of the n students.  

In order to decode the G set of g teams from the list, we used the decoding process 
proposed in [8, 9]. This process divides the list into g segments, considering that the 
difference between the size of a segment and the size of the rest of the segments must 
not exceed one. Each segment represents to a different team.  

To evaluate a given encoded solution, a fitness function is used. This function 
decodes the G set of g teams represented by the solution. The decoding is carried out 
by applying the process above-described. Then, the function calculates the value of 
the term b(G) (Formulas (3), (2), and (1)). This value represents the average balance 
level of the g teams composing the G set, and thus, determines the fitness level of the 
encoded solution. 
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3.2 Simulated Annealing Algorithm 

In each iteration of the hybrid evolutionary algorithm, a simulated annealing 
algorithm is applied to each solution of the current population except to the best 
solution of this population. The best solution of the current population is maintained 
into this population. The simulated annealing algorithm applied here is an adaptation 
of the one proposed in [18], and is described as follows. 

The simulated annealing algorithm is an iterative process that starts considering a 
given encoded solution s for the problem and a given initial value T0 for a parameter 
called temperature. In each iteration, a new solution s’ is generated from the current 
solution s by a move operator. If the new solution s’ is better than the current solution 
s (i.e., the fitness value of s’ is higher than the fitness value of s), the current solution 
s is replaced by s’. Otherwise, if the new solution s’ is worse than the current solution 
s, the current solution s is replaced by s’ with a probability equal to exp(-delta / T ), 
where T is the current temperature value and delta is the difference between the 
fitness value of s and the fitness value of s’. Thus, the probability of accepting a new 
solution that is worse than the current solution mainly depends on the temperature 
value. If the temperature is high, the acceptance probability is also high, and vice 
versa. The temperature value is decreased by a cooling factor at the end of each 
iteration. The described process is repeated until a predetermined number of iterations 
is reached. 

Before applying the simulated annealing algorithm to the solutions of the current 
population, the initial temperature T0 is defined. In this case, the initial temperature T0 
is inversely proportional to the diversity of the current population, and this diversity is 
represented by the spread of fitnesses within the current population. Specifically, T0 is 
calculated as detailed in Formula (4), where fmax is the maximal fitness into the current 
population and fmin is the minimal fitness into the current population. Therefore, when 
the population is very diverse, the value of T0 is very low, and thus, the simulated 
annealing algorithm only accepts movements that improve the solutions to which it is 
applied, behaving like an exploitation process. When the population converges, the 
value of T0 rises, and thus, the simulated annealing algorithm increases the probability 
of accepting worsening movements. A consequence of this is that the simulated 
annealing algorithm will try to move away from the solutions to which it is applied, 
exploring the search space. Eventually, the diversity of the population will increase, 
and thus, the temperature T0 will decrease. Based on the above-mentioned, the  
self-adaptation of the simulated annealing algorithm to either an exploitation or 
exploration behavior is governed by the diversity of the population. 

 
minmax ff

T
−

= 1
0  (4) 

In relation to the move operator used by the simulated annealing to generate a new 
solution from the current solution, we considered a feasible move operator for 
permutations of n elements. Specifically, we applied a move operator called insert 
mutation [15]. A detailed description of this operator can be found in [15]. 
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3.3 Parent Selection, Crossover, Mutation and Survival Selection 

To develop the parent selection, we used the tournament selection process [15] with a 
tournament size equal to five. This process is one of the most applied in the literature 
[15]. For a detailed discussion about this process and its advantages in relation to 
other parent selection processes, we refer to [15]. 

To develop the crossover and the mutation, we considered feasible processes for 
permutations of n elements. Specifically, we applied a crossover process called order 
crossover, with a probability of Pc, and a mutation process called swap mutation, with 
a probability of Pm. These processes are two of the most applied for permutations in 
the literature [15]. A detailed description of these processes can be found in [15]. 

To develop the survival selection, we applied the well-known steady-state process 
[15] with a replacement percentage of 80%. This process preserves the best solutions 
found by the hybrid evolutionary algorithm. For a detailed description of the steady-
state process, we refer to [15]. 

4 Computational Experiments 

To develop the experiments, we used the ten data sets presented in [8]. The main 
characteristics of each data set are shown in Table 2. Each data set contains a list of n 
students, and states a g number of teams to be built from the n students. Moreover, 
each data set defines team roles for each of its n students. These roles belong to the 
Belbin’s model [10, 11] containing 9 roles as described in Table 1. Specifically, in 
each data set, each student of the data set has one or two roles. For a detailed 
description of the roles of each student in each data set, we refer to [8].  

Each data set has a known optimal solution with a fitness level equal to 9. Note 
that an optimal solution with a fitness level equal to 9 defines a set of perfectly 
balanced g teams, according to the balance conditions established by Belbin [10, 11]. 
The known optimal solutions of the data sets are considered here as references.  

The hybrid evolutionary algorithm was run 30 times on each of the data sets. After 
each one of the 30 runs, the algorithm provided the best solution of the last 
population. To perform these runs, the algorithm parameters were set with the values 
shown in Table 3. The parameters were fixed thanks to preliminary experiments that 
showed that these values led to the best and most stable results. 

Table 4 presents the results obtained by the algorithm on each data set. The first 
column provides the name of each data set; the second column indicates the average 
fitness value of the achieved solutions for each data set; and the third column shows 
the average computation time of the runs performed on each data set. The 
experiments have been performed on a personal computer Intel Core 2 Duo at 3.00 
GHz and 3 GB RAM under Windows XP Professional Version 2002. The algorithm 
has been implemented in Java programming language. 
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Table 2. Description of each data set 

Data set Number of participating students (n) Number of teams (g) 
1 18 3 
2 24 4 
3 60 10 
4 120 20 
5 360 60 
6 600 100 
7 1200 200 
8 1800 300 
9 2400 400 
10 3000 500 

Table 3. Parameter values of the hybrid evolutionary algorithm 

Parameter Value 
Population size 80 
Number of generations 200 
Simulated annealing algorithm  

Number of iterations 25 
Cooling factor 0.9 

Crossover process  
     Crossover probability Pc 0.8 
Mutation process  
     Mutation Probability Pm 0.15 

Table 4. Results obtained by the hybrid evolutionary algorithm 

Data set fitness value time (seconds) 
1 9 0.29 
2 9 0.721 
3 9 5.81 
4 9 9.24 
5 9 21.46 
6 8.97 29.27 
7 8.86 103.43 
8 8.77 190.1 
9 8.74 301.69 
10 8.7 405.118 

 
We analyzed the results presented in Table 4 considering that each of the data sets 

has at least one optimal solution with a fitness level equal to 9. For each of the first 
five data sets, the algorithm has achieved an optimal solution in each of the runs. For 
each of the last five data sets, the algorithm has achieved an average fitness value that 
is higher than or equal to 8.7. This means that, for the last five data sets, the algorithm 
has achieved near-optimal solutions. We analyzed the composition of the obtained 
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solutions for the last five data sets. Based on this analysis, it is possible to say that 
each of these solutions contains a very high percentage of perfectly balanced teams. 

In relation to the average computation time required by the algorithm, we may 
mention the following points. For the first six data sets, the average time required by 
the algorithm was lower than 30 seconds. For the last four data sets, the average time 
required by the algorithm was higher than 100 seconds and lower than 406 seconds. 
Taking into account the complexity of the problems inherent in the data sets, in 
particular the complexity of the problems inherent in the last four data sets, the 
average computation times required by the algorithm on the data sets are considered 
acceptable. 

Based on these results, it is considered that the algorithm has achieved high-quality 
solutions in an acceptable period of time for each of the data sets.  

4.1 Comparison with a Competing Algorithm 

To the best of our knowledge, three algorithms have been previously proposed for 
solving the addressed problem: an exhaustive search method [8], a classical 
evolutionary algorithm [8], and a classical memetic algorithm [9]. According to the 
experiments reported in [8], the exhaustive search method and the evolutionary 
algorithm have been evaluated on the 10 data sets presented in Table 2 and have 
obtained the results that are shown in Table 5. In [9], the memetic algorithm only has 
been evaluated on the first 8 data sets presented in Table 2. The results obtained by 
the memetic algorithm for the first 8 data sets are presented in Table 5, as reported in 
[9]. In relation to the results of the memetic algorithm for the data sets 9 and 10, these 
results have been provided by the authors upon request and are presented in Table 5.  

The experiments corresponding to the three above-mentioned algorithms have been 
carried out on a personal computer Intel Core 2 Duo at 3.00 GHz and 3 GB RAM 
under Windows XP Professional Version 2002. The three algorithms have been 
implemented in Java programming language. 

Table 5. Results obtained by the algorithms previously proposed for the addressed problem 

Data set Exhaustive method Evolutionary algorithm Memetic algorithm 
 fitness value time (s) fitness value time (s) fitness value time (s) 
1 9 59.46 9 0.5537 9 0.42 
2 9 189.27 9 1.3741 9 1.03 
3 9 1072.59 9 11.0669 9 8.30 
4 N/A N/A 9 17.5976 9 13.20 
5 N/A N/A 8.8 40.8722 8.92 30.65 
6 N/A N/A 8.76 55.7548 8.86 41.82 
7 N/A N/A 8.7 196.9964 8.78 147.75 
8 N/A N/A 8.64 362.0328 8.68 271.52 
9 N/A N/A 8.61 574.6589 8.65 430.994 
10 N/A N/A 8.592 771.6553 8.62 578.74 
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Based on the results in Table 5, the memetic algorithm is better than the other two 
algorithms in relation to the average fitness value and the average computation time. 
Thus, the memetic algorithm is considered the best algorithm previously proposed in 
the literature for solving the addressed problem. Below, we compare the performance 
of the memetic algorithm with that of the hybrid evolutionary algorithm. 

The results in Table 4 and Table 5 indicate that the hybrid evolutionary algorithm 
and the memetic algorithm have obtained the same average fitness value (i.e., an 
optimal fitness value) on the first four data sets (i.e., the less complex sets). However, 
the average fitness value obtained by the hybrid evolutionary algorithm on the last six 
data sets (i.e., the more complex sets) is higher than that obtained by the memetic 
algorithm. Besides, the average computation time required by the hybrid evolutionary 
algorithm for each data set is lower than that required by the memetic algorithm. We 
compare the average computation times required by the algorithms since the computer 
used here to evaluate the hybrid evolutionary algorithm has the same characteristics 
than the computer used in [9] to evaluate the memetic algorithm and the computer 
used in [8], and moreover, the algorithms have been implemented in the same 
programming language (i.e., Java).  

The results above-analyzed suggest that the performance of the hybrid evolutionary 
algorithm on the 10 data sets is better than that of the memetic algorithm, in relation 
to the average fitness value and the average computation time. In order to ascertain 
the statistical significance of the differences observed, we have used a nonparametric 
statistical test called Friedman test [20]. First, the Friedman test was applied 
considering the average fitness values obtained by the hybrid evolutionary algorithm 
and the memetic algorithm on the 10 data sets. The ranking computed for the 
algorithms highlights the hybrid evolutionary algorithm as the best performing 
algorithm of the comparison (i.e., the rank of the hybrid evolutionary algorithm is 1.2 
and the rank of the memetic algorithm is 1.8). The p-value computed through the 
Friedman statistic F (i.e., p-value is 0.05777957 and F is 3.6) suggests the existence 
of significant differences among the average fitness values obtained by the mentioned 
algorithms. Based on the results of the test, the hybrid evolutionary algorithm is better 
than the memetic algorithm in relation to the average fitness value, with a significance 
level α = 0.10.   

Then, the Friedman test was applied considering the average computation times 
required by the hybrid evolutionary algorithm and the memetic algorithm for the 10 
data sets. The ranking computed for the algorithms highlights the hybrid evolutionary 
algorithm as the best performing algorithm of the comparison (i.e., the rank of the 
hybrid evolutionary algorithm is 1 and the rank of the memetic algorithm is 2). The p-
value computed through the Friedman statistic F (i.e., p-value is 0.0015654 and F is 
10) suggests the existence of significant differences among the average computation 
times required by the mentioned algorithms. Based on the results of the test, the 
hybrid evolutionary algorithm is better than the memetic algorithm in relation to the 
average computation time, with a significance level α = 0.01.   

Therefore, the performance of the hybrid evolutionary algorithm on the 10 data 
sets is better than that of the memetic algorithm, in relation to the average fitness 
value and the average computation time. The main reason for this is that the hybrid 
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evolutionary algorithm has a significant advantage over the memetic algorithm. This 
advantage is described below.  

The hybrid evolutionary algorithm incorporates a simulated annealing algorithm 
into the framework of an evolutionary algorithm. The behavior of this simulated 
annealing algorithm is adaptive to either an exploitation or exploration behavior 
depending on the diversity within the evolutionary algorithm population. When this 
population starts to converge, the simulated annealing algorithm changes its behavior 
from exploitation to exploration, introducing diversity in the population and thus 
preventing the premature convergence of the evolutionary search. In contrast with the 
hybrid evolutionary algorithm, the memetic algorithm incorporates a hill-climbing 
algorithm into the framework of an evolutionary algorithm. This hill-climbing 
algorithm behaves like an exploitation process in each evolutionary cycle (i.e., fine-
tunes the solutions obtained in each evolutionary cycle), even when the evolutionary 
algorithm population starts to converge. A consequence of this is that the hill-
climbing algorithm accelerates the loss of diversity within the population, and 
therefore, usually leads to a premature convergence of the evolutionary search.  

Based on the above-mentioned, the simulated annealing algorithm in the hybrid 
evolutionary algorithm prevents the premature convergence of the evolutionary 
search, whereas the hill-climbing algorithm in the memetic algorithm usually leads to 
a premature convergence of the evolutionary search. Thus, the hybrid evolutionary 
algorithm can reach better solutions than the memetic algorithm on the more complex 
data sets. 

In relation to the temporal complexities of the hybrid evolutionary algorithm and 
the memetic algorithm, we may mention the following. The temporal complexity of 
the hybrid evolutionary algorithm is O(mpsn), where m is the number of generations 
developed by the algorithm, p is the number of solutions in the population of the 
algorithm, s is the number of solutions generated by the simulated annealing 
algorithm from a given encoded solution, and n is the length of the encoded solutions. 

The temporal complexity of the memetic algorithm is O(mpln), where m, p, n have 
the meaning above-mentioned, and l is the number of solutions generated by the hill-
climbing algorithm from a given encoded solution. 

The difference between the temporal complexity of the hybrid evolutionary 
algorithm and that of the memetic algorithm is the following. The value of s in the 
hybrid evolutionary algorithm is much lower than the value of l in the memetic 
algorithm. Thus, the temporal complexity of the hybrid evolutionary algorithm is 
lower than that of the memetic algorithm. 

5 Conclusions 

We proposed a hybrid algorithm to solve the collaborative learning team building 
problem described in [8, 9]. This algorithm incorporates a simulated annealing 
algorithm into the framework of an evolutionary algorithm with the aim of improving 
the performance of the evolutionary search. The behavior of the simulated annealing 
algorithm is self-adapted to either an exploitation or exploration behavior depending 
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on the evolutionary search state. The computational experiments show that the hybrid 
algorithm outperforms the algorithms previously proposed for solving the addressed 
problem. In future works, we will evaluate other processes to develop the selection, 
crossover and mutation. Besides, we will investigate the incorporation of other search 
and optimization techniques into the framework of the evolutionary algorithm. 
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Abstract. In this work we address the solution of a particular category of prob-
lems, denoted as Constrained Sampling problems, using evolution. These prob-
lems have not usually been addressed using EAs. They are characterized by the 
fact that the fitness landscape evaluation is not always straightforward due to 
the computational cost or to physical constraints of the specific application. The 
decoding phase of these problems usually implies some type of physical migra-
tion from the constructs generated to obtain the fitness of the parents towards 
those required to obtain the fitness of the offspring. As a consequence, it is not 
instantaneous and requires a series of steps. Most traditional evolutionary algo-
rithms ignore the information on the fitness landscape that can be obtained from 
these intermediate steps. We propose a series of modifications that can be ap-
plied to most EAs that allow improving their efficiency when applied to this 
type of problems. This approach has been tested using some common real-
coded benchmark functions and its performance compared to that of a standard 
EA, specifically a Differential Evolution algorithm. 

Keywords: Optimization, Evolutionary Algorithms, Constrained Sampling 
Problems, Constrained Sampling Evolutionary Algorithm. 

1 Introduction 

Evolutionary Algorithms (EAs) are metaheuristics that have been widely applied to 
search and optimization problems. Nevertheless, in spite of their great performance, 
their use has been discarded in applications where the fitness evaluation is not 
straightforward or where it is very expensive in terms of computational time. 

To deal with the problem of costly evaluations, the authors of the field have  
proposed the use of surrogate models [9], which are approximations to the fitness 
functions using coarser models with lower computational requirements. Several  
techniques to approximate fitness such as approximation levels, approximate model 
management schemes or model construction techniques [5] have been analyzed for 
application to problems where the calculation of the fitness is extremely expensive, as 
in the case of, for example, structural design optimization [9], protein structure pre-
diction [10] or protein design and drug design [11].  
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However, surrogate models are not appropriate in those problems where the bottle-
neck is not really the evaluation of the individuals but rather their decoding (usually 
taken as part of the evaluation phase). In the field of EAs the resolution of this type of 
problems has also been discarded, as, by definition, for the application of an EA it is 
assumed that every point of the search space can be directly, or almost directly, de-
coded, i.e., it is possible to create the instance of the solution represented by the indi-
vidual easily or, at least in a reasonably easy way.  

This is not always the case. There are applications that do not meet this require-
ment. As an example, let the objective function of our application be to find the point 
of the atmosphere with the highest pollution level. In this case, it is necessary to 
measure the pollution level at each point of the atmosphere (or at least at those the EA 
determines that should be sampled) in order to find the optimum one. In other words, 
to complete the task, we either have sensing units in every point of the atmosphere 
that needs to be sampled (which is not practical) or, if we have less sensing units than 
points to be sampled, we need to move the sensors around. The use of EAs is not very 
efficient in these situations as the points that should be sampled are usually far from 
the points over which the sampler is located after measuring the previous fitness val-
ue. In this detection example, the decoding phase involves moving the sampler to a 
physical position of the solution space. In other words, in order to obtain the fitness of 
an offspring its decoding is only possible through a series of transformations (in this 
case motions) from the decoded version of one of the parents or from that of another 
individual in the parent population. 

This case exemplifies the strict definition of the concept of Constrained Sampling 
Problems (CS-Problems), that is, search or optimization applications in which it is 
necessary to physically reach a specific point of the solution space through a series of 
transformations from the decoded version of a previous point in order to be able to 
produce a fitness value so as to continue with the evolutionary cycles of an EA. Physi-
cally reaching a point in the solution space may involve, in some cases, moving a  
sensor to that point. In others it may imply constructing a physical entity. What is im-
portant here is that the process is not instantaneous and requires following a trajectory 
(either through motion or through a series of construction or transformation steps) from 
the decoded version of a previous individual that leads to the solution point. In these 
cases the process of following the trajectory, which is basically the decoding process of 
the individual, is the real bottleneck of the EA. Thus, in general, a CS-Problem could 
be defined as a problem in which the decoding of the individuals implies a bottleneck 
in the application of the EA. Target tracking, source detection or path planning in un-
known environments are problems that often belong to this category.  

EAs assume that reaching any point in the solution space is simple and fast and, 
therefore, there is usually no restriction on what point is chosen to be sampled next 
(regardless of where the sensing unit is). This makes EAs quite inefficient in these 
situations and, as a consequence, these problems have usually been addressed using 
other types of metaheuristics like Particle Swarm Optimization (PSO) [1, 2]. EAs 
have only been used indirectly in these cases by some authors that concentrated on the 
off-line evolution of control policies that were able to use information from the envi-
ronment for real-time improvements [6, 8]. 
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Other problems can be considered CS. Examples are the evolution of modular ro-
bots [4], in which, every time an individual has to be evaluated, a new robot needs to 
be constructed (usually from pieces that were used in a previous instance and that 
must be disassembled), or Facility Layout Problems (FLPs) [12], in which the indi-
viduals of the population represent the configuration of production plants and, in or-
der to measure the fitness of each one, a simulation model has to be constructed. The 
use of traditional EAs in these problems implies ignoring information about the land-
scape that could be gathered during the decoding phase, as each step of this process 
produces a new solution. EAs do not usually measure the fitness of these intermediate 
individuals as they are not produced by the reproduction operators. The approach 
presented in this work proposes a set of modifications for most EAs that allow their 
efficient application to CS-Problems. 

This paper is structured as follows; section 2 is devoted to the description of the so-
lution proposed, Constrained Sampling EAs. In section 3, the results obtained after 
the validation of the new proposal are presented. Finally some conclusions and future 
work are discussed in section 4.  

2 Constrained Sampling Evolutionary Algorithms 

As indicated before, the constraints and requirements of the applications described in 
the previous section lead to inefficiencies in the direct application of the usual types of 
EAs. To address this issue, in this paper we propose a series of modifications and addi-
tions to the common execution cycle of a standard EA. The elements and relationships 
needed for the implementation of the new concept, the Constrained Sampling Evolu-
tionary Algorithm (CS-EA), are explained in detail in the following sections. 

2.1 CS – EA Components 

The design of the concept of the CS-EA is based on the necessary modifications to be 
performed over a standard EA in order to deal with the constraints CS-Problems in-
troduce. Thus, we start from any EA whose operators will be used to explore the fit-
ness landscapes. In order make the description of the CS-EA clearer, this element will 
be denoted as basis-EA. 

The common execution cycle of any EA requires an offspring population (P’(t), 
where t is the current generation) to be evaluated in order to be compared to the par-
ent population (P(t)) before a replacement phase that leads to the production of the 
next generation parent population (P(t+1)). The definition of CS problems usually 
implies following lengthy trajectories (sequences of transformations) in solution space 
from the individuals in P(t) to those in P’(t) before the individuals belonging to P’(t) 
can be evaluated. Thus, P’(t) can be taken as the target of the trajectories and in what 
follows we will denote it as T(t), that is, the target population. We propose using the 
information gathered by moving along these trajectories in solution space as new  
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information to be considered by the EA in order to make it more efficient. To this 
end, two additional populations of individuals will be considered by the CS-EA: 

• A population that includes all the positions or points of the search space that have 
been evaluated up to that point, denoted as the evaluated population (hereafter, 
E(t)). 

• A population of evaluating entities, these elements are the successive transforma-
tions of the individuals in P(t) when moving towards T(t) and they can be used to 
measure the fitness of the landscape points they go through and send the mea-
surements to the evaluated population. Each evaluating entity ( ) has an asso-
ciated individual from the target population ( ) that guides the transformation of 
the along a trajectory (basically, the current individual changes by moving to-
wards the target). It must be highlighted that the number of evaluating entities is 
independent of the basis-EA population size. 

In addition to these two populations, the CS-EA also implies changes with respect 
to regular EAs in the way the fitness landscape is covered. The following elements are 
necessary for this objective: 

• A strategy to select the target individual that is assigned to each evaluating entity, 
hereafter the target selection strategy (τ), is required. In other words, it is neces-
sary to somehow decide how we choose the target towards which a given eva-
luating entity moves. : , ,  ,  

• A definition of the rules that define the modifications that can be performed over 
the parameters of the current individual of the evaluating entities. These rules are 
always adapted to the specific application and they have been called application 
rules ( ). : , ,   ,      

The only requirement in the definition of the application rules is the following: 
  ,  , ∞ 

2.2 CS – EAs Execution Cycle 

The CS-EA is very similar in its operation to the most common EAs. Nevertheless, 
the two new populations must be considered so that EAs can be applied to CS-
Problems with a reasonable computational cost.  

To begin, each generation the CS-EA has to wait until the evaluated population 
reaches, at least, a minimum size of n individuals, corresponding to the population 
size used by the basis-EA. The parent population of the basis-EA is then filled with 
the first n individuals of the evaluated population, i.e.   ,   1 …   

. At this point the CS-EA runs a generation; the selection phase is executed to 
select the individuals from the parent population that will be reproduced. The repro-
duction operators are used to generate a new offspring population that will be stored  
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as the target population, that is,   ,   1 …   . After this the 
evaluating entities start to follow a trajectory from the current parent population to the 
target population, providing fitness values for the points along the way and sending 
them to the evaluated population. Once the evaluated population has, again, n eva-
luated individuals, the replacement operators compare the parent population to the 
evaluated individuals selected from the evaluated population, creating the new basis-
EA population that leads to a new generation of the CS-EA, i.e., 1  1 . The flowchart of Figure 1 represents the sequence of steps followed by the 
CS-EA each generation.  

 

 

Fig. 1. Constrained Sampling EA flow chart 

As previously mentioned, due to the computational cost or to physical constraints 
of the applications, the individuals of the basis-EA cannot directly measure the fitness 
of the solutions proposed by the target population. The evaluating entities go through 
the fitness landscape following a trajectory guided by the individuals of the target 
population. Each instant of time, the current individuals of the evaluating entities are 
modified according to the application rules. The evaluating entities measure the fit-
ness of their new positions in search space and send them to the evaluated population 
(this fitness value is not that of the target, but that of a point closer to the target than 
the initial value). Finally, according to the target selection strategy, a new target indi-
vidual is assigned to the evaluating entity. The behavior of the evaluating entities is 
represented in the flowchart of Figure 2.  

 

Fig. 2. Evaluating entities behavior flowchart 
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Summarizing, the target population generated using the basis-EA operators guides 
the changes in the evaluating entities that feed the evaluated population, which is 
used by the EA in the evolutionary process to generate new targets.  

In addition to the possibility of using this approach in applications where a stan-
dard EA requires lengthy runtimes, the design of the concept of CS-EA described in 
this work presents the following advantages: 

• There are no constraints on the way that the evaluated population is filled. The 
evaluation time of each evaluating entity could be different, thus, some of them 
could possibly generate more new evaluated individuals than others. This is poss-
ible because the behavior of the evaluating entities is decoupled from the execu-
tion cycle of the basis-EA. 

• The operation of the CS-EA proposed in this work has been designed to allow the 
coupling of any EA. As this operation procedure may be used in many different 
applications with different features and EA requirements, the use of one or 
another depends on the needs of the final application. 

3 Some Experiments 

In this section we will compare the performance of a Constrained Sampling EA and 
that of a common EA over five well known benchmark optimization functions. We 
will first describe the experimental setup used to analyze the capabilities of the new 
approach as compared to a standard EA. After this description we will provide a dis-
cussion and analysis of the results obtained.  

3.1 Experimental Setup 

Test-Bed Configuration 
Due to space limitations, only five benchmark functions will be presented in this pa-
per. The selected functions are the Sphere Model (f1), and Ackelys’s (f2), Rastrigin’s 
(f3), Rosenbrock’s (f4) and Schwefel’s (f5) functions. The first one is unimodal, being 
the other four functions multimodal with different optima distributions. The analytical 
expressions and the characteristics of these functions may be found in [14]. 

The algorithms are compared in terms of efficiency, effectiveness and precision us-
ing the speedup, the absolute error and the genotypic error [3], respectively. To ensure 
that the results are statistically significant, 50 independent runs of each experimental 
setup configuration were run. Their stop criterion was based on the maximum number 
of function evaluations (FEs), as it is the one used in the most popular algorithm 
competitions, the maximum number of FEs is · 10 , where n is the dimension of the 
problem. 

Algorithm Configuration 
In this case, a Differential Evolution algorithm (DE) [13] was used as the basis-EA as 
it has shown the best average performance in the most popular algorithm competitions 
of the field [7, 14]. To fairly compare and analyze the results, the DE with the same 
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configuration will be used as the standard EA. In [3], the authors analyzed the per-
formance of DE in terms of different optimization functions including the five that 
will be used in this work. Thus, the configuration of the algorithms in this work is the 
same as the one used in [3]. For all the experiments the population size was set to 50 
individuals and their dimension was set to 2.  

To analyze the influence of the number of evaluating entities on the performance 
of the two algorithms, the tests were carried out using 5, 10 and 20 evaluating entities 
for the CS-EA. Again, to incorporate the constraints imposed by CS-problems, when 
evaluating the standard EA we also assumed a limitation in the number of evaluating 
entities. This means that the offspring population was evaluated, as in the case of any 
CS-problem, by using the number of samplers available (5, 10 or 20) until the whole 
offspring population had been covered. Our initial hypothesis is that the larger the 
number of evaluating entities, the less time required to complete the task. Also, by 
increasing the number of evaluating entities, the exploration capabilities of the algo-
rithm increase, so the absolute and genotypic error should also decrease. 

Regarding the target selection strategy, in this work two very different strategies 
were compared. The first one, from now on denoted as random, selects a random 
individual from the target population. The second one, hereafter denoted as closest, 
chooses the individual from the target population that is closest to the current one. 
The target selection strategy is also in charge of determining when the target is 
changed. In the case of the standard EA, the target is only changed when the evaluat-
ing entities reach it, as it is mandatory to measure its fitness to fill the evaluated popu-
lation. This is not the case of the CS-EA as the evaluating entities fill the evaluated 
population as they move along the search space. Nonetheless, to fairly compare the 
algorithms, in this work the target of the CS-EA approach will only be modified when 
the evaluating entities reach it. Notice that this decision is unfair for the CS-EA ap-
proach because its exploration capabilities decrease when forced to reach the targets, 
thus reducing its performance with respect to when it changes targets freely.  

To finish with the configuration of the algorithm, the application rules need to be 
defined. In these experiments, we simulate a target-finding problem where the target 
is the optimum of the benchmark function. Thus, the evaluating entities will be 
moved throughout the search space like physical samplers with the same physical 
constraints, i.e., their movements are limited by a maximum step length, here set to 
0.01 units, which represents 0.35% of the search space. 

3.2 Results 

The results obtained after carrying out the experiments are presented in this section. 
All the runs were solved successfully. In all of them, except for some cases when 
considering Schwefel’s function, the absolute error was below 1.0e-61. In the case of 
Schwefel’s function the absolute error (see Table 1) was higher when the random 
target selection strategy was chosen. However, by analyzing the results provided in 

                                                           
1 More results provided in the experiments are available at  
https://github.com/GII/JEAF/wiki/Constrained%20Sampling%20EAs. 
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terms of distance to the optimum (Genotypic error in Table 2) the difference between 
the two methods are not very significant. 

The results represented in figures 3-5 correspond to the speedup comparisons be-
tween the two approaches. From top to bottom, the plots display the results when 5, 
10 and 20 evaluating entities are used. As shown, the CS-EA approach is always  
superior to the standard EA in terms of efficiency, speeding up the search significant-
ly. The difference between the two models decreases as the number of evaluating 
entities increases because of the convergence properties of the standard EA, which 
imply slightly shorter average trajectory lengths as the number of Evaluating Entities  
increases.   

Table 1. Absolute error provided by the algorithms for Schwefel’s function 

 
Eval. 

entities 

Random target selection strategy Closest target selection strategy 

EE5 EE10 EE20 EE5 EE10 EE20 

Sc
hw

ef
el

’s
 

St – EA 
1.4e-07 ± 

0e+00 

1.4e-07 ± 

0e+00 

1.4e-07 ± 

0e+00 

1.4e-07 ± 

0e+00 

1.4e-07 ± 

0e+00 

1.4e-07 ± 

0e+00 

Cs – EA 
3.9e+00 ± 

2.0e+01 

1.4e-02 ± 

7.4e-02 

4.4e-04 ± 

1.5e-03 

1.4e-07 ± 

4.5e-14 

1.4e-07 ± 

8.5e-12 

1.4e-07 ± 

1.0e-13 

Table 2. Genotypic error provided by the algorithms in the Schwefel’s experiments 

 
Eval. 

entities 

Random target selection strategy Closest target selection strategy 

EE5 EE10 EE5 EE10 EE5 EE10 

Sc
hw

ef
el

’s
 

St – EA 
1.3e-07 ± 

4.9e-10 

1.3e-07 ± 

5.1e-10 

1.3e-07 ± 

4.3e-10 

1.3e-07 ± 

6.5e-10  

1.3e-07 ± 

7.1e-10 

1.3e-07 ± 

5.8e-10 

Cs – EA 
3.0e-02 ± 

2.0e-01 

1.6e-04 ± 

6.6e-04 

4.4e-04 ± 

1.5e-03  

1.3e-07 ± 

4.7e-10 

1.3e-07 ± 

6.1e-09 

1.3e-07 ± 

4.9e-10 

The experiments where the random selection strategy is used are the ones that 
show more significant differences. In the worst case, the Sphere function, the CS-EA 
is approximately 2.5 times faster than the St-EA. The best cases are the experiments 
where Schwefel’s function is solved, in which the CS-EA is approximately 12 times 
faster than the standard approach. The differences are more remarkable in functions 
f2-f5, which are multimodal. This is due to the fact that they require a more explorato-
ry behavior from the EA. In other words, the population needs to be more spread out 
throughout the solution space and thus the trajectories are lengthier than in the case of 
f1, which is unimodal. Among the multimodal functions, f2, f3 and f4 present a topo-
graphical structure (see [3] for more details) that requires less explorative capacities 
than function f5. This is the reason why the difference between the CS-EA and the St-
EA is more remarkable in the case of function f5. In this case the CS-EA approach 
explores the solution space in a short span of time, as it takes advantage from the 
information it gathers during the trajectories while the St-EA does not. The efficiency 
results of the standard EA improve when using the closest target selection strategy, 
due to the fact that the trajectories covered by the evaluating entities are shorter than 
in the random target selection strategy experiments.  
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Fig. 3. Speedup comparison between the two algorithms when 5 evaluating entities are used 

 

Fig. 4. Speedup comparison between the two algorithms when 10 evaluating entities are used 

 

Fig. 5. Speedup comparison between the two algorithms when 20 evaluating entities are used 

4 Conclusions and Future Work 

In this work we have detected a niche of problems where the use of Evolutionary 
Algorithms was not very popular due to the poor efficiency of their application. We 
have denoted them as Constrained Sampling problems. With the aim of improving the 
performance of the EAs when solving this type of problems, several modifications in 
their operation have been proposed here leading to a new algorithm, the CS-EA. This 
algorithm can be used in applications where it is useful to take advantage of the steps 
carried out while the individuals are being decoded by using information from the 
landscape that could be gathered during this process. This information is not usually 
considered by the most common EAs. 
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The CS-EA model was tested using some common real-coded benchmark func-
tions. Its performance was compared to the one provided by a standard EA, in this 
case a Differential Evolution algorithm. The results show better efficiency for the CS-
EA as compared to the standard approach. Moreover, the CS-EA performance is not 
influenced by the number of evaluating entities or the type of function, which is not 
the case of the standard EA that requires more evaluating entities in order to be com-
petitive in terms of speedup. 

We are now working on the characterization of the CS-EA in terms of higher di-
mensionalities so as to analyze its scalability. In this sense, our first experiments, with 
10 dimensions, show that the CS-EA is, approximately, 2000 times faster than the St-
EA in terms of speedup. We are also working in the application of the CS-EA to real 
world problems like the ones exemplified in the introduction to test its capabilities in 
real constrained environments. 
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Abstract. In this work we present a novel approach, based on genetic
algorithms, for automatic scheduling and allocation of tasks in a multi-
processor multi-threaded architecture, together with an assignment of
the appropriate voltage and frequency of each processor in a way the over-
all energy consumption is optimized and all task deadlines are met. The
approach deals with scheduling, allocation and voltage and frequency as-
signment at the same time, and provides good solutions in a very short
time. As far as we know, this is the first approach that supports two
levels of parallelism: multi-processor and multi-thread.

1 Introduction

Dynamic power consumption due to switching activity in digital CMOS circuits
can be expressed with the following formula: P = αCeffV

2f , where Ceff is the
effective capacitance, V is the operating voltage, f is the operating frequency,
and α the switching factor. If we can decrease the voltage supply and the operat-
ing frequency, the dynamic power will decrease significantly. On the other hand,
static power, which is the result of the leakage currents, also decreases quadrat-
ically with voltage [7]. Thus, voltage decrease can achieve significant power and
energy savings. This process is known as Dynamic Voltage and Frequency Scal-
ing (DVFS). However, it slows down the operation of the circuit, and has to be
applied in a way the required deadlines are still fulfilled. Furthermore, the pro-
cess introduces additional latencies, so we have to develop a set of requirements
that define the applicability of this approach.

The objective of this work is to optimize energy consumption through optimal
scheduling and allocation for a set of tasks on XMOS chips, which are multipro-
cessor and multithreaded voltage and frequency scalable architecture. In XMOS
chips threads are pipelined in a four-stage pipeline, where in each stage one in-
struction from different thread is executed, so in essence we can say that the
threads also run in parallel. Thus, we deal here with two levels of parallelism.
We assume that different processors can have different (V, f) setting, while the
threads running on the same processor at the same time must have the same
(V, f) setting.

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 401–410, 2013.
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Given a set of tasks and their corresponding deadlines, the objective is to
provide a scheduling and allocation, and also assign voltage and frequency for
each processor that would optimize the energy, while respecting the deadlines.
The tasks are heterogeneous, and they in general have different starting time
and deadline. We assume that there is no precedence between tasks, and no
preemption. In order to solve the problem, we need to have safe estimates of
power consumption of each task, as well as its execution time. Since this work
falls into the ENTRA project [1], whose main task is to provide the programmer
the estimation of the energy consumption of his/hers program at compile time,
we assume that there exists an analysis that would give us this information, as
necessary input. On the other hand, there is a great body of work about time
analysis, so we assume that the analyzer will provide us this information as well.

The general problem of scheduling and allocation is NP-hard. In order to solve
it, different heuristic algorithms have been developed since they are capable of
obtaining sub-optimal solutions in real time. Many of them use genetic algorithms
(GA) [3,4,9] due to its fast exploration of the search space, which allow quickly
finding acceptable solutions. For this reason, our scheduler will also be based on
GA. We will provide an appropriate solution representation that captures the two
levels of parallelism, i.e. at both processor and thread level, and in the same run
performs allocation and scheduling and identifies appropriate (V, f) setting in real
time. As far as we know, this is the only solution for this type of problems.

The rest of the work is organized as follows. Section 2 details the sources of
power consumption, while Section 3 explains the problem that is being solved
and draws the constraints that are the basis for generating the solution. Section 4
details the implemented solution, while Section 5 explains the experimentation
environment and presents the most significant results. Section 6 presents the
most relevant related work, and finally, Section 7 draws the most important
conclusions.

2 CPU Power Consumption

The energy required to complete a (set of) task(s) in time T on one processor,
given the frequency f and voltage V is defined by:

Ecpu,f,V =

t0+T∫
t0

Pcpu,f,V (t)dt (1)

where Pcpu,f,V is the time varying XCore power at (V,f) setting. This power can
be calculated as:

Pcpu,f,V (t) = P fix
cpu,V + Pidle,f,V + P act

cpu,f,V (t) (2)

where P fix
cpu is the portion of the power that includes PLL and leakage [7], which

is the part that only depends on voltage, not on frequency. Pidle,f,V is the power
spent when the processor is not executing any application. For a certain fixed
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(V,f) setting, the sum of these two does not change in time, so in the further text
we will call it standing power consumption, P std

cpu,V,f . This power can be easily
obtained by measuring the CPU power when there are no running applications
for each (V,f) setting. On the other hand, P act

cpu,f,V (t) is the active power spent
on switching activity during the execution of the application(s). Finally, we can
write:

Pcpu,f,V (t) = P std
cpu,f,V + P act

cpu,f,V (t) (3)

which put in 1 gives the energy consumed during time T :

Ecpu,f,V = P std
cpu,f,V T +

M∑
i=1

Pi,f,V Ti (4)

where Pi,f,V is the power spent by the application i, which is executed during
time of Ti, and M is the number of threads, i.e. the maximal number of appli-
cations that can be executed on one processor at certain moment. In the cases
when the threads can finish more than one application within time T , formula 4
would have the following form:

Ecpu,f,V = P std
cpu,f,V T +

M∑
i=1

K∑
j=1

Pij,f,V Tij (5)

where K is the maximal number of applications a thread can execute in time T .

3 Problem Description

Problem Definition
Given a set of concrete tasks, provide optimal scheduling and (V,f) pair(s)
for each processor in order to optimize energy consumption.

Input
– Set of tasks with their corresponding deadlines.
– Set of possible (V,f) pairs.
– Available hardware: n - number of processors, m - number of threads per

processor.
Output

Viable scheduling and allocation that optimizes energy.

In the following text we assume the notation where variables are expressed using
upper case letters, while constants are expressed using lower case letters.

3.1 Timing Constraint

In general, for each new frequency Fnew,i of each processor i, the following should
remain valid:

∀i ∈ [1, n], ∀j ∈ [1,m], Toh,i +
Cij

Fnew,i
≤ Dij (6)
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where Toh is the time overhead introduced by DVFS and Cij is the number
of clock cycles needed to execute the application j on processor i, giving its
execution time to be Cij

Fnew,i
. This is reasonable to assume, given that in XMOS

there are no pipeline stalls, nor cache misses, since there is no cache memory.
We further have:

∀i ∈ [1, n], Toh,i = tohV + Tohf,i
≈ tohV +

10

Fold,i
+

2

Fnew,i
(7)

where tohV is the time overhead of performing voltage scaling (assumed to be
constant), while Tohf

if the time overhead of performing frequency scaling, which
takes 10 clock cycles at most of the old clock, and two cycles of the new clock [6].
Finally, from 6 and 7 we get the timing constraints set:

∀i ∈ [1, n], ∀j ∈ [1,m], Fnew,i · (Cij + 2) ≤ Dij − tohV − 10/Fold,i (8)

where we consider that we know tohV , and both Fold and Fnew can take one
value from the finite set of the pre-established values (V,f).

3.2 Energy Minimization Constraint

The second set of requirements is derived from the condition of reducing the total
energy during some known time t, high enough so that it permits the termination
of all the applications. This implies the following condition:

∀i ∈ [1, n], ∀j ∈ [1,m], t ≥ max
i,j

Dij (9)

Thus, for each processor, we have:
n∑

i=1

Eold ≥
n∑

i=1

Enew ⇒
n∑

i=1

pstdi,cpu,Fold,i,Vold,i
· t +

n∑
i=1

m∑
j=1

pij,Vold,i,Fold,i
· Cij

Fold,i
≥

n∑
i=1

eoh +

n∑
i=1

pstdi,cpu,Fnew,i,Vnew,i
· t +

n∑
i=1

m∑
j=1

pij,Vnew,i,Fnew,i · Cij

Fnew,i

(10)

where eoh is the energy spent on voltage and frequency scaling, pij,Vold,i,Fold,i

and pij,Vnew,i,Fnew,i are estimated total power consumptions of the application
j on XCore i in the different (V, f) settings, while pstdcpu is the standing power
explained in Section 2 in different settings. Finally, from 10, we get:

n∑
i=1

m∑
j=1

(
pij,Vnew,i,Fnew,i

Fnew,i
− pij,Vold,i,Fold,i

Fold,i
) · Cij ≤

t ·
n∑

i=1

(pstdi,cpu,Fold,i,Vold,i
− pstdi,cpu,Fnew,i,Vnew,i

) − n · eoh
(11)

where the only unknown parameters are Cij .
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4 Proposed Solution

Our solution for optimal scheduling and allocation is based on GA. We have
used steady-state GA, where the number of individuals of the population is
the same in every generation and in every generation 60% of the population
with lowest objective values is replaced with newly created individuals. Custom
roulette wheel selector is used for the selection process. In the following text we
will explain other important aspects of its implementation in more detail.

Individual. The starting point, and one of the most important parts, in design-
ing a GA-based solution is always a representation of a solution, i.e. individual.
In our case, the solution contains information about temporal and spatial allo-
cation of each task. In other words, for each processor and each of its threads
we should have an ordered (in time) set of tasks. However, since in this work we
deal with DVFS, we have to add the information about the (V, f) state of each
processor. All the threads on the same processor have the same (V, f) setting
in the same moment, but we assume that different processors can have different
(V, f) setting, in order to solve the most general problem.

We can look at a solution to the scheduling problem as a permutation of
the task identifiers, where their order also stands for the order of their temporal
execution, assuming that each task has a unique identifier. On the other hand, in
order to solve the allocation problem, i.e. on which thread (and which processor)
each task is executed, we can add delimiters to the permutation of the task IDs
that would define where the tasks are being executed, i.e. processor, thread and
(V, f) setting (the tasks between two delimiters are executed on the right-side
one). In order to be able to distinguish delimiters from the task, they are used as
negative three-digit numbers, where the first digit stands for the processor, the
second for the thread on that processor, and the third for the processor (V, f)
setting (there is a finite number of settings). Part of a solution is depicted in
Fig. 1, where tasks with IDs 1, 2, 5 and 7 are executed in that order on the thread
4 of the core 2, with the (V, f) setting marked as 4. In the most general case,
the order of delimiters is random. However, if two consecutive delimiters that
belong to the same processor have different settings, this means that they are
not being executed in parallel, since the state has to be changed. Representing a
solution in the described way has provided us with a relatively simple solution,
which will not introduce great overhead when executing GA.

Fig. 1. Solution Representation
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Population Initialization. We have used a heuristic when initializing the pop-
ulation in order to provide some good quality individuals from the beginning.
According to it, the task is added to the thread in the way the total resulting
energy up to the moment is minimal. However, the total energy is calculated
for the time equal to the farthest deadline for each thread. In this way, more
weight is given to the static power overhead. Thus, the objective of this heuristic
is to promote delaying the execution of each task towards its deadline through
minimizing the energy overhead. However, since in general GAs benefit from
great variety of solutions, we also introduce random solutions. During the ini-
tialization process, each individual randomly chooses between heuristic and a
randomly generated solution, where the heuristic has slightly bigger possibility
to be chosen (0.6).

Solution Perturbations. Given that all the tasks and all the delimiters are dif-
ferent, different solutions are always a permutation of a set of tasks and the set
of delimiters. This gives us the opportunity to use some of the permutation-
based crossover operators, and in this case we are using the partial match
crossover, since it performed better in the terms of objective function than the
cycle crossover, and slightly better than order crossover in the terms of objective
function and execution time. Since the order of delimiters is not important in
the most general case, this operator provides at the same time variety in con-
secutive changes of (V, f) settings, as well as moving tasks from one thread to
another. Regarding mutation, it is implemented in the way that two random
threads exchange two random tasks with a small probability.

Objective Function. Since the aim is to the minimize total energy, the objec-
tive function is the total energy consumed for executing the given set of tasks
and it is calculated as presented in Section 2. However, the execution time for
each thread is taken as the farthest deadline of its tasks, in order to take full
advantage of the DVFS possibility. Furthermore, we have to be sure that the so-
lution is viable, i.e. that all given deadlines are met. We deal with this problem
through the penalization of the inviable solutions by multiplying their energy by
10. In this way, viable solutions will always have higher objective function and
thus higher probability of surviving to the next generation.

5 Experimental Evaluation

5.1 Testing Environment

XMOS Chips. The target architecture for this work are XMOS chips. However,
the same approach can be followed for any kind of DVFS-enabled multi-processor
architectures. In the case of XMOS chips, both voltage and frequency scaling are
possible andboth introduce time overhead.All of their chips provide the possibility
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of frequency scaling due to the existence of a programable frequency divider.
The time overhead introduced when changing the frequency is not more than 10
cycles of the old clock, plus two more cycles of the new clock.

On the other hand, only the XS1-SU01A-FB96 [8] chip provides the possibility
of voltage scaling due to the existence of two DC-DC converters whose output
voltage can belong to the range (0.6V, 1.3V). In order to apply DVSF, we should
have a list of Voltage-Frequency (V,f) pairs or ranges that provide correct chip
functioning. The latency in this case is not controllable, and can be estimated
in the following way. Since the switching frequency of the converter is 1MHz,
and assuming we have linear control, the bandwidth should be 1/10 to 1/7 of
it, i.e. 150kHz in the best case. Thus, the time it takes for the output voltage to
stabilize is 1/150kHz, which is around 6μs.

We have experimentally concluded that the XMOS chips can function properly
in six (V, f) settings given in the first two columns of Table 1. In order to include
the possibility of shutdown, we could include the state (0(V),0(MHz)) and take
the wake-up time as the latency of changing the state, and proceed in the same
way. For the purpose of this experiment, we assume that we have four different
processors, where each processor has eight different threads.

Task Set. For the purpose of this initial experiment we have used the tasks from
the well known SPECCPU2006 [2] benchmark. The input dataset is composed
of 200 tasks randomly chosen, where each is one from the benchmarks. Each
task is independent. The same reasonable deadline is assigned to each task, so
it provides the possibility of applying DVFS. Their execution time is measured
on a general purpose computer, and the execution time on an XMOS chip is
estimated to be Tmeasured · fXMOS

fgp
. This estimation is based on the assumption

that the total number of execution cycles is the same in both cases, and that it
is representative of the total execution time. While this is true for the XMOS
chip, in the general purpose computer this is not the case due to cache misses,
pipeline stalls, etc. Thus, in the future we would have to profile the tasks on
the XMOS chips, or use static analysis. It is important to point out that the
duration of the tasks, as well as their energy, are much bigger than both time
and energy overhead of DVFS scaling, so in this experiment the overhead will
not be a limiting factor.

Table 1. Typical power consumption for each processor state

V (V ) f(MHz) Pdyn(mW ) Pst(mW )

0.95 500 117.325 18.05
0.87 400 78.7176 15.138
0.8 300 49.92 12.8
0.8 150 24.96 12.8
0.75 100 14.625 11.25
0.7 50 6.37 9.8
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Since this work represents an initial study of the approach, we have taken that
the power consumption of each task is the typical XMOS power consumption
given in [7]. The estimations for different (V, f) settings are estimated by scaling
with voltage and frequency in the case of dynamic power, while the static power
is scaled with voltage, i.e. Pdyn =

P base
dyn ·fnew·V 2

new

fbase·V 2
base

and Pst =
P base

st ·V 2
new

V 2
base

. These
values are given in Table 1 for each (V, f) setting. However, it is assumed that
in the future the analyzer will give us an estimation of power consumption of
each task.

5.2 Obtained Results and Discussion

Our genetic algorithm has been executed on 500 individuals, during 100 gen-
erations. Greater number of individuals does not provide significantly better

Fig. 2. Evolution of the best objective value

Fig. 3. A Scheduling and Allocation Solution per Core with Assigned DVFS setting
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solution. In Fig. 2 we can see that the best objective value does not significantly
change during the last iterations. The objective value is given in Wh. Under
these settings, the total execution time of the algorithm is around six minutes
on an Intel Dual Core machine, with 2.4GHz clock.

The average saving achieved in this way is 33.94%, with standard deviation
of 0.56%, compared to the same scheduling and allocation without the DVFS.
Speaking in terms of statistical significance, we can be 95% sure that the ob-
tained savings will belong to the interval (33.02%, 34.86%). A typical solution
is presented in Fig. 3. Separate (V, f) settings are distinguished with different
colors, where the settings 1-6 correspond to the ones given in Table 1, and one
time unit corresponds to one task. As we can observe, the majority of the tasks
are executed in low power settings 4, 5 and 6.

6 Related Work

Since DVFS can provide significant energy savings, its optimal usage has been
extensively studied. Some examples divide scheduling and allocation in two sep-
arate tasks, such as the one given in [11], where in the first step the allocation
problem is solved using Linear Programming, while in the second the scheduling
problem is solved for separate processors using Bin Packing. Another solution [3]
solves the scheduling problem using GA, while it integrates DVFS in the fitness
function. However, we believe that more optimal solutions could be achieved
when solving scheduling and allocation at the same time, while also accounting
for the DVFS. There is one example of GA-based scheduling [4] that combines
scheduling, allocation and power management in one task. However, it deals only
with voltage scaling.

There is also a significant group of publications on using GAs for optimal
scheduling and allocation in multiprocessor systems with DVFS possibility. An
example given in [9] treats the problem as bi-objective, where they want to
minimize both energy and make span. The same objective is solved in another
work [10], but using the island model of parallel GA populations. Yet, in this
work our aim is to optimize the energy while meeting the deadlines, but our
approach can easily be adapted to work as multi-objective. Another solution [5]
treats the problem from two opposite points of view: in the first one, optimizes
the energy given the scheduler length, while in the other optimizes the scheduling
length given the energy bound. Finally, none of the solutions does not include the
possibility of two levels of parallelism, where each processor can have a number
of different threads executing in parallel.

7 Conclusions

In this work we have presented a solution for optimizing energy consumption for a
multiprocessor and multithreaded architecture. The solution performs scheduling
and allocation as one task, and deals with two levels of parallelism, which is the
only solution of this kind as far as we know.
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The solution will form part of the tool developed within the ENTRA project,
when we will be able to include the power and time estimates provided by the
ENTRA static analyzer. There are also possibilities to further improve the per-
formances of the solution. For example, XMOS chips have the possibility to
automatically reduce the frequency of the processor if all of its threads are wait-
ing for an event, and in this way decrease the energy consumption even further.
This feature will be included in future versions of our scheduler, as well as the
possibility of shutting off separate components while they are not active.
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Abstract. An artificial Ant Colony System (ACS) algorithm to solve general-
purpose combinatorial Optimization Problems (COP) that extends previous AC 
models [21] by the inclusion of a negative pheromone, is here described. Sever-
al Traveling Salesman Problem (TSP) were used as benchmark. We show that 
by using two different sets of pheromones, a second-order coevolved compro-
mise between positive and negative feedbacks achieves better results than  
single positive feedback systems. The algorithm was tested against known NP-
complete combinatorial Optimization Problems, running on symmetrical TSPs. 
We show that the new algorithm compares favorably against these benchmarks, 
accordingly to recent biological findings by Robinson [26,27], and Grüter [28] 
where "No entry" signals and negative feedback allows a colony to quickly 
reallocate the majority of its foragers to superior food patches. This is the first 
time an extended ACS algorithm is implemented with these successful charac-
teristics. 

Keywords: Self-Organization, Stigmergy, Co-Evolution, Swarm Intelligence, 
Dynamic Optimization, Foraging, Cooperative Learning, Combinatorial Opti-
mization problems, Symmetrical Traveling Salesman Problems (TSP). 

1 Introduction 

Research over hard NP-complete Combinatorial Optimization Problems (COP’s) has, 
in recent years, been focused on several robust bio-inspired meta-heuristics, like those 
involving Evolutionary Computation (EC) algorithmic paradigms [1-3], as well as 
other kind of heuristics and approximation algorithms [4-5]. One particularly success-
ful well-know meta-heuristic [6] approach is based on Swarm Intelligence (SI) [7-8], 
i.e., the self-organized stigmergic-based [9-11] property of a complex system whereby 
the collective behaviors of (unsophisticated) entities interacting locally with their 
environment cause coherent functional global patterns to emerge [12]. This line of  
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research recognized as Ant Colony Optimization (ACO) [13-15], uses a set of stochas-
tic cooperating ant-like agents to find good solutions, using self-organized Stigmergy 
[16-19] as an indirect form of communication mediated by an artificial pheromone, 
whereas agents deposit pheromone-signs on the edges of the problem-related complex 
network, encompassing a family of successful algorithmic variations such as: Ant 
Systems (AS) [20], Ant Colony Systems (ACS) [21], Max-Min Ant Systems (Max-Min 
AS) [22] and Ant-Q [23].  

Albeit being extremely successful these algorithms mostly rely on positive feed-
backs [13], causing excessive algorithmic exploitation over the entire combinatorial 
search space. This is particularly evident over well-known benchmarks as the symme-
trical Traveling Salesman Problem (TSP) [24]. Being these systems comprised of a 
large number of frequently similar components or events, the main challenge is to 
understand how the components interact to produce a complex pattern that is still a 
feasible solution [25] (in our case study, an optimal robust solution for hard NP-
complete dynamic TSP-like combinatorial problems).  

In order to overcome this hard search space exploitation-exploration compromise, 
our present algorithmic approach follows the route of very recent biological find-
ings [26-28] showing that forager ants lay attractive trail pheromones to guide nest 
mates to food, but where, the effectiveness of foraging networks were improved if 
pheromones could also be used to repel foragers from unrewarding routes. Increasing 
empirical evidences for such a negative trail pheromone exists, deployed by Pha-
raoh's ants (Monomorium pharaonis) as a 'no entry' signal to mark unrewarding fo-
raging paths.  

The new algorithm was exhaustively tested on a series of well-known benchmarks 
over hard NP-complete COP’s, running on symmetrical TSP [24]. Different network 
topologies and stress tests were conducted over low-size TSP's, medium-size TSP’s, 
and as well as large sized ones. We show that the new co-evolved stigmergic algo-
rithm compared favorably against the benchmark. In order to deeply understand how 
a second co-evolved pheromone was useful to drive the collective system into such 
results, the influence of negative pheromone was tracked (fig. 3-4-5), and as in pre-
vious tests [29-30], a refined phase-space map was produced mapping the phero-
mones ratio between a pure Ant Colony System and the present second-order  
approach. 

2 Towards a Co-evolving Swarm-Intelligence 

In order to make use of co-evolution we created a double-pheromone model on top of 
the traditional ACS, thus allowing the comparison between the two, by having an 
additional parameter. Traditional approaches to the TSP via Ant Systems include only 
a positive reinforcement pheromone. Our approach uses a second negative phero-
mone, which acts as a marker for forbidden paths. These paths are obtained from the 
worse tour of the ants and this pheromone then blocks access of ants in subsequent  
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tours. This blockade isn't permanent and as the pheromone evaporates it allows paths 
to be searched again for better solutions. This leads to equations 5-9 that expand equa-
tions 1-4 of the original ACS and AS approaches. 
 

Ant Colony System (ACS, [21]) state transition rule 

s =
argmaxu∈Jk (r ) τ (r,u)[ ] ⋅ η(r,u)[ ]β{ }, if q ≤ q0  (exploitation)

S, otherwise (biased exploration)






 (1)

 
Ant System (AS, [20]) random proportional rule 

pk =

τ (r, s)[ ] ⋅ η(r, s)[ ]β

τ (r, u)[ ] ⋅ η(r,u)[ ]β
u∈Jk (r )


, if s ∈ Jk (r)

0, otherwise













 

(2)

 
Ant Colony System (ACS, [21]) local updating rule 

τ (r, s)← (1− ρ) ⋅τ (r, s)+ρ ⋅Δτ (r, s)  (3)

 
Ant Colony System (ACS, [21]) global updating rule 

τ (r, s)← (1−α) ⋅τ (r, s)+α ⋅Δτ (r, s)  (4)

2.1 ACS Double-Pheromone State Transition Rule 

Following the guidelines of Dorigo and Gambardella [21], in ACS the state transition 
rule is as follows: an ant positioned on node r chooses the city s to move to by apply-
ing the rule given in Eq.5 

s =
argmaxu∈Jk (r) τ +(r, s) 

α
⋅ η(r, s)[ ]β ⋅ τ −(r, s) 

α−1{ }, if q ≤ q0

S, otherwise









 (5)

where q is a random number uniformly distributed in [0...1], q0 is a parameter 
(0<=q0<=1) and S is a random variable selected according to the probability distribu-
tion in Eq. 6. In Eq.5, the parameter q0 determines the relative importance of exploita-
tion versus exploration, that is, every time an ant in city r has to choose a city s to 
move to, it samples a random number between 0<=q0<=1. If q<=q0 then the best edge 
according to Eq.5 is chosen (exploitation), otherwise an edge is chosen according to 
Eq.6 (biased exploration) or random-proportional rule coming from the classic Ant 
System (AS), which follows: 
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pk =

τ +(r, s) 
α
⋅ η(r, s)[ ]β ⋅ τ −(r, s) 

α−1

τ +(r,u) 
α
⋅ η(r,u)[ ]β ⋅ τ −(r,u) 

α−1

u∈Jk (r)


, if s ∈ Jk (r)

0, otherwise













 
(6)

Eq.6 gives the probability with which ant k in city r chooses to move to city s, 
where τ is the pheromone on the (r,s) network edge, η=1/δ is the inverse of the dis-
tance δ(r,s), Jk(r) is the set of cities that remain to be visited by ant k positioned on 
city r (in order to make the solution feasible), and β is a parameter which determines 
the relative importance of pheromone versus distance (β>0) and α controls the ratio 
between positive and negative pheromone influences. In Eq.6 the pheromones on 
edge (r,s) are multiplied by the corresponding heuristic value η(r,s), thus favoring the 
choice of edges which not only are shorter but also with a greater amount of positive 
pheromone and some amount of negative pheromone. 

The final ACS state transition rule resulting from Eqs. 5 and 6 is then called pseu-
do-random-proportional rule. This state transition rule, as with the previous AS ran-
dom-proportional rule, favors transitions towards nodes connected by short edges and 
with a large amount of pheromone. 

2.2  ACS Double-Pheromone Global Updating Rule 

While AS used Lk, the length of the tour performed by every ant k, as a heuristic 
measure for the pheromone global updating rule, ACS instead focus only in the glo-
bally best ant, among all m, i.e. the ant which constructed the shortest tour from the 
beginning of the trial is allowed to deposit pheromone. This choice, along with the 
use of the pseudo-random-proportional state transition rule (above) was intended to 
make the search more directed: ants search in a neighborhood of the best tour found 
up to the current iteration of the algorithm. Global updating is performed after all ants 
have completed their tours. The pheromone level is then updated by applying the 
global updating rule of Eq.7 and 8 below: 

τ +(r, s)← (1− ρ+ ) ⋅τ +(r, s)+ρ+ ⋅Δτ +(r, s)

Δτ +(r, s) =
(Lgb )−1,  if (r, s) ∈  Global best tour

0,         otherwise







 
(7)

where 0< ρ± <1 is the pheromone decay parameter (evaporation) and Lgb the length 
of the globally best tour from the beginning of the trial. As it was the case in AS, the 
ACS global pheromone updating provides a greater amount of pheromone to shorter 
tours. Eq.7 dictates that only those edges belonging to the global best tour will receive 
reinforcement while Eq.8 dictates that only those edges that belong to the worse tour 
receive negative pheromone deposition. 
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2.3 ACS Double-Pheromone Local Updating Rule 

In order for the 2nd order algorithm (as in ACS) to build a solution, i.e. a TSP tour, 
ants visit edges and change their pheromone level by applying a local updating rule 
given by Eq.9: 
 

τ −(r, s)← (1− ρ− ) ⋅τ −(r, s)+ ρ− ⋅Δτ −(r, s)

Δτ −(r, s) =
(nLgb )−1,  if (r, s)∈  Global worse tour

0,         otherwise







 
(8)

τ +(r, s)← (1− ρ+ ) ⋅τ +(r, s)+ ρ+ ⋅Δτ +(r, s)

τ −(r, s)← (1− ρ− ) ⋅τ −(r, s)+ ρ− ⋅Δτ −(r, s)
 (9)

where 0<ρ<1 is a parameter. From here several options are possible where, Δτ(r,s) 
could assume the form of Δτ(r,s)=γ. max τ(s,z) [z  Jk(S) ]  similarly to a reinforcement 
learning problem, onto which ants have to learn which city to move to as a function of 
their current location. This first option assumes Q-learning, an algorithm which al-
lows an agent to learn such an optimal policy by the recursive application of a rule 
similar to that in Eq.4, giving rise to the first Ant-Q ant systems. In fact, Δτ(r,s)=γ. 
max τ(s,z) is exactly the same formula used in Q-learning where 0<γ<1 is a parameter. 
The other two choices are normally: (1) setting Δτ(r,s)=τ0, being τ0  the initial phero-
mone level, or (2) simply setting Δτ(r,s)=0. Finally, experiments could also be ran in 
which local-updating are not applied at all, that is, where the local updating rule is not 
used as in the case of the older and previous AS). 

Current research work however, suggests that local-updating is not only definitely 
useful, but that the pheromone local updating rule with Δτ(r,s)=0 yields worse per-
formance than Δτ(r,s)=τ0  or even Ant-Q. In fact, Δτ(r,s)=τ0  was chosen for the stan-
dard ACS, from the beginning [13-15][20,21,23]. Since the ACS local updating rules 
not only requires less computation than Ant-Q as well as achieving better results, we 
chose to focus our attention on ACS, which will be used, along others, to run the 
comparison experiments against our new co-evolved pheromone-based algorithm in 
the following paper sections. 

3 Results 

The new algorithm was exhaustively tested on a series of well-known benchmarks 
over hard NP-complete COP’s) running on symmetrical TSP’s. Different network 
topologies and stress tests were conducted over low-size TSP's (eil51.tsp; eil78.tsp; 
kroA100.tsp), medium-size (d198.tsp; lin318.tsp; pcb442.tsp; rat783.tsp) as well as 
large sized ones (fl1577.tsp; d2103.tsp) [numbers here referring to the number of 
nodes in each network]. 
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Table 1. Comparison of Standard ACS with the 2nd order AS algorithm 

problem n.º of nodes Standard ACS 2nd order+ AS optimal tour 

eil51.tsp 51 427.96 428.87 426 

eil78.tsp 78 ** 544.65 538 

kroA100.tsp 100 21285.44 21285.44 21282 

d198.tsp 198 16054 15900.2 15780 

lin318.tsp 318 42029*** 42683.90 42029 

pcb442.tsp 442 51690 51464.48 50778 

rat783.tsp 783 9066 8910.48 8806 

fl1577.tsp 1577 23163 22518 22249 

d2103.tsp 2103 - 81151.9 80450 

All optimal tours from http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/STSP.html 

+ Average over 20 runs and limited to 1000 iterations 

** Value for similar problem eil75,.tsp - 542.37 *** uses 3-opt local search 

Comparing Traditional AS Models with 2nd Order 

 
It is clear from table 1 that the 2nd order AS performs at least equally, if not better, 

than the standard ACS. It is clearly seen the averages of the runs (bold) that are better 
than the traditional ACS. 

 

 

Fig. 1. Influence of negative pheromone on kroA100.tsp problem (values on lines represent  
1-ALPHA)  
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We investigated the evolution of different ratios of negative pheromone and found 
that a small amount of negative pheromone applied as a non-entry signal indeed pro-
duces better results, but the effect is cancelled if the ratio of the negative pheromone 
is high when compared to the positive pheromone.  
 

 

Fig. 2. Best tour of the 2nd order AS for different ratios of negative pheromone in the rat783.tsp 
problem 

The effect of negative pheromone can be observed both in figure 1 and figure 2 
where one can observe that small amounts of negative pheromone produce better 
results and quicker convergence to those results. On the other hand if one increases 
the ratio of negative pheromone to higher values then it isn’t possible to ripe the bene-
fits of the no-entry signal and the system performs worse.  

 
Fig. 3. Influence of negative pheromone on kroA100.tsp problem 

The detailed analysis of the kroA100.tsp problem showed that this effect is statisti-
cally significant. Comparing 120 runs with alpha=1 (equivalent to traditional ACS) 
and alpha=0.94, we obtained a p-value of 3x10-4. This result is summarized in fig-
ure 3, where one compares traditional ACS with our 2nd order approach.  
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Fig. 4. Influence of negative pheromone on rat783.tsp problem 

The same results where observed for problem rat783.tsp when comparing 70 runs 
of the ACS (alpha=1) with 70 runs of the 2nd order approach (with alpha=0.94) in 
figure 4. The two samples means were tested for statistical significance resulting in a 
p-value of 2.2x10-3.  

Both these examples show that on average the 2nd order approach performs better 
than traditional ACS. This effect of the negative pheromone is important but cannot 
be extended further as to dominate the solving strategy, making results worse. This 
can be seen clearly on figure 5 where further diminishing of alpha (giving more 
weight to negative pheromone as a consequence) produces worse results. 
 

 
Fig. 5. If dominant, negative pheromone has negative impact (problem rat783.tsp) 

4 Conclusion 

We show that the new co-evolved stigmergic algorithm compared favorably against 
the benchmark. The inclusion of a negative pheromone acting as a `non-entry’ signal 
in the strategy of construction of solutions is beneficial as the convergence to optimal 
solutions is quicker, as shown in figure 2, while achieving better results (figures 3 and 
4). The algorithm was able to equal or majorly improve every instance of those stan-
dard algorithms. 
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The new algorithm comprises a second order approach to Swarm Intelligence, as 
pheromone-based no entry-signals cues, were introduced, coevolving with the stan-
dard pheromone distributions (collective cognitive maps [12]) in the aforementioned 
known algorithms.  

The use of the negative pheromone is limited to small quantities (alpha close to 1, 
but not 1, in which case we would end up with a pure ACS) and cannot be extended to 
a point of dominance in the search strategy as shown in figure 5. The results found for 
the TSP problems in that case are severely worse. This implies that the use of a nega-
tive pheromone strategy has to be fine tuned as not to dominate the search strategy. 
This is done with the introduction of the parameter alpha that balances the weight of 
the two pheromones deposition in equations 5 and 6. 

This work has implications in the way large combinatorial problems are addressed 
as the double feedback mechanism shows improvements over the single-positive 
feedback mechanisms in terms of convergence speed and of major results.  
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Abstract. In this paper a hybrid classifier construction using rough
sets and fuzzy logic is presented. Nowadays, we tackle with many re-
alistic multi-dimensional problems with continuous values and overlaps
in the feature space which require sophisticated recognition algorithms.
Many methods have been proposed in the literature to improve classifi-
cation accuracy, but it is increasingly harder to build new classifier from
the scratch. Instead, new fusion methods are proposed to overcome this
problem. In our rough-fuzzy approach data pre-processing and crisp dis-
cretization have a significant impact on the final classification efficiency.
To deal with the problem of finding the optimal cuts in the feature space
a genetic algorithm was proposed. After the algorithm description, in
this paper also simulation investigations using different datasets from
UCI Machine Learning Repository are presented.

Keywords: Rough Sets, Fuzzy Logic, Hybrid Pattern Recognition Al-
gorithm.

1 Introduction

In the recent years algorithms of data mining have attracted great attention.
Rule-based systems have been widely used in control problems and recently
have been successfully applied in classification problems. One can find many
algorithm propositions in the literature, but lately the abilities of single classi-
fier has been significantly exhausted. Now, hybrid algorithm constructions gain
greater appeal [1], [2]. Classifiers with different capabilities are merged to im-
prove the classification accuracy. In this article fuzzy logic and rough sets are
combined to build hybrid classifier used in pattern recognition task.

Interpretability and comprehensibility are the main advantages of fuzzy and
rough sets algorithms. On the other hand, creation of easy to understand IF-
THEN rules becomes challenging in the high dimensional problems. This is a
transaction between the number of rules and decision how accurately we want to
describe the concept. In the past few years the most common and emerging areas
of computational intelligence were rough sets, fuzzy sets, genetic algorithms and
different kinds of hybrid combiners [3], [4], [5], [6] which give the most promising
results.

The rough sets theory, introduced by Pawlak in 1982 was a new method of
the uncertainty modeling in the complex pattern recognition problems without
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any statistical knowledge about the probability distributions region [7]. Another
possibility of using this theory was attribute selection. In rough sets theory
reasoning is based on rules which are induced from the available knowledge
contained in the training set. These rules can be either certain or possible which
is the consequence of using lower and upper set approximations describing the
target set. In case of rough sets, choosing the proper discretization step of the
input data is a key point in algorithm design. If we choose very small step of
granulation then we can separate classes very precisely, but on the other hand
due to the shortage of training data it can happen that some generated rules are
dummy, because we cannot find any representative patterns fulfilling the rule.
Going to the opposite side and choosing greater step of granulation causes that
more patterns are indiscernible from the point of available information [8].

Next to rough sets, fuzzy logic based systems are also commonly applied in
many recognition problems. This method deals with reasoning which is approxi-
mate rather than fixed and exact. An element membership to the set is described
by the membership function μ instead of well-known Boolean logic where an el-
ement can only fully belong to the set (true) or is totally exclusive (false). Fuzzy
algorithm (the same as rough sets) is able to process incomplete data and provide
approximate solutions. Creation of proper IF-THEN rules is the main challenge
in fuzzy logic. One have to ensure that rules should be simple, comprehensive
and covering possibly the greatest part of feature space. The basic approach as-
sumes that each attribute is divided into the same number of intervals and each
interval is assigned with one membership function μ. Single rule is a permutation
of μ from each attribute. This solution is applicable only for trivial problems, but
for high dimensional ones it is not possible to generate proper number of rules
to fully cover attribute space. Some methods of attribute selection and heuristic
algorithms must be applied [1], [2], [9]. In this work a genetic algorithm is used
to obtain effective subset of rules.

To sum up, the aim of this paper is to present new hybrid classifier which
is built using rough sets, fuzzy logic and genetic algorithm. This is a two stage
classifier where on the first level recognition decision is made by rough sets clas-
sifier. When no certain or possible rule is activated at this stage, then incoming
pattern is directed to the next stage - fuzzy logic classifier. The main motiva-
tion of this work was to create new classifier which would be able to perform
well with different dataset. Moreover, in the previous work we experienced that
rough sets and fuzzy logic cannot handle satisfactorily with highly dimensional
datasets and time for generation of IF-THEN rules was not acceptable. Due to
these reasons we decided to introduce in this work genetic algorithm to reduce
feature space i.e. the set of rules on both stages of classification.

The organization of the paper is as follows: in the Section 2 we present the
problem statement connected with pattern recognition area. Then, Section 3
describes in greater details algorithm construction based on rough sets theory
and fuzzy logic. In the Section 4 the results of tests using some dataset from
UCI Machine Learning Repository are presented. Section 5 concludes the paper
with final results remarks and presents further application improvements.
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2 Problem Statement

Let us assume that the pattern is in the state j ∈ M , where M is an m-element
set of possible states numbered with the successive natural numbers. The state
j is unknown and does not undergo the direct observation. What we can only
observe are features or attributes by which a state manifests itself. We will
denote a d-dimensional measured feature vector by x ∈ X . Generally, in order
to classify unknown object we assume that we have training set consisting of N
training patterns:

S = (x1, j1), (x2, j2), . . . , (xN , jN ) (1)

where xα, jα denote d-dimensional pattern and its assigned true classification,
respectively. In general the decision algorithm with learning procedure should
use every time as well observed data i.e. the feature vector as the knowledge
included in the training set. In consequence, the algorithm with learning set is
of the following form:

j = Ψ(S, x), j ∈ M (2)

The training set can be viewed as table where each column represents mea-
sured attribute for the pattern and each row stands for the particular object.
The knowledge stored in the information table has a granular structure which
causes that some objects become undiscerned. In the information system we can
define in a different way the subset C ⊂ A of condition attributes and the single-
element set D ⊂ A which will be the decision attribute. Taking into account the
set of condition attributes C, let us denote by Pj the subset of patterns from
U (the universe of discourse which is a finite set of objects) for which the deci-
sion attribute is equal to j, j = 1, . . . ,m. Then, for every j we can defined the
C-lower approximation C∗(Pj) and the C-upper approximation C∗(Pj) of set
Pj , respectively [7], [8]. Consequently, we can define C-boundary region of Pj as
follows:

CNB(Pj) = C∗(Pj) − C∗(Pj) (3)

If for any j the boundary region CNB(Pj) is the empty set then Pj is crisp,
while in the opposite case we deal with rough set. For every decision system
we can formulate its equivalent description in the form of set of decision rules
For(C). Each row of the decision table will be represented by a single IF-THEN
formula, where on the left side of this implication we have logical product (and)
of all expressions from C such that every attribute is equal to its value. On
its right side we have decision attribute which is equal to the particular value
from M . These formulas are necessary for constructing final rough sets pattern
recognition algorithm.

Fuzzy rule-based classification systems represent another type of reasoning
based on the degree of membership. It is a superset of Boolean logic that has
been extended to handle the concept of partial truth- values between ”completely
true” and ”completely false”. In the literature one can find many methods for
fuzzy algorithm construction [5], [10]. Generally, for the d-dimensional classi-
fication problem fuzzy classifier is based on IF-THEN rules where single rule
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consists of many appropriate antecedents and one consequent determining class
affiliation. Each antecedent and consequent is described by linguistic variable-
words or sentences from a natural language. An exemplary rule is given by (4).

Rq : IF (x1 = A1
q1) AND (x2 = A2

q2 ) . . . AND (xd = Ad
qd) THEN class=j (4)

where xi is the value of i-th attribute, Ai
qi is the linguistic variable for i-th

attribute. Linguistic variables describe rules and facts, i.e a linguistic variable
such as height may have the following representation: small, medium, high. They
were introduced into fuzzy logic to make rules more readable. On the other
hand, a membership function is used to quantify a linguistic term, describing
how variable can belong to multiple sets at the same time.

3 Pattern Recognition Algorithm

In this section we will present two stage hybrid classifier in greater details. This
paper is a continuation of authors works connected with rough sets [11], [12],
[13] but here we extend it and additionally apply fuzzy logic and genetic algo-
rithm. In mentioned papers designed algorithm assumed the same number of
intervals for every feature and what is more important all attributes were used
in classification process which made the recognition very complicated for more
complex problems. In this paper each attribute is discretized independently and
to find those partitions we propose a genetic algorithm. Additionally, in cases
when rough sets algorithm cannot classify a pattern then fuzzy logic classifier is
applied. The description of our classifier is presented below:

1. Stage 1 - application of rough sets algorithm.
This algorithm is constructed according to the following steps:
(a) In the first step we look for the optimal cuts of each attribute in rough

sets algorithm with the help of genetic algorithm. The previous imple-
mentation used an arbitrary chosen step of granulation and its classifi-
cation efficiency strongly depends on it. What is more, each attribute
was discretized with the same pre-defined interval. Very often we do not
need to use all attributes for correct classification. Some of them are
very meaningful, so should be approximated more precisely, while oth-
ers contain noise and only deteriorate classification. Generally, finding
the optimal cuts in the feature space and applying attribute selection
is a NP-hard task, so to overcome this problem we apply genetic algo-
rithm. The length of each individual in the population is the same as
the number of attributes characterizing pattern for a particular dataset.
Each allele in the chromosome encodes information about potential cuts
of corresponding attribute. To enable feature selection an extra vari-
able don’t use is introduced which indicates that a given attribute is
excluded from the formulation of IF-THEN rules. For clarity, let con-
sider an individual describing discretization of four dimensional feature
space: |don’t use|5|3|don’t use. This encoding means that the first and



Hybrid Approach Using Rough Sets and Fuzzy Logic 425

the fourth attributes are not taken into account in the classification
(don’t use variable is used), the second attribute is divided into five even
intervals and the third into three regions. The fitness function used for
assessing each individual is given by (5)

F = w1 · NR − w2 ·NNR + NR ·
(

1

NOA

)2

(5)

where w1, w2 are empirically chosen weights (fullfilling the obvious con-
dition w1 < w2), NR is the number of correctly classified patterns using
partition encoded in the individual, NNR is the number of misclassified
objects and NOA represents the number of attributes which are taken
into account in the current classification phase. For the example above,
NOA would be 2. This fitness function takes into account not only the
number of correctly recognized object, but prizes those individuals which
are able to reject some attributes obtaining high classification accuracy
at the same time. In each generation every individual from population is
used to construct granulation for feature space and based on the classifi-
cation from testing data the value of F is calculated. An individual with
the maximum fitness indicator is used as the final solution. Initial popu-
lation is generated randomly with an arbitrary chosen vector of numbers
Kl, (l = 1, . . . , d), corresponding to the initial step of granulation. Final
parameters for genetic algorithm and fitness function were chosen em-
pirically after many tests which were performed for different population
sizes and weights in function F . After these tests we have chosen w1 = 2,
w2 = 5 while the final genetic settings were: population size 20, genera-
tions 100, mutation probability 0.1, cross-over probability 0.9. Of course
initial settings affects our hybrid algorithm accuracy, so we conducted
many tests to check which paramters are the best to obtain satisfactory
results in reasonable algorithm execution time. Table 1 shows how initial
settings affects hybrid classifier accuracy for an exemplary Pima dataset
(C-accuracy in percentage, S-standard deviation in percentage).

Table 1. Impact of genetic algorithm’s parameters on hybrid classifier accuracy

Population Size Generations C S

5 50 71.6 7.2

20 50 77.6 8.0

100 50 76.9 9.0

5 100 73.4 6.5

20 100 81.3 3.2

100 100 80.9 3.1

5 100 74.9 3.2

20 100 80.6 3.6

100 100 80.6 3.1
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(b) Next step is based on granulation pre-processing for those attributes
chosen by the best chromosome obtained in step 1. After the granulation
procedure value of each pattern’s attribute is discretized and represented
by the appropriate number of interval in which this attribute is included.
For further usage let denote the l-th attribute and its pl-th value or
interval (pl = 1, . . . ,Kl) by vlpl

.
(c) In this step, using available training data we generate the set For(C)

of all decision formulas according to the granulation from the previous
stage:

IF (x1 = v1p1
) AND . . . AND (xd = vdpd

) THEN Ψ(S, x) = j (6)

During the learning procedure each rule is given the strength factor
which is the fraction of correctly classified patterns over all objects which
activated this rule.

(d) In the next step for the set of formulas For(C), for every j = 1, . . . ,m we
calculate C-lower approximation C∗(Pj), C-upper approximation C∗(Pj)
and boundary region CNB(Pj).

(e) In the last step we can classify an incoming pattern by looking for match-
ing rules in the set For(C). At this step three possible actions can be
undertaken. If there is only one matching rule, then we classify this pat-
tern to the class which is indicated by its decision attribute j, because
for sure such a rule belongs to the lower approximation of all rules in-
dicating j. If there is more than one matching rule in the set For(C), it
means that the recognized pattern should be classified by the rules from
the boundary region and in this case the final decision is determined
by index of boundary region for which the strength of corresponding
rules is maximal. When none rule is activated or there are two or more
classes with the same strength factor, then pattern is rejected and will
be classified in the next stage by fuzzy logic classifier.

2. Stage 2 - application of fuzzy logic algorithm.
In the fuzzy logic algorithm construction the key point lies in defining correct
membership functions set for each attribute. Where there is no expert knowl-
edge at hand some data-mining methods must be used to extract fuzzy rules,
i.e histogram examination, heuristic algorithms [6]. Additionally one has to
decide which type of membership function should be used. In the literature
one can find many examples of artificial intelligence algorithms to generate
fuzzy rules such as: genetic algorithm or neural networks. In the previous
phase genetic algorithm was used to find optimal cuts in feature space for
rough sets algorithm. It gave good results so we decided to apply it again,
but this time in different context i.e. to produce fuzzy rules. As the input,
triangular shape membership functions were used and their locations in the
feature space were determined according to genetic algorithm working on the
available training dataset. In the literature this procedure is called genetic-
based machine learning algorithm. Before we describe fuzzy algorithm few
assumptions have to be made: for the learning procedure N training pat-
terns are available and a set L of linguistic values and their membership
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functions are given for describing each attribute. The second condition is
the most important and the proper location of membership functions affects
the classification accuracy. It is required to explain in-depth how set L is
generated, how to divide each attribute into linguistic values and finally how
to describe each membership function. Below the steps for constructing fuzzy
logic algorithm are presented:
(a) In the first step each attribute is divided into the same number of inter-

vals and for each interval new membership function is assigned. Division
can be done in different ways, but in this paper the set of L was gen-
erated using typical triangular functions. In simulations carried out for
this work the maximum number of membership funtions per attribute
was 14 (greater number of L does not ensure better results in training
phase, but significantly extends algorithm execution). For each mem-
bership function from L unique linguistic variable is attached plus one
additional variable don’t use to indicate that the given attribute is not
used in rule generation.

(b) In the next step to produce fuzzy rules we applied genetic algorithm,
which starts with N = 20 individuals. This time single individual en-
codes information about one rule which is in the form represented by
equation (4). The length of the chromosome is the same as the number
of attributes describing the pattern x and each allele has value deter-
mining which linguistic variable is used in the current rule. Through the
mutation and cross-over operators new individuals are added to existing
population and at the end of each generation N = 20 best individuals
are chosen according to the fitness function F from eq. (5) to constitute
next generation.

(c) In the consequently step we assign class label to a single rule and com-
pute its strength. For each training pattern xp let calculate the com-
patibility grade of a single rule connected with its antecedent part Ar =
(Ar1, Ar2, . . . , Ard) using the product operator of each membership func-
tion μAri determined for Ari:

μAr(xp) = μAr1(xp) · μAr2(xp) · . . . · μArd(xp) (7)

If we know how to calculate the compatibility grade of each training
pattern then we can determine Cr and CFr for each rule. The fuzzy
probability P (class j|Ar) of class j, j = (1, . . . ,m) indicating how pat-
tern x can be associated with class j is shown below [2]:

Pr(class j|Ar) =

∑
xp∈class j

μAr(xp)

m∑
p=1

μAr (xp)
(8)

For the r-th rule Rr the label of class is assigned according to the winning
rule, which means that the label with maximal probability is chosen:

Rr : Cr = maxj∈{1,...,m}{Pr(class j|Ar)} (9)
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In the learning phase it can happen that rule Rr can be activated by
patterns coming from different classes. To ensure the proper classifica-
tion, each rule has a strength factor which tells how precisely rule Rr

predicts the consequent class j.

Rr : CFr = Pr(class j|Ar) −
m∑

j=1,j �=Cr

Pr(class j|Ar) (10)

If CFr in (10) is negative then rule Rr is denoted as dummy and is not
taken for further reasoning, otherwise it is used in defuzzification process
to determine the final class label. Let assume that Nrule fuzzy rules are
generated with indicators Cr, CFr determined by (9), (10).

(d) Then in the last step the process of classification can be done as follows:

Ψ(S, xp) = Cq ← maxj∈{1,...,m}{μAq (xp) · CFr} (11)

The label of the class for unknown pattern is determined by a winner
rule Rw that has the maximum compatibility grade and the rule strength
CFr . If multiple fuzzy rules have the same maximum product μAr but
different consequent classes then the classification is rejected. The same
action is taken if no fuzzy rule is compatible with the incoming pattern
xp. At the beginning we have tried other methods of aggregation for
fuzzy sets, but presented approach gave the best results.

4 Results

To test the effectiveness of proposed algorithm well-known datasets from UCI
Machine Learning Repository were chosen: iris (A, 4 attributes), Bupa-liver dis-
orders (B, 6 attributes), Pima-diabetes (C, 8 attributes), Haberman-breast can-
cer (D, 3 attributes), wdbc (E, 32 attributes), Thyroid disease (F, 5 attributes),
wine (G, 13 attributes). To generate training and testing sets 10-fold cross val-
idation was used, where the data set is divided into k = 10 subsets, and the
holdout method is repeated k times. Each time, one of the k subsets is used as
the test set and the other k − 1 subsets are merged together to form a training
set. Because of genetic algorithm random nature each test for k-th dataset was
performed 20 times and table 2 represents averaged values. For the comparison
purposes four different classifiers were trained and tested on the same datasets: C
4.5, 3-KNN (weighted distance measure), Maximum likelihood classifier (MCL),
SVM classifier (rbf kernel). Notation used in results table is as follows: C - al-
gorithm accuracy in percentage, S - standard deviation of algorithm accuracy
in percentage, F - micro-averaged measure metrix which is equal to harmonic
mean of recall (ρ) and precision (π) calculated for each class from M :

π =

∑m
i=1 TPi∑m

i=1(TPi + FPi)
, ρ =

∑m
i=1 TPi∑m

i=1(TPi + FNi)
, F =

2 · π · ρ
π + ρ
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where TPi number of patterns classified correctly to class i, FPi number of
objects that do not belong to class i but are assigned to class i, FNi number of
patterns not assigned to class i but actually belonging to class i. NA - averaged
number of attributes used by hybrid algorithm in classification procedure.

Table 2. Classification accuracy

C4.5 3-NN SVM MCL Hybrid

C S F C S F C S F C S F C S F NA

A 92.0 6.5 0.92 96.7 3.3 0.97 66.7 0.0 0.67 98.0 3.1 0.98 98.7 2.7 0.99 2.4

B 68.6 7.3 0.69 65.8 7.1 0.66 68.5 6.5 0.68 57.9 6.5 0.58 77.1 5.4 0.78 2.6

C 74.9 3.8 0.58 68.5 3.5 0.68 70.6 1.9 0.71 73.7 3.5 0.74 81.6 3.2 0.82 3.0

D 72.0 4.5 0.72 71.9 7.2 0.72 73.2 2.6 0.73 75.8 1.9 0.76 79.4 2.2 0.79 2.0

E 93.3 2.2 0.93 93.1 2.2 0.93 93.1 3.0 0.93 95.4 1.8 0.95 94.9 2.0 0.95 5.1

F 87.4 5.3 0.87 94.4 4.0 0.94 94.4 4.0 0.94 95.8 3.3 0.96 98.6 2.1 0.99 2.5

G 88.9 8.9 0.89 70.1 11.4 0.71 93.8 5.3 0.94 99.4 1.8 0.99 100.0 0.0 1.00 2.9

Results in table 2 show that for six out of seven datasets our hybrid clas-
sifier gives better results of accuracy comparing to other reference methods.
By combining two classifiers we increased the possibility of correct classifica-
tion because when rough sets algorithm rejects pattern there is a chance that
fuzzy logic classifier will tackle with classification problem. Additionally, signifi-
cant improvement was done by applying genetic algorithm in the pre-processing
phase. First of all, problem dimensionality is reduced by introducing don’t use
variable which speeds up algorithm execution and IF-THEN rules are simpler
and less complex. As an example consider wine dataset. In the standard rough
sets algorithm we would use all 13 attributes with the same number of intervals
Kl. Using our algorithm we managed to correctly classify 100% of testing objects
only with three attributes on average. Irrelevant features were removed in every
case which is shown by NA column in table 2.

5 Conclusions

In this paper new hybrid two stage classification algorithm is presented and
compared with other classifiers. On the first stage the rough sets approach is
applied for creation of decision rules while on the second stage fuzzy logic rules
are induced. Proposed algorithm for both stages uses genetic algorithm in ini-
tial pre-processing phase for finding proper intervals in each attribute in case of
rough sets approach and for features selection in case of fuzzy logic approach,
respectively. New pattern can be classified by rough sets algorithm if in the
set For(C) certain or possible rule is activated, otherwise fuzzy logic is applied.
In order to investigate the quality of this hybrid method several tests were per-
formed using database from UCI Machine Learning Repository. Presented results
confirms usefulness of this approach, but of course more profound tests and in-
vestigations are needed to compare with other results presented in the literature.
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In the future work we would like to experiment with another types of hybridiza-
tion connected with feature selection algorithms. In presented work we managed
to accomplish two goals: feature reduction and high classification accuracy.
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Abstract. Multi-label classification on data sets with large number of labels is
a practically viable and intractable problem. This paper presents an optimization
method for the multi-label classification process for data with a high number of
labels. The newly proposed method starts with label grouping using community
detection methods on interconnectedness graph of labels based on support sizes
for every pair of labels. The grouping process is based on modularity-oriented
community detection methods. Next the data instances are classified separately
for each label community and the resulting labellings are merged afterwards.
Both theoretical analysis and experimental results are provided. Experimental
results comparing common classification methods to proposed Modularity-based
Label Grouping (MLG) with embedded Binary Relevance, executed on on differ-
entiated data sets show a performance increase by 27-41% compared to standard
binary relevance, by 72-81% compared to RAkel and by several dozens compared
to ECOC-BR-BCH with none or negligible difference in classification quality.

Keywords: multi-label classification, modularity, label grouping, community
detection, label co-occurrence, label interconnectedness.

1 Introduction

The multi-label classification is an intractable problem as it tries to capture the depen-
dency that exist between class labels while finding the mapping function. In this paper
we propose a method for optimizing performance of multi-label classification utilizing
the information about label interconnectedness based on support sizes of every pair of
labels. Large number of labels becomes a computational barrier for many classification
algorithms, making non-linear classification methods infeasible. In order to improve
multi-label classification or in many cases make such a process tractable, we introduce
a method for dividing labels into coherent groups while trying to minimize the loss of
information in the process. Such a division into label communities provides a possibility
to label a dataset in each of the communities and treat the union of all sub-classifications
as the final classification.

To facilitate this process we employ methods used in social networks to detect com-
munities based on the notion of modularity. For a multi-label classification problem
with labels λi ∈ L we construct a graph of label interconnectedness G(L ,E). Every
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432 P. Szymański and T. Kajdanowicz

pair of labels (λi,λ j) is connected if and only iff there exists a positive support[1] for
those two labels in the given data set, while the value of this support (which is the per-
centage of data instances that support those labels) become an edges weight. For such a
graph we apply a method of community detection that approximates the division with
maximum modularity. The concept behind modularity is that true community structure
in a network corresponds to a statistically surprising arrangement of edges which can be
quantified up to a multiplicative constant, by the number of edges falling within groups
minus the expected number in an equivalent network with edges placed at random.[2].

Such communities can be interpreted as clusters of labels which share a relevant
(distant from a random situation) portion of data, i.e. there exist a significant number of
data instances that admit at least two labels from a given community while admitting
very few or none labels from outside the community. Such a division should be a good
approximation of the classification done on all of the labels, which generally depends
on the number of instances supporting any produced classification.

Obviously the benefits of such optimization vary depending on the data and whether
or with what quality do the data posses structure of interdependency. This is both rela-
tive to the quality of data and the validity of proposed labels understood as whether the
labels correspond to actual eidetic phenomena and whether these phenomena are repre-
sented in the collected data. Fortunately community detection algorithms that maximize
modularity allow a characterisation of the data also in terms of inability to divide data
into communities, thus informing about bad quality data, bad label choice or high lev-
els of randomness of underlying phenomena, which is not apriori accessible in current
classification methods.

2 Multi-label Classification

The standard, conventional classification assumes each instance is associated with ex-
actly one of a finite set of possible classes. An extended classification problem may
allow instances to be associated with several labels simultaneously, which is addressed
by multi-label classification, usually denoted as a label-set. Classical classification aims
to learn a function f that maps an input x ∈ X to an output class c ∈ C, i.e., results of
classification—values y belong to only one of the classes from C, X → C. Multi-class
classification is a mapping from an input x ∈ X to an output y ∈ Y where Y denotes a
set of classes with m number of classes C = {c1,c2, . . . ,cm}. Multi-label classification
is a mapping from an input x ∈ X to an outputΛ ∈ 2L , where label λi from all possible
labels L is a textual description of a class ci ∈ C .

2.1 Classification Algorithms

Binary Relevance. One of the most common problem transformation method in multi-
label classification is binary relevance (BR). This is due to its simplicity and, often
surprising, high accuracy. BR learns l binary classifiers, one for each different label in
L . The initial multi-label data set is transformed into l single-label data sets, one Dλ j

for λ j label, j = 1,2, . . . , l. Each data set contains all instances of the original data set.
The instances in D j are labeled positively if the λ j was is the label set of the original
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instance and negatively otherwise. In the inference phase for new instance BR outputs
the union of positively predicted labels by all l binary classifiers.

The computational complexity of learning in binary relevance method obviously de-
pends on the size of label set |L | = l. It might be quantified as O(l × f (d,N)), where
f (d,N) denotes the learning complexity of underlying base classifier on data set with
d attributes and N instances. The testing phase has the complexity O(l × g(d)), where
g(d) denotes the inference complexity of base classifier.

Label Power-Set. Another problem transformation method is label power-set (LP).
The general idea of the method is to transform distinct combinations of labels into new
classes and treat the problem as singe-label one. Thus, in the method each distinct set
of labels from the original training data set is mapped to a new, different class in a new
single-label classification task. Given a new instance, the single-label classifier of LP
outputs the most probable single class which can be easily translated into a set of labels.

However, the simplicity of the method does not go hand in hand with its complexity.
The computational cost of learning in label power-set method is upper bounded by the
learning complexity of min(N,2l) distinct label-sets. Therefore the complexity equals to
training cost of single classification O( ḟ (d,N)), where ḟ needs to deal with min(N,2l)
classes, which is usually much larger than l. The inference in LP multi-label classifier
needs to consult only single model. Thus, its inference complexity equals to O(ġ(d)),
where ġ(d) denotes inference cost of ġ multi-class base classifier of an instance with
d attributes. Nonetheless, the label power-set method has very limited generalization
abilities as it is not able to provide an output of unseen label-sets.

RAkEL. One of the very successful multi-label classification methods based on en-
semble idea is Random k-label-sets (RAkEL) [3]. It constructs an ensemble of label
power-set multi-label classifiers for randomly obtained subsets of labels. Therefore it
randomly breaks a large set of labels into n subsets of size k. Obtained subsets are usu-
ally small and are called k-label-sets. Each of obtained data sets is then generalized
using the LP method. Thus, after training the methods has n LP models. In the infer-
ence phase given a new instance it queries these models and averages their decisions
per label. In order to obtain final decision a threshold function is needed.

RAkEL method provides a learning scheme that is computationally simpler than la-
bel power-set. It transforms initial multi-label problem into smaller sub-problems.The
computational cost of learning equals to O(n × ḟ (d,N)), where ḟ needs to deal with
k classes and n is the number of classifiers. The inference phase requires to query n
LP models. Thus, testing has the complexity of O(n × ġ(d)), where ġ(d) denotes the
inference complexity of LP classifier.

RAkEL multi-label classification method is able to predict unseen label-sets. Never-
theless, RAkEL’s accuracy strictly depends on the size of k in k-label-sets and a number
n of trained models. In order to obtain final classification results voting is performed.
There are nk

l votes per label in average and the larger it is, the higher the effectiveness.
However, parameters k and n can not be chosen randomly. The best behaviour of the
method is for k small enough to deal with LP problems and n large enough to obtain
more votes [3].
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ECOC-BR-BCH. The ECOC-BR-BCH method is based on the multi-label classifica-
tion framework that replaces the original description of multiple labels assigned to the
trained instances using encoding technique [4]. Then, instead of learning the multi-label
classifier on original labels, it tries to learn on the encoded ones. In the inference phase,
the method results in encoded classification output yenc

m and the final decision needs to
be decoded into original multi-label space – ym.

Hence, the framework provides a general method matching different coding and er-
ror correcting approaches ECOC with different multi-label classification methods it
was utilized its version based on BR and BCH (Bose-Chaudhuri-Hocquenghem) code,
which was reported as the best one [4].

2.2 Evaluation Metrics

In order to quantify the results there were applied some basic measures. The first one
Hamming Loss HL is defined as:

HL =
1
N

N

∑
i=1

Yi�F(xi)

|Yi| (1)

where: N is the total number of instances x in the test set; Yi denotes actual (real) list
of labels for instance xi, F(xi) is a sequence of labels predicted by multi-label classifier
for instance xi and � stands for the symmetric difference of two vectors, which is the
vector-theoretic equivalent of the exclusive disjunction in Boolean logic.

The second evaluation measure is Classification Accuracy CA [5], defined as:

CA =
1
N

N

∑
i=1

I(Yi = F(xi)) (2)

where: N, Yi, F(xi) have the same meaning as in Eq. 1, I(true) = 1 and I( f alse) = 0.
Measure CA provides very strict evaluation as it requires the predicted set of labels

to be an exact match of the true set of labels.
The third evaluation measure - Accuracy ACC [6], is defined as:

ACC =
1
N

N

∑
i=1

l

∑
j=1

I(Yi j = F(xi j)) (3)

where: N denotes the number of data instances, Yi j denotes the actual jth label of the
ith data instance, and F(xi j) is the jth label predicted by multi-label classifier for the
ith data instance.

On the other hand, label-based evaluation measures, instead of being calculated sep-
arately for each instance, can be evaluated separately for each label and averaged across
all labels. Label based evaluation measures can be divided into: macro-averaging and
micro-averaging measures.

The former measures are calculated as an average measure obtained for each of la-
bels separately. Using the notation where tp denotes true-positive, fp - false-positive,
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tn true-negative and fn - false-negative [7] each macro averaging measure Mmacro can
be calculated as in Equation 4.

Mmacro =
1

|L |
|L |
∑
i=1

M(t pi, f pi, tni, f ni) (4)

It is assumed that the particular measure M(t p, f p, tn, f n) is a binary evaluation mea-
sure calculated on the contingency table. It means that macro-averaging measures ordi-
nary average a binary measure.

On the other hand, the latter, micro-averaging measures, are calculated for all labels
jointly. We can observe that in micro-averaging measures, labels are treated as different
instances of the same global label. It is expressed by the summation for each of tp, fp,
tn and fn counts, see Equation 5.

Mmicro = M(
|L |
∑
i=1

t pi,
|L |
∑
i=1

f pi,
|L |
∑
i=1

tni,
|L |
∑
i=1

f ni) (5)

3 Community Structure Discovery

Community structure discovery is an interesting problem in network analysis. The aim
of community discovery is to divide the set of vertices of a given network into disjoint
subsets (communities) with regard to a given measure of differentiation. Community
discovery is performed in relation to the structure of the network taking into account
the distribution of edges between nodes, their directedness or weight. For example in
the network of WWW pages with edges representing links between pages communities
represent concentration on a similar topic[8] or in social networks they would corre-
spond to forms of social organization such as social communities.

Upon applying community structure methods one usually assumes, that the network
of interest divides naturally into subgroups and the experimenter’s job is to find those
groups. The number and size of the groups are thus determined by the network itself and
not by the experimenter. Moreover, community structure methods may explicitly admit
the possibility that no good division of the network exists, an outcome that is itself
considered to be of interest for the light it sheds on the topology of the network [9].

For a graph G(V,E) the output of a community detection algorithm is a partition
C(V ) of the vertex set V . In terms of modularity-oriented or modularity-maximizing
community detection, the subsets in the partition are constructed to maximize the mod-
ularity of the division defined as:

Q =
1

2 |E| ∑u,v∈V
(Auv − deg(u)deg(v)

2 |E| )�∃(Vi ∈ C(V ))(u,v ∈ Vi)�

Where deg(u)deg(v)
2|E| represents an average number of edges starting or ending in u or v

in a Configuration Model graph following the same degree distribution as the original
graph G. This graph is obtained by taking each edge, cutting it into two halves (called
stubs in the model) and reattaching each of the halves to a randomly chosen node[10];
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Auv is the number of edges between u and v, deg() is the degree of a given vertex, |E|
is the number of edges in graph G and �∃(Vi ∈ C(V ))(u,v ∈ Vi)� = 1 if vertices u and
v are in the same community and = 0 otherwise. Many forms of equivalent statement
of modularity are provided in literature, expressed in terms of eigenvalues[9] or in a
matrix form[11]. If Q ≈ 0 then the data is nearly random and does not admit a sensible
community detection, such information obtained early saves time in doing senseless
classification. If Q > 0 then the data may admit a community structure.

4 Proposed Method

We define the input data for an instance of multi-label classification problem as a set of
labels L = λ1, . . . ,λn and a set of instances represented as a matrix T of rows which
represent instances and columns which represent labels and Ti j = 1 when an instance i
supports label j. We start by counting supports for every pair of labels, i.e. generating
a set S = {(λi,λ j,support(λi,λ j) : λi,λ j ∈ L , i < j}. Next we build a weighted undi-
rected graph G(L ,S) and apply the fast greedy community detection algorithm[12]
to G to obtain a family of communities C(G) = {Ck|m1 ⊂ L }. For each community
Ck we construct the matrix Tk consisting of data instances from the original matrix T
with columns representing labels that are not in Ck removed. We run the classification
algorithm against new multi-label classification problems with a set of labels Ck and
data instances matrix Tk obtaining a family of classifications CLk,i indexed by commu-
nity number and number of instances. We construct the final classification CLi for each
instance using CLi =

⋃m
a=1 CLa, i.

The division approximating a maximum modularity Q can be optained using a vari-
ant of other methods such a greedy algorithm[12] (O(|L | log2 |L |)), eigenvalue
calculation[9] (O(|E| |L | + |L |2)) or by other methods like simmulated annealing as
the problem is equivalent to a Potts spin glass problem[13].

Algorithm 1. Pseudocode for the proposed method

for all λi,λ j ∈ L 2 do
weight ← CALCULATE −SUPPORT −SIZE(traininingData, λi, λ j)
if weight ≥ threshold then

edges.append(λi , λ j, weight)
end if

end for
C ← GREEDY −DIV IDE − INTO−COMMUNIT IES(GRAPH(L,edges))
labels ← /0
for a := 1 to SIZE(C) do

labels.append(MULTI-LABEL-CLASSIFY(trainingData,dataInstances,C[a]))
end for
return labels
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5 Experimental Results

5.1 Implementation

Experiments were carried in R and Matlab. The R-implemented part was used for data
preprocessing, counting a normalized support size for every pair of data instances with
a 100% meaning that all instances are labelled with both labels. The eclat algorithm
implementation from the arules package was used[14] to calculate support sizes, the
igraph library was used for community detection using the fast greedy algorithm[12].
Multi-label classification was executed in Matlab using perClass classification toolbox
as a implementation for the base classifiers. There were implemented common multi-
label classifiers: BR - Binary Relevance, LP - Label Powerset, ECOC-BR-BCH - Binary
Relevance based on error correcting output code BCH, Rakel and the proposed method
MLG-BR. As a base classifier the random forest with 200 trees was utilized.

5.2 Data Sets

The medical[15] dataset is based on the Computational Medicine Center’s 2007 Nat-
ural Medical Natural Language Processing Challenge and contains clinical free text
reports labelledwith disease codes. Another dataset, enron[16], is based on annotated
email messages exchanged between Enron Corporation employees. The last dataset,
genbase[17], refers to protein classification.

The basic statistics of datasets used in experiments, such as the number of data in-
stances, the number of attributes, the number of labels, labels’ cardinality, density and
distinct number of label-sets are presented in Table 1. It is assumed that label’s cardi-
nality denotes the average number of labels per data instance, density is a fraction of
average number of labels per instance to number of distinct labels and distinct label-sets
indicate number of distinct combinations of labels in the observed instances.

Table 1. Data sets used in the experiments

Data Instances Attr. Labels Card. Density Distinct Domain

genbase 662 1186 27 1.242 0.046 32 biology
medical 978 1449 45 1.245 0.028 94 text
enron 1702 1001 53 3.378 0.064 753 text

5.3 Results

We construct the description of the results for each data set as follows: the obtained
community division and its modularity is presented, followed by the scores in different
accurancy measures obtained by used methods. Those scores are pictured per measure
in Fig. 1 for every method compared per data set. We conclude every result with a
performance comparison.
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Fig. 1. Hamming Loss (HL), Classification Accuracy (CA), Accuracy (ACC), F-micro, F-macro
and computation time (Time) results per method per data set

The genbase data set admits a modularity of Q = 0.660474 achieved by a division
into a family of 20 communities consisting of 16 singletones, 2 sets of 2, 1 set of 3 and
1 set of 4 labels. For this data set MLG-BR delivered classification of identical quality
with no difference in CA, ACC, fmicro and fmacro with respect to BR or ECOC-BR-
BCH. At the same time MLG-BR was faster by 41% than BR and by more than 25
times than ECOC-BR-BCH.

The 45-label data set medical was divided into 43 communities with two of them
containing 2 labels and other being singletons achieving a modularity Q = 0.2498513.
Comparing to BR, MLG-BR provided performance improvement by 27% with CA,
ACC, fmicro and fmacro practically identical suffering only from an increase of Ham-
ming Loss by 3%. MLG-BR provided huge performance improvement (60 times) in
comparison to ECOC-BR-BCH.

Enron was the largest data set used for experimentation. This set of 53 labels was
divided in 25 sets with 23 singletons and two bigger communities with 16 and 14 labels
respectively achieving a modularity Q = 0.1135487. In this case MLG-BR was actually
better than BR, with CA increase by 1% and HL decrease by 2% with no changes in
ACC, fmacro and a decrease by 1% in fmicro. It was also better than ECOC-BR-BCH
with a decrease by 3% in Hamming Loss, identical CA, ACC and fmicro measures with
a decrease by 19% in fmacro. Such excellent results were obtained using MLG-BR that
was faster by 38% than BR and more than 30 times than ECOC-BR-BCH.
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6 Conclusions and Future Work

This paper presented an optimization method for the multi-label classification process
for data with a high number of labels. Label grouping based on interconectedness and
modularity-oriented community detection turned out to be an effective method of label-
space decomposition. We conclude that MLG-BR provided an excellent performance
improvement (up to one order of magnituted in processing time) with none or negligible
differences in CA and HL over BR and ECOC-BR-BCH for data sets admitting a label
grouping that achieves relevant modularity. For data sets with a more random structure
of label co-occurrence relationships between labels MLG-BR still provides a significant
increase in speed with a moderate loss in CA and increase in HL. In general MLG-BR
performs better quality classification than Rakel or LP just like BR and ECOC-BR-BCH
in terms of CA or HL at the same time outperforming Rakel by 72-81%.

In the future we would like to provide a detailed theoretical analysis of the method
and the relation between performance improvement, classification quality and char-
acteristics of the data such as instance/label count, label distributions or modularity
achieved by community detection in the label interconnectedness graph etc. Another
interesting direction is the analysis of the impact of resolution limit of modularity-based
community detection[18] on the modularity-based label grouping multi-label classifi-
cation. Another task is to execute experimental data on very large sets of data and apply
MLG optimization to other classification methods like Rakel or LP. We would also like
to publish extended results we have already calculated which we decided to remoe from
this paper to fulfill page number requirements.
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Abstract. In order to resolve channel prediction in the multiple-input
multiple-output orthogonal frequency division multiple (MIMO-OFDM)
system used in wireless communication, a novel intelligent system based
on least squares support vector machines (LS-SVMs) is proposed in this
paper. To manipulate the iterative problem, the recurrent multidimen-
sional version LS-SVM has been used. The proposed algorithm used in
this system allows us to implement nonlinear decision regions in the
channel prediction in MIMO-OFDM systems, and adaptively convergent
to minimum mean squared error solutions. It is shown by simulation
that the proposed method is able to provide accurate results in channel
prediction in these systems. Moreover, this method can be also used in
many signal degradations caused by multipath propagation, shadowing
from obstacles, etc.

Keywords: wireless channel estimation, multidimensional recurrent
least-squares support vector machine, multiple-input multiple-output
(MIMO) channel model, OFDM system.

1 Introduction

Hybrid computational intelligence is defined as any effective combination of in-
telligent techniques that performs superior or, in a competitive way to simple
standard intelligent techniques. Hybrid intelligence was in fact attempted in sev-
eral papers, for instance see [2], [5], as an extension to the standard experimen-
tation with most of the well-known intelligent techniques, in various application
domains.

Recently, support vector machines (SVMs) have been introduced by Vap-
nik [20], [19] and his colleagues [4] as a new method for solving classification
and static function approximation problems. The classical training algorithm
for SVMs is equivalent to solving a quadratic programming with linear and
inequality constraints. Least squares support vector machines (LS-SVMs) are
introduced by Suykens et al. [17], [16] as a reformulation of standard SVMs.
LS-SVMs simplified the training process for a standard SVM by replacing the
inequality constraints with equality ones, Suykens and Vandewalle [18] proposed

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 441–450, 2013.
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the recurrent LS-SVM, in which a class of nonlinear output error models for the
autonomous case has been investigated.

In this paper, a multidimensional recurrent version of the LS-SVM is pro-
posed as an intelligent system for solving the channel prediction problem in
wireless communication based on multiple-input multiple-output (MIMO) tech-
niques. The orthogonal frequency division multiple access (OFDMA), also known
as multiuser OFDM, was coupled with multiple-input multiple-output (MIMO)
techniques for reliable and high speed wireless communication over frequency-
selective radio channels. Multiple antenna systems are one of the key technologies
for the next generation wireless communications based on the MIMO-OFDM
systems, especially in WCDMA-based 3G systems [1], Mobile WiMAX, LTE,
IEEE 802.11a/n/ac, wireless PAN (MB-OFDM) [12], broadcasting (DAB, DVB,
DMB), etc.

This MIMO-OFDM technique has attracted much attention due to its advan-
tage in capacity as well as the ability to support multiple users simultaneously
[9]. It is is based on the assumption that the receiver and transmitter have
knowledge of the channel coefficients. In reality they must either be estimated
or predicted. Some popular ways to estimate the channel coefficients are by us-
ing pilot symbols [8]. Nevertheless, this method wastes time learning the channel
parameters when meaningful data can be sent.

In some works, a feedback or a partial feedback is used to transmission of the
so-called channel state information (CSI) from the receiver to the transmitter
[10]. To have a good CSI information some methods to estimate of the MIMO-
OFDM channel [7], [3] were developed. However, these methods waste time while
learning the channel when meaningful data can be sent.

A number of channel estimation methods have already been proposed for
MIMO-OFDM systems. When the full or partial information of the channel
correlation is known, a good channel performance cen be achieved via some
minimum mean square error (MMSE) methods [11]. By using decision feedback
symbols, the Takagi-Sugeno-Kang (TSK) fuzzy approach proposed by Zhang et
al. [21] can achieve a performance similar to the MMSE methods while with a
low complexity. Channel estimation for OFDM systems using adaptive Radial
Basis Function (RBF) networks has been proposed by Zhou et al. [23].

The use of the SVM method and recently developed the LS-SVM method have
been proposed to solve a number of digital communication problems. Among
others, signal equalization and detection for a multicarrier (MC)-CDMA system
based on SVM linear classification has been investigated by Rahman et al. [13].
In the paper by Sánchez-Fernández et al. [14] SVM techniques have been used
for a nonlinear channel estimation for multiple-input multiple-output systems.
The SVM technique for a robust channel estimation in the OFDM data structure
was proposed by Fernández-Getino Garcia et al. in the paper [6]. However, none
of these solutions can be used easily in on-line adaptive algorithms.

The goal of this paper is to create a multidimensional recurrent LS-SVM
method for channel prediction in wireless communication. There are two inno-
ovations in this proposal. It used a multidimensional recurrent LS-SVM for
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Fig. 1. Two antenna arrays in a scattering environment

channel prediction in a MIMO-OFDM system in which inequality constraints
are replaced by equality constraints and a quadratic error criterion was used.
Secondly, the adequacy of the beam-forming was shown to be ideal for multidi-
mensional recurrent LS-SVM predicted MIMO-OFDM channels.

The rest of the paper is organized as follows. In the next section we formulate
the MIMO-OFDM received model. In section 3 we present our solution based on
the multidimensional recurrent LS-SVM approach. The results of the simulation
of the received SNR in the MIMO-OFDM system is presented in section 5. In
section 6 we give our concluding remarks.

2 The Theoretical Background

In this section we present an overview of one of simplest statistical channel model
for MIMO-OFDM system.

We assume the existence of the un-coded and beam-forming MIMO-OFDM
system. For both two cases are considered: the first, in which the transmitter
and the receiver have a full channel state information (CSI), and the second,
when both the transmitter and the receiver have the prediction matrix.

2.1 The Un-Coded MIMO-OFDM System

Consider a MIMO-OFDM system of Nr receiver antennas and Nt transmitter
antennas as illustrated in Fig. 1.

A narrowband MIMO-OFDM channel H can be statistically expressed with
an Nr × Nt matrix as

H = Θ
1/2
R AiidΘ

1/2
T (1)
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where ΘR and ΘT are correlation matrices for the receiver antennas and trans-
mitter antennas, respectively, while Aiid represents an i.i.d (independent and
identically distributed) Rayleigh fading channel. The basic assumption behind
the correlation matrix-based MIMO channel model in Eq. (1) is that the cor-
relation matrices for the transmitter and the receiver can be separated. That
particular assumption holds when the antenna spacing in the transmitter and
the receiver is sufficiently smaller than the distance between the transmitter and
the receiver, which usually is true for most of wireless communication environ-
ments.

Let ym(t) denote the received signal at the received antenna. Then, the received
signals at the received antenna are denoted as y(t) = [y1, y2(t), . . . , yNr(t)]T .
Similarly, the transmitted signals at the transmitter antenna are denoted asx(t) =
[x1(t), x2(t), . . . , xNt(t)]

T , where xn(t) is the signal transmitted at the n antenna
element. The relation between the transmitter antennas and the receiver antennas
signals can be expressed as

y = Hx + n (2)

where y is the Nr × 1 received vector, x is the Nt × 1 transmitted symbol vector
with each xi belonging to constelation C with symbol energy Es, and n is the
while noise vector of size Nr × 1 with ni ∼ CN (0, N0). The channel state matrix
H = {hmn} gives a complex channel gain between the m-th receiver and the
n-th transmit antenna.

2.2 The Beam-Forming MIMO System

In the beam-forming MIMO system, the received symbols are expressed in two
scenarios, when the transmitter and the receiver have full channel information
(CSI) and when they have the prediction matrix. Then, the channel matrix
H = U · D · VH is a singular value decomposition (SVD) where U and V
are unitary matrices corresponding to the i-th non-zero singular value σH(i),
(σH(1) ≤ . . . ≤ σH(M)) and M = rank(H). Assuming that x̃ = v1 · x we can
obtain from Eq. (1) the received symbols uH

1 as follows:

uH
1 y = σH(1)x + uH

1 n (3)

Assuming ũ = uH
1 n we can obtain

E | ñ |2= Nr · N0 (4)

Thus, the channel within a MIMO system is time-varying and can be expressed
in a matrix notation as H = Ĥ + E. Therefore, the received symbols are as
follows:

ûH
1 y = (σH(1) + ûH

1 Ev̂1)x + uH
1 n (5)

In the general case the Doppler spread of the signal is greater than the pulse
bandwidth. Assuming a coded beamforming scheme for frequency flat MIMO
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fading channels, the channel coefficient of the m-th receiver and the n-th transmit
antenna can be formulated as follows [22]:

hmn(t) = hmn(k) + jhmn(k) (6)

where in-phase component is represent as

hI
mn(k) =

√
2

M

M∑
n=1

cos(2πfdk sin(αn) + Φn) (7)

and the quadrature component can be written as

hQ
mn(k) =

√
2

M

M∑
n=1

cos(2πfdk sin(αn) + Ψn) (8)

where αn = 2πn−π+Θ
4M and Φn, Ψn, Θ are U [−π, π].

3 The Multidimensional Recurrent LS-SVM

The recurrent LS-SVM based on the sum squared error (SSE) to deal with
the function approximation and prediction has been proposed by Suykens and
Vandewalle [18]. However, the so defined recurrent LS-SVM will not be adequate
for the channel prediction in the MIMO system. It is caused by the lack of the
high-dimensional reconstructed embedding phase space.

In order to extend the recurrent least squares vector machine to a multidi-
mensional recurrent LS-SVM we introduce scalar time series {s1, s2, . . . , sT } in
the form

ŝk = f(ŝk−1), k = m′,m′ + 1, . . . , N ′ + m′ − 1 (9)

where m′, N ′ are referred to the embedding dimension and the number of train-
ing data, respectively. The function approximation is given by

ŝk = wTφi(ŝk−1) + b, k = m′,m′ + 1, . . . , N ′ +m′ − 1, i = 1, 2, . . . ,m′ (10)

where w = [w1, w2, . . . , wm′ ] is the output weight vector, b ∈ R is the bias term
φ(.) is the nonlinear mapping function estimated by means of using training data.
Thus, the recurrent LS-SVM can be formulated as the quadratic optimization
problem:

min
wi,bi,ek,i

J (wi, bi, ek,i) =
1

2

m′∑
i=1

wT
i wi +

γ

2

N ′+m′−1∑
k=m′+1

m′∑
i=1

e2k,i (11)

subject to the following constraints:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
s
(1)
k − ek,1 = wT

1 φ1(sk−1 − ek−1) + b1

s
(2)
k − ek,2 = wT

2 φ2(sk−1 − ek−1) + b2
...

sm
′

k − ek,m′ = wT
m′φ′(sk−1 − ek−1) + bm′

(12)
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where k = m′ + 1,m′ = 2, . . . , N ′ + m′ − 1, ek = sk − ŝk. Generally, the error
term here is defined as

ek = xk − f(xk−1) (13)

The corresponding Lagrangian for Eq. (11) is given by

L(wi, bi, ek,i;αk,i = J (wi, bi, ek,i)

+

N ′+m′−1∑
k=m′+1

m′∑
i=1

αk,i[s
(i)
k − ek,i − wT

i φi × (sk−1 − ek−1) − bi] (14)

with respect to wi, bi and ei. The solution given by the Karush-Kuhn-Tucker
theorem is given by:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

∂L
∂wi

= wi −
∑N ′+m′−1

k=m′+1 αk,iφi(sk−1 − ek−1) = 0
∂L
∂bi

=
∑N ′+m′−1

k=m′+1 αk,i = 0
∂L

∂ek,i
= γek − αk,i −

∑m′

i=1 αk+i,i
∂

∂ek+m′−i,i

×[wT
i φi(sk−1 − ek−1)] = 0

∂L
∂αk,i

= s
(i)
k − ek,i − wT

i φi(sk−1 − ek−1) − bi = 0

(15)

where k = m′ + 1,m′ + 2, . . . , N ′ + m′ − 1 and i = 1, 2, . . . ,m′.

Due to the application of the Mercer’s condition [15] there exists a mapping
and the LS-SVM model for the given problem, namely

ŝk =

N ′+m′−1∑
i=m′+1

m′∑
p=1

αi,pKp(zi, ŝk−1) + bp (16)

where zl = sl − el. The initial condition is given by ŝi = si for i = 1, 2, . . . ,m′.
Thus, the kernel function Kp(. , .) can be stated as follows:

Kp(xi, xj) = φT
p (xi)φp(xj) = exp

(
−‖ xi − xj ‖2

2σ2
p

)
(17)

where p = 1, 2, . . . ,m′.

4 Experimental Results

We considered a multiuser MIMO-OFDM system model with an intelligent sys-
tem and four transmit/receive antennas (see Fig. 2). The number of subcarriers
was set to 512. Kernel width parameters σ and γ are selected using fivefold
stratified cross validation on the training data set. Thus, 0.5 and 500 were cho-
sen for σ and γ by trying in the range [0.1 - 5] and [0.1 - 1000], respectively.
The LS-SVM was trained with a number of the training data for each MIMO
sub-channel.
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Fig. 2. Multiuser MIMO-OFDM system model

For each prediction, Np = 9 and the previous 10 channel coefficients and their
respective predictions were computed the root mean square error (RMSE) values,
namely

RMSE(k) =

√√√√ 1

10

10∑
i=1

(hmn − ĥmn)2 (18)

In the first experiment a Rayleigh flat fast 4×4 MIMO channel with fd ·Ts =
0.05 has been generated. The sub-channels are uncorrelated. To save space and
redundancy the in-phase component of h11(k) was only considered. Fig. 3 shows
the comparison of the actual and predicted values of amplitude in dependence
on the sample number. In order to test the performance of the MIMO channel
prediction, we used the received signal-to-noise ratio (SNR) in the general form

ρ =
σ2
x

σ2
e + σ2

n

(19)

where σ2
x is the average received signal power, σ2

e is the predictive error, σ2
n

is the average noise variance. Thus, after some algebraic manipulations for the
un-coded system we can obtain

ρuc
�
=

E ‖ Ĥx ‖22
E ‖ Ex ‖22 +E ‖ n ‖22

(20)

and after several manipulations

ρuc =

∑M
i=1 E[σ2

H(i)]∑N
i=1 E[σ2

E(i)] + NrN0

Es

(21)
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Fig. 3. Amplitude comparison for various number of samples

Fig. 4. Received SNR as a function of Es/E0 for un-coded and beam-forming MIMO

system

where N = rank(E), σĤ(i) and σE(i) are the i-th non-zero singular values of Ĥ
and E, respectively. The MIMO beam-forming can be formulated as follows

ûH
1 y = (σ̂2

1 + ûH
1 )x + ñ (22)

Thus, we can state the received SNR for the MIMO beam-forming system

ρbf =
E[σ2

1 ]

E | ûH
1 UDVHv̂1 − σ̂max |2 +NrN0

Es

(23)

Thus, comparing the above equation with the Eq. (19) we get the value of the
prediction error σ2

e for the beam-forming prediction, namely
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Fig. 5. Bit error rate (BER) as a Fig. 6. Bit error rate (BER) as a
function of Es/E0 for a un-coded function of Es/E0 for a beam-for-
4× 4 MIMO system. ming 4× 4 MIMO system.

σ2
e = E ‖ Ex ‖22= E ‖ ÛHEV̂x ‖22 (24)

or after some algebraic manipulations

σ2
e = E | (ûH

1 UDVHv̂1 − σ̂max)x |2 (25)

The behaviour of the received SNR for the 10000 binary phase shift keying
(BPSK) symbol vectors with Es = 1, Nt = Nr = 2 is given in Fig. 4. These
graphs are obtained through a simulation for the typical value of ratio Es/N0.
This figure indicates that for a smaller value of Es/N0 the predicted value will
be better adjusted than for a greater value of Es/N0. The obtained values of the
maximum singular value of the error matrix and the minimum singular value of
the error matrix are given in Fig. 5 and Fig. 6, respectively.

5 Conclusion

A recurrent LS-SVM method was used in order to predict a MIMO channel. The
received SNR for an un-coded and beam-forming MIMO system was derived.
The proposed solution does not need to use the analytic mathematical model
of performance measures. However, it can provide the parameters of the system
in the varying time horizon. The experiment results show that the proposed
method achieves the best performance for the RBF kernel function. This kernel
function demands the use of scaling factors for all input parameters.
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Abstract. In the robotics domain, the state of the world may change
in unexpected ways during execution of a task. From a planning perspec-
tive, these discrepancies may render the currently executed plan invalid
and thus need to be detected as soon as possible. We tackle this problem
by translating the problem of plan execution monitoring to a runtime ver-
ification problem. We propose a template based framework that allows
detecting changes of the state during both plan generation and plan exe-
cution. We integrated our approach into a domain-independent platform
for planning, executing, and monitoring.

1 Introduction and Related Works

During plan execution, discrepancies between the expected and the actual state
of the world can stem from various sources. Rigorous execution monitoring is
thus required to i) detect errors, ii) communicate with a replanning module or
iii) to collect training instances for a learning module.

Plan execution monitoring needs to deal with the problem of monitoring ac-
tions in terms of its preconditions and effects, which typically represents an
abstraction of the real problem. Several systems [10,12,3] monitor the continued
validity of a plan during execution using annotations (variables to be monitored)
of the plan. However, these annotations are generated without considering the
goals of the planning problem. The work of [11] improved this process by includ-
ing the goals of the planning problem through a regression algorithm. We build
on these ideas from annotation-based approaches but separate the annotations
from the plan to use them to instantiate our generic templates. Systems de-
scribed by [9,14] perform plan execution monitoring only prior to the execution
of an action but not during it’s execution.

A technique with similar aims as plan execution monitoring is runtime verifi-
cation [5] which has been successfully applied to a number of high-level program-
ming languages. The authors of [15] report on an execution-monitoring approach
with temporal logic. However, their specifications are defined as domain-specific
formulas (Unmanned Aerial Vehicles), while we focus on a generic, domain-
independent solutions, such as Mars Rovers, Blockworlds, Health, Fire-extinction,
etc. Furthermore, their approach specifications are given manually, while we aim
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at offering a great degree of automation by providing templates. While they
build on a domain description language based on TAL (Temporal Action Logic),
we build on the standardized language PDDL.

In this paper, we present a first approach to explore the benefits of using tech-
niques from the runtime verification community to alleviate the problems that
arise in the field of plan monitoring at it’s execution time. While these two fields
are typically seen as disconnected from each other, runtime verification provides
a formal methods based backend to automatically generate executable monitors
for a given plan. We suggest that this link is worth exploring and therefore advo-
cate the idea of deploying runtime verification as a technique for plan execution
monitoring. We sidestep the cumbersome task of compiling a specification for
the monitoring goals by providing a set of generic templates, which allow to
express temporal properties involving timing requirements. These templates are
instantiated and configured through a set of parameters we automatically derive
from the plan. Finally, we use results from the runtime verification community
to automatically derive an executable observer. We show how this technique
seamlessly integrates into the traditional planning approach, by implementing
the technique into a multi-agent domain-independent planning, execution and
monitoring architecture. In this paper we do not explain the main components
of this architecture we only focus on the monitoring component.

2 Motivating Example: Mars Rovers

In this section, we elaborate on a possible Mars Rovers scenario1 to detail the
problem of monitoring and executing autonomous plans for a dynamic multi-
agent system. In this system, two agents (i.e., rovers) are working in close prox-
imity and need to cooperate in order to accomplish a mission.

The scenario assumes that there are two Mars Rovers (Ra and Rb) and three
waypoints {W1,W2,W3}, where W2 is the waypoint of the Lander L and the
initial state of both rovers. Rovers Ra and Rb are working near each other, both
equipped with a set of navigation cameras. Ra uses a microscopic camera to
analyze rocks in waypoint W1 and sends the results to the lander, whereas Rb

takes panoramic pictures of the surrounding terrain and communicates it to the
lander in the waypoint W2. Communication with the lander and the satellite can
be initiated from any waypoint Wx. The rovers are constrained by limited energy,
on-board data storage, downlink opportunities, as well as available bandwidth
and time to complete observations.

These limitations complemented with the unpredictability of the environment,
may cause unforeseen problems during the mission. In the following, we will show
how our template based plan execution monitoring helps to detect such failures
as early as possible.

The initial plan for the mission is provided from a planner agent, i.e., the con-
trol center on Earth. In a subsequent step, each plan is forwarded to a dedicated

1 We work with the rover temporal domain as defined in the International Planning
Competition (IPC).
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decision support module, located in the planner agent, to derive the variables to
be monitored during plan execution. The goal is to determine the information
that needs to be monitored to guarantee a successful plan execution. We use an
anytime regression approach to automatically select the variables to be observed
by the monitoring module during the plan monitoring. We compute the variables
to be monitored through an extension of the goal regression method proposed
in [11]. In the following, we refer to this information as monitor-parameters.

Then, this plan is divided into a set of actions, which are, together with their
respective goals, and their monitor-parameters sent to both rovers Ra and Rb

to be executed. Each of the rovers executes its assigned plan which consists of
sequentially executed actions. Let’s suppose the first action planned to be exe-
cuted by Ra is the action Navigate. The action navigates the rover from waypoint
W2 to waypoint W1 within a scheduled duration of 10 time units.

The following are the high-level conditions and effects for the action Navigate,
as dictated by the domain:

preconditions ∶=

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

at(Ra,W2) ∧

energy(Ra) ≥ 8 ∧

available(Ra).

invariants ∶=

⎧⎪⎪
⎨
⎪⎪⎩

can traverse(Ra,W2,W1) ∧

visible(W2,W1).

effects ∶=

⎧⎪⎪
⎨
⎪⎪⎩

at(Ra,W1) ∧

energy(Ra)− = 8.

The three preconditions need to hold before executing the action Navigate and
the two invariants need to hold throughout the execution of Navigate. The effect
describes the change in the rover’s state after executing the action Navigate.

In real plan execution, the aim of the monitoring module is to verify that the
action is executable. A dedicated monitoring module thus checks whether the
preconditions and the invariants hold in the current state. All this information
is kept in the monitor-parameters. Formally, we define the monitor-parameters
as a tuple ⟨L,T ,V⟩, where:

– L is a tuple ⟨Lv, Li⟩ with the set of variables to be monitored (Lv) and an
identifier (Li) to express whether the variable is an invariant I, a precondition
C, or an effect E, i.e., those that are directly related to the plan.

– T is a tuple with the time at which the variable is generated (tg), and the
earliest (te) and latest (tl) time at which the variable will be used.

– V is the value range for each variable, denoting the set of correct values that
the variables can take on.

Table 1, shows the monitor-parameters for the action Navigate of Ra. For
example, the last entry in the table describes the effect of executing Navigate on
the energy level of the rover, i.e., the energy level will decrease by 8 units after
execution.
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Table 1. Monitor-parameters of action Navigate

Lv Li tg te tl V

can traverse(Ra,W2,W1) I 0 0,01 10,01 true
visible(W2,W1) I 0 0,1 10,1 true
at(Ra,W2) C 0 0,1 0,1 true
available(Ra) C 0 0,01 10,1 true
energy(Ra) C 0 0,01 0,1 [8,∞)
at(Ra,W1) E 10.1 10,1 20,1 true
energy(Ra) decreasing E 10,1 10,1 10,1 8

3 From Plan Execution Monitoring to Runtime
Verification

In this section, we briefly summarize the foundations of runtime verification
and real-time temporal logics which we will use to express templates in our
framework. For further details, we refer the reader to more elaborates sources
such as [2,5].

Real-time systems (such as the Mars Rovers) often do not only need to comply
with a set of functional requirements but also – equally important – with tight
timing constraints. Thus, the underlying logics need to allow to reason about
certain timing assumptions. We will illustrate the concept of runtime verification
along the following example:

Action: Navigate Ra W2 W1

time n 0 1 2 3 4 5 6 7 8 9 10

en ⊧ visible(Ra,W2,W1)

which shows the validity of en ⊧ visible(Ra,W2,W1), for the prefix of execution
e, where visible(Ra,W2,W1) is a proposition over the state of the system. This
information is incrementally collected during a run of the system, i.e., while
executing the action Navigate.

Executions. Let e = (st)t≥0 be the (sequential) execution of a set of actions a ∈ A
where st is a state of the system at time t. A proposition p ∈ P holds on st
iff p ∈ st. Denote by en, for n ∈ N0, the execution prefix (st)0≤t≤n. For example
Navigate,TakeImage ∈ A and {energy(Ra) ≥ 8,visible(Ra,W2,W1), . . . } ∈ P . In
the running example, W1 is visible for Ra at times n ∈ {2,4,5,6,10} (we write
en ⊧ visible(Ra,W2,W1)), whereas W1 is not visible at times n′ ∈ {1,3,7,8,9}

we write en
′

⊭ visible(Ra,W2,W1)).

Temporal Logics. In runtime verification a formal specification formalism is used
to specify correctness claims over an execution. A popular formalism is linear
temporal logic (LTL) and it’s real-time extension metric temporal logic (MTL).
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MTL [1] extends LTL by replacing the qualitative temporal modalities of LTL by
quantitative modalities that respect time bounds. The syntax of MTL is defined
as follows. For every atomic proposition p ∈ P , p is a formula. J = [t, t′] describes
a time interval for some t, t′ ∈ N0. If ϕ and ψ are formulas, then so are:

¬ϕ ∣ ϕ ∧ψ ∣ ϕ ∨ψ ∣ ϕ→ ψ ∣ ϕ UJ ψ

For a MTL formula ξ, time n ∈ N0 and execution e, we define ξ holds at time n
of execution e, denoted en ⊧ ξ, inductively as follows:

en ⊧ true is true,
en ⊧ Σ iff Σ ∈ AP holds in sn,
en ⊧ ¬ϕ iff en ⊭ ϕ,
en ⊧ ϕ ● ψ iff en ⊧ ϕ ● en ⊧ ψ with ● ∈ {∧,∨,→},
en ⊧ ϕ UJ ψ iff ∃i(i ≥ n) ∶ (i − n ∈ J ∧ ei ⊧ ψ ∧ ∀j(n ≤ j < i) ∶ ej ⊧ ϕ).

The Until within interval modality ϕ UJ ψ allows to encode timed relationships
between two formulas, with the intended meaning: ϕ needs to hold continuously
until (at some time within J) ψ holds. The time bounds described by J are
relative to the current time n. AP denotes the set of atomic propositions of the
formula. In our case we use conjunctions of inequealities over variables to be
monitored. Naturally, a formula ξ satisfies execution e, denoted e ⊧ ξ, iff for all
i ∈ N0, it holds that ei ⊧ ξ. With the dualities [4]

true UJ φ ≡ ∃→J ϕ
¬∃→J ¬φ ≡ ∀→J ϕ

we arrive at two additional modalities: ∃→J ϕ with the intended meaning ϕ
needs to hold eventually within the interval J as well as ∀→J ϕ interpreted as
ϕ is an invariant within interval J . Technically, a single observer capable of
monitoring ϕ UJ ψ is sufficient to evaluate any of ∀→J ϕ,∃→J ϕ claims, as we
can always rewrite them by the equivalences above to ϕ UJ ψ. We argue that
this fine grained breakdown of the until modality has the following advantages:
(a) Allows to directly map frequently occurring claims to a modality and (b)
yields more efficient observers compared to instantiating a full-fledged ϕ UJ ψ
observer (anonymous).

The Runtime Verification Problem. Having defined executions and temporal
logics, we can define a runtime verification problem as: Given a temporal logic
formula ξ and an execution e, does en ⊧ ξ for n ∈ N0 hold?

Monitors. Checking whether a MTL formula holds at time n ∈ N0 in some
execution e = (st)t≥0 can be determined by results from the current state
sn and it’s successor states sn+1. For example, evaluating the invariant ξ =
∀→
[4,6] visible(Ra,W2,W1) on execution e = (st)t≥0 requires to check:

en ⊧ ξ ⇔⋀6
t=4 (visible(Ra,W2,W1) holds on st)
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Note that the problem of monitoring en ⊧ ξ has been studied extensively in
the past; see [18] for a survey. Thus, efficient algorithms to decide en ⊧ ξ are not
an aim of this paper. For our implementation, we make use of existing algorithms.
Possible choices include: a) translate the temporal formula into a finite-state au-
tomaton that accepts all the models of the specification. The translation may be
bases on an on-the-fly adaption of the tableau construction [13,21] or make use of
timed automata [8,16], b) restricting MTL to its safety fragment and to wait until
the bounded future operators have elapsed and decide validity afterwards [17,7]
and c) restricting temporal logics to its past-time fragment [19,6,16,8]. The con-
ditions and effects for the action Navigate can be captured in MTL:

ϕ1 ∶= (n == 0) → ∀→
[0,10](can traverse(Ra,W2,W1) ∧ visible(Ra,W2,W1))

ϕ2 ∶= (n == 0) → (at(Ra,W2,W1) ∧ energy(Ra) ≥ 8 ∧ available(Ra,W2,W1))
ϕ3 ∶= (n == 10) → (energy(Ra)− = 8)

Property ϕ1 captures the invariant condition for the rover execution of ac-
tion Navigate. Informally, it requires that for all times n′ ∈ [0,10] the predi-
cates can traverse(Ra,W2,W1) and visible(Ra,W2,W1) need to hold. Property
ϕ2 checks for the preconditions: At time n = 0, (at(Ra,W2,W1) ∧ energy(Ra) ≥
8 ∧ available(Ra,W2,W1)) needs to hold. Property ϕ3 checks for the effect of
the action: At time n = 10, make sure that the energy decreases by 8 units. The
force of capturing conditions and effects of an action is that the problem of plan
execution monitoring can now be translated into a runtime verification problem:
Decide whether ϕ1 ∧ϕ2 ∧ϕ3 holds on execution e, i.e., does e ⊧ ϕ1 ∧ ϕ2 ∧ϕ3 ?

4 Template-Based Synthesis of Plan Execution Monitors

In this section, we will provide a generalization of the MTL encodings of the
conditions and effects associated with the action Navigate in the Mars Rover ex-
ample. We give an algorithm that allows to parametrize the templates according
to the monitor-parameters derived from the decision support module.

We start with four templates that allow to encode arbitrary monitor-parameter
⟨L,T ,V⟩ into an MTL specification. The first one encodes invariants and their as-
sociated time bounds whereas the second one encodes preconditions. The third
one encodes the effects. And the final template the ensures that for a single
action, the conjunction of all invariants and preconditions needs to hold.

Template 1: Invariants

ϕI ∶= (n == Ta) → ∀
→

[Tb,Tc]
( ⋀
i ∈Td

pred(i))

Template 2: Preconditions

ϕP ∶= (n == Ta) → ( ⋀
i ∈Tb

pred(i))
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Template 3: Effects

ϕE ∶= ((n == Ta) → ( ⋀
i ∈Tb

pred(i))) ∧ ((n == Tc) → ( ⋀
j ∈Td

pred(j)))

Template 4: Consistency

ϕC ∶= ⋀
i ∈ I

ϕi
I ∧ ⋀

j ∈P

ϕj
P ∧ ⋀

k ∈E

ϕk
E

The templates from above are instantiated by Algorithm 1. The number of
formulas generated is linear in the number of ⟨L,T ,V⟩ tuples in the monitor-
parameters, i.e., six in the case of the action Navigate.

Algorithm 1. Template-based Synthesis

1: Let ϕC be the resulting MTL encoding
2: for each ⟨L,T ,V⟩ in monitor parameters do
3: if L.Li is of type Invariant then
4: ϕi

I ← (n == T .te) → ∀
→

[0,(T .tl−T .te)]
(L.Lv)

5: end if
6: if L.Li is of type Precondition then
7: ϕj

P ← (n == T .te) → (L.Lv)

8: end if
9: if L.Li is of type Effect then
10: ϕk

E ← (n == T .te) → (L.Lv) ∧ (n == T .tl) → (L.L
′

v)

11: end if
12: end for
13: ϕC ← ⋀i ∈ I ϕ

i
I ∧⋀j ∈P ϕj

P ∧ ⋀k ∈E ϕk
E

14: return ϕC

Fig. 1 shows the integration of our template-based synthesis approach into
the multi-agent framework. Inputs to the decision support module (DSM) are
the generated Plan and the Domain. The DSM then derives, through an any-
time regression approach, a set of monitor-parameters ⟨L,T ,V⟩ which are the
input to the template-based synthesis algorithm. Based on templates above, this
step yields the MTL encoding ϕC of the preconditions and invariants which are
required to hold during execution of the plan. In the final step, we instantiate
the algorithms described by [19], to derive a monitor for en ⊧ ϕC . Please note
that, the process of generating the monitor is fully automatic, with no manual
intervention or modelling required.

The resulting monitor is fully executable and might run as a dedicated soft-
ware task at the agent’s software stack, or, alternatively be compiled into exe-
cutable hardware blocks, i.e., targeting a field-programmable gate array (FPGA)
or an application-specific integrated circuit (ASIC) platform. ASIC has the ad-
vantage that monitoring can be performed external to the agent, i.e., without
interfering with it’s runtime behavior.
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Decicsion Support Module

Template-Based Synthesis (Alg. 1)

Formula Parser and Monitor Compiler
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[Executable Monitor for en ⊧ ϕC]

Plan P Domain D

Fig. 1. Toolchain integration into the PlanInteraction framework

5 Templates for Continuous Monitoring

We now discuss further templates which allow to encode deep relationships
among physical processes of variables. We discuss several optimizations to keep
the resulting monitors small.

Time / s

Energy / Joule

≤ +20%

≥ −20%

n ≥ 0s

n ≤ 10s

0

4

8

12

16

20

0 2 4 6 8 10

Fig. 2. Continuous monitoring the effect energy(Ra)− = 8 of action Navigate

Consider the scenario depicted in Fig. 2, where the energy plot describes a
discharge characteristic typical for the action Navigate. The exact discharge plot
is different from run to run as it is is influenced by factors hidden to the high
level planner. Unforeseen changes in the terrain or sensor noise require to allow
for some kind of safety margin describing the allowed range for the battery
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drain during movement. Therefore, a monitoring strategy which continuously
evaluates energy(Ra) and compares the result against E(n) = −0.8 ⋅ n + 16 is
infeasible in a real-life setting. Ideally, we want to monitor a weaker version of
E(n) = −0.8 ⋅n+16, such as the two-dimensional convex polyhedron bounded by
the conjunction of the following inequalities:

ϕl ∶=

⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

n ≥ 0∧

n ≤ 10∧

E(n) ≥ 80% ⋅ (−0.8 ⋅ n + 16)∧

E(n) ≤ 120% ⋅ (−0.8 ⋅ n + 16).

We can generalize from these constraints and derive another template that
allows to encode linear decreasing or increasing relationships, such as the con-
straints over the energy level of the rover (Template 5). Again Ta, Tb, Tc are
directly created from the monitor-parameters ⟨L,T ,V⟩ and predicates(Td) se-
lects the predicate returning the variable to be monitored. Tf ∈ [0,1] allows to
specify the safety margin, whereas Te is the slope of the expected increasing or
decreasing characteristics and Tg is the result of evaluating predicates(Td) at
time n == Ta.

Template 5: Linear decreasing/increasing with Safety Margin

ϕL ∶= (n == Ta) →
∀→
[Tb,Tc]

(pred(Td) ≤ (1 + Tf) ⋅ (Te ⋅ n + Tg) ∧

pred(Td) ≥ (1 − Tf) ⋅ (Te ⋅ n + Tg))

6 Conclusion and Future Work

We have studied the problem of automatically synthesizing run-time observers
for plan execution monitoring from the domain description and the scheduled
plan. Monitor generation works in two phases: First, we use a set of templates
to automatically compile an equivalent encoding in metric temporal logic (MTL)
of the constraints to be monitored. Second, we use algorithms know from the
runtime verification community to compile efficient runtime monitors. The moni-
tors are efficient in the sense that monitoring allows to include timing constraints
and detects deviations from the scheduled plan as early as possible. This yields
greater flexibility for a high-level re-planner module.

As future work, we plan to conduct an industrial case-study to demonstrate
the benefits of our approach in real-life planning scenarios. Additionally, we plan
to evaluate the use of probabilistic reasoning (for example Bayesian Networks,
as in [20]) to assess the likelihood of some pre-defined error hypothesis. This
would not only help us to detect deviations from the plan at mission time, but
also provide reasoning about the root cause of the detected malfunction. In
this setting, intermediate outputs of our runtime monitors serve as input to
the reasoning module. We believe that this information would be valuable for a
high-level re-planner module.
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Abstract. The paper focuses on the problem of preserving privacy for
a minimal distance classifier working in the distributed environment. On
the basis of the study of available works devoted to privacy aspects of ma-
chine learning methods, we propose the novel definition and taxonomy of
privacy. This taxonomy was used to develop new effective classification
algorithms which can work in distributed computational environment
and assure a chosen privacy level. Instead of using additional algorithms
for secure computing, the privacy assurance is embedded in the classi-
fication process itself. This lead to a significant reduction of the overall
computational complexity what was confirmed by the computer experi-
ments which were carried out on diverse benchmark datasets.

Keywords: privacy preserving, distributed data mining, classification,
k-NN.

1 Introduction

Nowadays most of the enterprizes have collected huge amounts of valuable data,
unfortunately their manual analysis is virtually impossible. The market-leading
companies realize that smart analytic tools which are capable to interpret col-
lected data could lead to business success. Therefore they desire to exploit
strengths of machine learning techniques to extract hidden, valuable knowledge
from the huge, usually distributed databases. Classication methods are applied
in many practical areas [7] as banking, security, marketing to name only a few.
Numerous approaches have been proposed to construct efficient pattern recog-
nition methods [1], but in this work we focus on the k-nearest neighbor rule [6],
which is one of the most fundamental and simplest nonparametric classification
algorithms. The minimal distance classification is attractive from the theoretical
and the practical point of view, because it is the recommended approach for
discriminant analysis when the knowledge about probability densities is insuffi-
cient. However, its theoretical properties guaranteeing that for all distributions
the probability error is bounded above by twice the Bayes probability error [5].
Additionally, the advantage of the naive implementation of this rule is that it

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 462–471, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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does not have a learning phase, which protects it against unwanted phenomena,
such as overfitting [1].

Let us revert to the subject of the privacy preserving distributed data analy-
sis. We should notice using distributed databases could come up against legal or
commercial limitations which do not allow sharing raw data between databases
or merging them in the common repository. Therefore, developing privacy pre-
serving versions of the lived-in data analysis techniques is the focus of intense
research. The aim of privacy preserving is to offer a possibility of distributed
data analysis with a minimum of information disclosure.

2 Privacy Preserving

Westin [12] circumscribes the privacy as ”control over personal information”.
Unfortunately such a definition is too general to be used in practice, therefore
Moor [10] notices that the concept of privacy itself is best explained in terms
of restricted access, not control. It is worth noting another related problem of
individual privacy in public spaces, which is also widely discussed [11]. Pri-
vacy preserving data mining methods focus on hidden information related to
an individual record. One of the most popular approaches uses data perturba-
tion techniques or secure models to protect privacy of distributed repositories
[8]. Some general tools supporting privacy-preserving data analysis as the secure
sum, comparison, division, or scalar product are proposed and evaluated in many
articles [4].

Most of the works on privacy preserving data mining show the aspect of
privacy as a binary one - full privacy or lack of privacy. In our opinion we can
distinguish several stages of privacy, what encourages us to formulate a new
privacy definition. Each peer has data and view.

Definition 1. Data means raw data stored in a given database.

Definition 2. View means an information about data stored in a given database
e.g., statistic or the lowest distance between a given object and an object stored
in the database.

Definition 3. Privacy preserving means that the view of the other side is
restricted to the data marked as public.

Definition 4. Lack of privacy means that the view of the other node allows
access to private part of the database, thus creating threat to its owner.

We propose a novel taxonomy for splitting the privacy into several levels. With
each of the levels there is a corresponding table showing what range of pri-
vacy is assured. Plus denotes public data, while minus stands for private
information.
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1. No privacy (NP) means that all data (an views) are public i.e., we can
identify which data is possessed by which database.

2. Local data privacy (LDP) means that all data are public but we are not
able to identify which data is possessed by which database i.e., we know that
a given object (record) is stored in one of the databases.

3. Global data privacy (GDP) means that data are private but we can get
views about a given databases.

4. Local view privacy (LVP) means that views are public but we are not
able to identify which views of which database is presented i.e., we know
that a given view is a view of one of the databases.

5. Full privacy (FP) means that neither data nor views are available.

From the practical point of view the GDP and LVP levels are interesting. For
the NP and LDP level we can merge datasets and use a classical method to mine
the accumulative database. For the FP sharing any information is not allowed,
therefore we can not use any information derived from individual dataset i.e.,
we can mine database in our disposal only.

Our proposal concentrates on preserving the privacy of a source database /
node. By this we conceal what data is in possession of a side participating in a
collaborative classification. This is an important aspect in many real-life domains
e.g., medical informatics or social network analysis.

The comparisons of different type of privacy are presented in Tab.1.

Table 1. Comparisons of different privacy levels

data view

local global local global

NP + + + +
LDP - + - +
GDP - - + +
LVP - - - +
FP - - - -

3 Proposed Privacy Preserving Modifications of k-NN
Classifier

In our research we focus on the possibilities of protecting data by mechanisms
that are offered by classification algorithms themselves. Usually, privacy pre-
serving methods are based on supplementary mechanisms like Yao’s protocol
[9]. Unfortunately, they usually require extra remarkable computational cost,
therefore solutions that use mechanisms embedded in the classification process
itself are more interesting.

The k-nearest neighbour classifier offers interesting possibilities for task of
privacy protecting data mining. It is worth noting that even in its basic form
this algorithm primitively conceals data itself, because the object is not used in
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the classification step, but only the value of its distance to classified pattern.
Therefore, we can find the hypersphere on which this object is located, but we
cannot guess its value directly. We assume that in the described process we
have V different databases (partitions, sides, nodes) connected in a distributed
environment e.g., cloud.

On the basis of the taxonomy presented in the previous section, four differ-
ent approaches for privacy preserving k-NN in the distributed environment are
proposed. Each of them has its own advantages and drawbacks. It is up to the
individual user to choose the scheme most adjusted to his/her needs.

Algorithm 1. Normal querying with full neighbour set

1: Vs → set of nodes, V → number of nodes,
2: k → number of neighbors (parameter) of k-NN algorithm
3: query all nodes from Vs for k-nearest neighbours
4: main node sorts received objects
5: the best (nearest) k objects are chosen

Benefits : Each node sends the same number of objects, therefore none of
them has the knowledge which of them are used (local data privacy level
achieved).

Drawbacks : Each node sends set of k objects. Therefore in more complex
problems it reveals some direct information.

Algorithm 2. Ranked querying

1: Vs → set of nodes, V → number of nodes
2: k → number of neighbors (parameter) of k-NN algorithm
3: t = 0
4: n → specified by user, n ¡¡ V
5: while t == k or no better solution found do
6: query all nodes from Vs for nearest neighbor
7: remove n nodes with the worst responses from Vs set
8: t = t + 1
9: end while

Benefits : Number of queries is reduced. Databases reveal significantly less
information, because some of them are eliminated from querying during the
procedure (global data privacy level achieved).

Drawbacks : Database that was eliminated in the beginning is informed that
its objects are not participating in the classification. Database that was asked
frequently may assume that its objects play a major role in decision process.
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Algorithm 3. Set of best objects

1: Vs → set of nodes, V → number of nodes
2: k → number of neighbors (parameter) of k-NN algorithm
3: generate set of k random objects in the main node
4: denote them as the set of best objects
5: while V == 0 do
6: choose random node Vr from Vs set and send the set of best objects to the

chosen node
7: compare objects in the node with the received set
8: replace all worse objects
9: remove this node from Vs set
10: return the set to the main node
11: denote it as the set of best objects
12: remove the node from the set V [V = V - Vr]
13: end while

Benefits : Due to the random set generation in the first step none of the nodes
knows if it is asked as the first or the last one. Therefore, a database can not
guess the information that the package of objects it sends to the main node is the
final set in the classification process. Also nodes are unable to identify to which
databases the objects from the input set belongs. Each node reveals only the
objects that are sent to the main node. If the database does not have better ob-
jects, none of them are revealed and it is impossible to point out which database
does not return any new objects. (local view privacy level achieved).

Drawbacks : This approach assumes that each node compares on its side the
whole received set with objects stored in the database. Therefore the computa-
tional complexity of this algorithm is higher than the previous ones.

Benefits : Due to random set generation in the first step none of the nodes
knows if it is asked as the first or the last one. Therefore any database can not
guess whether the information it sends to the main node is the final set in the
classification process. Also, they are unable to identify to which databases the
objects from the input set belong to. Each node reveals only the objects that
are sent to the main node. If the database does not have better objects, none
of them are revealed and it is impossible to indicate which database does not
return new objects. Additionally the number of queries is significantly reduced
– if tested database can not return better objects then the query ends. Each
node does not receive the tested set but only one object from it at the time. If
there are no better objects in the database it will not receive more objects, thus
concealing their values (local view privacy level achieved).

Drawbacks : This approach assumes that each node has to compare on its side
received objects with objects stored in the database. Therefore, the computa-
tional complexity is the highest, compared to the previously presented methods.
Additionally, if a query from the main node ends quickly, this side may assume
that its objects will not participate in the classification process.
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Algorithm 4. Step querying with increasing neighbour set

1: Vs → set of nodes, V → number of nodes
2: k → number of neighbors (parameter) of k-NN algorithm
3: z → query parameter
4: generate set of k random objects in the main node
5: denote them as the set of best objects
6: while V == 0 do
7: choose random node from Vs set
8: z = k
9: while no better objects found or z = 0 do
10: send object number z from the best set to this node and compare it with

objects in the node
11: if there is a better one send it to the main node then
12: z = z - 1
13: end if
14: end while
15: the main node sorts the set of received objects and denote them as the set of

best objects
16: remove this node from Vs set
17: V = V - 1
18: end while
19: if final set of best objects == set of random objects then
20: repeat the procedure
21: end if

4 Experimental Evaluation

Usually the three performance metrics for privacy preserving classification algo-
rithm are used [3]:

1. Accuracy - which evaluates the loss of accuracy of privacy preserving method
compared with the original one.

2. Efficiency - which evaluates the computational and memory complexity of
privacy preserving modification compared with the original algorithm.

3. Privacy - which estimates how much information is shared between the nodes
during privacy preserving modification.

As we mentioned in the previous section in this work we focus on the privacy
mechanisms that are offered by original k-NN method. Therefore, our proposi-
tions are as accurate as the original k-NN and each of them assures the appropri-
ate privacy level what is discussed in the previous section. The main goal of the
experiments is to evaluate the computational complexity of the proposed meth-
ods. To provide the most accurate and exhaustive tests of the proposed methods
we had carefully selected the set of diverse benchmark databases. During the
tests we would like to evaluate dependencies between the number of distributed
database partitions and the number of required neighbors k, which is the crucial
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parameter of the algorithm under consideration. Therefore, we decided to carry
out the tests for different values of k and the number of partitions V . We had
assumed that each dataset has a permanent number of objects and they had
been divided equally between V nodes.

4.1 Set-Up

To examine the behavior of the proposed methods on most diverse benchmarks
we chose a high dimensionality, small sample size set, two very numerous sets
with small number of features and a typical one, what allowed us to cover the
wide range of real-life possibilities and make our tests more practically-oriented.
All datasets come from UCI Machine Learning Repository [2] and they are de-
scribed in the Tab.2.
All experiments were carried out on Intel Core Duo T5800 2,0 GHz CPU with

Table 2. Detailed description of four data sets used for evaluation of the proposed
methods.

Dataset name Arcene Adult Letter Splice − junction

Number of objects 900 48842 20000 3190
Number of features 10000 14 16 61

3 GB RAM memory in R environment, with k-NN algorithm taken from ded-
icated package, thus ensuring that results achieved the best possible efficiency
and that performance was not decreased by bad implementation. For compar-
ison we chose the following methods described in the previous section: (A4-1)
normal querying with full neighbor set, (A4-2) Ranked querying, (A4-3) Set of
the best objects, (A4-4)Step query with increasing neighbor set.

4.2 Result

Figures from 1 to 4 show the execution time of proposed k-NN modifications for
each of the databases.

Some interesting observations can be made on the basis of the experimental
results.

– The overall maximum classification time did not exceed 15 minutes for very
numerous dataset (circa 50000 objects) when using the most secure method
introduced in this paper. Other approaches very rarely include their com-
putational times, but in all presented cases they are at least a few times
greater.

– The computational time decrease according to the increase of the number
of nodes. This reduction is significant for the small number of nodes (2–4).
Further increasing number of nodes does not result in significant gain of the
computational time.



Distributed Privacy-Preserving Minimal Distance Classification 469

 0
 5

 10
 15
 20
 25
 30
 35
 40
 45
 50

 1  2  3  4  5  6  7

tim
e 

[s
]

number of neighbours [k]

V = 2
V = 4
V = 6
V = 8

 5

 10

 15

 20

 25

 30

 35

 40

 45

 50

 1  2  3  4  5  6  7

tim
e 

[s
]

number of neighbours [k]

V = 2
V = 4
V = 6
V = 8

 20
 30
 40
 50
 60
 70
 80
 90

 100
 110
 120

 1  2  3  4  5  6  7

tim
e 

[s
]

number of neighbours [k]

V = 2
V = 4
V = 6
V = 8

 0

 50

 100

 150

 200

 250

 300

 1  2  3  4  5  6  7

tim
e 

[s
]

number of neighbours [k]

V = 2
V = 4
V = 6
V = 8

Fig. 1. Time complexity for the Arcene dataset (clockwise, starting from the top left:
A4-1, A4-3, A4-4, A4-2)
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Fig. 2. Time complexity for the Adult dataset (clockwise, starting from the top left:
A4-1, A4-3, A4-4, A4-2)
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Fig. 3. Time complexity for the Letter Recognition dataset (clockwise, starting from
the top left: A4-1, A4-3, A4-4, A4-2)
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Fig. 4. Time complexity for the Splice-junction Gene Sequences dataset (clockwise,
starting from the top left : A4-1, A4-3, A4-4, A4-2)

– With the increase of the privacy level the computational complexity of the
introduced methods is also rising. However, differences between the methods
A4-1 and A4-2 are practically unnoticeable, but A4-2 provides higher privacy
at almost none of the additional computational expense.

– On the other hand the difference between the privacy global data privacy
(A4-2) and local view privacy (A4-3, A4-4) approaches is very significant.
The computational cost it rise is several times greater.

– Algorithms A4-3 and A4-4 offer privacy at highest levels (local view privacy).
A4-4 is almost four times slower than A4-3. Yet this can be explained by the
complex approach to the databases query, offered by A4-4. In the exchange
for longer computational time it increases the chance to reveal the smallest
possible number of objects by each of the sides.

– For A4-1, A4-2 and A4-3 the computational time depends very little on k
parameter for a small number of features, but for Arcene database, with
high dimensionality feature space (10000), k parameter is highly correlated
with the execution time. For A4-4 algorithm this dependency is always very
strong.

The results of experiments did not surprise us, because we expected that higher
privacy level requires higher computational cost, but it is worth noting that
the additional computational cost is lower that usually reported. Due to the
minimal difference in time complexity between the algorithms A4-1 and A4-2
it is recommended to always use the second proposed method, because it offers
higher privacy at almost no additional cost. In case of choosing local view privacy
level the choice should depend on the application. If the user is concerned about
the execution time, then A4-3 method is recommended. It offers a high level
of the privacy with about two-three times less computational cost and is very
weakly correlated to the size of k parameter. If the computational complexity is
not an issue and maximum privacy is required the method A4-4 seems to be the
proper choice.



Distributed Privacy-Preserving Minimal Distance Classification 471

5 Conclusions

The paper dealt with a problem of privacy preserving for the classification tasks.
We proposed the new definition of privacy and the original taxonomy of privacy
preserving algorithms. Splitting the idea of privacy into 5 levels allows us to
introduce a flexible framework that can be adjusted to personal needs and offers
balance between safety and computational costs. We discussed four modifica-
tions of k-NN algorithm which take the mentioned above privacy taxonomy into
consideration. On the basis of experimental results we formulated recommenda-
tions for practical implementations of proposed methods and we showed that a
good level of security can be achieved without using additional time consuming
algorithms. Introducing modifications which embedded the privacy-preserving
task into the nature of minimal distance classification allowed to present fast
and efficient tasks for such problems. We believe that the proposed concept can
be useful during a real project of a distributed computer recognition system
which could use partitioned datasets and should respect privacy aspects of data.
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Abstract. Nowadays, the imbalanced nature of some real-world data
is receiving a lot of attention from the pattern recognition and machine
learning communities in both theoretical and practical aspects, giving
rise to different promising approaches to handling it. However, prepro-
cessing methods operate in the original input space, presenting distor-
tions when combined with kernel classifiers, that operate in the feature
space induced by a kernel function. This paper explores the notion of
empirical feature space (a Euclidean space which is isomorphic to the fea-
ture space and therefore preserves its structure) to derive a kernel-based
synthetic over-sampling technique based on borderline instances which
are considered as crucial for establishing the decision boundary. There-
fore, the proposed methodology would maintain the main properties of
the kernel mapping while reinforcing the decision boundaries induced by
a kernel machine. The results show that the proposed method achieves
better results than the same borderline over- sampling method applied
in the original input space.

1 Introduction

Imbalanced classification is one of the current challenges for machine learning
[1,2], since it has been shown to hinder the learning performance of classification
algorithms. Imbalanced classification problems are very common in many real-
world domains, such as medical diagnosis, text categorization, fraud detection
or information retrieval, contexts where usually the minority class happens to
be more interesting than the majority one, but also more difficult to model
due to the low number of available patterns. Since most traditional learning
systems have been designed to work on balanced data, they will usually be
focused on improving overall performance and be biased towards the majority
class, consequently harming the minority one [3]. To cope with this issue, several
algorithms have been designed over the years to over-sample minority samples
and to under-sample the majority ones, the Synthetic Minority Over-sampling
Technique [1] (SMOTE) being one of the most representatives for the first group,
among others.
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In the context of kernel classifiers [4], since the very first introduction of the
support vector machine paradigm (Support Vector Classifier or SVC), we have
witnessed a huge development in theory and methodologies of what is known
as kernel-based methods: advances in performance theory, different variants of
kernel classifiers and regressors, algorithms for feature selection and extraction,
all that accompanied by countless successful applications. Moreover, the success
of kernel methods can be attributed to the joint use of a robust classification
procedure (such as the large margin hyperplane principle) and a convenient and
versatile way of preprocessing the patterns (the kernel trick). However, very little
has been done in the context of imbalanced classification, and more specifically,
concerning over-sampling in the feature space. This is essentially the main aim of
this paper because when these classifiers are combined with other preprocessing
techniques which operate in the input space, some obvious distortions are found,
given that they operate in different spaces. The ideal approach would be prepro-
cess the training patterns in the feature space, although this is not possible since
the only information available is the dot products of their images. To deal with
this issue, this paper makes use of the notion of empirical feature space [5,6],
which preserves the geometrical structure of the original feature space, given
that distances and angles in the feature space are uniquely determined by dot
products and that the dot products of the corresponding images are the original
kernel values. This empirical feature space is Euclidean, so it provides a tractable
framework to study the spatial distribution of the mapping function Φ(·) [7], to
measure class separability [6] and to optimize the kernel [6,8]. Besides, the notion
of empirical kernel feature space has been used for the kernelization of all kinds
of linear classifiers [9,10], with the advantage that the algorithm does not need
to be formulated to deal with dot products.

Therefore, the main aim of this paper is to check whether the empirical fea-
ture space provides a more suitable space than the input space for performing
over-sampling. This Euclidean space is isomorphic to the feature space, hence
we hypothesize that the synthetic patterns generated will be better adapted to
the kernel machine classifier. Borderline over-sampling [11] has been chosen for
the experimentation since we consider that borderline examples are more infor-
mative for a large margin based classifier such as SVM (this borderline area is
more crucial for establishing the decision boundary) and also most prone to be
misclassified. Indeed, performing over-sampling on this area has been demon-
strated to make more benefit than performing it on the whole minority class
[11,12]. For this purpose, an efficient way of selecting informative instances from
the pool of samples is also needed, this step being usually computed in the input
space, rather than in the feature one, which is also one of the hypotheses of the
paper: that, for a kernel machine, borderline patterns will be better chosen in
the feature space that in the input space, given that the kernel machine operates
in this feature space.

The idea of over-sampling in the feature space have been also researched in
[13], where synthetic instances were generated by using the geometric interpre-
tation of the dot products in the kernel matrix, and the pre-images of these
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synthetic instances were approximated based on a distance relation between the
feature space and the input one, since inverse mapping Φ(·)−1 from the feature
space to input space is not available. Finally, the approximation of these pre-
images are appended to the original dataset to train a SVM. Note that in our
case, the over-sampling is performed in the empirical feature space, thus our
methodology is free of the computational cost and assumptions of this inverse
mapping approximation.

The paper is organized as follows: Section 2 shows a description of the method-
ology used; Section 3 describes the experimental study and analyses the results
obtained; and finally, Section 4 outlines some conclusions.

2 Methodology

The goal in binary classification could be said to assign an input vector x ∈ Rd

to one of the classes C+ and C− (corresponding this labelling to the output
space Y). The objective is to find a prediction rule f : X → Y by using an
i.i.d. training sample D = {xi, yi}mi=1 ∈ X ×Y. The methodology here proposed
is based on performing over-sampling in the empirical feature space using the
patterns on the boundary of the minority class. Consequently, the notion of
empirical feature space is firstly described. Then, we describe how to extend
the borderline SMOTE algorithm to better handle imbalanced datasets when
applying kernel classifiers.

2.1 Empirical Feature Space

In this section, the empirical feature space spanned by the training data is de-
fined. Let H denote a high-dimensional or infinite-dimensional Hilbert space.
Then, for any mapping of patterns Φ : X → H, the inner product K(x,x′) =
〈Φ(x), Φ(x′)〉H of the mapped inputs is known as a kernel function, giving rise to
a symmetric and positive semidefinite matrix (known as Gram or kernel matrix
K) from a given input set X . By definition, these matrices can be diagonalised
as follows:

K(m×m) = P(m×r) ·M(r×r) · PT
(r×m), (1)

where (·)T is the transpose operation, M is a diagonal matrix containing the r
positive eigenvalues of K in decreasing order, and P consists of the eigenvectors
associated to those r eigenvalues. The empirical feature space is a Euclidean
space preserving the dot product information about H contained in K. The
mapping from the input space to a r-dimensional empirical feature space can
be defined as Φe

r : X → Rr, where r is the rank of K. This space is isomor-
phic to the embedded feature space H, but presents all the advantages of being
Euclidean:

Φe
r : xi → M−1/2 · PT · (K(xi,x1), . . . ,K(xi,xm))T. (2)
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It is easy to check that the kernel matrix of the training images obtained by this
transformation is K, when considering the standard dot product [5,6]. Note that
this transformation corresponds to the principal component analysis whitening
step [14], although applied to the kernel matrix, instead of the covariance matrix.
Although the whole set of all r positive eigenvalues could be considered, a smaller
set (in this case, for simplicity, a 10-dimensional set) has been chosen in this
paper by choosing the p dominant eigenvalues and their associated eigenvectors.
The choice of this smaller set limits the dimensionality of the empirical feature
space and make more robust the process of over-sampling by simplifying the
space, given the concentration of spectral measures.

Fig. 1 shows the case of a synthetic dataset concerning a non-linearly sepa-
rable classification task and its transformation to the two-dimensional empirical
feature space induced by the well-known standard Gaussian kernel, which is
linearly separable.

Fig. 1. Synthetic two-dimensional dataset representing a non-linearly separable classi-
fication problem and its transformation to the 2 dominant dimensions of the empirical
feature space induced by the Gaussian kernel function (linearly separable problem)

2.2 Borderline Over-Sampling in the Empirical Feature Space

The main idea for the proposed method is to use the empirical feature space
to apply preprocessing algorithms, because preprocessed patterns would better
suit the kernel machine classifier later considered. In this paper, the borderline
SMOTE algorithm was selected to decrease the problems caused by imbalanced
datasets when applying a kernel classifier.

Borderline over-sampling [11] is based on the idea of generating new synthetic
patterns on the borderline between different classes, as these patterns are consid-
ered as being more probable to be misclassified. Thus, the first step corresponds
to the identification of these patterns that are “in danger” of being misclassified,
which is usually done by examining the neighborhood of the pattern considered,
e.g. if all the nearest neighbors correspond to the minority class, the pattern is
not considered as a borderline example, however, if half of the nearest neighbors
belong to the minority class and the other half to the majority one, the pattern
can be considered as a borderline one. Finally, borderline examples are the ones
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considered for generating new synthetic patterns by means of the well-known
SMOTE technique [1]. Therefore, when considering the empirical feature space
rather than the original input one, not only the process of generating new ex-
amples change as the space used is different, but also the patterns chosen as
borderline.

Concerning the proposed method, first of all, the empirical feature space in-
duced by a kernel function K in the training set is computed. Formally, Te

(m×r)

is the matrix generated by applying the empirical kernel map Φe
r (see (2)) to the

training patterns. Then, the standard borderline SMOTE algorithm [11] is ap-
plied over the class images of this Te matrix, resulting in the generation of n new
synthetic images of patterns, arranged in the matrix Se

(n×r) (note that all these

new patterns will belong to the minority class). The new synthetic examples will
be used to complete the kernel matrix, obtaining their dot product with respect
to the rest of training patterns, i.e. KSe

i,j = Te
i · Se

j , 1 ≤ i ≤ m, 1 ≤ j ≤ n,
and with respect to themselves SSe

i,j = Se
i · Se

j , 1 ≤ i, j ≤ n, where Te
i is the

empirical space representation of the i-th training pattern, and Se
i is the i-th

synthetic sample previously generated. Using these matrices, the over-sampled
training Gram matrix K∗ will be composed as follows:

K∗
(m+n)×(m+n) =

(
K(m×m) KSe

(m×n)(
KSe

(m×n)

)T
SS(n×n)

)
, (3)

where K is the original kernel matrix. For the generalization phase, the same
steps are considered to complete the test kernel matrix, taking into account that
the empirical feature space images of the test patterns are derived using the
same Φe

r transformation (considering only the training data). Fig. 2 shows the
main steps of the proposed algorithm: Borderline Kernel SMOTE (BKS).

Algorithm BKS

– Input: Training patterns (Tr) and training targets (Trg).
– Output: Over-sampled training kernel matrix (K∗).

1. Compute kernel matrix K for training patterns.
2. Compute the empirical kernel map Φe

r via K.
3. Map training patterns to the empirical feature space using Φe

r (Te).
4. Apply borderline SMOTE with the new representation Te of the training

patterns and obtain a new set Se of synthetic data.
5. Complete the over-sampled kernel matrix K∗ with the new synthetic patterns

and their dot product according to (3).

Fig. 2. Different steps for the kernel over-sampling algorithm proposed

Given that the over-sampling technique operates in r dimensions (kernel ma-
trix rank), instead of d (dimensionality of the input space), what is noteworthy
is the applicability of the proposed method to bioinformatics datasets where
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the number of features tend to be much higher than the number of samples
(r << d), and where imbalanced datasets are commonly found. Additionally,
as an advantage of the method, there is no need to treat the data attributes
differently (taking into account their nature) since all of them are real, unlike in
the original SMOTE.

As a final remark, in order to clarify the usefulness of performing the over-
sampling in the feature space, let us analyze the case presented in Fig. 3, where
a toy non-linearly separable dataset has been represented. The top part of the
figure corresponds to the synthetic dataset created and its transformation via
the empirical kernel map, while the bottom part includes information about
the 5-nearest neighbors for each pattern. From this figure, one can appreciate
that despite the fact that k-nearest neighbors is a nonlinear methodology, it
is very sensitive to the correct choice of k, in such a way that we could be
generating new synthetic patterns in an inappropriate region (as the bottom left
plot where the over-sampling is generated in the input space). However, if we
consider the empirical feature space instead (as in the right part of the figure),
the over-sampling is less sensitive to the choice of k, since, in this space, the
separation between the patterns is easier (ideally, linearly separable), which is
one of the main characteristics of the kernel trick. Note that the representation
of the empirical feature space plotted in the right part of the figure is only a
two-dimensional approximation, thus we are obviating useful information.
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Fig. 3. Toy two-dimensional non-linearly separable dataset and the transformation to
the 2 dominant dimensions of the empirical feature space induced by the Gaussian ker-
nel function. Dashed lines represent the 5-nearest neighbors of each pattern belonging
to the minority class.
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Table 1. Characteristics of the benchmark datasets used for the experimentation (num-
ber of patterns, features and imbalance ratio (IR))

Dataset Patterns Features IR
liver 345 6 1.38
bands 365 19 1.70

vehicle1 846 18 2.90
ecoli1 336 7 3.36
ecoli2 336 7 5.46
glass6 214 9 6.38

yeast0359-78 506 8 9.12
vowel0 988 13 9.98
yeast1-7 459 8 14.30

yeast1289-7 947 8 30.57

All nominal variables are transformed into binary ones

3 Experimental Results

The proposed method has been tested considering the Support Vector Classifier
(SVC) [15] and the well-known borderline SMOTE [11]. Our methodology (Bor-
derline Kernel SMOTE, BKS) is compared to the original borderline SMOTE
in the input space (BS), and to the results without over-sampling. 10 binary
benchmark datasets from the UCI repository [16] with different imbalance ratios
(proportion of majority patterns with respect to minority ones) have been tested
to analyze the performance of the methods in different situations. The charac-
teristics of these datasets can be seen in Table 1. As done in other over-sampling
state-of-the-art works [3], some multiclass datasets have also been considered by
grouping some classes, e.g. ecoli1 represents the ecoli dataset when considering
class 1 versus the rest, and yeast0359-78 is the yeast dataset when grouping
classes 0, 3, 5, and 9 versus classes 7 and 8 in order to obtain higher imbalance
ratio values.

A stratified 5-fold technique was performed to divide the data and the results
are taken as mean and standard deviation of the selected measures. The Gaussian
kernel was used. The kernel width and the cost parameter of SVC was selected
within the values {10−3, 10−2, . . . , 103}, by means of a nested 5-fold method
applied to the training set. The number of synthetic patterns generated was
that needed to balance the distributions, i.e. after applying the over-sampling
process, the number of majority and minority patterns were the same.

The results have been reported in terms of three metrics, two of them specially
designed to deal with imbalanced datasets:

1. The well-known Accuracy metric (Acc), which corresponds to the ratio of
correctly classified patterns and measures overall performance.

2. The Geometric Mean of the sensitivities (GM =
√
Sp · Sn · 100), where Sp

is the sensitivity for the positive class (ratio of correctly classified patterns
considering only this class) and Sn is the sensitivity for the negative one.

3. The Minimum Sensitivity [17] (MS = min {Sp, Sn} · 100), which can be
defined as the minimum value of the sensitivities for each class.
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Table 2. Results achieved by the three methods considered for the different metrics

Dataset Algorithm Acc(%) GM(%) MS(%)

liver
SVC 71 .03 ± 8 .05 68 .28 ± 8 .59 58.57 ± 10.41

BS+SVC 69.86 ± 6.68 68.27 ± 6.22 61 .88 ± 6 .43
BKS+SVC 71.30± 9.28 70.06± 9.45 64.21± 10.62

bands
SVC 71.76± 4.61 66 .46 ± 8 .15 55 .49 ± 14 .17

BS+SVC 71 .49 ± 5 .50 65.95 ± 10.25 55.33 ± 16.50
BKS+SVC 70.11 ± 6.85 68.63± 9.53 61.56± 12.94

vehicle1
SVC 85 .34 ± 4 .13 80.35 ± 7.85 72.32 ± 12.68

BS+SVC 86.05± 1.72 83 .48 ± 1 .70 78 .58 ± 3 .99
BKS+SVC 83.10 ± 2.09 84.48± 2.52 81.55± 1.94

ecoli1
SVC 90.20± 4.94 85 .38 ± 5 .82 77 .75 ± 8 .95

BS+SVC 87.52 ± 4.08 84.52 ± 6.75 77.15 ± 11.51
BKS+SVC 90 .18 ± 2 .92 86.45± 3.76 80.38± 7.45

ecoli2
SVC 94 .95 ± 2 .23 90.55 ± 3.07 84.73 ± 4.87

BS+SVC 94.94 ± 2.26 93 .03 ± 5 .22 89 .14 ± 7 .98
BKS+SVC 97.02± 2.11 95.11± 3.98 91.84± 6.94

glass6
SVC 95 .32 ± 2 .88 85.73 ± 9.39 75.33 ± 16.26

BS+SVC 93.44 ± 5.58 86 .33 ± 12 .02 78 .13 ± 18 .96
BKS+SVC 95.82± 6.31 92.48± 14.52 87.78± 21.88

yeast0359-78
SVC 87.54± 5.81 50.88 ± 13.05 30.00 ± 15.81

BS+SVC 79 .05 ± 3 .56 64 .18 ± 11 .21 49 .38 ± 15 .99
BKS+SVC 70.93 ± 10.35 66.72± 7.24 57.74± 11.86

vowel0
SVC 100.00± 0.00 100.00± 0.00 100.00± 0.00

BS+SVC 99 .90 ± 0 .23 99 .94 ± 0 .12 99 .89 ± 0 .25
BKS+SVC 100.00± 0.00 100.00± 0.00 100.00± 0.00

yeast1-7
SVC 94.12± 1.81 48.30 ± 27.42 30.00 ± 18.26

BS+SVC 84 .99 ± 5 .44 69 .14 ± 26 .45 59 .61 ± 24 .73
BKS+SVC 81.94 ± 7.44 77.07± 12.66 67.98± 14.47

yeast1289-7
SVC 97.25± 0.69 45.30 ± 27.43 26.67 ± 19.00

BS+SVC 81 .62 ± 5 .60 63 .55 ± 16 .73 51 .53 ± 25 .12
BKS+SVC 79.39 ± 7.89 69.71± 10.66 60.60± 18.80

The best method is in bold face and the second one in italics

Table 3. Mean and ranking values obtained for each methodology and measure

SVC BS+SVC BKS+SVC
Measure Mean Rank Mean Rank Mean Rank

Acc 88.75 1.45 84.88 2.4 83.98 2.15
GM 72.12 2.55 77.84 2.4 81.07 1.05
MS 61.08 2.65 70.06 2.3 75.36 1.05

The best method is in bold face and the second one in italics

The measure considered during the hyperparameter selection was GM , given its
robustness for imbalanced datasets. All the test results of these experiments can
be seen in Table 2 and the mean and rankings of these results in Table 3.

From the results obtained, several conclusions can be drawn. Firstly, the good
performance of the proposed method can be seen analyzing GM and MS mea-
sures, where it can be seen that the application of the over-sampling technique in
the empirical feature space outperforms the results achieved when applying it in
the original input space. Indeed, the ranking of these measures for the SVC and
BS+SVC algorithms are similar, indicating that the use of an over-sampling tech-
nique in the original input space may not incorporate enough useful information
for a kernel machine. Furthermore, although standard deviations corresponding
to GM and MS are high, due to the drastic nature of these measures, in most
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of the cases, standard deviations of BKS are lower than the ones associated with
BS. Concerning Acc, the proposed method achieves comparable results to those
obtained by the other methods (especially for low IR values). However, one can
appreciate that in some cases deteriorating the classification of the majority class
(and therefore the overall performance) is needed in order to classify correctly
the minority one (this is the case of the datasets yeast0359-78, yeast1-7 and
yeast1289-7). With concern to very low IR values (the case of liver and bands
datasets), the over-sampling proposed algorithm do not deteriorate the SVC so-
lution and is even able to obtain better values for GM and MS. Finally, for
the vowel0 dataset, it can be seen that the application of BS is not successful,
since the original SVC obtains an optimal solution that is not found when per-
forming the over-sampling in the input space. However, when performing the
over-sampling in the feature space induced by the kernel, the performance of the
classifier is not deteriorated.

To quantify whether a statistical difference exists among the algorithms com-
pared, the non-parametric Friedman’s test [18] (with α = 0.05) has been ap-
plied to the mean rankings for the three measures considered, rejecting the null-
hypothesis that all algorithms perform similarly for GM and MS, and accepting
it for Acc. The confidence interval was C0 = (0, F(α=0.05) = 3.55), and the cor-
responding F-value was 2.88 ∈ C0, 19.35 /∈ C0 and 21.77 /∈ C0 for Acc, GM and
MS, respectively. Furthermore, the Nemenyi test has also been applied conclud-
ing that there are statistically significant differences for α = 0.05 in GM and MS
(the Nemenyi critical difference being 1.04782) when comparing BKS+SVC with
SVC (with ranking differences of 1.5 and 1.6, respectively) and with BS+SVC
(with ranking differences of 1.35 and 1.25, respectively).

4 Conclusions and Future Work

This paper explores the idea of performing over-sampling in the class bound-
ary of the empirical feature space related to a kernel function. We focus on the
imbalanced binary classification paradigm, and the proposed method has been
tested with the standard Support Vector Classifier and the borderline SMOTE
algorithm, achieving better results than when applying the same preprocess-
ing in the original input space, specially for metrics designed for imbalanced
classification. As future work, the performance of different kernel functions for
performing kernel over-sampling could be studied to analyze the kernel function
to use according to the nature of the data. Furthermore, in the same vein as this
paper, an analytical methodology [19] could be used to compute the number of
relevant dimensions for the empirical feature space (note that in our case this
value was prefixed for the sake of simplicity).
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Abstract. Resting state fMRI data can be used to find biomarkers
of specific neurological conditions, such as schizophrenia. In this paper
we report results on the discrimination between schizophrenia patients
and healthy control, as well as the discrimination of subpopulations of
schizophrenia patients with and without auditory hallucinations. Data
features for classification are obtained as follows: a Multivariate reduced
ordering based on a h-function constructed from Lattice Autoassocia-
tive Memories recall. The Pearson correlation coefficient between the
h-function values and the categorical variable at each voxel site allows to
identify the most informative voxel sites. Feature vectors are constructed
as the h-function values at these sites. Results on a database of healthy
controls and schizophrenia patients with and without auditory hallu-
cinations show that the approach can provide accurate discrimination
between these populations.

1 Introduction

Correlation of low frequency oscillations in diverse areas of the brain in resting
state fMRI data has been used to study the connectivity of brain activations
[1,2,3], uncovering a kind of brain functional fingerprint. One strong reason for
resting state fMRI experiments is that they do not impose constraints on the cog-
nitive abilities of the subjects. Computational approaches applied include hier-
archical clustering [4], independent component analysis (ICA) [5,6,7], fractional
amplitude of low frequency analysis [8], multivariate pattern analysis (MVPA)
[9,10]. Resting state fMRI has being found useful for performing studies on brain
evolution based on the variations in activity of the default mode network [9], de-
pression (using regional homogeneity measures) [11], Alzheimer’s Disease [12],
and schizophrenia.

Schizophrenia is a severe psychiatric disease that is characterized by delusions
and hallucinations, loss of emotion and disrupted thinking. Functional discon-
nection between brain regions is suspected to cause these symptoms, because of
known aberrant effects on gray and white matter in brain regions that overlap
with the default mode network. Resting state fMRI studies [13,14,15] have in-
dicated aberrant default mode functional connectivity in schizophrenic patients.
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c© Springer-Verlag Berlin Heidelberg 2013



Discrimination of Resting-State fMRI 483

Resting state studies for schizophrenia patients with auditory hallucinations have
also been performed [16] showing reduced connectivity. Recent findings [17] show
effects on the resting state network localizations correlated with voxels in the
left Heschl’s gyrus (LHG; MNI coordinates -42,-26,10) from the auditory cortex
effect related to the auditory hallucinations in schizophrenic patients.

Definition of morphological operators in multivariate images needs the def-
inition of appropriate orders in the vector space. Previous works [18,19] have
applied a Lattice Computing [20,21,22] supervised h-ordering based on Lattice
Auto-Associative Memories (LAAMs) [23,24], LAAM-supervised ordering, to the
definition of morphological operators. These works have found that it is possi-
ble to find by group analysis differences between populations of schizophrenia
patients, with and without auditory hallucinations, and healthy controls. The
approach is a mathematical morphology correspondent to the correlation [25]
based approaches to the analysis of resting state fMRI searching for networks of
low frequency synchronized components in the brain. Here the h-function is the
similarity measure used to perform brain network identification. In this paper
we report results on the discrimination of individuals based on the feature vec-
tors extracted from voxel sites of the h-function map related to the left Heschl’s
gyrus. Classification with k-NN classifiers provides baseline results that are quite
encouraging.

2 Methods

2.1 Multivariate Ordering

One way to accomplish a Multivariate Mathematical Morphology is through the
definition of a reduced ordering [26]. A h-ordering is defined by a surjective map-
ping of the original data set onto a complete lattice h : X → L , so that the order
in the target lattice induces a total order on the original data set X , that is:

x ≤h y ⇔ h (x) ≤ h (y) ; ∀x,y ∈ X. (1)

The reduced ordering can be defined on the basis of a supervised classifier
trained with some pixel values extracted from the image. Often, two class dis-
crimination between foreground and background classes is considered.

2.2 LAAM’s h-Mapping

The LAAM h-mapping is defined as the Chebyshev distance between the original
pattern vector and the recall obtained from the LAAM. Formally, given a sample
data vector x ∈ Rn and a non-empty training set X = {xi}Ki=1, xi ∈ Rn for all
i = 1, . . . ,K, the LAAM h-mapping is given by:

hX (c) = dC
(
x#,x

)
, (2)

where x# ∈ Rn is the recalling response of dilative LAAM MXX to the input
of vector x, i.e. x#

M = MXX ∧� x. The erosive memory WXX recall, i.e. x#
W =

WXX ∨� x, could be used alternatively. Function dC (a,b) denotes the Chebyshev
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distance between two vectors, given by the greatest absolute difference between
the vectors’ components: dC (a,b) =

∨n
i=1 |ai − bi|. Here ∨� and ∧� denote the

max and min matrix product [27,24]. respectively defined as follows:

C = A ∨� B = [cij ] ⇔ cij =
∨

k=1,...,n

{aik + bkj} ,

C = A ∧� B = [cij ] ⇔ cij =
∧

k=1,...,n

{aik + bkj} .

2.3 Background/Foreground LAAM h-Supervised Orderings

The Background/Foreground (B/F) LAAM h-supervised ordering is constructed
applying Foreground LAAM h-mapping of Eq. (2) to disjoint background B
and foreground F training sets, obtaining mappings hB and hF , respectively.
We define a Background/Foreground (B/F) LAAM h-mapping hr (x) combining
both hB and hF into an h-mapping as follows:

hr (x) = hF (x) − hB (x) , (3)

which is positive for x ∈ F (B), and negative for x ∈ F (F ). Therefore, we
assume it as a discriminant function such that hr (x) > 0 corresponds to pixels
in the background class, and hr (x) < 0 to pixels in the foreground class. Points
where hr (x) = 0 holds correspond to the decision boundary.

Computing the B/F LAAM h-function produces a real valued map over the
brain volume, where functional networks are identified applying a threshold to
this map.

2.4 Pearson Correlation

The Pearson correlation coefficient is given by:

r =
n (
∑

xy) − (
∑

x) (
∑

y)√[
n
∑

x2 − (
∑

x)
2
] [

n
∑

y2 − (
∑

y)
2
] (4)

where r ∈ [−1, 1], r = 1 means that two variables have perfect positive correla-
tion and r = −1 means that there is a perfect negative correlation between them.
In our case Pearson correlation evaluates the nexus between a priori known class
labels and fMRI neural connectivity by means of h-function.

2.5 Experimental Pipeline

Figure 1 shows the graphical description of our experimental process. Resting
state fMRI data is first preprocessed to ensure that all fMRI volumes are aligned
and warped to the spatially normalized structural T1-weighted data. On the nor-
malized data, we compute the B/F LAMM h-mapping where the Background
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Fig. 1. Pipeline of our experimental design

data corresponds to Cerebrospinal fluid (CSF) in the brain ventricle voxels, and
the Foreground data is a selection of voxels in the LHG according to [17]. The h-
mappings are used to compute across volume voxel-wise Pearson correlation with
the categorical variable specifying the class of the subject, obtaining a correla-
tion map. Selection of the voxels sites with greatest absolute value of correlation
coefficients defines the masks for feature extraction, which are used to build the
feature vectors from the individual h-maps. These masks are providing localiza-
tions for image biomarkers that may have biomedical significance, therefore we
report them separately. Feature vectors are used to perform classification exper-
iments, applying a 10-fold cross validation methodology. We use k-NN classifiers
to provide baseline results. Easy to implement and simplicity of k-NN are the
important properties that matched our criteria. Furthermore, k-NN can achieve
competitive accuracy results even compared to the sophisticated methods as sup-
port vector machine, naive Bayes, random forest. Accuracy results are assumed
to provide some endorsement of the value of the image biomarkers identified by
the feature masks.

2.6 Materials

We perform computational experiments resting state fMRI data obtained from
a 28 healthy control subjects (NC), and two groups of schizophrenia patients:
26 subjects with and 14 subjects without auditory hallucinations (AH and nAH
respectively). For each subject we have 240 BOLD volumes and one T1-weighted
anatomical image. Data preprocessing pipeline has been presented in [19,18].
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HC vs. Schiz

HC vs. nAH

HC vs. AH

nAH vs. AH

Fig. 2. Maximum Classifier Accuracy found in 10 repetition of 10-fold cross valida-
tion for k-NN classifier k = 1, 3, 7, 11, 15. The bar colors represent diferent number of
extracted features.
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HC vs. Schiz

HC vs. AH

HC vs. nAH

nAH vs. nAH

Fig. 3. Visualization of Localization



488 D. Chyzhyk and M. Graña

3 Results

Classification Results
Figure (2) shows the results of the classification experiments on the discrimina-
tion the possible pairs of classes: Healthy controls versus Schizophrenia patients
(HC vs. Schiz), versus patients without auditory hallucinations (HC vs. nAH),
with auditory hallucinations (HC vs. AH), and between classes of patients (nAH
vs. AH). The color bars identify the size of the feature vectors, which are built
from voxels sites with greatest absolute Pearson’s correlation coefficients. In all
cases, classification performance decreases with the largest sizes of the feature
vectors, which is to be expected because the k-NN classifier suffers from the
curse of dimensionality. The best results are obtained in the (HC vs. nAH) case,
suggesting that these kind of patients could be better discriminated from healthy
controls. Discrimination of the auditory hallucination (nAH vs. AH) is not suc-
cessful, however we expect that further experimentation will improve results.

Feature Localization in the Brain
Figure (3) shows the voxel sites of the feature extraction in the above enumerated
cases. These localizations can be taken as biomarkers for additional research.

4 Conclusions and Future Work

Using the LAAM reconstruction error measured by the Chebyshev distance
as a reduced ordering h-map, we define a Foreground/Background/ LAAM-
supervised h-map. This data is used on resting state fMRI for the identifica-
tion of potential biomarkers for schizophrenia and variants with and without
auditory hallucinations by Pearson’s correlation coefficient with the categori-
cal variable. These biomarkers are evaluated in the terms of the corresponding
classification accuracy achieved on the feature vectors extracted from the se-
lected voxel sites. We find that the classification results are encouraging, with
best results obtained in the discrimination between healthy controls and patients
without auditory hallucinations. Further results will be obtained applying more
sophisticated classifier systems to the data. Application of morphological filters
to perform feature selection is also considered on the basis of the well defined
multivariate mathematical morphology
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Enhancing Active Learning Computed
Tomography Image Segmentation

with Domain Knowledge

Borja Ayerdi, Josu Maiora, and Manuel Graña

Computational Intelligence Group, UPV/EHU

Abstract. This paper follows previous works on the construction of in-
teractive medical image segmentation system, allowing quick volume seg-
mentation requiring minimal intervention of the human operator. This
paper contributes to tackle this problem enhancing the previously pro-
posed Active Learning image segmentation system with Domain Knowl-
edge. Active Learning iterates the following process: first, a classifier is
trained on the basis of a set of image features extrated for each train-
ing labeled voxel; second, a human operator is presented with the most
uncertain unlabeled voxels to select some of them for inclusion in the
training set assigining corresponding label. Finally, image segmentation
is produced by voxel classification of the entire volume with the result-
ing classifier. The approach has been applied to the segmentation of
the thrombus in CTA data of Abdominal Aortic Aneurysm (AAA) pa-
tients. The Domain Knowledge referring to the expected shape of the
target structures is used to filter out undesired region detections in a
post-processing step. We report computational experiments over 6 ab-
dominal CTA datasets consisting. The performance measure is the true
positive rate (TPR). Surface rendering provides a 3D visualization of the
segmented thrombus. A few Active Learning iterations achieve accurate
segmentation in areas where it is difficult to distinguish the anatomical
structures due to noise conditions and similarity of gray levels between
the thrombus and other structures.

1 Introduction

Active learning. Building a supervised classifier consists in learning a mapping
of data features into a set of classes given a labeled training set. Generalization
is the ability of providing correct class labels to previously unseen data. Active
learning tries to exploit the interaction with a user providing the labels for the
training set samples, with the aim of obtaining the most accurate classification
using the smallest possible training set. Samples are optimally selected for in-
clusion, ensuring that they will provide the greatest increase in accuracy [1].
The incremental data selection follows some classification uncertainty criterium
that does not require actual knowledge of the data sample label, thus no double
dipping is incurred. The human operator provides the labels of the selected data
for its inclusion in the training set. Besides economy of computation and data

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 491–499, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. Axial view of thrombus and lumen in a CTA orthoslice using the contrast
agents, blood in lumen is highlighted but thrombus intensity levels are similar to other
surrounding tissue

labeling, Active Learning assumes that the underlying data statistics are non
stationary, so that the classifier built at one time instant will not be optimal
later on.

Image segmentation can be realized as a classification process, each pixel receives
a class label according to the associated image features which can be computed
from the pixel neighborhood. We perform the pixel classification using random
forest (RF) classifier. RF have been applied to delineate the myocardium in 3D
ultrasound (US) of adult hearts [2], brain tissue segmentation [3,4], detection of
several organs in CT volumes [5,6]. In [7] we provide some first results of the
approach proposed in this paper.

Abdominal Aortic Aneurysm (AAA) is a local dilation of the Aorta that occurs
between the renal and iliac arteries. The weakening of the aortic wall leads to
its deformation and the generation of a thrombus. 3D Contrast Computerized
Tomography Angiography (CTA) is the preferred imaging method because it
allows minimally invasive visualization of the Aorta’s lumen, thrombus and cal-
cifications. segmentation of the AAA thrombus is a specific case of the vascular
structure segmentation problem [8] [9,10], which is not trivial due to the low
signal intensity contrast between the aneurysm thrombus and its surrounding
tissue, as illustrated in Fig. 1. The method by De Bruijne et al.[11] is an inter-
active contour tracking method for axial slices; Olabarriaga et al. [12] employ a
deformable model approach based on a nonparametric statistical grey-level ap-
pearance model to determine the deformable model adaptation direction starting
from a lumen contour shape interactive segmentation; Zhuge et al. [13] present
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Fig. 2. Pipeline of the experimental setup for the Active Learning enhanced with Do-
main Knowledge segmentation process

a level-set segmentation based on a parametric statistical model; Demirci et al.
[14] propose a deformable B-spline parametric model based on a nonparamet-
ric intensity distribution model and; Freiman et al. [15] apply a an iterative
model-constrained graph-cut algorithm. These methods involve significant user
interaction. Thrombus segmentation of AAA on CTA data volumes can be stated
as a voxel classification problem mapping each voxel into either aortic thrombus
or background classes.

Process pipeline: The experimental setup is illustrated in Fig. 2. We load the
complete CTA volume data, computing first the feature vectors on each voxel.
The feature selection and feature extraction processes are the same as in [7,16,17].
A single axial slice situated approximately at the center of the thrombus is
selected to perform the Active Learning construction of the voxel classifier. Next,
the voxel classifier is applied to all remaining slices of the CTA volume, obtaining
an identification of the regions detected as thrombus by this classifier. Expert
Domain Knowledge is applied to post-process the detection results, removing
spurious detections. Finally, we perform a volume rendering showing the quality
of the thrombus detection. The Active Learning oracle in the experiments is the
ground truth provided by manual segmentation.

The structure of the paper is as follows: Section 2 describes the methods em-
ployed for the segmentation. Section 3 describes the experimental setup. Section
4 provides the experimental results.
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2 Methods

2.1 Random Forest Classifiers

The random forests (RF) algorithm is a classifier [18] that encompasses bagging
[19] and random decision forests [20] [21], being used in a variety of applications
[22]. RF became popular due to its simplicity of training and tuning while offering
a similar performance to boosting. Consider a RF collection of tree predictors,
that is, a RF is a large collection of decorrelated decision trees

h(x;ψt), t = 1, ..., T,

where x is a d-dimensional random sample of random vector X, ψt are indepen-
dent identically distributed random vectors whose nature depends on their use
in the tree construction, and each tree casts a unit vote for the most popular
class of input x. RF capture complex interaction structures in data, and are
supposed to be resistant to over-fitting of data if individual trees are sufficiently
deep.

Given a dataset of N samples, a bootstrapped training dataset is used to grow
tree h(x;ψt) by recursively selecting a random subset of data dimensions d̂ such
that d̂" d and picking the best split of each node based on these variables. Unlike
conventional decision trees, pruning is not required. The independent identically
distributed random vectors ψt determine the random dimension selection.

The trained RF can be used for classification of a new input x by majority vote
among the is the class prediction of the RF trees Cu(x). The critical parameters
of the RF classifier for the experiments reported below are set as follows. The
number of trees in the forest should be sufficiently large to ensure that each
input class receives a number of predictions: we set it to 100. The number of
variables randomly sampled at each split node is d̂ = 5.

2.2 Active Learning

As a first step, image segmentation is produced by a Random Forest (RF) classi-
fier applied on a set of standard image features. The human operator is presented
with the most uncertain unlabeled voxels to select some of them for inclusion
in the training set, retraining the RF classifier. The approach is applied to the
segmentation of the thrombus in CTA data of Abdominal Aortic Aneurysm
(AAA) patients. The segmentation is also constrained by knowledge on the ex-
pected shape of the target structures. Active learning focuses on the interaction
between the user and the classifier. In the context of clasifier based image seg-
mentation, the system returns to the user the pixels whose classification out-
come is most uncertain. After accurate labeling by the user, pixels are included
into the training set in order to retrain the classifier. The classification model
is optimized on well-chosen difficult examples, maximizing its generalization
capabilities.
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2.3 Domain Knowlegde

The use of Domain Knowledge allows to post-processing the results of the classi-
fication in order to remove spurious detections. This Domain Knowledge consists
in the following rules for the specific detection of the thrombus in AAA images:

– At each axial slice, the thrombus is composed of only one connected compo-
nent. We can remove all connected components disconnected from the one
that is more likely to be the thrombus, which is identified by the following
rules.

– Thrombus has a roughly circular shape in any axial cut of the volume.
– In succesive slices moving away from the thrombus middle slice the radius

of the thrombus region decreases.
– In successive axial slices, the thrombus region overlap is large (between 80%

and 90% of the area).
– The 2D coordinates of the centroid of the thrombus region have a small

(smooth) variation between successive slices.

These rules allow us to perform a heuristic post-processing of the classification
results which show a dramatic increase in detection in some cases. These rules
do not need any specific parameter tuning and are easily implementable.

3 Experimental Setup

Datasets. We have performed computational experiments over 6 datasets to test
the proposed Active Learning enhanced with Expert Knowlegde based image
classification approach. Each dataset consists in real human contrast-enhanced
datasets of the abdominal area with 512x512 pixel resolution on each slice. Each
dataset consists of between 216 and 560 slices and 0.887x0.887x1 mm spatial
resolution corresponding to patients who suffered Abdominal Aortic Aneurysm.
The datasets show diverse sizes and locations of the thrombus. Some of them
have metal streaking artifacts due to the stent graft placement. Ground truth
segmentations of the thrombus for each dataset that simulates the human or-
acle providing the labels for the voxels, was obtained manually by a clinical
radiologist.

Segmentation problem. We are looking for the segmentation of the thrombus
in the AAA formed after the placement of the endo-protesis. Therefore, we deal
with a two-class problem.

Parameter tuning. We train the RF classifier with a single slice a to test the
sensitivity of the forest parameters: the number of the trees T and their depth
D. The increase in performance stabilizes around number of trees = 80 and
depth = 20. Once we get the optimal parameters and feature set, we perform
the experiment to test our method in the patients CT volumes as illustrated in
figure 2.

Validation. The performance measure results of the experiments are the post-
processing average True Positive Rate (TPR).
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4 Experimental Results

We have performed computational experiments over 6 datasets to test the pro-
posed approach. Each dataset consists in real human contrast-enhanced datasets
of the abdominal area with 512x512 pixel resolution on each slice. Each dataset
consists of a number of slices between 216 and 560, and 0.887x0.887x1 mm spatial
resolution corresponding to patients who suffered Abdominal Aortic Aneurysm.
The datasets show diverse sizes and locations of the thrombus. Fig. 3 shows
the performance of the Active Learning based image segmentation algorithm for
CT volumes of AAA patients, plotting the average True Positive Rate (TPR)

Fig. 3. True Positive Rates for all volumes treated. Red curves corresponds to RF
results trained with Active Learning, and blue curves to the Domain Knowledge post-
processing.
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(a) (b)

Fig. 4. Volume rendering of aortic lumen (green) and thrombus (red) obtained from
the segmentation of one CT volume. (a) manual segmentation of the ground truth, (b)
result of Active Learning trainning of RF classifier, enhanced with Domain Knowledge
post-processing rules.

versus the slice number (relative to the middle slice of the thrombus used for
training) of the RF classifiers trained with Active Learning without (red) and
with (blue) the application of the heuristic postprocessing rules derived from
Domain Knowledge. In most of the cases, the Domain Knowledge based post-
processing provides some improvement, mostly in the slices that fall far away
from the middle slice.

A 3D volume rendering of the Aorta’s lumen (green) and thrombus (red)
of one patient is shown in Fig.4. Fig.4(a) shows the rendering of the ground
truth given by volume manual segmentation. Fig.4 (b) shows the result of the
segmentation based on the Active Learning enhanced with Domain Knowledge
classifier built from the thrombus’ central slice. The structure of the thrombus
is well delineated and fits almost perfectly to the ground truth.

5 Conclusion and Future Works

An approach to the problem of segmentation of CTA volumes with and specific
application in mind, such as AAA thrombus segmentation treated here, is the
training of a voxel based classifier based on selected voxel features. Following
conventional procedures, training requires large training data sets which must
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be hand-labeled, a costly and error prone process. Besides, there is little guar-
antee that a classifier trained once will have sustained generalization ability. An
alternative is to build quickly and efficiently specific classifiers trained on the
volume to be segmented with a minimum number of training samples requir-
ing labeling. Such alternative is provided by Active Learning approaches, which
we have applied with some success to AAA thrombus segmentation. However,
results can be improved by using specific Domain Knowledge of the structure
being segmented. In this paper we have transformed such rules in heuristic post-
processing rules. The results show that in some cases, the application of such
heuristics can provide dramatic increase in performance, maintaining all the ad-
vantages of the Active Learning approach.
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were provided by the group of Leo Joskowicz [15] of the Mount Sinai School of
Medicine, New York, NY. Project MICINN grant TIN2011-23823 has supported
this work.

References

1. Settles, B.: Active learning literature survey. Sciences New York 15(2) (2010)
2. Lempitsky, V., Verhoek, M., Alison Noble, J., Blake, A.: Random forest classifica-

tion for automatic delineation of myocardium in real-time 3D echocardiography.
In: Ayache, N., Delingette, H., Sermesant, M. (eds.) FIMH 2009. LNCS, vol. 5528,
pp. 447–456. Springer, Heidelberg (2009)

3. Geremia, E., Menze, B.H., Clatz, O., Konukoglu, E., Criminisi, A., Ayache, N.:
Spatial decision forests for MS lesion segmentation in multi-channel MR images.
In: Jiang, T., Navab, N., Pluim, J.P.W., Viergever, M.A. (eds.) MICCAI 2010,
Part I. LNCS, vol. 6361, pp. 111–118. Springer, Heidelberg (2010)

4. Yi, Z., Criminisi, A., Shotton, J., Blake, A.: Discriminative, semantic segmentation
of brain tissue in MR images. In: Yang, G.-Z., Hawkes, D., Rueckert, D., Noble, A.,
Taylor, C. (eds.) MICCAI 2009, Part II. LNCS, vol. 5762, pp. 558–565. Springer,
Heidelberg (2009)

5. Criminisi, A., Shotton, J., Bucciarelli, S.: Decision forests with long-range spatial
context for organ localization in ct volumes. In: MICCAI Workshop on Probabilistic
Models for Medical Image Analysis (2009)

6. Criminisi, A., Shotton, J., Robertson, D., Konukoglu, E.: Regression forests for
efficient anatomy detection and localization in CT studies. In: Menze, B., Langs,
G., Tu, Z., Criminisi, A. (eds.) MICCAI 2010. LNCS, vol. 6533, pp. 106–117.
Springer, Heidelberg (2011)

7. Maiora, J., Graña, M.: Abdominal cta image analisys through active learning and
decision random forests: Aplication to AAA segmentation. In: The 2012 Interna-
tional Joint Conference on Neural Networks, IJCNN, pp. 1–7 (2012)

8. Lesage, D., Angelini, E.D., Bloch, I., Funka-Lea, G.: A review of 3d vessel lumen
segmentation techniques: Models, features and extraction schemes. Medical Image
Analysis 13(6), 819–845 (2009)

9. Macia, I., Grana, M., Maiora, J., Paloc, C., de Blas, M.: Detection of type ii
endoleaks in abdominal aortic aneurysms after endovascular repair. Computers in
Biology and Medicine 41(10), 871–880 (2011)



Enhancing Active Learning Computed Tomography Image Segmentation 499

10. Macia, I., Graña, M., Paloc, C.: Knowledge management in image-based analysis of
blood vessel structures. Knowledge and Information Systems 30(2), 457–491 (2012)

11. de Bruijne, M., van Ginneken, B., Viergever, M.A., Niessen, W.J.: Interactive seg-
mentation of abdominal aortic aneurysms in cta images. Med. Image Anal. 8(2),
127–138 (2004)

12. Olabarriaga, S., Rouet, J., Fradkin, M., Breeuwer, M., Niessen, W.: Segmentation of
thrombus in abdominal aortic aneurysms from CTA with nonparametric statistical
grey level appearance modeling. IEEE Transactions on Medical Imaging 24(4),
477–485 (2005)

13. Zhuge, F., Rubin, G.D., Sun, S.H., Napel, S.: An abdominal aortic aneurysm
segmentation method: Level set with region and statistical information. Medical
Physics 33(5), 1440–1453 (2006)

14. Demirci, S., Lejeune, G., Navab, N.: Hybrid deformable model for aneurysm seg-
mentation. In: ISBI 2009, pp. 33–36 (2009)

15. Freiman, M., Esses, S.J., Joskowicz, L., Sosna, J.: An Iterative Model-Constraint
Graph-cut Algorithm for Abdominal Aortic Aneurysm Thrombus Segmentation.
In: Proc. of the 2010 IEEE Int. Symp. on Biomedical Imaging: From Nano to
Macro, ISBI 2010, Rotterdam, The Netherlands, pp. 672–675. IEEE (April 2010)

16. Chyzhyk, D., Ayerdi, B., Maiora, J.: Active learning with bootstrapped dendritic
classifier applied to medical image segmentation. Pattern Recognition Letters (on-
line, 2013)

17. Maiora, J., Ayerdi, B., Graña, M.: Random forest active learning for computed
tomography angiography image segmentation. Neurocomputing (inpress, 2013)

18. Breiman, L.: Random forests. Machine Learning 45(1), 5–32 (2001)
19. Breiman, L.: Bagging predictors. Machine Learning 24(2), 123–140 (1996)
20. Amit, Y., Geman, D.: Shape quantization and recognition with randomized trees.

Neural Computation 9(7), 1545–1588 (1997)
21. Ho, T.: The random subspace method for constructing decision forests. IEEE

Transactions on Pattern Analysis and Machine Intelligence 20(8), 832–844 (1998)
22. Barandiaran, I., Paloc, C., Graña, M.: Real-time optical markerless tracking for

augmented reality applications. Journal of Real-Time Image Processing 5, 129–138
(2010)



Evolutionary Ordinal Extreme Learning Machine�

Javier Sánchez-Monedero,
Pedro Antonio Gutiérrez, and Cesar Hervás-Martínez

University of Córdoba, Dept. of Computer Science and Numerical Analysis
Rabanales Campus, Albert Einstein building, 14071 - Córdoba, Spain

{jsanchezm,pagutierrez,chervas}@uco.es

Abstract. Recently the ordinal extreme learning machine (ELMOR)
algorithm has been proposed to adapt the extreme learning machine
(ELM) algorithm to ordinal regression problems (problems where there
is an order arrangement between categories). In addition, the ELM stan-
dard model has the drawback of needing many hidden layer nodes in
order to achieve suitable performance. For this reason, several alterna-
tives have been proposed, such as the evolutionary extreme learning ma-
chine (EELM). In this article we present an evolutionary ELMOR that
improves the performance of ELMOR and EELM for ordinal regression.
The model is integrated in the differential evolution algorithm of EELM,
and it is extended to allow the use of a continuous weighted RMSE fitness
function which is proposed to guide the optimization process. This favors
classifiers which predict labels as close as possible (in the ordinal scale) to
the real one. The experiments include eight datasets, five methods and
three specific performance metrics. The results show the performance
improvement of this type of neural networks for specific metrics which
consider both the magnitude of errors and class imbalance.

Keywords: ordinal classification, ordinal regression, extreme learning
machine, differential evolution, class imbalance.

1 Introduction

Ordinal regression, or ordinal classification, problems are classification problems
where the problem nature suggests the presence of an order between labels. In
addition, it is expected that this order would be reflected on the data distribution
through the input space [1]. Compared to nominal classification, ordinal classifi-
cation has not attracted much attention, nevertheless the number of algorithms
and associated publications have grown in the late years [2].

In this work we propose an evolutionary extreme learning machine for ordinal
regression. We modify the ELMOR model proposed by Deng et. al [3] with an
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extension to allow a probabilistic formulation of the neural network, for which we
propose a fitness function that considers restrictions related to ordinal regression
problems. We evaluate the proposal with eight datasets, five related methods and
three specific performance metrics.

The rest of the paper is organized as follows. Section 2 introduces the ordinal
regression problem and formulation. Section 3 presents the extreme learning
machine and its evolutionary alternative, and Section 4 explains the proposed
method. Experiments are covered at Section 5 and finally conclusions and future
work are summarized in the last section.

2 Ordinal Regression

Ordinal regression is a type of supervised classification problem in which there
is an order within categories [1,4]. This order is generally deduced from the
problem nature by an expert or by simple assumptions about the data.

2.1 Problem Formulation

The ordinal regression problem can be mathematically formulated as a problem
of learning a mapping φ from an input space X to a finite set C = {C1, C2, . . . , CQ}
containing Q labels, where the label set has an order relation C1 ≺ C2 ≺
. . . ≺ CQ imposed on it (symbol ≺ denotes the ordering between different
categories). The rank of an ordinal label can be defined as O(Cq) = q. Each
pattern is represented by a K-dimensional feature vector x ∈ X ⊆ RK and
a class label t ∈ C. The training dataset D is composed of N patterns D =
{(xi, ti) | xi ∈ X, ti ∈ C, i = 1, . . . , N}, with xi = (xi1, xi2, . . . , xiK).

For instance, bond rating can be considered as an ordinal regression problem
where the purpose is to assign the right ordered category to bonds, being the
category labels {C1 = AAA, C2 = AA, C3 = A, C4 = BBB, C5 = BB}, where
labels represent the bond quality assigned by credit rating agencies. Here there
is a natural order between classes {AAA ≺ AA ≺ A ≺ BBB ≺ BB}, AAA being
the highest quality one and BB the worst one.

Considering the previous definitions, an ordinal classifier (and the associated
training algorithm) has two challenges. First, since the nature of the problem
implies that the class order is somehow related to the distribution of patterns
in the space of attributes X as well as the topological distribution of the classes,
the classifier must exploit this a priori knowledge about the input space [1,4].
Secondly, specific performance metrics are needed. Given the bond rating ex-
ample, it is reasonable to conclude that predicting class BB when the real class
is AA represents a more severe error than that associated with AAA predic-
tion. Therefore, performance metrics must consider the order of the classes so
that misclassifications between adjacent classes should be considered less impor-
tant than the ones between non-adjacent classes, more separated in the class
order [5,4].
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2.2 Performance Metrics

As mentioned, ordinal regression needs specific performance metrics. In this
work we will use the accuracy and the Mean Absolute Error (MAE), since
those are the most used ones, and the recently proposed average MAE, which is
a robust metric for imbalanced datasets. Let us suppose we want to evaluate the
performance of N predicted ordinal labels for a given dataset {t̂1, t̂2, . . . , t̂N},
with respect to the actual targets {t1, t2, . . . , tN}. The accuracy, also known as
Correct Classification Rate or Mean Zero-One Error (MZE) when expressed as
an error, is the rate of correctly classified patterns.

However, the MZE does not reflect the magnitude of the prediction errors.
For this reason, the MAE is commonly used together with MZE in the ordi-
nal regression literature [2,5,6]. MAE is the average absolute deviation of the
predicted labels from the true labels:

MAE =
1

N

N∑
i=1

e(xi), (1)

where e(xi) = |O(ti)−O(t̂i)|. The MAE values range from 0 to Q−1. However,
neither MZE, nor MAE are suitable for problems with imbalanced classes. To
solve this issue, Baccianella et. al [7] proposed to use the average of the MAE
across classes:

AMAE =
1

Q

Q∑
j=1

MAEj =
1

Q

Q∑
j=1

1

nj

nj∑
i=1

e(xi), (2)

where AMAE values range from 0 to Q− 1 and nj is the number of patterns in
class j.

3 Extreme Learning Machine

This section presents the ELM and ELMOR models, in order to establish the
baseline for the article proposal.

3.1 ELM for Nominal Classification and Regression

This section presents the extreme learning machine (ELM) algorithm and the
Evolutionary ELM. For a further review of ELM please refer to specific survey
[8]. The ELM algorithm has been proposed in [9]. ELM and its extensions have
been applied to several domains including multimedia Quality-of-Service (QoS)
[10] or sales forecasting, among others.

The ELM model is a Single-Layer Feedforward Neural Network that is de-
scribed as follows. Let us define a classification problem with a training set given
by N samples D = {(xi,yi) : xi ∈ RK ,yi ∈ RQ, i = 1, 2, . . . , N}, where xi is
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a K×1 input vector and yi is a Q×1 target vector1 Here, a target y, associated
to pattern x, is defined so that yj = 1 means that pattern x belong to class j and
yk = 0|j 
= k means the pattern does not belong to class k, this is generally known
as a 1-of-Q coding scheme. Let us consider a multi-layer perceptron (MLP) with
M nodes in the hidden layer and Q nodes in the output layer given by:

f (x,θ) = (f1(x, θ1), f2(x, θ2), . . . , fQ(x, θQ)), (3)

where:
fq(x, θq) = βq

0 +
∑M

j=1 β
q
jσj(x,wj), q = 1, 2, . . . , Q, (4)

where θ = (θ1, . . . , θQ)T is the transpose matrix containing all the neural net
weights, θq = (βq,w1, . . . ,wM ) is the vector of weights of the q output node,
βq = βq

0 , β
q
1 , . . . , β

q
M is the vector of weights of the connections between the

hidden layer and the qth output node, wj = (w1j , . . . , wKj) is the vector of
weights of the connections between the input layer and the jth hidden node, Q
is the number of classes in the problem, M is the number of sigmoidal units in
the hidden layer and σj (x,wj) the sigmoidal function:

σj (x,wj) =
1

1 + exp
(
−
(
w0j +

∑K
i=1 wijxi

)) , (5)

where w0j is the bias of the jth hidden node.
The linear system f(xj) = yj , j = 1, 2, . . . , N , can be written as the following

matrix system Hβ = Y, where H is the hidden layer output matrix of the
network:

H (x1, . . . ,xN ,w1, . . . ,wM ) =

⎡⎢⎣ σ (x1,w1) · · · σ (x1,wM )
...

. . .
...

σ (xN ,w1) · · · σ (xN ,wM )

⎤⎥⎦
N×M

,

β =

⎡⎢⎣ β1
...

βM

⎤⎥⎦
M×Q

and Y =

⎡⎢⎣ y1

...
yN

⎤⎥⎦
N×Q

.

The ELM algorithm randomly selects the wj = (w1j , . . . , wKj), j = 1, . . . ,M ,
weights and biases for hidden nodes, and analytically determines the output
weights βq

0 , β
q
1 , . . ., βq

M for q = 1 . . .Q by finding the least square solution to
the given linear system. The minimum norm least-square solution (LS) to the
linear system is β̂ = H†Y, where H† is the Moore-Penrose generalized inverse of
matrix H. The minimum norm LS solution is unique and has the smallest norm
among all the LS solutions, which guarantees better generalization performance.

1 Note we change the notation of the targets here from a scalar target (t) to a vec-
tor target (y). This is due to the multi-class neural network outputs, since neural
networks generally have Q or Q− 1 number of output neurons.
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The evolutionary extreme learning machine (EELM) [11] improves the original
ELM by using the original Differential Evolution (DE) algorithm proposed by
Storn and Price [12]. The EELM uses DE to select the input weights wj , and the
Moore-Penrose generalized inverse to analytically determine the output weights
between hidden and output layers. Then, the population of the evolutionary
algorithm is the set of input weights wj which are evaluated completing the
ELM training process.

3.2 ELM for Ordinal Regression

The ELM has been adapted to ordinal regression by Deng et. al [3] being the
key of their approach the output coding strategies that impose the class order-
ing restriction. That work evaluates single multi-class and multi-model binary
classifiers. The single ELM was found to obtain slightly better generalization
results for benchmark datasets and also to report the lowest computational time
for training. In the present work the single ELM alternative will be used. In the
single ELMOR approach the output coding is a targets binary decomposition
[13], an example of five classes (Q = 5) decomposition is shown in Table 1.

Table 1. Example of nominal and ordinal output coding for five classes (Q = 5)

1-of-Q coding Frank and Hall coding [13]⎛
⎜⎜⎜⎜⎝

+1 −1 −1 −1 −1
−1 +1 −1 −1 −1
−1 −1 +1 −1 −1
−1 −1 −1 +1 −1
−1 −1 −1 −1 +1

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝

+1,−1,−1,−1,−1
+1,+1,−1,−1,−1
+1,+1,+1,−1,−1
+1,+1,+1,+1,−1
+1,+1,+1,+1,+1

⎞
⎟⎟⎟⎟⎠

In this way, the solutions provided by the β̂ = H†Y expression tend to pro-
duce order aware models. For the generalization phase, the loss-based decoding
approach [14] is applied, i.e. the chosen label is that which minimizes the expo-
nential loss:

t̂ = arg min
1≤q≤Q

dL (Mq,g(x)) ,

where t̂ is the predicted class label, being t̂ ∈ C = {C1, C2, . . . , CQ} containing
Q labels, Mq is the code associated to class Cq (i.e. each of the rows of coding
at the right of Table 1), g(x) = f (x,θ) is the vector of predictions given by the
model in Eq. (3), and dL (Mq,g(x)) is the exponential loss function:

dL (Mq,g(x)) =

Q∑
i=1

exp (−Miq · gi(x)) . (6)
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4 Evolutionary Extreme Learning Machine for Ordinal
Regression

This section presents our evolutionary extreme learning machine for ordinal re-
gression (EELMOR) model and the associated training algorithm. First, the
EELMOR extends the ELMOR model to obtain a probabilistic output. For do-
ing that, the softmax transformation layer is added to the ELMOR model using
the negative exponential losses of Eq. (6):

pq = pq(x, θq) =
exp(−dL (Mq,g(x)))∑Q
i=1 exp(−dL (Mi,g(x)))

, 1 ≤ q ≤ Q, (7)

where pq is the posterior probability that a pattern x has of belonging to class Cq

and this probability should be maximized for the actual class and minimized (or
ideally be zero) for the rest of the classes. This formulation is used for evaluating
the individuals in the evolutionary process but not for solving the ELMOR
system of equations.

In the case of ordinal regression, the posterior probability must decrease from
the true class to more distant classes. This has been pointed out in the work of
Pinto da Costa et al. [5]. In that work an unimodal output function is imposed to
the neural network model, and the probability function monotonically decreases
as the classes are more distant from the true one.

According to the previous observation, we propose a fitness function for guid-
ing the evolutionary optimization that simultaneously considers two features of
a classifier:

1. Misclassification of non-adjacent classes should be more heavily penalized as
the difference between classes labels grows.

2. The posterior probability should be unimodal and monotonically decrease
for non-adjacent classes.

In this way, not only the right class output is considered, but also the posterior
probabilities with respect to the wrong classes are reduced. In order to satisfy
these restrictions, we propose the weighted root mean square error (WRMSE).

First, we design the type of cost associated with the errors. Let us define
the absolute cost matrix as A, where the element aij = |i − j| is equal to the
difference in the number of categories, aij = |i− j|. The absolute cost matrix is
used, for instance, for calculating the MAE, being i the actual label and j the
predicted label. An example of an absolute cost matrix for five classes is shown
in Table 2. In the case of WRMSE, A cannot be directly applied because it
would suppress information about the posterior probability of the correct class
(see Eq. (9)). Then, we add a square matrix of ones 1 so that our final cost
matrix is C = A + 1 (see an example in Table 2).

Second, according to the model output defined in Eq. (7), we define the
weighted root mean square error (WRMSE) associated to a pattern as:

e =

∑Q
q=1(ciq

√
(yq − pq)2)

Q
, (8)
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Table 2. Example of an absolute cost matrix (A) and an absolute cost matrix plus
the matrix of ones (C = A+ 1) for five classes (Q = 5)

A C = A+ 1⎛
⎜⎜⎜⎜⎝

0 1 2 3 4
1 0 1 2 3
2 1 0 1 2
3 2 1 0 1
4 3 2 1 0

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝

1 2 3 4 5
2 1 2 3 4
3 2 1 2 3
4 3 2 1 2
5 4 3 2 1

⎞
⎟⎟⎟⎟⎠

where i is index of the true target and ciq represents the cost of errors associated
to the q output of the neural network coded in matrix C (see Table 2). Finally,
the total error of the prediction is defined as:

WRMSE =

∑N
i=1(ei)

N
. (9)

For ending this section, it should be noticed that in a single model multi-
class classifier the RMSE has the interesting property of selecting solutions
that consider good classification performance of all classes simultaneously [15].
In the case of MZE, only one network output (the one with maximum value)
contributes to the error function, and it does not contribute with the output’s
value. However, for RMSE it is straightforward to check that each model output
(posterior probabilities) contributes to the error function. Then, the model’s
decision thresholds and posteriors will tend to be more discriminative. This
implicit pressure over the posteriors is even more severe in the case of WRMSE.

5 Experimental Section

This section presents experiments comparing the present approach with several
alternatives, with special attention to the EELM and the ELMOR as reference
methods.

5.1 Datasets and Related Methods

Table 3 shows the characteristics of the 8 datasets included in the experiments.
The publicly available real ordinal regression datasets were extracted from bench-
mark repositories (UCI [16] and mldata.org [17]). The experimental design in-
cludes 30 stratified random splits (with 75% of patterns for training and the
remainder for generalization).

In addition to the EELM, ELMOR and the proposed method (EELMOR),
we include the following alternatives in the experimental section:

– The POM algorithm [18], with the logit link function.
– The GPOR method [6] including automatic relevance determination, as pro-

posed by the authors.
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Table 3. Characteristics of the benchmark datasets

Dataset #Pat. #Attr. #Classes Class distribution
automobile (AU) 205 71 6 (3, 22, 67, 54, 32, 27)
balance-scale (BS) 625 4 3 (288, 49, 288)

bondrate (BO) 57 37 5 (6, 33, 12, 5, 1)
contact-lenses (CL) 24 6 3 (15, 5, 4)
eucalyptus (EU) 736 91 5 (180, 107, 130, 214, 105)

LEV (LE) 1000 4 5 (93, 280, 403, 197, 27)
newthyroid (NT) 215 5 3 (30, 150, 35)

pasture (PA) 36 25 3 (12, 12, 12)

– NNOR [19] Neural Network with decomposition scheme by Frank and Hall
in [13].

The algorithms’ hyper-parameters were adjusted by a grid search using MAE
as parameter selection criteria. For NNOR, the number of hidden neurons, M ,
was selected by considering the following values, M ∈ {5, 10, 20, 30, 40}. The
sigmoidal activation function was considered for the hidden neurons. For EL-
MOR, EELM and EELMOR, higher numbers of hidden neurons are considered,
M ∈ {5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100}, given that it relies on sufficiently
informative random projections [9]. With regards to the GPOR algorithm, the
hyperparameters are determined by part of the optimization process. For EELM
and EELMOR the evolutionary parameters’ values are the same as used at [11].
The number of iterations was 50 and the population size 40.

5.2 Experimental Results

Table 4 shows mean generalization performance of all the algorithms including
metrics described at Section 2.2. The mean rankings of MZE, MAE and AMAE
are obtained to compare the different methods. A Friedman’s non-parametric
test for a significance level of α = 0.05 has been carried out to determine the
statistical significance of the differences in rank in each method. The test rejected
the null-hypothesis stating that all algorithms performed equally in the mean
ranking of the three metrics. Because of space restrictions, we will only examine
AMAE metric, since it is the most robust one. For this purpose, we have applied
the Holm post-hoc test to compare EELMOR to all the other classifiers in order
to justify our proposal. The Holm test is a multiple comparison procedure that
works with a control algorithm (EELMOR) and compares it to the remaining
methods [20]. Results of the test are shown in Table 5, which shows that our
proposal improves on all the methods’ performance except NNOR for α = 0.10,
and there are only statistical differences with EELM for α = 0.05. The second
best performance in AMAE was for NNOR.
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Table 4. Experimental generalization results comparing the proposed method to other
nominal and ordinal classification methods. The mean and standard deviation of the
results are reported for each dataset, as well as the mean ranking. The best result is
in bold face and the second best result in italics.

MZE Mean Mean MZE rank
Method/DataSet AU BS BO CL EU LE NT PA
EELM 0.453 0.152 0.544 0.344 0.507 0.393 0.152 0.389 4.94
ELMOR 0.384 0.082 0 .476 0.383 0.440 0.371 0.051 0.389 3.31
GPOR 0.389 0.034 0.422 0.394 0.315 0.388 0 .034 0.478 3.13
NNOR 0 .376 0 .039 0.500 0.294 0.418 0.373 0.035 0.237 2.31
POM 0.533 0.092 0.656 0.378 0.841 0.380 0.028 0.504 4.69
EELMOR 0.360 0.092 0.533 0 .306 0 .394 0 .372 0.035 0 .333 2.63

MAE Mean Mean MAE rank
Method/DataSet AU BS BO CL EU LE NT PA
EELM 0.688 0.216 0.722 0.517 0.718 0.439 0.154 0.404 5.06
ELMOR 0.542 0.089 0.649 0.522 0.531 0.406 0.052 0.404 3.44
GPOR 0.594 0.034 0.624 0.511 0.331 0.422 0 .034 0.489 2.75
NNOR 0.503 0 .044 0.671 0 .456 0.476 0.408 0.035 0.241 2.44
POM 0.953 0.111 0.947 0.533 2.029 0.415 0.028 0.585 5.00
EELMOR 0 .510 0.108 0 .644 0.433 0 .447 0 .407 0.035 0 .344 2.31

AMAE Mean Mean AMAE rank
Method/DataSet AU BS BO CL EU LE NT PA
EELM 0.813 0.426 1.119 0.545 0.778 0.632 0.212 0.404 4.75
ELMOR 0.649 0.176 1.168 0.531 0.575 0.611 0.114 0.404 3.94
GPOR 0.792 0.051 1.360 0.651 0.362 0.654 0.062 0.489 4.13
NNOR 0.566 0 .066 1.135 0 .493 0.506 0.608 0.059 0.241 2.19
POM 1.026 0.107 1 .103 0.535 1.990 0.632 0.050 0.585 4.06
EELMOR 0 .592 0.172 1.041 0.463 0 .489 0.608 0 .052 0 .344 1.94

Table 5. Table with the different algorithms compared with EELMOR using the Holm
procedure (α = 0.10) in terms of AMAE. The horizontal line shows the division
between methods significantly different from EELMOR.

i Algorithm z p α
′
Holm

1 EELM 3.0067 0.0026 0.0200
2 GPOR 2.3385 0.0194 0.0250
3 POM 2.2717 0.0231 0.0333
4 ELMOR 2.1381 0.0325 0.0500
5 NNOR 0.2673 0.7893 0.1000

6 Conclusions and Future Work

In this work, we have adapted the ELMOR model to the Evolutionary ELM.
We have proposed the weighed RMSE error function to guide the algorithm.
Based on theoretical analysis and experimental results, we justify the proposal
compared to the reference methods and other ordinal regression techniques.

Future work involves the design and experiments with new output codes and
associated error functions. In addition, as a future work, a comparison can be
performed taking into account the run time of the algorithms. Also the explo-
ration of limitations of the proposal should be part of future research.
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Abstract. The goal of this paper is to show EMG based system control applied 
to motorized orthoses. Through two biometrical sensors it captures biceps and 
triceps EMG signals, which are then filtered and processed by an acquisition 
system. Finally an output/control signal is produced and sent to the actuators, 
which will then perform the proper movement. The research goal is to predict 
the movement of the lower arm through the analysis of EMG signals, so that the 
movement can be reproduced by an arm orthosis, powered by two linear  
actuators. 

Keywords: Orthosis, Prosthesis, Control, EMG, Power assistance. 

1 Introduction 

Due to different reasons, many people have disabilities in their body, and this causes 
difficulties in their life. Medical science has worked a lot on trying to solve these 
drawbacks, but sometimes it is impossible to achieve more improvements just with 
medical treatments. On this paper we have tried to develop an arm orthosis control, 
using EMG signals as input and creating a movement, as natural as possible, for a 
robotic arm. 

At the University of Tsukuba the Hybrid Assisted Limb (HAL) was developed [1-
3]. It is a battery-powered suit that detects muscle myoelectrical signals on the skin 
surface, below the hip and above the knee. Using these and other signals, such as 
gyroscopes, force sensors and potentiometers for measuring joint angles, it processes 
everything and each leg of HAL is powered in flexion/extension motion. The ankle 
includes passive degrees of freedom. 

Yamamoto et al. [4, 5] have created an exoskeleton system for assisting nurses dur-
ing patient handling. It includes pneumatic actuators for the flexion/extension of the 
hips and knees. User input is determined via force sensing resistors coupled to the wear-
er’s skin, and the data used comes from those force sensing resistor and joint angles. 

Pratt et al. developed a squatting assisting system that powered the knee movement 
[6]. The device is powered by a linear series-elastic actuator, and it uses a positive-
feedback force controller to create an appropriate force for the actuator. 
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Kong et al. developed a full lower-limb exoskeleton system that works with a po-
wered walker [7]. The exoskeleton is lighter than others, because the electric actua-
tors, the controller and the batteries are placed in the walker. The system’s input is a 
set of pressure sensor that measure the force applied by the quadriceps on the knee. 

Agrawal et al. have researched projects on statically balanced leg orthoses that re-
duce the effort during swing [8]. The device uses springs in order to cancel the gravity 
force associated with the device links and the person’s leg. A substantial reduction of 
the required torque has been proved experimentally. 

Just in the USA there is an estimate of 10,000 new upper extremity amputees every 
year. This can be caused by trauma, disease or due to congenital deficiencies. When a 
person loses control over a lower limb, there are several options that can be explored, 
taking into account several factors such as price, weight and performance. Passive 
prosthesis can be found among the most popular options. The most basic form, con-
trolled by another limb, has limited possibilities but it is well designed esthetically 
and has low cost. Similarly, in mechanical ones the movement is controlled by anoth-
er muscle and transferred by strings, with low cost. Voice controlled alternatives are 
not common, and have acceptable cost, but have limited control and background 
noise. EMG signals (electromyography), electrical power generated by remaining 
muscles of the harmed arm, have high cost and learning curve. Finally, options using 
AMG/MMG signals (acoustic/mechanical myographic), use the sound produced by 
contracting muscles, they cost less than EMG, they are not affected by electrical inter-
ference, background noise and difficulty of recording only the muscle sound. 

2 EMG Signal Acquisition 

The electromyography signals (EMG) detect the electrical potential generated by 
muscle fibers. When muscles are relaxes they generate no potential and when they are 
flexed to the maximum, the electrical potential takes also the peak value. 

It is also important to notice that EMG signals are a combination of several Motor 
Unit Action Potentials (MUAP), as muscle fibers behave as motor units. The combi-
nation of those MUAPs is called Compound Muscle Action Potential (CMAP). Mul-
tiple MUAPs can be detected using one single electrode, and the EMG signal must be 
decomposed using some advanced techniques. 

Typical EMG signal values are 50µV-30mV electrical potential and 7-20Hz fre-
quency. 

2.1 EMG Signals Capturing 

Most common methods of capturing EMG signals are using surface, needle or fine-
wire electrodes. Surface electrodes detect a larger number of motor units, while the 
two other methods allow focusing on single muscle fibers. Additionally, the correct 
placement of the electrodes affects the results of the EMG measuring. 

Comparing surface electrodes, dry and wet ones can be differentiated. Needle elec-
trodes are typically used in physiotherapy, and fine-wire electrodes can be surgically 
implanted into the muscle. In addition, when using surface electrodes, they can be 
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mainly placed longitudinally, following the long axis of the muscle, ore transversally, 
perpendicular to the long axis. 

2.2 EMG Signals Preparation 

Once the EMG electrodes are placed, there are a few features to consider. First of all, 
voltage potential varies for each individual, so data normalization is very useful [9]. 

Principal sources of noise that must be avoided are: equipment noise (the higher 
the quality of the equipment is, the less the noise it generates), ambient noise (elec-
tromagnetic radiation caused by electronic devices around) and motion artifact 
(movement of the electrode cable or the electrode itself may produce irregularities in 
the data [10]). 

Besides, some factors affect the EMG signals. One of the most important is causa-
tive factors, which can be extrinsic, like the structure or the placement of the elec-
trodes, or intrinsic, like physiological or anatomical issues. There are also intermediate 
factors, such as physical and physiological phenomena influenced by causative factors. 
Finally some deterministic factors must be mentioned, because the number of active 
motor units and mechanical interaction between muscles are important too. 

Extra attention is required by the crosstalk. It has to be taken into account very 
carefully because it affects the signals that will be processed later. Despite that EMG 
signals are dominated by the closest muscle, neighbor muscle signals may crosstalk 
with the desired muscle signals [11]. 

The effect of crosstalk can be minimized by choosing appropriate size of the elec-
trode conductive area and appropriate inter-electrode distance. Crosstalk may also be 
further reduced by a proper location of the surface electrodes on the muscle [12]. Care 
should be taken to place the electrodes on the center of the muscle, away from the 
borders, although this is not always possible. 

3 EMG Signal Processing 

Once an EMG signal has been properly prepared and recorded, processing is required 
to extract as much data as possible. It is important to choose the best feature selection 
method before starting the signal classification. 

3.1 Feature Selection 

Depending on the type of data and its origin, different commonly used analysis tech-
niques exist [13], as shown in Table 1. 

The Principal Component Analysis (PCA) is interesting for pattern recognition be-
cause it reduces the number of coefficients needed for an effective feature representa-
tion by discarding the terms with small variances. Factor analysis is used to study the 
patterns of relationship among dependent variables, so you can discover something 
about the independent variable that affects them. The only variances that are analyzed 
are the ones that share variances, so the underlying structure of the variables can be 
identified [14-16]. 
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Table 1. Selection chart for analysis 

 Density estimation / model P(x) 
/ probabilistic model 

Define a subspace directly / 
reduce data / not probabilistic 

Data assumed in a 
subspace 

Factor analysis PCA 

Data assumed in 
groups 

Mixture of Gaussians K-means 

 
K-means clustering assigns a set of samples into a subset called “cluster”, in such a 

way that samples in the same cluster are alike in some way. It is considered a form of 
unsupervised learning and it is used in several fields among which can be found pat-
tern recognition [17]. Finally, the mixture of Gaussians assumes that the data is pro-
duced by a mixture of N multivariate Gaussians. As Gaussians are to probability den-
sities what sins and cosines are to periodic signals, in theory any distribution can be 
described as a combination of Gaussians [18-20]. 

It is also important to understand how the auto regressive model works. It is often 
used to predict and model various types of phenomena, and due to the stochastic nature 
of the EMG signals, it is a good solution for estimating signal samples as linear combi-
nations of previous samples. But the reason why auto regressive model is important in 
our work is not the estimating aspect, but the vector with the AR-parameters that cha-
racterizes the data. And this vector is used as input for the classifier. 

3.2 Signal Classification 

Once the features of the EMG signals have been extracted and selected, the signals 
themselves have to be classified. The most popular methods for classification are 
based on artificial intelligence methods such as neural networks, fuzzy networks or 
neural-fuzzy networks. 

Artificial neural networks (ANN) are, in essence, a simulation of how our brain 
works. They are structures of parallel processing based on the biological brain 
processing model [21]. It is formed by simple computation elements, which are partial 
or totally interconnected. Basically it is a network of nodes, in which each node is 
connected to each other by links. Additionally, each node has a weight value as-
signed. Artificial neural networks can have one or multiple layers: the more layers 
they have, the more complicated the problem they solve can be. 

4 Practical Experiment 

4.1 Setup 

The surface electrode used is the Biometrics SX230. It contains all the necessary gain 
and filters so the biceps and triceps signals can be captured. Electrodes are connected 
to the Biometrics K800 base unit, and it also has a ground reference cable (R206) so 
the system has a good reference. 
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The K800 amplifier system being used has two main parts: the larger table 
mounted base unit and the small light weight subject unit. The sensors are connected 
to the subject unit, which has 8 instrumental amplifiers, and it converts all inputs to 
digital signals and samples the data. Then the data is transferred to the base unit, 
which converts the signals back to analogic for output to proprietary A/D systems. 

The data acquisition board used is an AD622. It is used to connect PC compatible 
computers to real world signals. A PC with a numerical computing environment pro-
gramming language is also needed. 

In this experiment, the arm orthosis shown in Figure 1 is used. It is powered by two 
linear actuators which control the extension and flexion of the elbow. The actuators 
used are Firgelli Miniature Linear Motion Series L12. 

 

 
 

Fig. 1. Custom made arm orthosis 

In Figure 2 we can see a general scheme of the tool used during the experiment. 

 
Fig. 2. Practical setup 

4.2 Experiment Protocol 

In the explained experiment, samples from two healthy male subjects (aged 23 and 
25) are collected. The first electrode was positioned on the belly of the biceps brachii, 
and the second electrode is places on the triceps brachii opposed to the first electrode. 
Both electrodes are positioned longitudinally. 

The movements that are recorded in this experiment are 10 elbow extensions and 
10 flexions. The movements are performed under two different situations: while 
standing and holding an object of 1kg to apply a minimum level of force to ensure the 
registration of muscle activity during the movements (dataset A), and seated applying 
different levels of force varying between minimum and maximum voluntary contrac-
tion (dataset B). 

The movement speed was varied due to 4 normal movement ranges, 3 fast and 3 
slow. Each movement was sampled with a sample time of 1ms. 



 Arm Orthosis/Prosthesis Control Based on Surface EMG Signal Extraction 515 

 

4.3 Binary Algorithm 

The most basic solution is the binary algorithm, which only takes into account the 
amplitude of the signal. Once the biceps or triceps signal crosses a certain threshold, 
the orthosis will open or close. 

After the signal is recorded, an average filter is applied, and then the signal is recti-
fied and filtered again to accent peaks even more. Finally an envelope detector is used 
to smooth the final signal. This process is shown in Figure 3. 
 

 

Fig. 3. a) EMG signal b) result of average filter c) result of envelope detector 

As it is shown in Figure 4, depending on which threshold values the EMG signal 
crosses, the orthosis moves up or down. 
 

 

Fig. 4. a) One channel output b) Two channel output 

4.4 Variable Algorithm 

The variable algorithm uses the same filtering step as the binary algorithm, but it adds 
a series of threshold values to determine the speed of the movement. At the end the 
signal is sent through a first order transfer function to smooth the results. The values 
used in this variable algorithm are shown in Table 2. 
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Table 2. Variable speed algorithm 

Input (X) Output (Y) Input (X) Output (Y) 

40≥X<50 Y = 100% 15≥X<20 Y = 50% 
35≥X<40 Y = 90% 10≥X<15 Y = 40% 
30≥X<35 Y = 80% 7.5≥X<10 Y = 30% 
25≥X<30 Y = 70% 5≥X<7.5 Y = 20% 
20≥X<25 Y = 60% 1.5≥X<5 Y = 10% 

 
However, because of the high amount of force required to cross certain threshold 

amplitude, the system is difficult to control. In addition, the system needs practice and 
learning to control it properly. A typical output using the variable algorithm is shown 
in Figure 5. 
 

 

Fig. 5. One channel output 

4.5 Autoregressive and Neural Networks 

Another algorithm, a bit more complicated than the previous, is the one which uses 
autoregressive model and neural networks. In Figure 6 the performance of the neural 
network classifier is shown. 
 

 

Fig. 6. Performance of the neural network classifier 

First of all, after recording the data, the autoregressive coefficients are calculated. 
A length of 100ms is established for this experiment. Then the neural network is 
trained several times until the error rate stays below the established value. For the 
training phase a back propagation network with 15 neurons in the hidden layer is 
used, with a weight based learning function. 
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In the last step, the error of the system is calculated. The best performance 
achieved was a 94.34% accuracy using a sample block length of 100ms and an AR-
model of order 15. These values returned from the dataset A. 

When the values of dataset B were used, different results were returned. The best 
performance came from an AR-model of order 4 and block length of 100ms, getting 
an 80% in the best cases. In this case, lower AR-model order returns a better accuracy 
level. The results of this experiment are shown in Figure 7. 

 

 

Fig. 7. Neural network response. a) AR order 10. b) AR order 4. 

On this highly variance dataset, best results were obtained using an order 4 AR mod-
el and a 100ms block length. The network performed around 80% in best cases, being a 
5%, on average, better the order 4 AR model rather than the order 10 AR model. 

However, it was noticed that the signals toward the end of a movement performed 
better than the signals created at the beginning of the movement. The performance 
increased an 11%, getting a 91% of accuracy. In this case, the behavior of the system 
when the AR-model order is changed improves with higher order. AR-model of order 
10 gives 5% more than AR-model of order 4. These results are shown in Figure 8. 

 

 

Fig. 8. Neural network response. a) AR order 10. b) AR order 4. 

This change in performance can be explained by the fact that triceps signal is much 
clearer at the end of an elbow extension, and it is only in the later stages of the 
movement that triceps muscle gives a clear signal. Therefore, we can conclude that 
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using a highly detailed AR-model only confuses the AR-algorithm when the signals 
have great variations within the same set. A highly detailed model should only be 
used when there is a high quality dataset. 

5 Conclusions 

The binary and variable algorithms are very basic time domain analysis solutions, 
with a low precision and they require the user to apply a significant amount of force, 
in order to have a clear detection. Furthermore, the system has to be calibrated for 
each individual. Despite these disadvantages, the system is very simple, which makes 
these methods easy to implement, requiring less computational power and a minimum 
amount of hardware. 

The use of the autoregressive model combined with the artificial neural network al-
lows a more precise detection of movement with a minimum amount of force to be 
applied by the user. It classifies the movement as an elbow flexion or extension, and 
gives back more accurate results than the previous algorithms. 

In order to be suitable as a real life application, it is not only important to compare 
the accuracy of the classification, but also the response time and complexity of the 
system. It is also important to keep the system user friendly, in such a way that the 
training and calibration of the system should be kept to a minimum. 

Acknowledgments. The authors belong to Computational Intelligence Group of the 
University of the Basque Country (UPV/EHU), supported by the Basque Government. 
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Abstract. With the explosion of new information and communication technol-
ogies and new devices, these offer increased opportunities to support everyday 
life but also have increased the requirements on the expected properties such as 
adaptability to user needs, behavior and particularities. These requirements are 
even more needed if the user is elderly, disabled or children. Properties like 
adaptability or learning capability, self-organization can be ensured by using in-
terfaces that copies biological behavior. Thus, uses of Hybrid Artificial Intelli-
gent Systems can represent key solution for obtaining adaptive interfaces and 
systems. Modeling such complex systems is some time to computational inten-
sive that’s why we have proposed the use of hardware implemented neural  
networks. Using Field Programmable Gate Arrays (FPGA) for hardware im-
plementation allows parallel implementation of neurons increasing the 
processing speed. This paper aims to present the method developed by the au-
thors for implementing artificial neural networks, the results obtained and the 
possibility of use in some applications experimented by the authors support in-
dependent life of elderly people.  

Keywords: hybrid neural networks, behavior-finding, adaptive systems, hand 
position recognition, human activity recognition. 

1 Introduction 

Many today’s world real systems have a complex structure and modeling such sys-
tems is often impossible using computers due to computational limitations. A possible 
approach is to describe the behavior of the system as a holistic model using hardware 
implemented neural networks [1]. This is even more obvious when we try to recog-
nize patterns to model human activity or behavior like in: 
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• hand posture recognition [2], [3], [4] 
• activity pattern recognition 
• health state pattern recognition 

There are many studies made for hand posture recognition [2], [3], [4], activity 
recognition based on image recognition [5], wearable body sensors [6], [7], PDAs or 
smart phones [8], [9], etc. Also there are studies regarding pattern recognition classi-
fication algorithms, most used algorithms are Decision Trees, Naïve Bayes, Support 
Vector Machine, k-Nearest Neighbor [10], [11]. Implementation can be done using 
smartphones or in case of supervised classification algorithm that needs intensive 
computation the implementation is done in servers. Also there are some implementa-
tions of neural networks classifiers in phones or server [12], [13], [14]. But only a few 
researches like ours have been made regarding activity recognition using hardware 
implemented neural networks [10].  

The new ICT based devices offer increased opportunities to support everyday life 
but also have increased the expectations regarding properties such as adaptability to 
user needs, behavior and particularities. These requirements are even more needed if 
the user is elderly, disabled or children. Properties like adaptability or learning capa-
bility, self-organization can be ensured by using interfaces that copies biological be-
havior. Thus, uses of Artificial Intelligent Systems can represent key solution for 
obtaining adaptive interfaces and systems.  

Modeling such complex systems is some time to computational intensive that’s 
why we propose the use of hardware implemented neural networks. Using Field Pro-
grammable Gate Arrays (FPGA) for hardware implementation allows parallel imple-
mentation of neurons increasing the processing speed. 

Among application possibilities of hardware implemented neural networks models 
are in complex systems for: 

• posture/gesture commands  
• intelligent interfaces like adaptive interfaces for PC, smart home, robots, etc. 
• assistive robots 
• artificial nose 

This paper first presents shortly the method of hardware implementation of neural 
networks, a short overview of implemented neural networks and their applications. 
The focus of the paper is on hybrid neural networks modeling and their possible ap-
plications in everyday life support and independent living assistance of elderly or 
persons with disabilities.  Two applications are presented: hand postures recognition 
and human activity recognition which demonstrates the capacity of hardware imple-
mented neural networks using our method to learn and recognize patterns. They are 
part of a project aiming to develop ICT tools for smart homes and assisted living for 
elders. Using hardware implemented neural network we can develop intelligent sys-
tem there is no need for a computer. In this way the resulting system is smaller and 
cheaper. 
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2.2 ANN Implementation Using System Generator 

The ANN library developed using System generator tool is presented in Fig.3. It con-
tains all necessary blocks for rapid prototyping of ANN (MAC blocks, activation 
function blocks, weight memory block, and control logic block). A new ANN can be 
designed instantiating, parameterizing and connecting together the newly created 
blocks and generic building blocks.  In this way different type of ANNs can be im-
plemented, choosing the best suitable for the given application.   
 
 

 

Fig. 3. ANN library and blocks with parameterizing GUI 

With the method described above we have designed several types of ANNs such us 
Feed Forward Back Propagation (FF BP) network trained using  Hebbian or  Leven-
berg-Marquardt algorithm [17,18, 19], Competitive network [20, 21], Self Organizing 
Maps (SOM) network [22, 23], and also we implemented some hybrid networks.  

Using these ANNs we designed many systems that exploit their learning capability 
and the adaptive behavior. Between tested applications are different pattern recogni-
tion systems for hand gesture recognition [4], artificial olfaction system [23, 24], in-
telligent Human-Machine Interface [2], smart sensors, smart devices [17], etc. 

3 Hybrid Neural Networks Application in Pattern Recognition 

As mentioned earlier one of the possible applications of the ANN is the pattern  
recognition task. This feature is very useful in applications related to support  
independent life of elderly people like in: hand posture recognition, activity pattern 
recognition, and health state pattern recognition. In this way the system could adapt to 
elderly or persons with disabilities and special needs. Next we present two applica-
tions developed for hand postures and activity recognition using hardware imple-
mented neural networks. 
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3.1 Hand Postures Recognition System Implementation Using Hybrid Neural 
Networks 

In a previous work we developed a system for hand posture recognition based on data 
acquired from a sensorial data glove with optical fiber bend sensors. After we tried 
several neural networks architectures we concluded that the best performing was a 
hybrid neural network composed of a FF-BP and a competitive network.   

Next architecture e experimented is a hybrid, two levels architecture composed from: 

• Preprocessing FF-BP ANN 
• Gesture classifying Competitive ANN 
 

 

Fig. 4. Architecture of the hand posture recognition system using hybrid neural networks 

Implemented Function  
First layer implements the function described in Equation 2: 
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where j =1,2,..., N1, represents neurons on first network, (N1=7), and i=1,2,...M, 
(M=7) is the number of inputs of the neurons. In case of linear activation function: 
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where k =1,2,..., N2, (N2=15) represents neurons of second network.  Simplifying 
Equation 4 to an equivalent hardware friendly form we obtained: 
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So the final form of the net output is given by Equation 6: 
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The activation function of the neurons on second network is the competitive activa-
tion function. 

Fig. 5 shows architecture of the hybrid neural network used for posture recognition. 

 

Fig. 5. Architecture of hybrid neural network 

In our current work we made experiments to identify hand posture recognition us-
ing acceleration sensor data.  

Hand Postures Definition 
We have defined some common hand postures aiming to recognize this postures using 
ANN. The defined postures are presented in next table 1.  

Table 1. Hand Postures 

1. front 2. up 3. down 
4. front left 5. up left 6. down left 
7. front right 8. up right 9. down right 

Experimental Setup 
We have developed an acquisition setup composed from the Chronos data watch from 
Texas Instruments together with its access point connected to USB port of the com-
puter. The Chronos watch is equipped with sensors: temperature, 3-axis acceleration, 
pressure & altitude sensor, heart rate (with attached chest belt). Also we developed a 
Python program that sends commands to the access point to establish the communica-
tion and to require acceleration data. The acceleration data are saved on the computer. 

Training and Test Data Acquisition for Postures Recognition 
Acceleration data could be sampled at the desired frequency. We determined that a 
good sampling frequency for hand postures is 10 Hz. For each position we acquired 
200 samples that are used for training and testing the artificial neural networks. The 
acquired data requires some processing that is made with a Matlab m file. 

ANN Design 
Is done using Neural Network toolbox, but it could be done also using a Matlab code 
that is capable to train the network. We must try several NN architecture and several 
training rules in order identify the best suitable network, which supplies the best rec-
ognition rate. This network will be implemented in hardware. 
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Results obtained using a FF-BP trained with Levenberg-Marquand algorithm with 
10 neurons on the hidden layer and 9 neurons on the output layer corresponding to 9 
postures to be recognized, is presented in Fig.4. Transfer functions are sigmoid for the 
hidden layer and linear for output layer. Network was simulated using 200 samples 
for each postures so a total of 1800 samples. It could be observed that recognition rate 
is very good for first tree postures and bad for postures 4-6. Total number of errors is 
512 meaning only 3.16%, so recognition rate of 96.84%.  Performance function given 
by mean square error is 0.0231.  
 

 

Fig. 6. Errors of the posture recognition using FF-BP 

3.2 Human Activity Recognition 

Our current work is related to activity recognition based on acceleration data. We 
made experiments to recognize some common body positions like sitting, prone, su-
pine, left lateral recumbent, right lateral recumbent (Fig. 7). 
 

 

Fig. 7. Body posture definition 

Monitoring acceleration data one can detect the body positions. Fig. 8 shows acce-
leration data for the 5 body positions defined above obtained using TI Chronos watch.  
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Fig. 8. Acceleration data for 5 body positions 

Using this date we have trained a FF_BP ANN ANN with 10 neurons on the hid-
den layer and 5 neurons on the output layer. Simulation results of this network are 
presented in Fig. 9. Total number of errors is 2 meaning only 0.04%, so recognition 
rate of 99.96%. Performance function given by mean square error is 3.6747e-004. 

 

Fig. 9. Simulation results showing neurons outputs with the recognized position 

4 Conclusions 

We obtained very good recognition rate for a part of the hand postures. The explana-
tion for errors on some postures is that we cannot discern between hand positions 
using only the acceleration sensor. In fact the acceleration data are almost identical 
for positions 2, 5 and 8 respectively for 3, 6 and 9. Properly choosing the hand posi-
tions we could recognize 6 postures with almost 100% rate. In order to recognize 
more postures we need data from other sensors like magnetometer and gyroscope.  
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It is possible to extract features from acceleration signal and current body position 
recognition with trained neural networks. The normal body position could be recog-
nized with a high precision rate using only an accelerometer. Our current work is 
related to activity recognition based on acceleration data. Monitoring acceleration 
data one can detect activity types: standing, walking, running, sitting, falling and oth-
er. For a better recognition of activity type we will use more sensors and sensorial 
fusion. For example combining data from different sensors (temperature, acceleration, 
EKG, heart rate) it is easier to identify the state of a monitored patient. Another possi-
ble improvement could be obtained using fuzzy logic rules. 

There are many application possibilities of hardware implemented ANN for ICT 
devices development used in elderly or people with disabilities, everyday life assis-
tance. We have presented results obtained so far in two applications that we have 
developed. The first is the hand posture recognition and the second is the body posi-
tion detection. In our future work related to activity detection we will use more sen-
sors and sensor data fusion and fuzzy logic rules. 

We proposed, tested and proved that neural network could be implemented in 
FPGAs instead of using computers and could deliver very good recognition rate.  This 
leads to a smaller chipper and intelligent assistive device. 

Acknowledgement. This work was supported by a grant of the Romanian National 
Authority for Scientific Research, CNCS-UEFISCDI, project number PN-II-RU-TE-
2011-3-0113. 
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Abstract. In this paper we present a multi-agent reactive planning mechanism
for recovering from plan failures with the help of multiple agents. Our contribu-
tion is twofold: a proposal of a dynamic execution architecture embedded into a
more general multi-agent planning framework, and a mechanism based on state-
transition systems that allows execution agents to reactively and cooperatively at-
tend a plan failure during execution. Specifically, we propose a flexible dynamic
execution architecture that allows agents to find solutions for a successful plan
execution during a plan failure.

Keywords: reactive planner, multi-agent planner, coordination, execution.

1 Introduction

Most planning-and-execution applications rely on single-agent architectures that in-
clude the functionalities required for a continuous planning, namely sensing the state,
generating the problem at hand, planning, executing the plan, monitoring the execution
for failures, and replanning; for example, space and robotics applications of platforms
as Mapgen [1], APSI [5], PRS [8], or IxTeT [9]. Typically, these architectures incorpo-
rate a deliberative component augmented with reactive behaviors [14], unify delibera-
tion and execution under a single planning technology and model representation [2] or
maintain independent modules for planning and execution in an integrated way [10].

Multi-agent planning (MAP) systems are viewed as extensions of planning-and-
execution single-agent architectures for cooperative distributed problem solving
[16,11,12]. One common characteristic of these architectures is that the multi-agent
infrastructure is specifically used for supporting the deliberative machinery (planning)
whereas the need for reactive mechanisms (plan execution) is basically relegated to the
individual agent level. Thus, when an executor agent encounters a failure during plan
execution it either resorts to a centralized manager that sends messages to the planning
agents requesting a solution [16]; it accommodates some sort of reactivity by having
task assessors that only abstractly plan how to accomplish the failed task [12]; or the
executor agent is a Beliefs, Desires and Intentions (BDI) agent that exhibits a reactive
behavior and responds to a plan failure by consulting a plan library of predefined, static
plans [13]. In any case, almost all of the MAP architectures rely on cooperative be-
haviors for the construction of plans but execution failures are individually attended by
each agent.

Reactive planning architectures have been largely investigated in the area of auto-
mated planning. The first approaches to reactive planning exploited abstraction as a

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 530–539, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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means to implement quick response mechanisms, like the Procedural Reasoning Sys-
tem (PRS) [8], a framework for symbolic reactive control systems in dynamic environ-
ments, or the Reactive Action Package (RAP) [7], a system designed for the reactive
execution of symbolic plans. The usage of hierarchical control structures [3] or semi-
reactive architectures [9], which provide rough plans when a quick response is required
in the presence of unforeseen events, are also very popular in reactive planning. How-
ever, none of the reactive frameworks embedded in MAP systems have ever exploited
the idea of cooperatively solving a plan failure at execution time by using the reactive
capabilities of the agents in the system. The problem here lies in the difficulty of merg-
ing the reactive plan representation of multiple agents and reactively responding to an
agent’s request.

In this paper, we present a first approach to reactively and cooperatively solve a plan
failure in a MAP system. Our work builds upon PELEA [10], a component-based single-
agent architecture able to perform planning, execution, monitoring and repairing in an
integrated way, and PLANINTERACTION1, a multi-agent planning architecture that in-
tegrates PELEA agents into a multi-agent system. Within the PLANINTERACTION plat-
form, we propose a dynamic execution architecture and a recovery mechanism based
on state-transition systems that allow executor agents to quickly respond to unexpected
events before resorting to a computationally expensive replanning solution.

This paper is organized as follows. Next section provides the main features of PELEA,
PLANINTERACTION, and presents the Dynamic Execution Architecture embedded in
PLANINTERACTION. Section 3 introduces the state-transition system used by the re-
active planner and section 4 presents an example of application. Finally, last section
concludes and presents our future research lines.

2 PlanInteraction: An Architecture for Multi-agent Plan
Interaction

PLANINTERACTION2 is a multi-agent planning-and-execution architecture, which al-
lows agents to autonomously perform science targets, execute a set of tasks in a simu-
lated or real world, monitor the plan execution attending to potential discrepancies, and
take decisions for repairing or replanning in case of a plan failure.

PLANINTERACTION is built upon PELEA [10], a Planning, Execution and LEarning
Achitecture for a single-agent. PELEA provides an agent with onboard capabilities to
generate, execute, and monitor a plan. It also provides an agent with learning capabili-
ties. The main components of PELEA that are used in PLANINTERACTION are:

– Execution module (EX). This is the starting point of the architecture. The EX cap-
tures as input a planning task, which current state is read from the environment
through the sensors. The EX module is thus in charge of reading and communi-
cating the current state to the rest of modules as well as executing the tasks in the
environment.

1 http://servergrps.dsic.upv.es/planinteraction/
2 This work is supported by project TIN2011-27652-C03-01

http://servergrps.dsic.upv.es/planinteraction/
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– Monitoring module (MO). Besides the current state, the EX also sends the MO the
planning task to solve. The MO calls a deliberative planner in order to obtain a plan
(see below) and, once obtained, it sends the actions to execute to the EX . The EX
reports the MO the state resulting from executing each action and the MO performs
the plan monitoring process, i.e. it checks whether the received state matches the
expected state or not and determines the existence or lack of a plan failure.

– Deliberative Planner module (DP). The DP receives a planning task and generates
a plan for the task. This module is also invoked when it is necessary to fix (repair
or replan) a plan. The planner is also responsible for selecting the variables that the
module MO must check during the plan execution. Any state-of-the-art planner can
be used as the DP module.

Simulation

Environment
Real World

Control

Agents

Execution

A

B

C

Planning

A

B

C

Fig. 1. Multi-Agent Plan Interaction Architecture

PLANINTERACTION is a flexible and domain-independent architecture implemented
by integrating PELEA agents in an open MAP platform called MAGENTIX2 [15]. As
we can see in Fig. 1, the architecture consists of three main modules:

– Control is responsible of registering agents in the system, initializing the internal
clock, handling the problem information and controlling conditions for the system
termination. The internal clock manages the time of all agents in the system.

– Simulation represents the simulated state of the world. Agents will be able to access
the information in the simulated environment as well as to modify it through the
execution of the actions in their plans.

– Agents comprises the set of agents of the problem. An agent in PLANINTERACTION

represents any combination of the PELEA modules. The composition of modules in
each agent depends on the problem specification and agent’s capabilities. Thus,
we can have the three modules (EX , MO and DP) embedded in a single PELEA-
like agent; we can also opt for creating planning agents that only comprise the DP
module, thus providing agents with capabilities for planning and repairing plans,
and execution agents that comprise the EX and MO modules, with capabilities
for tracing plan execution and plan monitoring (this is the configuration shown in
Fig. 1). In some applications, we might even want to have several different EX
modules but a single MO; for example, a robotics application where one monitor
controls the operations of several robots moving in a shared space.
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The particular architecture configuration we have chosen for our purposes is shown
in Fig. 1. The simulation module is not required in case we are working in a real-world
scenario. Each execution agent comprises the modules EX and MO, and each planning
agent contains a DP module. Specifically, in the problem shown in section 4 we have
three parties, two rovers (A, and B) and one spacecraft (C), each one containing a
planning agent and an execution agent.

In this type of configuration, we distinguish three different coordination levels: 1)
Planning-Planning Coordination, between planning agents when they have to jointly
generate a solution plan for a particular task; 2) Execution-Execution Coordination fo-
cuses on the coordination between execution agents when they attempt to resolve a
plan failure at execution time; 3) Execution-Planning Coordination takes place when
execution agents are not capable of reaching a solution during the execution-execution
coordination and so they have to resort to their planning agents so as to find a new
plan for solving the task. In this paper, we specifically focus on execution-execution
coordination.

2.1 Dynamic Execution Architecture

In this subsection, we present the multi-agent Dynamic Execution Architecture (DEA)
we have implemented within the PLANINTERACTION framework. DEA is particularly
devoted to implement the execution-execution coordination referred above. Our goal
is to come up with DEA in which execution agents gather together at execution time
for repairing some failure that happened in the environment before resorting to a more
computationally expensive planning-execution coordination.

DEA is composed of three modules (Fig. 2 left): a MO module, a Reactive Planner
(RP), and an EX module. The control flow of the architecture (Fig. 2) begins when the
planning agent sends the plan and the parameters to be monitored (monitor-parameters)
to the MO module of the execution agent. The MO sends the plan to the RP, which

Environment
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Execution
Execution Agent

Reactive
Planner
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Environment

PA PA
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failure
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actions state
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Fig. 2. Multi-Agent Dynamic Execution Architecture
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transforms the plan into a set of reactive state-transition systems (explained in the next
section) that will be later used for a reactive plan fixing. Meanwhile, the MO sends
a set of executable (actions) to the EX , which executes them in the specified order
(acting), senses the dynamic part of the state from the environment (sensing), and sends
it to the MO. The MO receives the information from the sensors (state) and checks the
parameter values before sending the next action to execute. If a discrepancy in the value
of a variable is found, the anomaly (failure) is reported by the MO to the RP, which uses
the stored reactive structure for a rapid intervention. If the RP finds a solution, it sends a
new plan to the MO, which in turn sends the next action to the EX . In case the RP is not
able to fix the problem, it can request other agents for help. This implies the activation
of a communication protocol that performs the execution-execution coordination. If the
other agents cannot find a solution, then the RP informs the MO, which reports the plan
failure to the planning agent for that it repairs the plan or find a new executable plan.

3 Reactive Planner

We briefy summarize some basic concepts of plannnig that we will need to explain
the RP module. It is important to note that we work at the same abstraction level both
within a planning and an execution agent. While many architectures translate high-level
planning specifications into low-level execution structures, we keep the same level of
abstraction. This is by no means a loss of generality as it has no impact at all in the
design of the reactive planning module.

In classical planning, a planning task of an agent is defined as a tuple 〈I,A,G〉, where
I represents the agent’s initial state of the world, G is a partial world state that represents
the goals that the agent wants to achieve and A is the set of actions of the agent. In
our setting, we assume we have a set of entities or domain agents, each one with its
particular planning task to solve. Agents share the initial state I and, possibly, some of
the actions in A, depending on the agents’ skills; however, each agent has its specific G
to accomplish.

A state of the world is modeled through a finite set of state variables V , each associ-
ated to a finite domain Dv of mutually exclusive values. A f luent is a tuple 〈v,d〉, which
indicates that the variable v ∈ V takes the value d ∈ Dv. Therefore, a world state s is
defined as a set of fluents.

An agent’s action is a transition function a ∈ A that when applied to world state s gives
rise to a new state s′. Specifically, an action a is defined as tuple a = 〈pre(a),e f f (a)〉,
where pre(a) is a finite set of fluents that represents the preconditions of a, the fluents
that must hold in s in order to apply a in s. And e f f (a) is a finite set of operations that
change the value of fluents. An operation of the form (v = d) adds a fluent 〈v,d〉 to state
s′ and also removes fluents of the form 〈v,d′〉 such that d′ 
= d in state s′. We will denote
by e f f (a)+ the fluents added to s′ and by e f f (a)− the fluents removed in s′.

An agent’s plan is defined as π = 〈a1,a2, . . . ,an〉, a sequence of actions that solves
its planning task. This way, action a1 is applied in state I resulting in a new state, say
s1, then a2 is applied in s1 resulting in a new state and so on. Given a world state s
and an action a, the result of executing a in s is result(s,〈a〉) := s\ e f f (a)− ∪e f f (a)+

if the action is applicable in s, i.e., pre(a) ⊆ s. Otherwise, result(s,〈a〉) is undefined.
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The result of executing π in a state is recursively defined by result(s,〈a1, . . . ,an〉) :=
result(result(s,〈a1, . . . ,an−1〉),an), and result(s,〈〉) = s.

When the MO module of an execution agent receives a plan π = 〈a1,a2, . . . ,an〉, the
MO sends action a1 to execute and, simultaneously, sends π to the RP module. The
reactive planner converts the plan π into a reactive structure that allows it to attend
future failures during the plan execution. Specifically, the RP builds a state-transition
system [4] that represents the plan π and extends this basic representational structure by
adding new world states (along with their corresponding transitions) that denote failed
states that are likely to be reached during the plan execution. State-transition systems
are commonly used in model-checking planning approaches [6].

Definition 1. A state-transition system consists of a set of (world) states and transitions
between states, which are labeled with actions from the set A. A state-transition system
T is defined as a 4-tuple T=〈F,S,A,R〉, where:

– F is a finite set of fluents
– S ⊆ 2F is a finite set of states
– A is a finite set of actions over S
– R is the state-transition function R : S×A → S that represents a transition between

two states labeled with an action from A.

Given a plan π = 〈a1,a2, . . . ,an〉 of an execution agent, we will denote the sequence
of states generated through a successful execution of π as S = 〈s0,s1,s2, . . . ,sn−1,sG〉,
where:

– s0 = I is the initial state, and sG is the final state such that G ∈ sG

– result(s0,a1) = s1,result(s1,a2) = s2, . . . result(sn−1,an) = sG

The plan π and the sequence of states S traversed by a successful plan execution
define the basic T of an execution agent. Particularly, S is the sequence of states; F is
the set of fluents contained in all of the states in S; A is the set of actions in π ; and R is
the result function. In the following, we will refer to a basic state-transition system as
a tuple T = 〈π ,S〉.

3.1 Extending the Basic State-Transition System

Once the reactive planner builds T from the plan of an execution agent, the next step
is to extend it by including new states and transitions in T . We can distinguish two
main situations when a plan failure occurs. The first situation is that the failure in the
action execution makes the agent remain exactly at the same state that it was initially.
In other words, this situation occurs when result(si,ai+1) = si. In this case, the agent
finds itself in the same state and an alternative course of actions from si is necessary,
if possible, to reach si+1. This situation is usually due to a malfunction in the action
execution that leaves the world unaffected. The second situation typically arises when
exogenous events occur in the environment. In this case, after the action execution, the
agent is neither at si nor si+1 but in a different state, where at least one of the fluents
that model the resulting world state does not have the expected value.
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Given a basic state-transition system T = 〈π ,S〉 of an execution agent, T is extended
to account for the first situation as follows: for each state si ∈ S, we search for alternative
transition paths that connect si to another state in S; that is, we search for applicable
actions in si (actions such that pre(a) ⊆ si), other than ai+1, that lead to any forward
recovery state si+1,si+2, . . . ,sG. This process is performed through a forward state-space
search. On the other hand, we might consider there is only one desirable recovery state
to reach: that is, the following state in the sequence. If the MO module detects an error
when trying to reach state si, it is likely the MO would request a plan to reach solely si+1

as this solution would permit then to continue with the execution of the next action in π .
This is so because in reactive planning a quick response that allows to continue with the
plan execution is preferable over a more time-consuming solution. The consideration
of exogenous events in T = 〈π ,S〉 is addressed as follows:

1) For each pair (si,ai+1) such that si ∈ S, ai+1 ∈ π and ai+1 is applicable in si, we
create a list L = {〈v,d〉} that contains the fluents that appear in pre(ai+1).

2) Let v be a variable of a fluent 〈v,d〉 in L whose domain is Dv = {d1, . . . ,dm}; for
each value di 
= d, we create a new state s′ = s \ 〈v,d〉 ∪ 〈v,di〉. This operation is
repeated for the variables that appear in all fluents in L.

3) We connect the new states generated in 2) to another state in S by following the
same procedure explained above.

Therefore, we consider all possible contingencies in the value of the variables that
appear in the preconditions of the actions of π . It is also possible that none of the states
in S are reachable from a state generated due to an exogenous event; that is, there is no
transition path from the new state to any of the states in S.

An extended state-transition system T ′ is a tuple T ′ = 〈π ,S,A′,S′〉, where π and S
are the components of the basic state-transition system T , and A′ and S′ are the added
transitions and states, respectively.

3.2 Fixing a Plan Failure

The list monitor-parameters that the MO module receives from the planning agent (see
Fig. 2) contains elements of the form 〈v,d, ts, te〉, where v is the variable, d is the ex-
pected value for v and [ts, te] is the time interval during which v is expected to take
value d. When the MO receives the state from the EX after the execution of an action,
the MO checks whether all the fluents contained in the state match the items in the
monitor-parameters list or not. If not, the MO calls the RP to inform about a plan fail-
ure, passing the RP the current world state received from the sensors of the EX (we will
call this state scur in the following), the recovery state to reach (srec) and the particular
set of fluents that need to be repaired; i.e, the failed variables along with their expected
values.

Assume T ′ = 〈π ,S,A′,S′〉 is the extended state-transition system defined in the RP.
When the RP receives scur and srec from the MO, it performs the following operations:
1) find a state in S ∪ S′ such that scur ∈ S ∪ S′; 2) find a state in S such that srec ∈ S;
3) apply a simple version of the Dijkstra’s algorithm to find a path from scur to srec.
The state srec will always be a state from S as the objective is to take the execution
back to a state from the original plan. The state scur will always be a state from either S
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(first situation) or S′ (second situation) since we consider all possible fluents that may
appear in the state-transition system model. However, it might be the case there is not a
transition path from scur to srec in whose case the RP will resort first to the other agents.

Multi-Agent Reactive Planner. The idea of cooperatively solving a plan failure at ex-
ecution time requires to combine the state-transition systems of the agents involved in
the system. Let EA1 and EA2 be two execution agents and T1 = 〈π1,S1,A′

1,S
′
1〉 and

T2 = 〈π2,S2,A′
2,S

′
2〉 be their extended state-transition systems, respectively. First thing

to note is that the planning tasks of the agents are different and so will be their sets of
actions A1 and A2 and, equivalently, the set of fluents and states in T1 and T2. However,
EA2 will be able to help EA1 fix its plan failure if the fluent to be repaired belongs to
the knowledge shared between both agents. The shared data by the entities of the prob-
lem is defined at planning time before the deliberative planner builds the plans for the
agents. Assume 〈v,d〉 is the fluent to repair that the RP of EA1 sends to the RP of EA2.
EA2 will match its scur2 in T2 as well as the states in S2 ∪S′

2 in which 〈v,d〉 holds. If a
path from scur2 to any of the states holding 〈v,d〉 exists then EA2 can actually help EA1.
The final response will depend on how this transition path deviates from its plan π2 and
the cooperative behavior defined in the agents. Finally, if EA2 cannot actually help EA1

or is not willing to, EA1 will call its planning agent for replanning the problem, i.e., find
a new plan.

4 MARS Domain, an Example of Application

In this section, we will show how our reactive architecture works on a possible Mars
Domain scenario. Space missions of NASA have rovers in Mars. When a plan failure
occurs, rovers communicate with a control center on Earth for repairing the failure.
NASA is interested in providing rovers with on-board reactive planning and execution
capabilities, so that they can perform the reparation by themselves or with the help of
other agents in a timely fashion and thus reducing the communication overhead with
the Earth.

We present a simple example that shows the state-transition system of a rover for
repairing future plan failures. Let’s suppose we have a rover A, whose mission is to an-
alyze rocks and communicate the results to a Lander L, which in turn sends the results
to the Earth. There are three waypoints {w1,w2,w3} located on the surface; w2 is the
initial location of L and the rover A. Rover A has good maps to travel from w1 to both
w2 and w3, and from waypoint w2 to w3. The mission of the rover is to use the micro-
scopic camera to analyze rocks in waypoint w1 and communicate the results to L. The
deliberative planner computes the plan π = 〈a1,a2,a3〉 for A (see Fig. 3 bottom).

Using the plan π , the RP module generates the basic transition system T , which
consists of the states S = 〈s0,s1,s2,s3〉, and transitions labelled with actions a1,a2,a3,
as shown in Fig. 3.

Then, the RP extends T by considering the two situations explained in 3.1: those
cases in which the rover remains in the same state after executing an action, and ex-
ogenous events. In the first situation, T is extended with state s4 and transitions A′ =
〈ae,ad ,a f 〉. The transition ae represents the action (navigate A w2 w3), which changes
the fluent 〈posA,w2〉 to 〈posA,w3〉 and generates the new state s4. The transition a f ,
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π = 〈a1:(navigate A w2 w1), a2:(sample rock A roverAstore w1), a3:(commSample rock A L w1 w2) 〉

s0 s1 s2 s3

s4 s5

request
hel p

s7

s8

s9

s10

Basic T

a1 a2 a3

an

ae a f

ad

ae ae

ad
a f

a1

Fig. 3. State-transition system T for A

which is a path to the state s1, represents the action (navigate A w3 w1), which changes
the fluent 〈posA,w3〉 to 〈posA,w1〉.

T is now augmented with the states that may arise with the appearance of exogenous
events. The states labeled as s5,s7,s8,s9,s10 are incorporated to T along with the tran-
sitions shown in Fig. 33. For example, s5 represents a situation in which the rover finds
the path from w2 to w1 is blocked. Then, s5 will be the same state as s0 except that the
fluent 〈pathw2w1 , true〉 is not present in s5. Since A can reach w3 from s5, the transition
ae also connects s5 to s4. Another example of exogenous event is s9, which represents
the lander is not in w2, where it was supposed to be to communicate the results. As the
position of L is unknown to rover A, it is not possible to reach a state of S from s9, so
the only possible solution is to request for help to the other rovers or to the Earth. If,
on the contrary, the rover A knew that L is in w3 then a transition from s9 to s3 would
appear in the state transition system.

As it can be observed, the information comprised in the state transition system T
allows rover A to quickly find a solution to a failure because all the possible contingen-
cies which can be modeled with the variables in the agent’s domain are considered in
T . Additionally, it is easy to combine the information from two or more different state
transition systems.

5 Conclusions and Future Works

In this paper, we have presented a first approach to a recovery mechanism from plan
failures that makes use of state-transition systems as flexible reactive structures. Each
agent comprises its own transition system that accommodates a subset of the possible
failed states that the agent would encounter during the execution of its plan. Through
this reactive structure, we can easily locate the failed state and find, if possible, a se-
quence of transitions that lead the agent to a recovery state. Additionally, agents can use

3 For simplicity, we do not show all the states that would be generated.
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their state-transition systems to respond to agents’ requests. In future works, we intend
to exploit this research direction to create a conflict resolution mechanism for solving
plan failures among multiple agents using reactive teamworks at execution time that
work together in the accomplishment of a cooperative goal.
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Abstract. A social network of eahoukers is intended to benefit from
the socially generated knowledge to deal with the home appliances in a
domestic environment. The entire system being developed in the SandS
project has diverse facets, in this paper we focus on a discussion of the
trust requirements from several points of view. Trust has been studied for
a long time in different contexts. In this paper we review some definitions
and ideas related to trust, as a basis for the desired discussion, as a first
step previous to any implementation.

1 Introduction

When we make a decision about something of unknow consequences, we assume
the risk due to the uncertainty about the results that we expect. If we have infor-
mation sources to help us to predict the outcome of our decision, we will use them
as long as we trust them. Trust is built in a feedback process, in which positive
or negative results confirming the judgement given by the information sources
will increase our trust in the information source. Conversely, if the results go
against the expectations built from the information sources our trust will dimin-
ish. This paradigm is extensively studied in the construction of ad-hoc networks
[9][10]. [3] organizes trust research in four major areas: (1) policy-based trust,
(2) reputation based trust, (3) general models of trust and (4) trust information
resources, related with the following applications: networking, semanthic web,
computational models, game theory and agents, software engineering and infor-
mation resources. More specific application examples are education [1], Medical
Sensor Networks [15], Industrial Digital Ecosystems[12], e-commerce. [17].

In the context of home appliance management and interaction in the domestic
environment, the word “eahouker” has been coined in the project SandS meaning
“easy house worker”, that is, a house worker that is enhanced by the help of
software and social assistance. In the Social and Smart vision, eahoukers deal
with their home appliances benefitting from the knowledge generated by their
social interactions, empowered by an intelligent layer that produces new solutions
when the responses given by the socially gathered database do not answer the
question posed by the user. In this paper, we discuss some aspects of trust in
this system, as a previous analysis step towards implementation.

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 540–547, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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2 Trust Related Definitions and Background

Traditionally, trust has been a subject of study for four different areas of knowl-
edge: social psychology, philosophy, economics and market research [6], however
it is gaining presence in technological domains, such as communications [10].
We skip here the mathematical definitions of trust [21][13], resorting to some
intuitive informal definition, such as “the degree of subjective belief about the
behaviors of (information from) a particular entity”[11], “the expectation that a
service will be provided or a commitment will be fulfilled” [16].

2.1 Trust Properties

The three main trust properties that are relevant to algorithm development for
treating with it are transitivity, asymmetry, and personalization”[14]. Addition-
ally subjectivity, dynamicity, and context-dependency [10], reflexivity [2,13], non
antisymmetry, time-based aging and distance-based aging [2] may be considered.

Transitivity In simplified form, mathematical transitivity means that if A → B
and B → C then A → C. The trust relation does not support transitivity,
quoting [18]: “Alice may trust Bob about movies, but not trust him at all to
recommend other people whose opinion about movies is worth considering or
not trust other people that Bob recommended as much as she trusts Bob”. In
fact, trust diminishes [18,22] as the chain of trust recommendations increases
in some exponential law of the length of the trust path.

Asymmetry Trust does not have to be a symmetrical concept, in other words,
two entities need not have the same degree of trust in each other. A tipical
example is that in a hierarchical environment the degree of trust between
the supervisor and the employee is different [1,14].

Personalization-Subjetivity [14] and [10] use a different approaches to ex-
plain this property. On the one hand, for [14] trust is inherently a personal
opinion. Two entities A and B could have a different opinion about the trust-
worthiness of another entity C. On the other hand, an entity A could trust
another entity B with a certain degree of trust [10].

Dynamicity Trust should be expressed as a continuous variable, rather than
as a binary or even discrete-valued entity. A continuous valued variable can
represent uncertainly better than a binary variable. [1] [10].

Context-dependency An entity can trust other entity for some tasks but not
for other tasks[5]. For example, a node A from a network can trust other
node B to ask for authentication tasks but not for key management tasks.

Reflexivity considering internal actions, if agents trust themselves we have
reflexivity of the trust relation [13], which may be stated as the fact that the
trust value of A on itself for any context is 1 [2].

Non-antisymmetry “If A trust B and B trust A, that does not indicate that
A = B.” [2].

Time-based aging [2]: “The trust value of A on B for a specific context C
decreases with the passage of time”. The trust on a piece of information
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obtained at ti time will decrease with the passage of time because in ti+1

some event may change the value of the associated objects. New pieces of
information must be more trustable than the older ones.

Distance-based aging [2]: “If node A collects trust values about B from other
nodes in the network (recommendation), the trust values collected from
closer nodes should be counted with more weight compared to the values
collected from distant nodes.”

2.2 Metrics and Models

Trust propagation and computing models are essentially directed graphs [19]
where nodes represent entities and edges trust relations labeled by some trust
metric values. Trust management may be centralized (when a central trusted
arbitrer gives trust evaluations of the partners), or decentralized (where users are
responsible for the calculation of their own trust values for any target). It can also
be distinguished between reactive computation, that calculate trust values when
explicitly required, and proactive, which compute continuously the trust values
of the peers, aiming to avoid delay in trust decisions. Trust computing must be
resilient to attacks, which may consist in node attacks giving arbitrary opinions
on a compromised node, or edge attacks inserting false edges in the network.
Adding positive and negative evidence to the trust computation allowing for an
accurate and flexible model. In communication networks, trust computing must
be built at the routing and protocol levels, as the basis for all the upper layers.

, in his own words, “important issues that should be considered by designers
of trust metrics”. Then, there is a part of an example in Ad Hoc Networks using
the given taxonomy. The second part shows a selection of trust metrics proposed
by [22].

Zhang’s [22] gives five types of metrics based on the quoted references. The
metrics are: binary state metric, scaled metric, probability metric, hybrid or
multi-metric trust and value of metric.

– Binary State Metric. This metric uses binary states 0 and 1 to express trust
and distrust, which in some systems, is only considered as vote or observa-
tion. Therefore, binary state opinions are the building blocks of more abstract
trust computing.

– Discrete Scale Metric. Allows to choose an option in a given range. Once the
choice done, we can convert it to a quantity value, usually discrete.

– Probabilistic Metric usually represents the probability of a evaluated target
participant performing actions as the evaluating participant expects.

– Hybrid or multi-metric trust This is to “use multiple metrics as a trust tu-
ple to express more comprehensive trust”. For example, [19] uses trust and
confidence to form an opinion space.

– Negative Values Negative trust value can be interpreted as distrust. “Some re-
searches state the necessary of negative trust value to express bad impression.



A Discussion on Trust Requirements for a Social Network of Eahoukers 543

However, introducing negative trust value also brings in vulnerability. Because
generally negative of negative will produce positive result, malicious partici-
pants can employ this feature to manipulate trust values in order to promote
their companies trust value”.

2.3 Models

There are many trust models in the literature. For example, [19,9,20,8,7] propose
different trust models. We select two models.

Marsh’s Model. Proposed by Marsh in 1994 in his Phd, it is considered the
first prominent, comprehensive, formal, computational model of trust [3,4]. It
consists in a set of variables and ways to combine them arriving to a normalized
value in the range [−1, 1]. Marsh identified three types of trust: basic, over all
contexts; general, between two people and all their contexts occurring together;
and situational, between two people in a specific context.

Bharadwaj’s Model. A fuzzy computational model for trust and reputation con-
cepts is proposed in [4]. Quoting him, “The most appropriate property to define
the symmetric part is the reciprocity while the partner’s experience defines the
asymmetric part. The reciprocity is the mutual favor or revenge and therefore to
model it, we need to find the agreement (both individuals are satisfied or unsat-
isfied) and disagreement (only one of them is unsatisfied) between two partners.
To do so, we can define two fuzzy subsets on each partner’s ratings (universe of
discourse), namely satisfied and unsatisfied. The membership values of satisfied
and unsatisfied fuzzy subsets for a given encounter always sum up to one, for
example, 70% satisfaction indicates 30% unsatisfaction. From these two fuzzy
sets we can find the agreement and disagreement between the two partners”.

3 A Conceptual Map Description of a SandS Session

Conceptual maps are an useful tool to describe relations between concepts
http://cmap.ihmc.us/. Here we use them to specify the flows of data and
operations that constitute a working session of SandS, this use may be seen as
an abuse of the tool by orthodox conceptualizers. We are not considering the
initialization phase, when the user is engaging the Social Network, or when the
databases of recipes and task descriptions are being initially feed either by appli-
ance manufacturers or by enthusiastic eahoukers. Including this transitory phase
in this specification would only introduce uninformative complications. Figure 1
contains the conceptual map graph. The main elements are highlighted in red:
the eahouker and the appliance, in fact all SandS is designed to mediate be-
tween them. Green boxes contain explicitly active computational modules such
as the natural language processing module, the task and recipe managers, the
networked intelligence and the domestic middleware. The blue circle highlights

http://cmap.ihmc.us/
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Fig. 1. Description of a SandS session by a conceptual map

the instrumental key of the system: the appliance recipe. The magenta box de-
notes a hidden reinforcement learning module which the eahouker is not aware
of.

The SandS session is started by the eahouker stating a task in natural lan-
guage. The natural language processing module analyzes this expression obtain-
ing a task description which is suitable for formal search in databases. The task
manager searches into a task database looking for the best match to the proposed
task. If there is an exact match life will be easy for the recipe manager which
needs only to retrieve the corresponding recipe. In general, the task manager will
select a collection of best matching task descriptions which can be presented (or
not) to the eahouker to assess the accuracy of the interpretation of his intentions
by the system. The eahouker may agree to the best matching task descriptions.
The recipe manager reads them and proceeds to search into the recipe database
looking for best matches, or proceeds to request from the networked intelligence
the enrichment of the recipe database with new solutions that may better fulfill
the task posed by the user, or the best matching tasks. The recipe manager
produces a selection of recipes and a best matching recipe. For the engaged user,
the selection of recipes may allow her to reason about them and influence the
recipe choice, it may even be an additional source of feedback to the networked
intelligence.

When the recipe is selected, it is downloaded to the appliance via the domes-
tic middleware, which controls its execution including the eventual communica-
tion with the user to operate the appliance (i.e. opening the appliance door).
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The domestic middleware produces a monitoring followup of appliance function
which may be shown to the user to keep her informed of progress, expected time
to completion, etc. The appliance produces a final result, which is returned to
the eahouker. Then the eahouker expresses her satisfaction, which is the main
feedback for all processes reported to the domestic middleware, the recipe man-
ager, the task manager and the reinforcement learning module. This last module
uses this satisfaction reward value to fine tune the recipe and task databases to
the user personality.

4 Discussion

The above session description allows to determine several critical interactions
where trust can be introduced to modulate and control the responses of the
system and the user. First, let us consider the construction of the tasks and
recipes databases from eahouker interactions. There are two ways in which trust
is relevant here. (a) the identification of rogue users that may try to sabotage
competitors’ appliances, (b) the quality of the recommendations coming from an
specific users, and (c) the consensus between users, meaning that they agree on
the quality evaluation of the results. The first becomes from external spurious
sources, that may need the intervention of the networked intelligence as a filter
to asses the likelihood that the entered information is from a rogue user. The
second is relevant due to the amateur role of the eahoukers, they are peer users
contributing information to a common pool, some of them may be unknowing
and misleading. Repeated bad advices may be filtered by the social interaction
by some reputation system (under some privacy constraints that the system must
enforce to avoid unlawful situations). The third, is more subtil, because it refers
to the personal tuning between eahoukers. One user may be giving good advice,
but the criteria of other user may not agree on the quality of the results. This
latter situation implies that trust values may act as modulators of the eahouker
contributions.

The reinforcement module may play a role in the underlying computation of
trust values according to the feedback satisfaction provided by the user. It will be
feed sometimes with explicit rewards that must be propagated to the appropriate
recipes in a backward fashion. This tuning amounts to a personalization of the
responses of the system to the specific criteria of an eahouker.

The last item of trust corresponds to the networked intelligence. Users stablish
their trust on the creative recipes that may be created by it, and these trust
values may be used by the machine learning algorithms to perform adaptations
of the rules and algorithms carrying the actual recipe generation. The bucket
brigade problem that arises trying to perform such adaptation is among the most
exciting challenges in the project. How to formulate trust and satisfaction, and
how to extract them from the user interaction? Those are key questions being
examining for whom we expect answers in the project lifetime.
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Abstract. The aim of the study is to present utilization of Possibility
theory to evaluate soft spatial queries on Fuzzy Surfaces. Fuzzy Surfaces
are constructed from incomplete datasets or from data that contain un-
certainty that is not of statistical nature. Soft spatial queries are common
in geography because a lot of classes that should be found in the data
have naturally vague definitions or are defined by expert opinion in term
of interval rather than exact threshold. Soft thresholds and Surfaces with
uncertainty can be expressed with use of Fuzzy Numbers. To evaluate
their exceedance or ranking the procedures from Possibility theory are
utilized. The whole concept is shown on a Case study.

Keywords: fuzzy surface, soft queries, uncertainty, possibility theory.

1 Introduction

In geoinformatics it is often case that the information used for modelling is in-
complete. For example points used to the model surface are only samples from
the set of all points on the surface and their precision can be unknown. From
such inputs it is not possible to create precise and absolutely certain surface. It
is necessary to include the uncertainty, that has origin in both input data and
interpolation process, in the surface. Since none of the mentioned types of un-
certainty is of statistical nature it is convenient to conceptualize the uncertainty
by an alternative method i.e. fuzzy set theory.

Spatial querying frequently leads to various categorizations of the result into
sets with meaning - appropriate, more appropriate, rather inappropriate, inap-
propriate, etc. In such case rather then creating several sets it is much more
practical to allow gradual transition from inappropriate to appropriate results.
This can be done using so called soft thresholds. Those allow also modelling of
vague terms like “steep slopes”.

In order to allow spatial queries with soft thresholds on Fuzzy Surfaces it is
necessary to have complex system that allows ranking of fuzzy sets. Several such
systems exists but the most complex and appropriate is the one using Theory
of possibility. This allows the logically correct and complete evaluation of such
spatial queries.

The structure of article is following: Sections 2 and 3 offers brief summary
of Fuzzy Sets, Fuzzy Numbers, Possibility Theory and Pairwise comparison of
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Fuzzy Numbers. Section 4 summarizes information about vagueness in geography
and the need of soft queries for spatial decision support. Case study on the matter
is shown in section 5 and the results are discussed and evaluated in sections 6
and 7.

2 Fuzzy Sets

Fuzzy set is a special case of set that does not have strictly defined criterion of
membership. For example set of “large numbers” or “steep slopes” do not have
strict threshold but rather a transitional interval where objects have increasing
or decreasing value of membership. Fuzzy set is determined by the membership
function, which is defined as mapping

μÃ : U −→ [0, 1] (1)

that indicates that element x of universe U has membership value μÃ(x) from the

interval [0, 1] [19]. Elements with μÃ(x) = 0 do not belong to the set Ã, while
elements μÃ(x) = 1 completely belong to the set. Other membership values
indicates partial membership in the set. Fuzzy set can be expressed as pairs of
elements and their membership values

Ã = {(x, μÃ(x)) | x ∈ U, μÃ(x) ∈ [0, 1]}. (2)

or by exact the definition of membership function [12].

2.1 Fuzzy Numbers

Fuzzy number is a special case of fuzzy set that represents vague, imprecise or ill-
known value[5]. In order to be a fuzzy number the fuzzy set has to satisfy several
conditions. The universe on which the set is defined should be real numbers R.
Its height according to

hgt(Ã) = sup {μÃ(x) | x ∈ U} (3)

must be equal to 1. So that there is at least one x with full membership to the
set Ã. The fuzzy set also has to be convex, which it is, if the condition

μÃ(λx1 + (1 − λ)x2) ≥ min((μA(x1), μA(x2)) ∀λ ∈ [0, 1], ∀x1, x2 ∈ U (4)

is satisfied. The last condition is that the membership function μÃ(x), x ∈ R

must be at least piecewise continuous. If the fuzzy set satisfy all those conditions
it can be treated as a fuzzy number, which means that it can be used for further
calculations [12].
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3 Ranking of Fuzzy Numbers

To allow decision making based on fuzzy numbers there is a need for a system
that will allow ranking of fuzzy numbers. There are several such systems however
most of them consider only one point of view on the problem [5]. The complete
set of ranking indices in the framework of possibility theory was proposed in
[5]. This ranking system is based on the possibility theory. First it is needed to
explain basic principles of theory of possibility.

3.1 Possibility and Necessity Measures

Let F̃ be a normalized fuzzy subset of universe U which is characterized by the
membership function μF̃ . This fuzzy sets act as a fuzzy restriction [5]. Let X be
a variable from U . Then the possibility measure derived from the membership
function μF̃ by

ΠF̃ (X) = sup
x∈X

μF̃ (x) ∀X ⊆ U (5)

and μF̃ is a possibility distribution underlying ΠF̃ that can be denoted as πF̃

[6]. If X is a fuzzy set X̃ then this equation can be extended to

ΠF̃ (X̃) = sup
x

min(μF̃ (x), μX̃(x)). (6)

Let X be complement of X and Π a possibility measure then set function N
defined by

N (X) = 1 − Π(X) ∀X ⊆ U (7)

is a necessity measure [6]. Such necessity measure can be also called certainty
measure. If both X and F are fuzzy set X̃, F̃ then this equation is extended to

NF̃ (X̃) = 1 − sup
x

min(μF̃ (x), 1 − μX̃(x)). (8)

3.2 Pairwise Comparison of Fuzzy Numbers

In order to asses the relative position of the fuzzy number Ỹ to the fuzzy num-
ber X̃ four indices are needed [5]. These are ΠX̃([Ỹ ,∞)) and NX̃([Ỹ ,∞)) to

asses possibility and necessity that X̃ is greater or at least equal to Ỹ . And
ΠX̃(]Ỹ ,∞)) , NX̃(]Ỹ ,∞)) for evaluating strict exceedance of Ỹ by X̃ . Expres-
sions for calculating those indices are following:

ΠX̃([Ỹ ,∞)) = sup
x

min(μX̃(x), sup
y≤x

μỸ (y)) (9)

NX̃([Ỹ ,∞)) = inf
x

max(1 − μX̃(x), sup
y≤x

μỸ (y)) (10)

ΠX̃(]Ỹ ,∞)) = sup
x

min(μX̃(x), inf
y≥x

1 − μỸ (y)) (11)
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NX̃(]Ỹ ,∞)) = inf
x

max(1 − μX̃(x), inf
y≥x

1 − μỸ (y)). (12)

These results answer the questions “is X̃ greater than Ỹ ” and “is X̃ strictly
greater than Ỹ ” in terms of both possibility and necessity (Fig. 1). Details on the
implementation, proofs and process of answering inverse problem are provided
in [5] and [6].

0 1 2 3

0

0.5

1

X̃1 Ỹ

Π X̃1 ≥ Ỹ

N X̃1 ≥ Ỹ

X̃2

Π X̃2 > Ỹ

N X̃2 > Ỹ

Fig. 1. Four indices comparing X̃1 and X̃2 to Ỹ

4 Vagueness in Geography

Vagueness is widely discussed topic in geography with applications to modelling
fuzzy geographical regions [8,10,11], surfaces with uncertainty [16,17] and deci-
sion making based on those vague datasets [7,18]. All those possible applications
are essential for geography, because within it is domain there are many concepts
that are naturally vague [8].

GIS (Geographical Information Systems) are valued tools for supporting de-
cision making with spatial data however the reliability of results should be ques-
tioned [13]. All the data and process are usually treated as certain and absolutely
correct, event through that none of them actually are either completely certain
of correct [8,11,13]. Besides the question of modelling data and process with
uncertainty and/or vagueness there is also the question of querying the results.
Commonly used concepts do not allow almost any flexibility when querying the
data. However the flexibility of queries is a necessary concept to access more
complex decision support [2]. So far there are several studies dealing with quot-
ing fuzzy geographical data [1,8,18] but there is no mention of using Possibility
theory and its measures of possibility and necessity. Use of Possibility theory
allows modelling of vague data and also vague queries [7], thus it seems as a rea-
sonable tool, that should be used while quoting uncertain datasets with vague
queries.
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4.1 Fuzzy Surfaces

In GIS many variables are modelled as surfaces using so called field model. Field
model is partitioning of a geographical space into finite number of spatial entities,
usually squares [14]. Surface itself is represented by the mathematical function
Z = f(x, y). Such function defined on a geographical space assigns each of this
spatial entities (cells) value Z. In case of fuzzy surfaces the resulting surface
incorporates uncertainty of input data and/or processes of interpolation and the
result value of each cell of the grid is a fuzzy number Z̃. Such surfaces can be
further analysed by means of fuzzy arithmetic to derive slope, visibility and other
parameters [3,16,17].

4.2 Soft Spatial Queries

Usual spatial queries aim to select areas that meet one or more conditions.
The condition is usually defined as a value being higher or smaller than given
threshold. Such queries cannot quite well introduce any measure of preference
in the result, because they are based on classical logical expressions [2,7]. But
many decision making situations that involve spatial data are not well suited for
such crisp queries, because the crisp query might be far to restrictive for such
utilization [18].

Classic query often looks like “is variable X higher (or lower) then threshold
Y ?”. In such case it does not matter what is the difference between X a Y ,
if the X is smaller then it is rejected from the set. However there is a clear
difference between X1 = 3.14 and X2 = 5.999 when they are compared to the
threshold Y = 6. While X1 is clearly smaller and should not be included in the
set of numbers equal or higher than Y , X2 is quite another matter. Indeed it is
lower then Y but the difference is so small that X2 is almost indistinguishable
from the threshold. For a complex decision making processes it would be much
better to specify the threshold as a fuzzy number [7]. In such case a triangular
fuzzy number with support values [5, 7] and kernel value 6 can be used as an
approximation to the original threshold. Evaluating if the specific value of X is
lower (or higher) then such threshold is then matter of comparing real value and
Fuzzy number and it can be done in terms of possibility and necessity [5].

The problem is even more complex if the input is a fuzzy number. Then both
the value and the threshold are fuzzy numbers X̃, Ỹ . The comparison X̃ > Ỹ
then can be made according to [5] by four indices: possibility, necessity, strict
possibility and strict necessity of the exceedance of Ỹ by X̃ .

The reasons for creating fuzzy threshold can be summarized as following:

– the concept of Y is naturally fuzzy i.e. definition of “steep slopes”,
– there are more than one acceptable definitions of Y and there is no indica-

tions that any of them is more correct or precise than the others,
– Y is based on the expert opinion that is provided as an interval of values

rather then precise value, or there is a need to merge definitions of Y from
several such expert opinions.
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These findings are supported by numerous studies [2,7,11].
Suppose that we have a fuzzy surface represented by a field model that has

N rows and M columns, with each cell denoted by C̃i,j where i = 1, 2, . . . , N
and j = 1, 2, . . . ,M . In order to perform a soft spatial query, there is a need to
compare all the N × M fuzzy numbers to the given soft threshold T̃ in terms
of Eqs. (9), (10) in case C̃i,j ≥ T̃ to figure out possibility and necessity of

exceedance. And in terms of Eqs. (11), (12) in case C̃i,j > T̃ , which denotes

possibility and necessity of the strict exceedance of T̃ by C̃i,j .

5 Case Study

The aim of the case study is to show how soft queries can be used to query
fuzzy surfaces. The task will be to find out areas with higher than “medium
slope” on a fuzzy surface (all the slope values are presented in degrees). Such
query can be for example part of a complex decision of finding suitable areas
for waste disposal site. Such object cannot be located on “steep slopes” so all
areas that have slope higher then “medium” have to be eliminated from the set
of possible locations. Since there is no universal definition of “medium slope” it
will be defined according to the expert opinion as a triangular fuzzy numbers
with support values [5◦, 9◦] and kernel value 7◦. This definition states that values
below 5◦ clearly are not “medium slope”, value 7◦ is what can be considered as
crisp threshold and values higher then 9◦ are clearly above the definition of
“medium slope”. This is a natural definition of the vague object or objects with
fuzzy borders according to [19].

Fig. 2. Visualization of kernel values of the fuzzy surface (left) and fuzzy slope (right).
Terrain colours are from light blue (low values) to brown (high values), while slope is
from green (low) to red (high).
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For the purpose of this case study the fuzzy surface was build using the
process described in [4]. The kernel values of fuzzy numbers are interpolated
by kriging from the input data and the support values are constructed from
the kriging standard deviation supplemented with an expert knowledge. The
triangular fuzzy number for each cell is constructed according to the formula:

C̃i,j = [Ci,j − (Ed + εi,j ∗ Ee), Ci,j , Ci,j + (Ed + εi,j ∗ Ee)] (13)

where Ed is a minimal estimation error that is assumed, Ee is an error that arise
from the uncertainty of prediction. εi,j denotes the normalized standard error
of kriging at cell i, j. Ed value was defined as 0.5 meters, Ee as 0.75 meters.
These values are based on the expert opinion [4]. The extent of support of the
fuzzy number at the worst case (εi,j = 1) is equal to the half of the contour
lines interval, that follows the methodology of [11] and also [15]. From this fuzzy
surface the fuzzy slope was calculated. The details of the use of fuzzy arithmetic
for calculating slope of fuzzy surfaces are provided in [3] and [17]. Kernel values
of both surface and slope are shown on Fig. 2.

Now the comparison of the data and the soft threshold can be made. First
calculations according to Eqs. (9) and (10) are done (Fig. 3). Possibility of ex-
ceedance shows areas that have at least some chance of fulfilling the condition
however if their necessity is zero then it is not strongly supported. If the neces-
sity is higher then 0 then there are stronger indicators supporting the condition.
The value of necessity 1 gives quite strong evidence of exceedance.

Fig. 3. Visualization of possibility (left) and necessity (right) of exceedance of the
threshold. Black colour means value 1 and white 0

If strict exceedance of the threshold by the values is required then Eqs. (12) and
(11) are used (Fig. 4). With those indicators even the possibility of strict excee-
dence higher then 0 is quite strong support of the fulfilment of the condition. And
necessity value of 1 indicates the absolute fulfilment of the condition. Visualization
of comparison of one cell value to the threshold can be seen on Fig. 5.
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Fig. 4. Visualization of possibility (left) and necessity (right) of strict exceeder of the
threshold. Black colour means value 1 and white 0

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0

0.5
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C̃60,2Ỹ

NS

NSE

PSE, PS

Fig. 5. Four indices comparing one cell of the grid C̃60,2 to the threshold T̃

6 Discussion

In geoinformatical sciences there are two main approaches to the problem of
uncertainty propagation. These are Monte Carlo simulation (based on statistics)
and Analytical approach [15]. Monte Carlo method is often used because of its
simplicity in terms of implementation while Analytical approach is quite complex
and therefore used rather rarely. Besides those there is a new trend of modelling
uncertainty with use of fuzzy set [11,16]. However use of fuzzy mathematics for
uncertainty propagation is not very common for geographical problems [9], but
in other disciplines these methods were proved to be useful [12]. If these new
methods are used for experimental uncertainty propagation, and according to
Heuvelink [13] there is a need for new approaches to this problem, then new
methods of evaluating and querying the results are necessary.

The proposed approach of using soft queries on fuzzy surfaces is distantly
related to the process of evaluating of cumulative distribution function (CDF)
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of statistical data. If the uncertainty is propagated through the operation using
Monte Carlo and user wants to know how probable is exceedance of specific
threshold then the answer to this question is obtained from the CDF of result of
experiment. In the case of fuzzy sets the analogy is found within the Possibility
theory in measures of possibility and necessity. This approach also allows the
comparison of fuzzy numbers, which is very useful for creating soft thresholds.
This approach offers more information for the decision maker when the uncer-
tainty in the input data is present and the decision criterion cannot be specified
exactly or such specific definition would be too restrictive.

7 Conclusion

The proposed approach allows answering vague spatial queries on Fuzzy Surfaces.
Four indices are used to reach this objective, each of this indices takes value
from the interval [0, 1] where 1 means the complete fulfilment of the rule while 0
means failure to reach the rule. These four indices form two pairs of possibility
and necessity measures that complete each other. In the case of possibility value
1 and necessity value lower then 1 (such as in case shown on Fig. 5) there some
indicators that value C̃60,2 can possibly be higher then the threshold but it is
not necessary because both values of necessity of exceedance and strict necessity
of exceedance are lower then 1 (0.59, respectively 0.30). This information is very
useful because it tells the decision maker that it might be that the cell have slope
higher then the threshold but that it is not absolutely sure, that it is so. Such
areas can be subject to the further examination, that will offer more information
that will eliminate the uncertainty and allow the final decision to take place.

These four indices form natural ordering where the possibility of exceedance
is the less restrictive, followed by the possibility of strict exceedance, then the
necessity of exceedance and the necessity of strict exceedance is the most re-
strictive. If the Eq. (12) equals 1 it means that the soft threshold is exceeded
certainty while value of Eq. (9) that equals 0 means that by no chance is the
value higher then the threshold.

Proposed approach extends possibilities of spatial decision support by the use
of mathematical methods for handling uncertainty and vagueness that is very
common in geographical sciences. Further studies should be focused on more
complex decisions than the simple example shown in the case study.
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Abstract. Decision Support Systems (DSSs) based on fuzzy logic have gained 
increasing importance to help clinical decisions, since they rely on a transparent 
and interpretable rule base. On the other hand, probabilistic models are undoub-
tedly the most effective way to reach high performances. In order to join positive 
features of both these two approaches, this work proposes a hybrid approach, 
consisting in transforming the functions describing posterior probabilities, into a 
combination of orthogonal fuzzy sets approximating them. The resulting fuzzy 
partition has double hopefulness: since it approximates posterior probabilities, it 
is able to model information extracted from a dataset in such a form that they can 
be used to run predictions, and since it is a set of normal, orthogonal and convex 
fuzzy sets, it can be interpreted as the set of terms of a linguistic variable. As a 
proof of concept, the method has been applied to a real-life application pertain-
ing the classification of Multiple Sclerosis Lesions. The results show that this 
method is able to construct, for each one of the variables influencing the classifi-
cation, interpretable if-then rules, with classification power comparable to that 
of a classical Bayesian model. 

Keywords: probability, statistical learning, fuzzy partition, classification, lin-
guistic variable, clinical DSS. 

1 Introduction 

Data-driven Decision Support Systems (DSSs) are gaining increasing importance in 
recent research [1]. In fields like medicine, DSSs based on fuzzy logic [2] are re-
quired, since they allow to operate with data affected by uncertainty and vagueness; 
moreover, they are characterized by a transparent and comprehensible knowledge 
base [3], showing a clear and logic justification for each conclusion, even to non-
technical users. The knowledge base consists in the partition of the input variables 
into a collection of fuzzy sets, and rules correlating these fuzzy sets to classes, defined 
according to the if-then structure. Different approaches can be used to perform the 
fuzzy partitioning of numerical variables and to construct the fuzzy rule base [4-11]. 
However, this approach suffer of the drawback that interpretable membership func-
tions are constrained (in particular, they should be normal, orthogonal, and  
convex [5]), thus the real trend of data is hard to be approximated. On the other hand, 
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statistical methods, which are mainly based on a Bayesian perspective [12], aim to 
obtain good performances. However, if a fuzzy knowledge base is constructed starting 
from statistical information [13-16], a good fitting of data is reached without fixing 
constraints, but fuzzy partitions are found which are not able to model interpretable 
terms of a linguistic variable. Another drawback of existing approaches is that they 
choose the most probable class as a result of the classifier, by comparing respective 
probabilities without calculating them, while in the medical field the physician could 
be not only interested in knowing the most probable class the patient belongs to, but 
also all the other possible classes should be always considered. Currently, at the best 
of our knowledge, very low effort was paid to the aim of merging characteristics of 
highly interpretable fuzzy models and highly performing statistical methods. 

This work proposes a hybrid approach, to build transparent fuzzy DSSs for classi-
fication in medicine. The aim is to obtain a good classifier, with performances similar 
to those of a bayesian one, governed by a fuzzy knowledge base modeled by simple 
rules and interpretable fuzzy partitions, as required in medical field. Moreover, this 
approach allows not only to choose the most probable class, but also to calculate the 
probability of each class, given an incoming data item, therefore, its strength relies 
also on this kind of results, which is significantly attractive in the medical field. These 
peculiarities are achieved by performing the knowledge extraction in two steps. 
Firstly, a statistical approach is used to obtain a model of the probability of each class, 
given a generic point of the feature space. Then, such a mapping is correlated to con-
strained (normal, orthogonal, convex) fuzzy sets. 

The rest of the paper is organized as follows. Section 2 describes classical fuzzy 
and statistical classifiers. In Section 3, the proposed approach is explained, while its 
application to Multiple Sclerosis Lesions (MSL) dataset is shown in Section 4. Final-
ly, Section 5 concludes the work. 

2 Background 

In fuzzy systems, a transparent knowledge base is ensured [3]. Moreover, depending 
on their use, inference procedures are usually devoted to reach mainly one of the fol-
lowing objectives: i) the interpretability of the knowledge base, which can be obtained 
by using constrained fuzzy systems; ii) the “goodness” of the classifier (e.g., high 
classification rate (CR) [17], low squared classification error (SCE) [18]), which is 
undoubtedly optimized by using statistical approaches. As a consequence, the best 
approach depends on the objectives of the DSS. 

2.1 Constrained Fuzzy Systems 

The fuzzy knowledge is constituted by a model which allows to perform the decision-
making process based on fuzzy logic. The knowledge extraction consists in different 
aspects, which can be performed in different ways [4-11]. Some basic information 
about the construction of interpretable fuzzy partitions and the rule-based fuzzy infe-
rence are summarized as follows. 
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Fuzzy partitioning consists in the construction of membership functions of fuzzy 
sets to be used in the rules. A fuzzy partition is considered as interpretable if its fuzzy 
sets model terms of a linguistic variable [5]. Fuzzy sets which model linguistic terms 
should satisfy, for each feature, the properties of normality (1) and orthogonality (2): 
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where x is the value of a variable describing the data item, U is the universe of dis-
course for that feature, μt(x) is the value of the membership function of the t-th fuzzy 
set, and T is the number of linguistic terms. Moreover, all fuzzy sets should be con-
vex. Finally, the number of linguistic terms should be not too large, and a maximum 
of 9 terms is usually taken. 

Membership functions μt(x) are typically represented by parametric functions, 
which could have different shapes (triangular, trapezoidal, bell-shaped and so on). 

A simple fuzzy classifier comprises a set of fuzzy rules. In each rule, the antece-
dent defines the region of the H-dimensional feature space, while the consequent is a 
class label belonging to the set {c1,...,cC} of the C classes. Here, simple rules made of 
only one antecedent are considered: 

 ri (wi): If x
(h) is Fi

(h) then y = ck , (3) 

where x(h) is one of the components of the vector x of variable values describing the 
data item to be classified, and Fi

(h) is one of the antecedent fuzzy sets. A weight wi can 
be associated to each rule in order to model a different impact, which can be defined 
by an expert or calculated using an optimization process. Note that and (or) connec-
tives may be used to put more antecedents in the same rule; this can be modeled by 
applying a T-norm (S-norm) to the set of membership grades μ(h) of x(h) to F(h). In the 
simple case of only one variable, the degree of activation of the i-th rule is: 

 ( ) ( )( ) ( )h h
i i iw xα μ= ⋅x . (4) 

If different rules have the same class as consequent, an S-norm is applied to the acti-
vations of these rules to obtain the aggregated activation Ak of the k-th class: 

 ( ) ( ) ( )1, 1 ,S-norm ,...,k k R k Rδ α δ α Α =  x x x , (5) 

where R is the number of rules and δi,k is equal to one if the consequent of the i-th rule 
is the class ck, zero otherwise. Thus, consequent classes are activated with different 
grades. A single output of the fuzzy classifier can be determined by the “winner takes 
all” strategy, i.e. the output is the class that gets the highest degree of activation. 
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2.2 Fuzzy Systems Based on Statistical Inference 

Fuzzy knowledge extraction methods based on statistical approaches [13-16] are par-
ticularly useful to optimize the performances of the system, since they are mainly 
based on Bayes’ rule [12]: 

 x is assigned to ck ( ) ( )| |k ip c p c i k⇔ ≥ ∀ ≠x x . (6) 

In particular, a very simple form is reached by assuming independence of input va-
riables, thus obtaining: 

 x is assigned to ck ( ) ( ) ( ) ( )( ) ( )| |h h
k k i i

h h

P c p x c P c p x c i k⇔ ≥ ∀ ≠∏ ∏ . (7) 

Naive Bayes classifier transforms (6) into (7), in order to obtain a compact formaliza-
tion. Indeed, class probability distributions p(x|ck) are often assumed to have fixed 
shape, defined by parametric probability density functions (e.g. Gaussian PDFs), 
while posterior probabilities p(ck|x) are less appropriate to be modeled by imposing 
such an assumption. Together with this simplification, one is only able to choose the 
most probable among classes, while in fields like medicine, the user should consider 
all possible classes, which should be given as a result together with respective proba-
bility. Therefore, one should calculate an approximate, parametric or non-parametric, 
mapping of p(ci|x) as a function of x. 

Fuzzy partitions for fuzzy inference can be constructed by using either class proba-
bility distributions p(x|ck) [13-15] or posterior probabilities p(ck|x) [16], but both could 
result to be not fully interpretable. 

3 The Proposed Approach 

In this work, a hybrid of fuzzy logic and statistical approach is presented, in order to 
construct a DSS particularly suitable for medical applications. It allows to extract, a 
knowledge base from a training dataset Z made of data items zj=[xj,yj], with 
xj=[xj

(1),...,xj
(H)] and yj∈{c1,...,cC}, j=1,...,N, where H is the number of data features 

and N is the number of data items. The extracted knowledge is made of interpretable 
fuzzy sets satisfying (1) and (2), and fuzzy rules, and it allows calculating probabili-
ties that an incoming data item x=[x(1),...,x(H)] belongs to classes {c1,...,cC}. In particu-
lar, the approach is described here for extracting one-dimensional models, therefore, 
the symbol x will substitute both x(h) and x. 

The proposed approach consists of three steps. Firstly, the functions describing 
posterior probabilities of classes, p(ck|x), as a function of the input feature, are calcu-
lated starting from the training dataset. Then, these functions are approximated with a 
combination of interpretable fuzzy sets. Finally, a weighted rule base is obtained, 
which allows to make inference about new incoming data items in terms of probabili-
ties of different classes. 
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3.1 Functions Describing Posterior Probabilities 

Posterior probabilities p(ck|x) are obtained here in a point-wise manner. In order to 
calculate them, the following procedure is adopted. 

1. An equally-spaced grid of a number n of points xν is used, with ν=1,...,n, 
representing the whole universe of discourse U. Therefore, each point is represent-
ative of an interval whose measure is M/n, where M is the measure of the whole U 
(it is always finite, because the assumption is made of having finite data items). 

2. Kernel functions [19] are used to estimate the non-parametric function of class 
probability distributions. The probability p(xν|ck) of each point xν, given that the 
class is ck, is calculated as follows: 
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where Nk is the number of data items belonging to class ck, h is a smoothing para-
meter called bandwidth, and K(ξ) is a kernel function to choose among normalized, 
non-negative and symmetric functions. 

3. Probability of each class, in correspondence of grid points, is calculated by using 
Bayes’ theorem: 
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where prior probabilities P(ck) can be calculated by using the training dataset: 

 ( ) k
k

N
P c

N
=  (10) 

Hence, non-parametric functions describing posterior probabilities are calculated. 

3.2 Transformation into Interpretable Fuzzy Sets 

This step represents the main novelty of the approach, linking constrained fuzzy parti-
tions and posterior probabilities. The assumption is made here that any non-
parametric function describing posterior probability of a class can be approximated by 
a linear combination of parametric membership functions of a number T of normal, 
orthogonal, and convex fuzzy sets, which model terms of a linguistic variable: 

 ( ) ( )
1

|
T

k t k t
t

p c x xλ μ−
=

≅ , (11) 
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In our proposal, membership functions are generated by using sigmoid functions: 
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where t∈{2,...,T-1}. It is simple to verify that these fuzzy sets are orthogonal and 
convex. They are also approximately normal, if parameters at and bt are properly con-
strained, in order to obtain, with ε as little as desired: 
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The problem of approximating p(ck|x) by using (11) is an optimization problem 
which can be solved by any known algorithm. The parameters to optimize are at, bt, 
and λt-k, with t=1,...,T, and k=1,...,C. Noticing that λt-k must satisfy the condition: 

 
1

, 1
C

t k
k

t λ −
=
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then the number of parameters to optimize is 2T+T(C-1), which should be sufficiently 
lower than N. The number T of linguistic terms is chosen by starting from 2T =  and 
then adding one term at a time if the root mean square error of the approximation 
exceeds a threshold ERRmax. The last added term is removed if ERRmax does not de-
crease significantly (at least of a certain percentage ErrDec%). No more term is added 
if maxT T= . The choice of max 9T ≤  is recommended for interpretability. Once T 

has been found, each term is labeled using linguistic terms chosen in the scale {ex-
tremely low, very low, low, fairly low, medium, fairly high, high, very high, extremely 
high}. 

As a result, for each variable, an interpretable fuzzy partition (12) is obtained, and 
probability can be calculated as a linear combination of membership grades (11). 

3.3 Rule Base Construction and Inference 

The proposed approach allows constructing a rule base made of the following set of 
very simple rules: 

 ∀t∈{1,...,T},∀k∈{1,...,C}, rt-k (λt-k): If x is Ft then y = ck , (14) 
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each of them associated with the respective weight λt-k, where each fuzzy set Ft is 
defined by one of (12). 

In order to present the rule base in a more compact form, (14) can be written as: 

 ∀t∈{1,...,T}, rt: If x is Ft then y =
1 1

...
t

t C C

c

c

λ

λ

−

−







, (14’) 

where each λt-k can be seen as the probability of having the class ck, given that the 
fuzzy set is Ft. 

Bounded sum is used as S-norm (strong disjunction in Łukasiewicz fuzzy logic) for 
aggregating activations of rules which have the same consequence. As a result, given 
a data item to be classified, the system calculates an activation of each class equal to 
the probability of the same class, as can be seen by considering (5), (4) and (11): 
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1 1

min ,1 min ,1 |
R T

k i k i t k t k
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x x p c xδ α λ μ−
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   Α = = ≅
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As a result, a transparent and interpretable fuzzy system is constructed which  
allows calculating class probabilities of incoming data items. Moreover, since the 
results of this approach differ from Bayesian methods only for making a different 
approximation of real probabilities, the classification power of the two should be very 
similar, if measured in terms of CR. On the other hand, in our proposal, a “winner 
takes all” strategy is not considered, but all classes which have a non-zero grade of 
activation are taken into account. Therefore, the inference of the proposed approach 
gives results in terms of a set of classes with respective probabilities, while Bayesian 
method gives results only in terms of the most probable class. In order to evaluate the 
improvement connected with this characteristic of the proposed approach, the SCE 
can be considered, which takes into account that high (low) confidence is desired to 
be associated to right (wrong) solutions. 

4 Application to Multiple Sclerosis Lesions 

The proposed method has been applied for the construction of a real DSS with the aim 
of classifying MSLs, using an experimental training dataset, made of four variables 
referred to lesions identified in Magnetic Resonance images of brain: WM is the frac-
tion of white matter surrounding a tissue, SF is a shape factor, DF is a distance factor 
measuring differences of colors, and VN is the volumetric dimension of the lesion 
expressed in number of voxels. Each pattern is labeled, since the classification of the 
related lesion as normal brain tissue (NBT) or white matter potential lesion (WMPL) 
is known. The dataset is made of 939 NBT cases and 1905 WMPLs. 

By means of the procedure explained in Section 3.1, with a grid number n=100, 
standard Gaussian kernel functions, a bandwidth h=M/25, where M is the measure of 
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U, the posterior probabilities p(cNBT|x) and p(cWMPL|x) of classes NBT and WMPL 
were found as non-parametric functions of each input variable x, as shown in Fig. 1. 
Approximation of these functions was made by using the procedure explained in Sec-
tion 3.2, with 0.001ε = . Approximated functions are also shown in Fig. 1. 

At the same time, a fuzzy partition was obtained for each of the input variables, as 
shown in Fig. 2. A different number of linguistic terms was found for each variable: 
three terms (low, medium, and high) for WM and SF, only two (low and high) for DF 
and VN. These numbers were obtained by setting the approximation thresholds 

max 0.02ERR = , % 10%ErrDec = , and the maximum number of terms max 9T = . 

For each variable, a separate fuzzy rule base was extracted as explained in Section 
3.3. In Table 1, the weights of the rules of all the rule bases are reported. Each rule 
base can be used to make inference by using bounded sum S-norm for aggregation, 
and obtaining as a result good approximations of probabilities of a lesion to belong to 
classes NBT and WMPL, given a value of one of the input variables. The results show 
that the best variable to be used is SF, which allows to obtain a CR of 73.6%, while 
other CRs are: 70.3 for WM, 68.2 for DF, and 67.0 for VN. The best rule base is pre-
sented in the compact structure (14’), taking into account the weights of Table 1: 

rlow: If SF is low then WMPL 

rmedium: If SF is medium then 0.39 NBT

0.61 WMPL





rhigh: If SF is high then NBT 

The CR obtained by this rule base is very similar to the CR of the correspondent 
Bayesian classifier. In particular, both methods show in this case similar sensitivity 
(∼0.97) and specificity (∼0.26). On the other hand, a SCE of 0.17 is obtained by using 
the proposed method, while a worse SCE of 0.36 is obtained by Bayesian classifier. 

5 Conclusions 

In this paper, a novel hybrid approach based on fuzzy logic and probabilistic view 
was proposed, in order to combine the good performances of a statistical approach 
with the high interpretability of a fuzzy system based on the partition of variables into 
linguistic terms. This was achieved by approximating non-parametric functions de-
scribing posterior probabilities with linear combination of parametric membership 
functions, describing terms of linguistic variables. As a result, the partition of va-
riables and the rule base were constructed, thus obtaining an interpretable fuzzy sys-
tem which well approximates probabilities of different classes, given a value of an 
input variable. 

The approach is described in order to construct one-dimensional rule bases, while a 
multidimensional delineation is left for a future extension. 

The reliability of the method was shown by applying it to an experimental data-
base, regarding Multiple Sclerosis Lesions classification. 
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Fig. 1. Probabilities of classes NBT (in red) and WMPL (in green) as functions of x, and their 
approximations (continuous line), where x is: (a) WM; (b) SF; (c) DF; (d) VN 

 

 

Fig. 2. Membership functions, generated by using sigmoid functions, of fuzzy sets representing 
partitions of input variable: (a) WM; (b) SF; (c) DF; (d) VN 

Table 1. Weights of different rule bases 

Variable λlow-NBT λlow-WMPL λmedium-NBT λmedium-WMPL λhigh-NBT λhigh-WMPL 

WM 0.95 0.05 0.64 0.36 0.25 0.75 
SF 0 1 0.39 0.61 1 0 

DF 0.76 0.24 - - 0.41 0.59 

VN 0.33 0.67 - - 0 1 
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The classification power of this approach is very similar to that of Bayesian me-
thods, if measured in terms of classification rate, sensitivity and specificity. However, 
the proposed approach allows to obtain results in terms of a set of classes with respec-
tive probabilities, while classical methods give results only in terms of the most prob-
able class, and this improvement is attested by a lower squared classification error. 
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Abstract. Class noise refers to the incorrect labeling of examples in
classification datasets and causes the deterioration of the performance
of the classifiers. This contribution studies the differences between the
behavior of Multiple Classifier Systems and their components when they
are trained with data suffering from class noise. The results obtained
show that combining classifiers usually help when dealing with classifica-
tion problems suffering from class noise. In general, the combined models
are more accurate than the component classifiers, and the robustness is
comparable or slightly better.

Keywords: class noise, multiple classifier systems, classification.

1 Introduction

Data gathered from real-world problems are never perfect and often suffer from
noise [18], [16]. In classification problems, two types of noise are distinguished
in a dataset: attribute and class noise [19]. Between them, class noise, which is
produced when there are incorrectly labeled examples, is usually recognized as
the most disruptive for classifier performance [19]. In the literature, two types of
class noise are usually distinguished: (i) contradictory examples [5] – duplicate
examples having different class labels –, and (ii) misclassifications [19] – examples
that are labeled with a class different from the real one. Since misclassifications
are the most common in real-world data and they cannot be easily detected as
can be done with contradictory examples [19], most of the literature, and also this
contribution, is focused on misclassifications, and the term class noise usually
refers to this type of noise [17], [15]. The performance of the classifiers built with
mislabeled data will depend on the number of examples with an incorrect class
labels, but also on the capability of the methods to tolerate that class noise.
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Therefore, class noise is a complex problem [18]. Multiple Classifier Systems
(MCSs) are usually presented as an alternative to try to improve classification
performance in difficult problems [7], [6]. One could ask whether constructing
MCSs implies an improvement in classifier performance with respect to indi-
vidual classifiers dealing with the also difficult problem of training with data
suffering from class noise. Combining classifiers enables one to take advantage
of the strengths of each method, while avoiding their weaknesses. Thus, if we
could use several classifiers which are robust to different types of class noise or
mislabeled examples – for example, class noise in the class boundaries or in the
core of the class – we could expect that each method could complement each
other, avoiding the classification errors in such parts of the classification domain.

This contribution aims to develop an analysis of the behavior of several MCSs
with respect to their individual components in the framework of learning with
class noise datasets. Forty real-world datasets will be considered and several lev-
els of class noise will be introduced into them following two different schemes:
uniform and pairwise [19] - see Section 3 for details. The results taken from these
datasets will be analyzed considering two different factors: (i) the performance,
and (ii) the robustness. Robustness [8], [15] is the capability of a learning algo-
rithm to build models that are insensitive to data corruptions. Thus, the more
robust an algorithm is, the more similar the models built from clean and class
noise data. Robustness might be more important than performance on the frame-
work of noisy data, since it allows one to analyze the expected behavior of the
algorithm when the level and type of class noise are unknown. This contribution,
in contrast to the work of [15] that is focused on ensembles built with the same
classification algorithm via a one-versus-one strategy, studies the combination of
three heterogeneous classifiers: a decision tree generator (C4.5 [14]), a black-box
algorithm (SVM [2]) – which is not considered in [15] – and an instance-based
learning method (k-NN [12]).

The rest of this contribution is organized as follows. Section 2 presents MCSs.
Next, Section 3 describes the experimental framework. Section 4 includes the ex-
perimental results and their analysis. Finally, Section 5 presents some concluding
remarks.

2 Multiple Classifier Systems for Classification Tasks

In this section, first MCSs are briefly described in Section 2.1, whereas how the
MCSs of this contribution are built is explained in Section 2.2.

2.1 On the Combination of Classifiers

Combining classifiers lets one to avoid the necessity to choose a specific classifier
and taking advantage of the strengths of each method. This fact is particularly
useful when several classification problems are considered together, since some
classifiers may excel in some datasets and perform poorly in others [6], [7].
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There are four main strategies to build MCSs: dynamic classifier selection,
multi-stage organization, and sequential and parallel approaches [7]. The major-
ity of classifier combination research focuses on the fourth approach, due to its
simplicity, and we will also focus on it. In the parallel approach the same input
example is submitted to all available classifiers in parallel and the outputs from
each classifier are then combined to obtain the final prediction. Many decision
combination proposals can be found in the literature, such as the intersection of
decision regions [4], voting methods [11], use of the Dempster-Shafer theory [10]
or ranking methods [7]. In concrete, we will use the majority vote [11]. This is a
simple but powerful approach, where each classifier gives a vote for the predicted
class and the most voted one is chosen as the output.

2.2 Multiple Classifier Systems Used in the Experimentation

The choice of the learning algorithms used in this contribution were selected be-
cause these methods have a highly differentiated and well known noise-robustness,
which is important in order to properly evaluate the performance of MCSs in
the presence of class noise data. These methods are:

– C4.5 [14], which is considered a robust learner tolerant to noisy data since
it uses pruning strategies to reduce the chances of classifiers being affected
by noisy examples from the training data. The default parameters are used
for C4.5 in our experiments, considering a post-prune process.

– Support Vector Machine (SVM) [2] relies on the support vectors, which are
identified from the training instances, to derive the decision model. Thus,
the hyperplanes found by SVM can be easily altered including or excluding
a single noisy example [13]. SVM is executed with the following parameters:
cost = 100, tolerance = 0.001, ε = 10−12, kernel = Puk with σ = 1, ω = 1.

– k-Nearest Neighbors (k-NN) [12]. Three different values of k are considered:
1, 3 and 5. A higher value of k determines a lower sensitivity to noise [9].

Three values of k for k-NN are considered (1, 3 and 5), so we will create
three different MCS-k denoted as MCS-1, MCS-3 and MCS-5. Thus, each MCS-
k will contain C4.5, SVM and k-NN with the selected k as base classifiers with
a different noise-robustness.

3 Experimental Framework

First, this section describes the processes to induce class noise into original base
datasets (Section 3.1). Then, the methodology for the analysis of the results is
explained in Section 3.2.

3.1 Introducing Class Noise into Datasets

The experimentation is based on forty real-world classification problems from
the KEEL-dataset repository1 [1]. Table 1 shows the datasets with the number

1 http://www.keel.es/datasets.php

http://www.keel.es/datasets.php
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Table 1. Base datasets

Dataset #EX #AT #CL Dataset #EX #AT #CL Dataset #EX #AT #CL Dataset #EX #AT #CL

banana 5300 2 2 spambase 4597 57 2 hayes-roth 160 4 3 glass 214 9 7

german 1000 20 2 twonorm 7400 20 2 car 1728 6 4 shuttle 2175 9 7

heart 270 13 2 wdbc 569 30 2 lymph. 148 18 4 zoo 101 16 7

ionosphere 351 33 2 balance 625 4 3 vehicle 846 18 4 satimage 643 36 7

magic 19020 10 2 splice 319 60 3 nursery 1296 8 5 segment 2310 19 7

monk 432 6 2 contracep. 1473 9 3 page-blocks 548 10 5 ecoli 336 7 8

phoneme 5404 5 2 iris 150 4 3 cleveland 297 13 5 led7digit 500 7 10

pima 768 8 2 new-thyroid 215 5 3 automobile 159 25 6 penbased 1099 16 10

ring 7400 20 2 thyroid 720 21 3 dermatology 358 33 6 yeast 1484 8 10

sonar 208 60 2 wine 178 13 3 flare 1066 11 6 vowel 990 13 11

of classes (#CL), the number of examples (#EX) and the number of attributes
(#AT). In these datasets the initial amount of class noise present is unknown.
Therefore, no assumptions about the noise level can be made. In order to control
the amount of noise in each dataset, different class noise levels x% are introduced
in a supervised manner with the following two schemes:

1. Uniform class noise [17]. x% of the examples are corrupted. The class
labels of these examples are randomly replaced by another one.

2. Pairwise class noise [19]. Let X be the majority class and Y the second
majority class, an example with the label X has a probability of x/100 of
being incorrectly labeled as Y .

The accuracy estimation of the classifiers in a dataset is obtained by means
of 5 runs of a stratified 5-fold cross-validation. 5 partitions are used because, if
each partition has a large number of examples, the noise effects will be more
notable, facilitating their analysis. New class noise datasets will be created from
the aforementioned forty base datasets, considering the noise levels ranging from
x = 0% (base datasets) to x = 40%, by increments of 10%. Only the training
partitions are induced with noise whereas the test partitions remain unaltered.

3.2 Methodology of Analysis

In order to check the behavior of the different methods when dealing with class
noise, the results of each MCS are compared with those of their individual com-
ponents using two distinct properties:

1. The performance of the classification algorithms on the clean test partitions
for each level of induced class noise in the training partition, defined as its
accuracy rate. For the sake of brevity, only averaged results are shown, even
though our conclusions are based on the proper statistical analysis, which
considers all the results.
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2. The robustness of each method is estimated with the relative loss of accuracy
(RLA) [15] (Equation 1), which is used to measure the percentage of variation
of the accuracy of the classifiers at a concrete class noise level with respect
to the original case with no additional noise:

RLAx% =
Acc0% − Accx%

Acc0%
, (1)

where RLAx% is the relative loss of accuracy at a noise level x%, Acc0% is
the test accuracy in the original case, that is, with 0% of induced noise, and
Accx% is the test accuracy with a noise level x%. Therefore, the performance
of the classifiers learned with the base dataset will be compared with the
performance of the classifiers learned using the class noise dataset. Both
performance and robustness are studied because the conclusions reached
with one of these metrics need not imply the same conclusions with the
other.

In order to properly analyze the performance and RLA results, Wilcoxon’s
statistical test is used [3]. This is a non-parametric pairwise test that aims to de-
tect significant differences between two sample medians. For each class noise type
and level, the MCS and each single classifier will be compared using Wilcoxon’s
test and the p-values associated with these comparisons will be obtained. The
p-value represents the lowest level of significance of a hypothesis that results in
a rejection and it allows one to know whether two algorithms are significantly
different and the degree of this difference.

4 Class Noise Data in Multiple Classifier Systems

This section presents the results of performance and robustness of the MCSs
trained with class noise data with respect to their individual classifier compo-
nents. Table 2 shows the performance (left hand) and robustness (right hand)
results of each classification algorithm at each noise level on datasets with uni-
form class noise, whereas Table 3 shows the same information with pairwise class
noise. The robustness can only be measured if the noise level is higher than 0%,
so the robustness results are presented from a noise level of 10% onwards.

The results in Table 2 comparing each MCS-k against its individual compo-
nents dealing with uniform class noise are summarized below:

– Performance results with uniform class noise.
• Comparison with SVM. MCS-k outperforms SVM. The highest values of
k produce lower p-values, being the null hypothesis rejected in all cases.

• Comparison with C4.5. In MCS-1 evidences to reject the null hypothesis
are only found without noise. In MCS-3 we can only state the same up
to 30% noise level. For the rest of the noise levels, for both MCS-1 and
MCS-3 show no evidence to reject the null hypothesis compared to C4.5,
even though MCS-3 obtains more ranks than C4.5. MCS-5 is better than
all its individual components at all noise levels as the null hypothesis are
rejected in all cases.
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Table 2. Results on datasets with uniform class noise. A star ‘∗’ indicates that the
single algorithm obtains more ranks than the MCS in Wilcoxon’s test.

Performance Robustness

0% 10% 20% 30% 40% 10% 20% 30% 40%

R
e
su

lt
s

S
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g
le

m
e
th

.

SVM 83.25 79.58 76.55 73.82 70.69 4.44 8.16 11.38 15.08

C4.5 82.96 82.08 79.97 77.90 74.51 1.10 3.78 6.36 10.54

1-NN 81.42 76.28 71.22 65.88 61.00 6.16 12.10 18.71 24.15

3-NN 82.32 80.84 78.18 75.09 70.71 1.85 4.88 8.60 13.59

5-NN 82.32 81.56 80.09 78.18 75.09 0.95 2.64 4.97 8.31

R
e
su

lt
s

M
C
S
s MCS-1 85.42 83.00 80.09 77.10 73.20 2.91 6.40 9.95 14.54

MCS-3 85.48 84.25 81.98 79.69 76.04 1.47 4.24 6.92 11.20

MCS-5 85.52 84.57 82.69 80.75 77.56 1.12 3.47 5.78 9.55

p
-v
a
lu
e
s

M
C
S
-1 SVM 5.20E-03 1.10E-04 5.80E-05 2.80E-04 7.20E-03 7.20E-03 1.50E-02 8.80E-02 6.60E-01

C4.5 1.80E-03 3.90E-01 9.5E-01* 3.5E-01* 2.0E-01* 1.5E-06* 3.1E-05* 4.6E-05* 8.2E-05*

1-NN 7.10E-04 1.30E-07 1.00E-07 6.10E-08 7.00E-08 1.00E-07 1.20E-06 1.80E-07 1.50E-06

p
-v
a
lu
e
s

M
C
S
-3 SVM 1.30E-02 1.50E-06 8.10E-07 1.70E-06 1.80E-05 4.60E-05 1.10E-04 1.50E-04 2.80E-03

C4.5 5.00E-04 3.50E-03 2.00E-02 8.30E-02 1.80E-01 9.3E-02* 2.6E-01* 2.8E-01* 3.0E-01*

3-NN 3.10E-03 7.80E-04 2.70E-04 1.90E-04 7.80E-05 1.50E-02 4.40E-02 2.80E-02 9.90E-03

p
-v
a
lu
e
s

M
C
S
-5 SVM 1.00E-02 2.10E-07 1.70E-07 2.30E-07 2.10E-06 3.10E-06 2.30E-05 8.60E-06 1.70E-04

C4.5 2.80E-04 4.50E-04 8.60E-04 2.00E-03 5.60E-03 7.10E-01 3.80E-01 3.80E-01 2.50E-01

5-NN 5.00E-03 1.10E-02 6.20E-02 1.00E-01 9.00E-02 2.7E-01* 2.8E-01* 5.9E-01* 9.7E-01*

Table 3. Results on datasets with pairwise class noise. A star ‘∗’ indicates that the
single algorithm obtains more ranks than the MCS in Wilcoxon’s test.

Performance Robustness

0% 10% 20% 30% 40% 10% 20% 30% 40%

R
e
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lt
s

S
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g
le

m
e
th

.

SVM 83.25 80.74 79.11 76.64 73.13 2.97 4.86 7.81 12.01

C4.5 82.96 82.17 80.87 78.81 74.83 1.00 2.66 5.33 10.19

1-NN 81.42 77.73 74.25 70.46 66.58 4.20 8.21 12.75 17.20

3-NN 82.32 80.87 77.81 73.45 68.17 1.59 5.10 9.96 15.93

5-NN 82.32 81.61 79.33 75.19 69.25 0.78 3.33 7.80 14.53

R
e
su

lt
s

M
C
S
s MCS-1 85.42 83.95 82.21 79.52 75.25 1.73 3.86 7.11 12.08

MCS-3 85.48 84.61 83.06 80.24 75.61 1.05 2.97 6.35 11.83

MCS-5 85.52 84.86 83.50 80.76 75.93 0.81 2.51 5.81 11.52

p
-v
a
lu
e
s

M
C
S
-1 SVM 5.20E-03 1.20E-04 2.00E-04 2.10E-03 3.80E-02 6.60E-03 7.20E-02 3.80E-01 5.50E-01

C4.5 1.80E-03 5.80E-02 3.50E-01 8.20E-01 8.0E-01* 2.0E-04* 1.7E-03* 2.7E-03* 7.8E-03*

1-NN 7.10E-04 1.20E-07 8.20E-08 5.60E-08 4.50E-08 6.70E-06 1.00E-05 6.30E-06 4.40E-05

p
-v
a
lu
e
s

M
C
S
-3 SVM 1.30E-02 6.20E-05 3.30E-05 2.70E-04 1.90E-02 3.90E-04 3.70E-03 6.40E-02 4.40E-01

C4.5 5.00E-04 2.30E-03 1.90E-02 4.00E-01 9.7E-01* 2.4E-01* 9.0E-02* 7.4E-02* 5.6E-03*

3-NN 3.10E-03 4.30E-05 3.80E-07 2.00E-07 1.30E-07 4.20E-03 4.30E-04 7.30E-05 5.50E-05

p
-v
a
lu
e
s

M
C
S
-5 SVM 1.00E-02 2.00E-05 1.20E-05 6.90E-05 1.40E-02 6.60E-05 4.10E-04 1.20E-02 3.30E-01

C4.5 2.80E-04 3.90E-04 1.80E-03 8.80E-02 5.80E-01 5.60E-01 7.4E-01* 3.6E-01* 1.2E-02*

5-NN 5.00E-03 2.80E-03 6.70E-06 7.10E-07 3.00E-07 4.60E-01 3.00E-03 8.60E-04 6.90E-05

• Comparison with k-NN. The null hypothesis can be rejected when com-
paring sMCS-k and k-NN regardless of the value of k. Furthermore, as
the value of k increases, so does the corresponding p-value at the differ-
ent noise levels (note that very low p-values are obtained in the case of
k = 1).
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– Robustness results with uniform class noise.

• Comparison with SVM. MCS-k is significantly more robust than SVM,
even though MCS-1 and SVM are equivalent from a noise level 30%
onwards.

• Comparison with C4.5. C4.5 is more robust than MCS-1. MCS-3 and
MCS-5 are equivalent to C4.5.

• Comparison with k-NN. MCS-k can be considered better than k-NN as
the null hypothesis can be rejected, whereas the hypothesis of equivalence
between MCS-5 and 5-NN cannot be rejected.

Hereafter, the pairwise class noise results in Table 3 comparing each MCS-k
against its individual components are summarized:

– Performance results with pairwise class noise.

• Comparison with SVM. MCS-k is better than its individual components
independently of the value of k. The p-values at the different noise levels
decrease as k increases. In all cases Wilcoxon’s test is able to reject the
null hypothesis.

• Comparison with C4.5. Generally, MCS-k obtains more ranks than C4.5
and is better when the noise level is below 10% (k = 1), 20% (k = 3)
and 30% (k = 5) since the statistical test find differences between the
corresponding accuracy samples.

• Comparison with k-NN. MCS-k outperforms k-NN regardless of the value
of k, also obtaining p-values lower than 0.5.

– Robustness results with pairwise class noise.

• Comparison with SVM. MCS-1 overcomes SVM up to a 20% noise level.
In the case of MCS-3 and MCS-5, the results provide evidences to reject
the null hypothesis in favor of the MCS-k remain up to 30%.

• Comparison with C4.5. C4.5 is more robust than MCS-1. MCS-3 and
C4.5 are equally robust in most of the cases, even though C4.5 excels at
some noise levels. No differences are found between MCS-5 and C4.5.

• Comparison with k-NN. MCS-k is more robust than k-NN at all the noise
levels and the p-values increase with the value of k indicating that the
samples support the null hypothesis rejection at all noise levels.

From these results, the following points can be concluded:

1. The performance results show that each MCS-k generally outperforms its
single classifier components dealing with uniform class noise. MCS-k is bet-
ter than SVM and k-NN regardless of the value of k, whereas it only performs
better than C4.5 at the lowest noise levels – even though the noise level where
MCS-k is better increases together with the value of k, obtaining significant
differences at all the noise levels with k = 5. Regarding the results with
pairwise class noise, MCS-k improves on SVM, it is better than C4.5 at the
lowest noise levels – these noise levels are lower than those of the uniform
class noise – and also outperforms k-NN.
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2. The robustness results show that the higher the value of k, the greater the
robustness of the MCS-k is. Moreover, MCS-k are generally more robust
with uniform class noise, even though they are never more robust than all
their components. MCS-k are more robust against uniform class noise than
against pairwise class noise. With the pairwise class noise, MCS-k are more
robust than their single classifiers at lower noise levels than with uniform
noise (in the case of SVM) or are indeed less robust or equivalent in all the
noise levels (in the case of C4.5) – even though MCS-k is generally more
robust than k-NN.

3. The uniform class noise is the most disruptive class noise. However, from a
noise level 10-20% onwards, the pairwise class noise becomes more disruptive
for 3-NN and 5-NN (and consequently for MCS-3 and MCS-5). This fact
clearly indicates that the behavior of each single classification algorithm
trained with noisy data influences that of the corresponding MCS into which
it is incorporated. The higher disruptiveness of the uniform class noise in
MCSs can be attributed to the fact that this type of noise affects all the
output domain, that is, all the classes, to the same extent, whereas the
pairwise class noise only affects the two majority classes.

5 Concluding Remarks

This contribution analyzes to what extent three different MCSs composed of
C4.5, SVM and k-NN, which are usually presented as a possible solution to im-
prove classification performance in difficult problems, are also suitable to deal
with datasets suffering from class noise. The classifier performance and robust-
ness results of the three MCSs considered with respect to their single components
over datasets with different types and levels of class noise have been studied.

The uniform class noise scheme seems to be more detrimental for the perfor-
mance of the classifiers considered in this contribution than the pairwise class
noise scheme because mislabeled examples affect all the classes to the same ex-
tent with the former, whereas only the two majority classes affected in the latter.
Moreover, it has been shown that the behavior of each single classification algo-
rithm (C4.5, SVM and k-NN) trained with class noise data directly influences
that of each of the three corresponding MCS into which it is incorporated.

The performance results obtained show that the three MCS studied (MCS-1,
MCS-3 and MCS-5) usually produce more accurate solutions than their single
components in classification problems with class noise. Generally, the MCSs
studied outperform k-NN and SVM, whereas they are only better than C4.5
at the lowest class noise levels – this fact was somehow expected since C4.5 is
more tolerant to noise than SVM and k-NN. Moreover, the behavior of each of
the three MCS studied is usually better, for the same class noise level, with the
uniform class noise scheme.

The robustness results show that the MCSs studied are generally more robust
than their single components with the most disruptive class noise scheme, that
is, the uniform one. Improvements in the robustness are more difficult to achieve



576 J.A. Sáez et al.

with the pairwise class noise. Moreover, in the case of the MCSs studied, the
higher the value of k in the MCS-k, the greater the robustness of the MCS-k is.
From this work future efforts will be focused on analyzing more noise types and
the analysis of different MCS models aiming to provide an explanation of the
better performance obtained by the MCSs.
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15. Sáez, J.A., Galar, M., Luengo, J., Herrera, F.: Analyzing the presence of noise
in multi-class problems: alleviating its influence with the One-vs-One decompo-
sition. Knowledge and Information Systems (in press, 2013), doi:10.1007/s10115-
012-0570-1
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Abstract. There exist several fitness function proposals based on a com-
bination of weighted objectives to optimize the discovery of association
rules. Nevertheless, some differences in the measures used to assess the
quality of association rules could be obtained according to the values of
such weights. Therefore, in such proposals it is very important the user’s
decision in order to specify the weights or coefficients of the optimized ob-
jectives. Thus, this work presents an analysis on the sensitivity of several
quality measures when the weights included in the fitness function of the
existing QARGA algorithm are modified. Finally, a comparative analysis
of the results obtained according to the weights setup is provided.

Keywords: Data mining, sensitivity analysis, quantitative association
rules, quality measures.

1 Introduction

The use of efficient computational techniques has become a task of the utmost
importance due to the high volume of data that can be stored nowadays. In this
context, the discovery of association rules (AR) –and particularly of quantitative
association rules (QAR) in this work– is a popular and well-known methodology
to discover significant and apparently hidden relations among variables that form
databases [2]. This discovery of knowledge is based on statistical techniques such
as correlation analysis and variance. One of the most used and cited algorithms
is Apriori [1].

When the domain is continuous, the AR are known as QAR. In this context,
let F = {F1, ..., Fn} be a set of features, with values in R. Let A and C be two
disjunct subsets of F , that is, A ⊂ F , C ⊂ F , and A ∩ C = ∅. A QAR is a rule
X ⇒ Y , in which features in A belong to the antecedent X , and features in C
belong to the consequent Y , such that X and Y are formed by a conjunction
of multiple boolean expressions of the form Fi ∈ [v1, v2]. The consequent Y is
usually a single expression.

The AR extraction process is a non-supervised learning technique to explore
data properties. The main goal pursuit is, then, to find groups of attributes

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 578–587, 2013.
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appearing frequently together in a dataset, so to provide comprehensive rules
able to explain the existing relations among them. The mining process of AR
is usually modeled as a multi-objective problem in which several quality mea-
sures of AR are the objectives to be optimized since there not exist an unique
measure to determine the AR quality. There are several approaches to solve
multi-objective problems. The most common approaches are focused in Pareto-
based multi-objective algorithms which try to find the best trade-off between
two or more conflicting objectives. However, many others are based in weighted
sum fitness functions which formulate the problem as a single-objective opti-
mization problem using parameters of scalarization. Such weighted sum fitness
functions allow to find solutions according to the user preferences and emphasize
some objectives over others. Most of the existing techniques to discover AR are
typically focused in using the support and confidence measures as objectives to
be optimized by a weighted sum fitness function. Therefore, the main goal of
this work is to conduct an analysis on the sensitivity of such quality measures
when the weights in the fitness function vary. Nonetheless, there also exist other
measures widely used for both evaluation and optimization of AR [9]. Some of
such quality measures are described in Table 1. Note that n(X) is the number
of occurrences of the itemset X in the dataset and N is the total number of
instances in the dataset. ND stands for negatively dependent, PD for positively
dependent and I for indepedent.

Table 1. Quality measures for quantitative association rules

Measures Equation Description Range
Sup(X) n(X)/N Coverage of X [0, 1]
Sup(X =⇒ Y ) n(X ∩ Y )/N Generality of the rule [0, 1]
Conf(X =⇒ Y ) sup(X =⇒ Y )/sup(X) Reliability of the rule [0, 1]

Interest of the rule
Lift(X =⇒ Y ) sup(X =⇒ Y )/(sup(X) · sup(Y )) • Value < 1: X and Y (ND) [0, +∞)

• Value = 1: X and Y (I)
• Value > 1: X and Y (PD)

Gain(X =⇒ Y ) conf(X =⇒ Y )− sup(Y ) Implication of the rule [-0.5, 1]
• If conf(X =⇒ Y ) > sup(Y ): Gain normalized

Certainty Factor(X =⇒ Y ) (conf(X =⇒ Y )− sup(Y ))/(1− sup(Y )) • Value < 0: X and Y (ND) [-1, 1]
• If conf(X =⇒ Y ) <= sup(Y ): • Value = 0: X and Y (I)
(conf(X =⇒ Y )− sup(Y ))/sup(Y ) • Value > 0: X and Y (PD)

Strength of the rule
Leverage(X =⇒ Y ) sup(X =⇒ Y )− sup(X)sup(Y ) • Value < 0: X and Y (ND) [-0.25, 0.25]

• Value = 0: X and Y (I)
• Value > 0: X and Y (PD)

Accuracy(X =⇒ Y ) sup(X =⇒ Y ) + sup(¬X =⇒ ¬Y ) Veracity of the rule [0, 1]

Thus, we aim to provide guidelines to set the weights of the fitness function
according to the objectives to be satisfied by the rules. On the other hand,
we intend to establish multiple relationships between the quality measures and
variations in the weights of the fitness function by means of the results obtained
by the QARGA algorithm [8].

The remainder of the paper is as follows. Section 2 describes some techniques
which included a weighted sum fitness function. The QARGA algorithm used in
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the study performed and the experimental setup is detailed in Section 3. Section
4 presents and discusses the results obtained by QARGA using different weights
in the fitness function. Finally, Section 5 summarizes the conclusions drawn from
the analysis conducted.

2 Related Work

There exist several fitness functions proposals based on a combination of weighted
objectives in a single equation. Hence, their performance is very sensitive to the
choice of the weights of the measures included within the fitness function. Ac-
tually, many algorithms to discover AR can be found in the literature. Most of
them are based on the methods proposed by Agrawal et al. [1] but such me-
thods require high computational cost and memory. Genetic algorithms, colony
algorithms, evolutionary algorithms (EA) and particle swarm algorithms are
usually used to overcome such drawbacks. Techniques based on EA have been
extensively used for the optimization and adjustment of models in data mining.
Evolutionary computation is usually used to discover AR in both EA and genetic
programming since they offer a set of advantages for knowledge extraction and
specifically for rule induction processes.

A wide range of methods have been proposed to address the discovery and op-
timization of AR by a weighted sum fitness function. This kind of fitness function
has been applied into several optimization problems. For instance, the authors
in [7] examined the effect of using weighted sum fitness functions for parent se-
lection and generation update. Such an effect was tested on the performance of
NSGA-II for a high-dimensional space of a multi-objective problem.

The authors in [11] proposed an EA-based approach capable of obtaining an
undetermined number of quantitative attributes in the antecedent of the rule.
Their approach, called GENAR, optimized a weighted fitness function based on
the support and confidence measures and the number of recovered instances.
The same quality measures plus the comprehensibility and the amplitude of the
intervals forming the rule were included in the weighted sum fitness function of
the GAR-plus algorithm [12].

In [2] a GA is proposed as a search strategy for both positive and nega-
tive QAR mining within databases. The discovery of QAR was optimized by
a weighted sum fitness function composed of support, confidence, number of
attributes and amplitude. Later, the same authors proposed a multi-objective
Pareto-based EA called MODENAR in [3]. Those measures and the recovered
records were included within the fitness function to be optimized in such works.

A genetic algorithm was proposed in [14] which optimized support, confidence,
comprehensibility and interest of AR included in a weighted fitness function. A
weighted support based on the individual weight of the items according to their
importance in the dataset was calculated in [13].
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3 Methodology

3.1 Description of QARGA

This section describes the main features of the QARGA algorithm, which is used
to perform the fitness function sensitivity study according to the weighting of the
measures. QARGA is a real-coded genetic algorithm designed to discover existing
relationships, specifically QAR, among several variables. A detailed description
of the algorithm can be found in [10].

The fitness of each individual in the evolutionary process allows determining
which are the best candidates to remain in subsequent generations. In order to
make this decision, its calculation involves several measures that provide infor-
mation about the rules. The fitness function has been designed to maximize a
combination of different measures of AR.

The fitness function proposed in [8] to be maximized by QARGA was:

f(rule) = ws · sup + wc · conf + wn · nAttrib

−wa · ampl − wr · recov (1)

where sup is the support of the rule, conf is the confidence of the rule, recov
is the ratio of instances which had already been covered, nAttrib is the number
of attributes appearing in the rule and ampl is the average size of intervals of
the attributes belonging to the rule. Moreover, the fitness function was provided
with a set of weights (ws, wc, wn, wa and wr) to drive the process of search of
rules and will vary depending on the required rules.

However, the user should be aware of the importance of each measure, in order
to specify the weights or coefficient because significant differences in the AR
quality measures could be obtained. Next section describes the experimentation
framework carried out to assess how the weights included in QARGA’s fitness
function may influence, in order to provide a guide for the user’s decision.

3.2 Experimental Design

It is well known that one of the shortcomings of the weighted sum fitness function
is the parametrization of such weights. A fitness function-based sensitivity ana-
lysis and a detailed study of some weights are discussed in Section 4 to ascertain
the relative influence of each weight on the final results obtained by QARGA.
The aim of this study is to analyze the behavior of QARGA to achieve optimal
solutions.

Therefore, three sets of experiments have been performed by varying the
weights for support and confidence measures included in QARGA’s fitness func-
tion. The first set of experiments has used a minimum support threshold equal
to 0 to obtain all the QAR found by QARGA. The second and third set of
experiments have used a minimum support threshold equal to 0.05 and 0.1 res-
pectively to penalize the fitness function of those individuals of the population
which do not satisfy the minimum support thresholds, respectively. We aim to
force QARGA to learn QAR with the established minimum support.
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Different configurations of QARGA have been executed by modifying the
weights of the support and confidence measures optimized in the fitness func-
tion for each set of experiments. Specifically, the weight values for support and
confidence measures, henceforth called ws and wc respectively, have been var-
ied from 0 to 1 with increments of 0.1 (11 different values for both). Hence,
QARGA was run 363 (3 x 11 x 11) times in total. To be precise, 363 executions
have carried out for each dataset, using them as training data. Note that the
rest of the weights included in the fitness function of QARGA have been set to
1 in order to avoid the influence of such weight in the results and to ensure that
the remaining measures are present in the fitness function.

These set of experiments were designed to highlight the main differences in
measures performance when the weights of the fitness function are modified
according to several minimum support thresholds.

4 Experimental Study

4.1 Datasets Description and Parameters Setup

This section presents the main features of the datasets used in the sensitivity
study carried out. Several datasets have been tested from the public BUFA
repository [6]. In particular, the thirty-five public datasets from BUFA repository
used in [9]. Note that Buying, Country, College, Education, Read and Usnews
Colleged have been preprocessed using K-means Imputation method proposed
in [5] (available in the KEEL tool [4]) in order to deal with missing values.

As for the values for the main parameters of QARGA, it is noteworthy that
these values have been used for each execution to assess the performance of
QARGA according to the different values of the weights included in the fitness
function.

The main parameters of QARGA are: 100 for the size of the population,
100 for the number of generations, 0.1 for the mutation probability pmut of
the individuals and 0.2 for the mutation probability pmutgen of each gene in
the individual. The maximum number of attributes which could include both
the antecedent and consequent are 10 and 5, respectively. Note that both the
antecedent and consequent must contain one attribute at least. QARGA has
obtained 100 QAR for each dataset and each setting of the fitness function
weights.

4.2 Sensitivity Analysis of the Quality Measures

In this section, the results obtained by QARGA when optimizing the fitness
function with variations in the weights of the measures are discussed. Specifically,
the results obtained by QARGA, first, when a minimum support threshold is
applied and second, when ws and wc are modified in the fitness function are
compared.

As described in Section 3.2, QARGA has been executed 363 times for each
dataset, that is, a total of 12705 executions. In order to perform the parametric
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sensitivity study, the average results for the 35 datasets using the same configura-
tion has been calculated. Several interestingness measures have been calculated
to assess the quality of the AR obtained by QARGA for each run. In particular,
support, confidence, lift, gain, leverage, accuracy, number of attributes, ampli-
tude of the attributes, number of the rules obtained and percentage of covered
records have been computed. A detailed explanation of these measures can be
found in [8].

Tables 2 and 3 summarize the behavior of the quality measures depending
on the minimum support threshold used by QARGA. Note that similar results
have been obtained when the minimum support threshold is 0.05 and 0.1, hence,
only the results obtained by QARGA with a minimum support threshold equal
to 0.05 are shown in Table 3.

Each table presents the studied quality measures grouped by their perfor-
mance when the weights associated with the support and confidence measures
in the fitness function are increased or decreased.

Table 2. Performance of quality measures according to the support and confidence
weights with minimum support equal to 0

Weight Quality measures grouped by similar behavior

minsup = 0 Support Confidence Accuracy Lift #Attributes Amplitude
Leverage Gain

Covered instances #Rules
Support ↑ ↑ = = = ↓ ↑
Confidence ↑ = >0.1 = >0.1 ↑ ↑ ↑ ↓

≤0.1 ↑ ≤0.1↓
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Table 2 shows the ten studied quality measures arranged into six groups. It
can be noted that ws is positively correlated with support, leverage, covered
instances and amplitude whereas is negatively correlated with the number of
attributes if no minimum support threshold is applied. The performance of the
other measures under study is not affected by the variations of ws. With respect
to wc, some differences can be observed. For instance, although support, leverage
and covered instances are dependent of ws, such measures are not influenced by
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wc. Lift measure and number of attributes are positively correlated with wc and
amplitude is negatively correlated. However, confidence, gain and the number of
rules are only increased when wc achieves values of 0 and 0.1. A wc greater than
0.1 does not cause alterations in the performance of such measures. It can be
observed an opposite behavior in the accuracy since it is negatively correlated
with the confidence if such weight is 0 or 0.1 and positively correlated if wc is
greater than 0.1.

Figures 1, 2, 3, 4 and 5 summarize the values obtained for each group of
measures when the minimum support threshold is 0. Note that only one measure
of each group is displayed due to the similar performance among the measures
of each group and space limitations. Figure 1 represents the support, confidence
and covered instances measures. It can be observed that their values form an
increasing inclined plane relative to ws. Figure 2 visualizes the values obtained for
the confidence measure and its behavior can be extended to the gain measure and
number of rules. These measures present an awning model reaching their highest
values when wc is greater than 0.1. Figures 3 and 4 show the lift and amplitude
values respectively when the minimum support threshold is 0. These measures do
not follow any specific behavior pattern and can be considered as rough models.
Finally, the accuracy measure is displayed in Figure 5. It achieves the highest
value when wc is 0. The performance of this measure can be considered as a
valley model.
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Table 3. Performance of quality measures according to the support and confidence
weights with minimum support equal to 0.05

Weight Quality measures grouped by similar behavior

minsup = 0.05 Support Lift Covered instances
Confidence Accuracy #Rules
Leverage Gain

Amplitude #Attributes
Support ↑ = = <0.8 ↑

≥0.8 =
Confidence ↑ ↑ ↓ ≤0.3 ↑

>0.3 =

Table 3 displays the ten measures under study grouped into only three groups
when a minimum support threshold is applied. It can be appreciated that the
performance of these measures are completely different when a minimum sup-
port threshold is not applied. For instance, the group composed of support,
confidence, leverage and amplitude and the group formed by lift, accuracy, gain
and number of attributes are only affected by wc. These groups are positively
and negatively correlated respectively with wc. Regarding the third group, that
is, covered instances and number of rules are only affected when ws is less than
0.8 and wc is less or equal to 0.3, both positively correlated. Weights above these
values do not cause performance variations on such measures.
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Figures 6, 7 and 8 illustrate the values obtained for each group of measures
when the minimum support threshold is 0.05.

Note that a similar behavior has been obtained when the minimum support
threshold is 0.1. Figure 6 represents the performance of confidence, support,
leverage and amplitude measures. These measures reach their highest values
when wc is 1. In this case, the confidence behaves as an increasing inclined plane
with respect to wc instead of presenting an awning model as Figure 2. Figure 7
shows the values obtained for the lift measure and summarizes the behavior of
accuracy, gain and number of attributes in addition to lift. In this case, these
measures get their highest values when wc is 0 and perform as a decreasing
inclined plane relative to wc. Finally, Figure 8 shows the values obtained for the
covered instances. This measure exhibits its maximum value when ws is 1 and
wc is above 0.3. The covered instances present a behavior similar to an awning
model.

As final remarks, we provide the following use recommendations. First, the ob-
tained AR are more specific when the minimum support threshold is 0. Therefore,
the support and instances covered values are lesser and the number of attributes
and accuracy are greater compared to the values obtained when the minimum
support threshold is 0.05. Second, although the confidence, gain, accuracy, and
lift are better when the minimum support threshold is 0, it is desirable to apply
a minimum support threshold in order to avoid support values below 1%. Taking
into account such decision, ws setting is not important in the final results. And
third, it has been observed that wc is the most influential weight. Thus, values
of wc around 0.5 are desirable because not all measures are increased according
to wc.

Finally, we note that it would be interesting to study the rest of weights
included in the fitness function of QARGA to analyze their influence on the AR
quality measures.

5 Conclusions

An analysis based on the sensitivity of the quality measures based on the varia-
tions of the weights included in the fitness function of the QARGA algorithm has
been carried out in this paper. Specifically, QARGA has been applied to several
public datasets with the aim of studying how its performance is affected accor-
ding to the choice of the weights. Significant differences have been observed in the
results of ten AR quality measures calculated from the AR obtained by QARGA
when ws and wc were ranged from 0 to 1. However, wc has been more influen-
tial than ws over the set of AR quality measures studied. Furthermore, several
groups of measures have been identified according to their behavior against the
weight variations.
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Abstract. The Extreme Learning Machine (ELM), recently proposed
by Huang et al. [6], is a single-hidden-layered neural network architecture
which has been successfully applied to nonlinear regression and classifica-
tion tasks [5]. A crucial step in the design of the ELM is the computation
of the output weight matrix, a step usually performed by means of the
ordinary least-squares (OLS) method - a.k.a. Moore-Penrose generalized
inverse technique. However, it is well-known that the OLS method pro-
duces predictive models which are highly sensitive to outliers in the data.
In this paper, we develop an extension of ELM which is robust to outliers
caused by labelling errors. To deal with this problem, we suggest the use
of M -estimators, a parameter estimation framework widely used in ro-
bust regression, to compute the output weight matrix, instead of using
the standard OLS solution. The proposed model is robust to label noise
not only near the class boundaries, but also far from the class boundaries
which can result from mistakes in labelling or gross errors in measuring
the input features. We show the usefulness of the proposed classification
approach through simulation results using synthetic and real-world data.

Keywords: Extreme Learning Machine, Moore-Penrose Generalized In-
verse, Pattern Classification, Outliers, M -Estimation.

1 Introduction

In recent years, there have been an ever increasing interest in a class of supervised
one-hidden-layered neural network model, generically called Extreme Learning
Machine (ELM), in which the input-to-hidden-layer weights are randomly chosen
and hidden-to-output-layer are determinated analitically. Mainly due its fast
learning speed and ease of implementation [5], several authors have been applying
the standard ELM network (and sophisticated variants of it) to a number of
complex pattern classification and regression problems [1, 4, 13–18].

It should be mentioned, however, that the aforementioned works have not
consistently addressed the important issue of model performance in the pres-
ence of outliers, with the work of Horata et al. [4] being the only exception.

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 588–597, 2013.
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As a matter of fact, in recent years, it has been observed a growing interest
in the development of neural network architectures which are robust to outliers,
including proposals for designing RBF networks [10,11], echo-state networks [12]
and even ELM networks [4].

It is worth emphasizing that all these previous works (no exception!) ap-
proached the issue of robustness to outliers for regression-like problems, such
as function approximation and time series prediction. However, in many real-
world pattern classification problems, the labels provided for the data samples
are noisy. There are typically two kinds of noise in labels. Noise near the class
boundaries often occurs because it is hard to consistently label ambiguous data
points. Labelling errors far from the class boundaries can occur because of mis-
takes in labelling or gross errors in measuring the input features. Labelling errors
far from the boundary comprises a particular category of outliers [9].

Thus, in order to allow ELM-based classifiers to handle labelling errors effi-
ciently, in this paper we propose the use of M -estimators [8], a broad framework
widely used for parameter estimation in robust regression problems, to compute
the weight matrix operator instead of using the ordinary least squares solution.
We show through simulations on synthetic and real-world data that the result-
ing ELM classifier is very robust to this type of outliers. To the best of our
knowledge, this is the performance of the ELM network as a pattern classifier is
evaluated under the presence of outliers.

The remainder of the paper is organized as follows. In Section 2, we briefly
review the fundamentals of ELM in the context of pattern classification. Then,
in Section 3 we describe the basic ideas and concepts behind the M -estimation
framework and introduce our approach to robust supervised pattern classifica-
tion using ELM. In Section 4 we present the computer experiments we carried
out using synthetic and real-world datasets and also discuss the achieved results.
The paper is concluded in Section 5.

2 Fundamentals of the ELM

Let us assume that N data pairs {(xμ,dμ)}Nμ=1 are available for building and

evaluating the model, where xμ ∈ R
p+1 is the μ-th input pattern1 and dμ ∈ R

K

is the corresponding target class label, with K denoting the number of classes.
For the labels, we assume an 1-of-K encoding scheme, i.e. for each label vector
dμ, the component whose index corresponds to the class of pattern xμ is set to
“+1”, while the other K − 1 components are set to “-1”.

Then, let us randomly select N1 (N1 < N) data pairs from the available data
pool and arrange them along the columns of the matrices D and X as follows:

X = [x1 | x2 | · · · | xN1 ] and D = [d1 | d2 | · · · | dN1 ]. (1)

where dim(X) = (p + 1) × N1 and dim(D) = m × N1.

1 First component of xμ is equal to 1 in order to include the bias.
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The ELM is a single-hidden layer feedforward network (SLFN), proposed
by [6], for which the weights from the inputs to the hidden neurons are ran-
domly chosen, while only the weights from the hidden neurons to the output are
analytically determined. Consequently, ELM offers significant advantages such
as fast learning speed, ease of implementation, and less human intervene when
compared to more traditional SLFNs, such as the MLP and RBF networks. For
a network with p input units, q hidden neurons and C outputs, the i-th output
at time step k, is given by

oi(k) = βT
i h(k), (2)

where βi ∈ Rq, i = 1, . . . , C, is the weight vector connecting the hidden neurons
to the i-th output neuron, and h(k) ∈ Rq is the vector of hidden neurons’ outputs
for a given input pattern x(k) ∈ Rp. The vector h(k) itself is defined as

h(k) = [f(wT
1 x(k) + b1), . . . , f(wT

q x(k) + bq)]T , (3)

where bl, l = 1, . . . , q, is the bias of the l-th hidden neuron, wl ∈ Rp is the weight
vector of the l-th hidden neuron and f(·) is a sigmoidal activation function.
Usually, the weight vectors wl are randomly sampled from a uniform (or normal)
distribution.

Let H = [h(1) h(2) · · · h(N)] be a q × N matrix whose N columns are the
hidden-layer output vectors h(k) ∈ Rq, k = 1, ..., N , where N is the number of
available training input patterns. Similarly, let D = [d(1) d(2) · · · d(N)] be a
C × N matrix whose the k-th column is the target (desired) vector d(k) ∈ RC

associated with the input pattern x(k), k = 1, ..., N .
Finally, let β = [β1 β2 · · · βC ] be a q × C matrix, whose i-th column is the

weight vector βi ∈ Rq, i = 1, ..., C. Thus, these three matrices are related by the
following linear mapping:

D = βTH, (4)

where the matrices D and H are known, while the weight matrix β is not. The
OLS solution of the linear system in Eq. (4) is given by the Moore-Penrose
generalized inverse as follows:

β =
(
HHT

)−1

HDT . (5)

Eq. (5) can be split into C individual estimation equations, one for each output
neuron i, being written as

βi =
(
HHT

)−1

HDT
i , i = 1, . . . , C, (6)

where Di denotes the i-th row of matrix D.
In several real-world problems the matrix HHT can be singular, imparing

the use of Eq. (5). In fact, a near singular HHT (yet invertible) matrix is also
a problem, because it can lead to numerically unstable results. To avoid both
problems, a common approach involves the use of the ridge regression method
(a.k.a. Tikhonov regularization), which is given by

βi = (HHT + λI)−1HDT
i , i = 1, . . . , C, (7)

where the constant λ > 0 is the regularization parameter.
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As mentioned in the introduction, in what concerns the robustness of the
ELM to outliers in classification problems, to the best of our knowledge, a com-
prehensive approach is still missing. Bearing this in mind, we propose the use of
robust regression techiques to compute the output weight matrix, instead of the
OLS approach. This approach is described in the next section.

3 Basics of M -Estimation

An important feature of OLS is that it assigns the same importance to all error
samples, i.e. all errors contribute the same way to the final solution. A common
approach to handle this problem consists in removing outliers from data and
then try the usual least-squares fit. A more principled approach, known as robust
regression, uses estimation methods not as sensitive to outliers as the OLS.

Huber [7] introduced the concept of M -estimation, where M stands for “maxi-
mum likelihood” type, where robustness is achieved by minimizing another func-
tion than the sum of the squared errors. Based on Huber theory, a general M -
estimator applied to the i-th output neuron of the ELM classifier minimizes the
following objective function:

J(βi) =
N∑

μ=1

ρ(eiμ) =
N∑

μ=1

ρ(diμ − yiμ) =
N∑

μ=1

ρ(diμ − βT
i xμ), (8)

where the function ρ(·) computes the contribution of each error eiμ = diμ − yiμ
to the objective function, diμ is the target value of the i-th output neuron for
the μ-th input pattern xμ, and βi is the weight vector of the i-th output neuron.
The OLS is a particular M -estimator, achieved when ρ(eiμ) = e2iμ. It is desirable
that the function ρ possesses the following properties:

Property 1 : ρ(eiμ) ≥ 0.
Property 2 : ρ(0) = 0.
Property 3 : ρ(eiμ) = ρ(−eiμ).
Property 4 : ρ(eiμ) ≥ ρ(ei′μ), for |eiμ| > |ei′μ|.

Parameter estimation is defined by the estimating equation which is a weighted
function of the objective function derivative. Let ψ = ρ′ to be the derivative of
ρ. Differentiating ρ with respect to the estimated weight vector β̂i, we have

N∑
μ=1

ψ(yiμ − β̂
T

i xμ)xT
μ = 0, (9)

where 0 is a (p + 1)-dimensional row vector of zeros. Then, defining the weight
function w(eiμ) = ψ(eiμ)/eiμ, and let wiμ = w(eiμ), the estimating equations
are given by

n∑
μ=1

wiμ(yiμ − β̂
T

i xμ)xT
μ = 0. (10)
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Thus, solving the estimating equations corresponds to solving a weighted
least-squares problem, minimizing

∑
μ w

2
iμe

2
iμ.

It is worth noting, however, that the weights depend on the residuals (i.e.
estimated errors), the residuals depend upon the estimated coefficients, and the
estimated coefficients depend upon the weights. As a consequence, an iterative
estimation method called iteratively reweighted least-squares (IRLS) [2] is com-
monly used. The steps of the IRLS algorithm in the context of training the ELM
classifier using Eq. (6) as reference are described next.

IRLS Algorithm for ELM Training

Step 1 - Provide an initial estimate β̂i(0) using the OLS solution in Eq. (6).

Step 2 - At each iteration t, compute the residuals from the previous iteration
eiμ(t− 1), μ = 1, . . . , N , associated with the i-th output neuron, and then com-
pute the corresponding weights wiμ(t− 1) = w[eiμ(t − 1)].

Step 3 - Solve for new weighted-least-squares estimate of βi(t):

β̂i(t) =
[
HW(t − 1)HT

]−1
HW(t − 1)DT

i , (11)

where W(t− 1) = diag{wiμ(t− 1)} is an N ×N weight matrix. Repeat Steps 2

and 3 until the convergence of the estimated coefficient vector β̂i(t).
Several weighting functions for the M -estimators can be chosen, such as the

Huber’s weighting function:

w(eiμ) =

{ k
|eiμ| , if |eiμ| > k

1, otherwise.
(12)

where the parameter k is a tuning constant. Smaller values of k leads to more
resistance to outliers, but at the expense of lower efficiency when the errors are
normally distributed. In particular, k = 1.345σ for the Huber function, where σ
is a robust estimate of the standard deviation of the errors2.

In a sum, the basic idea of the proposed approach is very simple: replace
the OLS estimation of the weight vector β̂ of the i-th output neuron described
in Eq. (6) with the one provided by the combined use of the M -estimation
framework and the IRLS algorithm. From now on, we refer to the proposed
approach by Robust ELM classifier (or ROB-ELM, for short). In the next sec-
tion we present and discuss the results achieved by the ROB-ELM classifier on
synthetic and real-world datasets.

4 Simulations and Discussion

As a proof of concept, in the first experiment we aim at showing the influence of
outliers in the final position the decision curve between two nonlinear separable

2 A usual approach is to take σ = MAR/0.6745, where MAR is the median absolute
residual.
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data classes. For this purpose, let us consider a a synthetic two-dimensional
dataset generated according to a pattern of two intertwining moons (see Fig. 1).
The ELM and the ROB-ELM classifiers are trained twice. The first time they are
trained with the outlier-free data set with N = 120 samples. The second time,
they are trained with Nout outliers added to the original dataset. It is worth
mentioning that all data samples are used for training the classifiers, since the
goal is to visualize the final position of the decision line and not to compute
recognition rates.

For this experiment, the Andrews weighting function was used for imple-
menting the ROB-ELM classifier and the regularization constant required for
implementing the standard ELM classifier was set to λ = 10−2. Three hidden
neurons with hyperbolic tangent activation functions were used for both clas-
sifiers. For the sake of fairness, the ELM and the ROB-ELM classifiers used
the same input-to-hidden-layer weights, which were randomly sampled from a
uniform distribution between (−0.1,+0.1). The default tuning parameter k of
Matlab’s robustfit function was used. In order to evaluate the final decision
curves of the ELM and the ROB-ELM classifiers in the presence of outliers, we
added Nout = 10 outliers to the dataset and labelled them as beloging to class
+1. The outliers were located purposefully far from the class boundary found
for the outlier-free case; more specifically, at the decision region of class −1.

The results for the training without outliers are shown in Fig. 1a, where as
expected the decision curves of both classifiers are similar. The results for the
training with outliers are shown in Fig. 1b, where this time the decision curve
of the standard ELM classifier moved (bended) towards the outliers, while the
decision line of the ROB-ELM classifier remained unchanged, thus revealing the
robustness of the proposed approach to outliers. The dataset (with and without
outliers) used in the first experiment available by the authors upon request.

In the second and third experiments we aim at evaluating the robustness of
the ROB-ELM classifier using a real-world dataset. For this experiment, four
weighting functions (Bisquare, Fair, Huber and Logistic) were tested for imple-
menting the ROB-ELM classifier and the regularization constant required for
implementing the standard ELM classifier was set to λ = 10−2. The default tun-
ing parameter k of Matlab’s robustfit function was adopted for all weighting
functions.

In order to evaluate the classifier’s robustness to outliers we follow the method-
ology introduced by Kim and Ghahramani [9]. Thus, the original labels of some
data samples of a given class are deliberately changed to the label of the other
class. A benchmarking dataset was chosen (Ionosphere), which is publicly avail-
able for download from the UCI Machine Learning Repository website [3].

The Ionosphere dataset describes a binary classification task where radar sig-
nals target two types of electrons in the ionosphere. “Good” radar returns are
those showing evidence of some type of structure in the ionosphere. “Bad” re-
turns are those that do not, since their signals pass through the ionosphere. This
dataset is comprised of 351 34-dimensional data points, and two classes (good
and bad).
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(b) Dataset with outliers.

Fig. 1. Decision curves of the standard ELM and the proposed robust ELM classifiers.
(a) Dataset without outliers. (b) Dataset with outliers.

We labelled the data points of class Good (Ng = 225 samples) and class Bad
(Nb = 126 samples) as +1 and −1, respectively. 50% of the available samples
are randomly selected for training purposes. In addition, outliers are built by
randomly selecting a certain percentage Pout of the training samples from Class
+1 and changing their labels to class −1. The testing set is outlier-free since the
goal of the experiment is to evaluate the influence of outliers in the construction
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Table 1. Performance comparison of the ELM and ROB-ELM classifiers for the Iono-
sphere data set (Pout = 5%)

q ELM (λ = 0.01) ROB-ELM (Bisquare) ROB-ELM (Fair) ROB-ELM (Huber) ROB-ELM (Logistic)

10 70.94±4.95 69.77±6.72 72.21±4.66 72.30±4.27 72.23±4.05
15 70.67±4.53 70.76±5.54 73.41±3.34 73.11±3.40 73.56±3.75
20 70.93±3.90 72.29±5.87 74.00±3.49 74.07±3.39 74.44±3.40
25 71.24±3.33 72.89±4.86 73.94±2.94 74.51±3.35 74.41±2.87
30 71.90±3.16 72.06±4.54 75.50±2.56 75.81±2.19 75.30±2.41
35 71.81±3.01 73.90±3.49 76.36±1.75 76.13±1.51 76.27±1.62
40 72.73±2.53 73.87±3.35 76.20±2.10 76.69±1.96 76.60±2.03
45 73.34±2.25 73.46±4.05 76.69±1.83 76.83±1.86 76.93±1.89
50 73.27±2.33 73.71±4.36 77.21±2.02 76.80±2.07 76.76±2.18
100 73.97±2.03 71.49±5.42 77.03±3.68 76.46±4.32 77.03±4.17

Table 2. Performance comparison of the ELM and ROB-ELM classifiers for the Iono-
sphere data set (Pout = 10%)

q ELM (λ = 0.01) ROB-ELM (Bisquare) ROB-ELM (Fair) ROB-ELM (Huber) ROB-ELM (Logistic)

10 67.03±5.12 69.77±4.80 71.06±4.52 70.57±4.77 70.47±4.03
15 66.39±5.35 70.61±4.94 70.73±4.79 68.79±5.03 70.63±4.73
20 65.57±5.71 72.04±4.77 70.86±4.06 70.56±4.76 70.90±3.98
25 65.93±4.50 73.37±4.25 72.03±3.19 71.64±3.81 71.49±4.08
30 65.83±4.07 72.17±3.69 73.17±3.09 72.40±3.48 73.04±3.08
35 66.51±3.82 73.46±3.26 73.89±2.79 73.17±2.71 73.81±2.68
40 67.17±2.78 74.56±3.01 74.86±2.94 75.07±2.78 74.60±2.90
45 66.96±3.00 75.23±3.73 75.23±3.22 74.67±2.95 75.63±2.72
50 67.27±2.57 75.33±3.66 75.67±2.79 75.66±3.14 75.97±2.74
100 68.81±2.37 72.99±6.02 77.07±4.41 76.90±4.19 77.01±4.50

Table 3. Performance comparison of the ELM and ROB-ELM classifiers for the Iono-
sphere data set (Pout = 20%)

q ELM (λ = 0.01) ROB-ELM (Bisquare) ROB-ELM (Fair) ROB-ELM (Huber) ROB-ELM (Logistic)

10 50.03±5.19 50.93±5.22 55.16±6.95 50.51±5.82 53.20±6.93
15 50.07±4.49 51.43±5.53 55.20±4.86 50.79±4.64 53.87±4.99
20 48.63±3.63 52.39±4.99 55.99±6.00 50.51±4.33 54.74±5.05
25 49.83±4.32 52.31±4.25 56.46±5.64 50.90±4.41 54.11±4.49
30 49.49±3.35 53.21±3.47 56.93±4.38 51.26±4.00 55.26±3.94
35 49.90±3.22 54.76±4.39 58.71±4.90 52.84±4.37 56.69±4.62
40 49.24±2.79 57.53±5.80 61.11±6.28 56.37±5.44 59.03±6.09
45 49.93±3.03 58.41±6.83 62.76±6.92 58.69±6.73 61.04±5.87
50 50.16±3.02 61.93±6.68 64.51±7.83 60.76±7.40 63.61±6.82
100 51.43±3.18 68.94±7.89 69.91±6.97 67.03±9.39 68.39±7.67

of the decision borders of the classifiers. For this purpose, we evaluate the per-
formances of the ELM and ROB-ELM classifiers for Pout = 5%, 10% and 20%
and for different values of q (number of hidden neurons). The results are given in
Tables 1, 2 and 3. In these tables, we show the values of the classification rates
and the corresponding standard deviations averaged over 100 training/testing
runs.

By analyzing the results, we can verify firstly that the performances of all
variants of the proposed ROB-ELM classifier tend to improve with an increase
in the number of hidden neurons. Secondly, the performances deteriorate with
an increase in the number of outliers, as expected.
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As a major result one can easily verify that the performances of the ROB-ELM
classifier is better than the standard ELM, specially when using the Fair, Huber
and Logistic weighting functions. While the improvements in the performances
of the ROB-ELM classifier are higher for higher values of q (number of hidden
neurons), there are no significant improvements in the standard ELM classifier
when q increases, specially for Pout = 10% and 20%.

As a final remark, it is worth mentioning once again that the excellent per-
formances of the proposed ROB-ELM classifier were achieved using the default
values of the tuning parameter k of Matlab’s robustfit function for all weighting
functions used in this paper. This is particularly interesting for the practitioner
who wants to obtain fast and accurate results without spending much time in
long fine-tuning runs of the classifier.

5 Conclusion

In this paper we introduced a robust ELM classifier (ROB-ELM) for supervised
pattern classification in the presence of labeling errors (outliers) in the data. The
ROB-ELM classifier was designed by means of M -estimation methods which are
used to compute the weight matrix operator instead of using the ordinary least
squares solution. By means of computer simulations on synthetic and real-world
datasets we have shown that the resulting classifier is more robust to outliers
than the standard ELM classifier.

Currently, we are further evaluating the performance of the ROB-ELM on
other binary classification datasets and also on multiclass problems. The results
we obtained so far suggests that this is a promising approach.
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Abstract. In the past years knowledge-based systems gained high rele-
vance for complex industrial applications. As storing and structuring un-
certain knowledge about high-dimensional domains had become better
handleable, reasoning in such domains appeared to be a more interesting
field of research.

The important belief change operation called revision has been used
to adapt probability distributions to new sets of beliefs. However, in com-
plex real world applications inconsistencies are almost unavoidable when
trying to assign a new set of low-dimensional (conditional) probability
distributions in order to revise a high-dimensional initial distribution.

In this paper we introduce a framework for the proper handling of
inconsistencies. Furthermore, we provide a method for explaining incon-
sistencies which occur during the revision of probability distributions. We
formally introduce an algorithm to determine a minimal set of revision
assignments which explains an inconsistency. Furthermore, we demon-
strate how this framework has been successfully implemented in a com-
plex application, where knowledge representation is realised with the aid
of Markov networks.

1 Introduction

Due to changes in business environments, knowledge needs to be adapted to
new beliefs and conditions on a regular basis. This raises the question on what
should be expected from a method that performs such an adaptation automati-
cally given the changes. In most cases only a part of the knowledge needs to be
adapted. Therefore, it should be possible to specify changes locally without the
need to reformulate the whole knowledge base. In case of knowledge represented
as probabilities, those local specifications can be understood as conditional prob-
abilities. Furthermore if changes are specified locally, it should be expected that
only those adaptations are made to the knowledge that necessarily need to be
made according to the specifications, as well as adaptations that need to be made
as consequences of the specified changes. The rest of the knowledge base should
remain unaffected. The latter property has been introduced to the literature as
principle of minimal change [1].

The revision operation [2, 1, 3] addresses the need for a method which satis-
fies such requirements. The revision is a belief change operation that transfers
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knowledge into posterior knowledge respecting the principle of minimal change.
Furthermore, adaptations that are inferred by given changes are also applied au-
tomatically. The revision operation has been used in the context of probability
distributions to adapt them to a set of given conditional probability statements.
The revision computes the probability distribution which incorporates all the
specified changes as well as the adaptations inferred from them to the original
distribution, and is the closest distribution to the original one in the sense of the
Kullback-Leibler cross entropy (see i.e.[4]), which is a well-known information-
theoretical distance measure. As a consequence, the underlying probabilistic in-
teraction structure is not altered unless required by given changes.

The probability distributions in real life application usually have a high num-
ber of dimension. For example, weather data usually consist of a huge number
of variables and many of those have strong dependencies. One example for those
might be temperature and the kind of precipitation. The probability of snow is
much higher when the temperatures are below zero degrees. It is computational
very expensive to store and operate on such high dimensional probability dis-
tributions. For that reason techniques have been developed to decompose high
dimensional distributions in a number of lower dimensional distributions utilising
conditional (in-)dependencies. Those methods have been introduced as proba-
bilistic graphical models [4–7]. The most prominent of those models are Bayesian
networks [8] and Markov networks [9]. Both apply graph structures in order to
specify conditional probabilistic independencies, where Bayesian networks refer
to directed acyclic graphs, and Markov networks to undirected graphs.

When dealing with a large network structure it becomes clear that specifying a
revision problem by a large list of conditional probability statements, increases
the likelihood of an inconsistent specification of the posterior probability dis-
tribution, especially when most of the statements affect different areas of the
network. An inconsistent specification results in an unsolvable revision problem.
It is therefore necessary to handle inconsistencies that occur in the context of
the revision operation.

Recently, the problem of handling inconsistencies has been investigated for
the revision of Markov networks [10]. Resolving inconsistencies automatically by
so-called partition mirrors has been proposed and is now used successfully in
that context [11]. Partition mirrors help to make an unsolvable revision problem
solvable by slightly modifying the original revision problem.

In this contribution we present a framework for handling inconsistencies sys-
tematically using the above mentioned techniques and adding new aspects to
the topic.

In Section 2 of this work the revision operation and the concept of inconsis-
tencies are introduced. Section 3 describes the framework for handling inconsis-
tencies in systematic manner. Section 4 illustrates methods to implement this
framework using Markov networks. In Section 5 we wrap up the contribution
with a summary of the results as well as some remarks for future research.
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2 Fundamentals

In this section the revision operation itself and the types of inconsistencies that
may occur during the revision are specified.

2.1 The Revision Operation

As mentioned before the goal of (probabilistic) revision is to compute a pos-
terior probability distribution which satisfies the new distribution conditions,
only accepting a minimal change of the quantitative interaction structures of
the underlying prior distribution.

Formally spoken, in our setting a revision operation (see [2, 10]) operates on a
joint probability distribution P (V ) on a set V = {X1, ..., Xn} of variables with fi-
nite domainsΩ(Xi), i = 1, ..., n. The purpose of the operation is to adapt thisP (V )
to new sets of beliefs. The beliefs are formulated in a so-called revision structure
Σ = (σs)Ss=1. This structure consists of revision assignments σs, each of which
is referred to a (conditional) assignment scheme (Rs|Ks) with a context scheme
Ks, Ks ⊆ V , and a revision scheme Rs, where ∅ 
= Rs ⊆ V and Ks ∩ Rs = ∅.
The pair (P (V ), Σ) is called revision problem. For example in the revision as-
signment (NAV:nav1| Country:France) = 0.2, which would set the probability for
the navigation system nav1 in the Country France to 0.2, the context schemeKs

would be country and the revision scheme Rs would be NAV.
The result of the revision, and the solution to the revision problem, is a

probability distribution PΣ(V ) which

– satisfies the revision assignments (the postulated new probabilities)
– preserves the probabilistic interaction structure as far as possible

By preserving the interaction structure we mean that, except from the modifi-
cations induced by the revision assignments σs all probabilistic dependencies of
P (V ) are preserved. This requirement ensures that changes are made according
to the principle of minimal change.

It can be proven (see, i.e. [2]) that in case of existence, the solution of the
revision problem (P (V ), Σ) is uniquely defined. This solution is determined using
iterative proportional fitting, which will converge to the desired distribution.

2.2 Inconsistencies

From a practical point of view it is almost impossible, even for experts, to for-
mulate solvable revision problems. The reason for this is the fact that revision
structures often contradict some of the restrictions given by zero values in the
initial probability distribution P (V ). Note that a revision assignment may in-
duce to change some probabilities P (ω) = 0 to a strictly positive value. This
kind of modification is not conform to the dependency preservation requirement
of the revision operator, as zero probabilities show the absence of any interac-
tion structure. In some contexts zero values may also refer combinations that
are strictly forbidden and can therefore never be modified.
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Inconsistencies have been analysed and two types of inconsistencies of revision
problems have been distinguished [10]:

Inner consistency of a revision structure Σ is given, if and only if a probability
distribution exists that satisfies the revision assignments of Σ; otherwise we refer
to inner inconsistencies of Σ.

Given that Σ has the property of inner consistency, it is still possible, that
due to the zero values mentioned earlier, the revision problem (P (V ), Σ) is not
solvable, since a modification of the interaction structure of P (V ) would be
necessary. Therefore a second type of inconsistency is defined as follows: Given
that Σ has the property of inner consistency, the revision problem (P (V ), Σ)
shows the property of outer inconsistency, if and only if there is no solution to
this revision problem.

Ideally inner consistency can be expected. However, in real world applications
a large number of revision assignments as well as different interests in the parties
specifying the revision assignments may still lead to an inconsistent formulation
of the revision problem.

Outer inconsistencies are much harder to avoid since they rely on the proba-
bility distribution with its zero values. Those zero values cannot be changed by
the revision operation.

Both types are relevant in real world applications and should therefore be
addressed when attempting to handle inconsistencies in a methodical and sys-
tematic way.

3 Framework for Handling Inconsistencies

In order to approach the handling of inconsistencies in a systematic way we
identified four main components namely:

– Detection
– Analysis
– Explanation / Presentation
– Automatic resolution

In the following sections the purpose and the requirements for each of those
components is explained.

Detection. The first step in handling inconsistencies appropriately is detection.
In order to resolve an inconsistency we first need to know that it occurred. In
theory the detection of inconsistencies during the revision operation is fairly
easy to achieve. The operation converges to a limit distribution if and only if
no inconsistency occurred [2]. Consequently, if the revision problem Σ is not
solvable, which is the case if the problem shows inconsistencies, the revision
operation does not converge.

However, it is not reasonable to wait indefinitely, in order to decide whether
a revision is converging very slowly or diverging between different limit distri-
butions. The actual challenge is therefore to reliably detect the convergence of
the revision operation.
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Furthermore, it should be ensured that both types of inconsistencies are de-
tected and ideally properly classified.

Analysis. If an inconsistency has been detected, it needs to be resolved in
order to create a solvable revision problem (P (V ), Σ). Resolving inconsistencies
manually by an expert using his domain knowledge is often times preferable to
an automatic resolution by an algorithm. However, to experts inconsistencies are
most of the time not obvious. For that reason an automated analysis is necessary
in order to help experts to manually resolve inconsistencies according to their
domain knowledge.

This component therefore should offer one or more methods to analyse incon-
sistencies in an automated way. Even though inner inconsistencies are relatively
easy to understand once they are spotted, both types of inconsistencies should
be addressed.

Usually the root cause of an inconsistency is of interest. However, if multiple
inconsistencies occur it is not easy to identify what causes an inconsistency
initially. For that reason the analysis might focus on one particular inconsistency
and try to identify all components that together compose this inconsistency.
The result should be a collection of information or clues that explain the given
inconsistency.

Explanation / Presentation. After the analysis, the results need to be pre-
sented to a human expert. Raw results of an analysis are often not easy to
understand by humans. It is therefore useful to process the results, or resulting
clues, of an analysis and automatically generate an explanation in order to help
an expert understand and appropriately resolve inconsistencies.

Ideally such an explanation visualises the inconsistency in an appropriate way.
However, what is appropriate often times depends on the individual expert. For
that reason it is helpful to offer different kind of explanations to suit different
needs of experts. Graphical visualisations as well as a textual explanations seem
reasonable.

AutomaticResolution. Although manual resolution of inconsistencies is prefer-
able, in practical application it is not always feasible to resolve each and every
occurring inconsistency manually. Therefore also a mechanism to resolve incon-
sistencies automatically is needed. Such mechanism should ensure that the revi-
sion operation always returns a distribution that is consistent to the (modified)
revision assignments.

Some reasonable requirements for such a method are that after the resolution
the revision structure Σ has the property of inner consistency, and Σ is also
consistent to the underlying interaction structure so outer consistency is given.
Furthermore, the adaptation should be made in a way that the resulting limit
distribution is as close to the originally specified distribution as possible. There
should be no adaptation unnecessary to resolve the inconsistency.
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4 Implementing the Framework for Markov Networks

After defining the requirements for the framework, this section outlines how it is
used with the revision operation for Markov networks. We proceed in a different
order of the components because for some of them good solutions have been
proposed already. We first describe detection and automatic resolution and then
address the aspects that have not yet been solved.

Detection. The revision operation as it is implemented is embedded in a re-
vision control mechanism [10]. This method detects inconsistencies. Since the
revision operation is an iterative operation the number of iterations has been
limited. Either convergence is achieved before this limit is reached or the re-
vision stops after this number of iterations and starts to use partition mirrors
to resolve an inconsistency. Convergence will be determined using a heuristic
method. Convergence will be assumed when the revision error becomes smaller
then a set threshold or when the change compared to the previous iteration is
smaller than a given minimal value.

This method does detect inconsistencies well. However sometimes the algo-
rithm detects convergence because the changes between two iterations are very
small or even too small to detect given the computational accuracy we have.
That can have two effects. Either a specific inconsistency is not detected al-
though in reality an inconsistency occurred, because convergence was detected.
Or an inconsistency gets detected as the convergence is not yet reached, although
with enough iterations the problem would be solvable.

Automatic Resolution. To resolve inconsistencies during the revision of
Markov networks automatically the method of partition mirrors [11] has proven
itself to be suitable. In principle it extends the interaction structure by intro-
ducing new mirror variables and then uses the revision operation with all its
benefits to resolve the inconsistencies. This method results in a modified revi-
sion structure Σrev that then shows inner consistency and furthermore forms a
revision problem with the property of outer consistency. This approach has the
elegant property that it modifies the revision assignments with respect to the
principle of minimal change. This leads to a distribution that is closest to one
specified by the inconsistent original revision structure Σ.

Analysis. Analysing the root cause of an inconsistency is not a trivial endeav-
our. One theoretically good way to analyse inconsistencies by observing prob-
ability mass flows called epsilon revision has been described in [10]. The idea
behind this revision is to replace zero values in the probability distribution that
indicate the absence of an interactive structure by very small values ε. After that,
given inner consistency, the revision problem is always solvable. By observing
former zero values that now get significant probability mass, inconsistencies be-
come visible. While this approach works great in theory it is computationally
very expensive in practical application. For that reason a heuristic method is
presented here.
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The algorithm we present was developed under the assumption, that an au-
tomatic resolution took place, modifying the revision structure using partition
mirrors. It operates using the modified revision structure Σrev, the probability
distribution Prev (in this case a Markov Network) which is the result of the
automatic resolution and the original revision assignment σ∗ for which an in-
consistency should be analysed. Essentially, such an analysis is used to find out
which inconsistency has caused the modification of a certain revision assignment
σ∗ during the automatic resolution.

Fig. 1. Algorithm used for finding puzzle pieces: outer loop collects pieces, inner loop
finds fitting piece

Algorithm to Determine a Minimal Explaining Set of Revision As-
signments. For the description of the algorithm, the revision structure Σ will
be represented by a set S that contains all the revision assignments σi ∈ Σ.
Furthermore, revision(P, S) is donated to a revision operation performed on
the revision problem (P,Σ). The revision operation returns an error value. If it
converges to a single limit distribution, the error is zero. If it does not converge,
it will stop after a certain number of iterations and return an error value which
can be used further. The method to compute the error value should have the
following properties:

– error = 0, if the revision operation converges
– error(P, S)) ≤ error(P, S ∪ σ))
– it should be easily computable

As such error function the Shannon Entropy (see i.e. [4]) could be used, but it is
computationally expensive. For that reason in practical applications preferably
heuristic methods are used.
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To make the algorithm easier to understand, the set Srev represents the revi-
sion structure Σrev that was obtained by the automatic resolution. It contains
all the revision assignments that together formed the revision structure except
σ∗ which is to be analysed. Prev is donated to the probability distribution ob-
tained after the original revision. Sinc represents the minimal explaining set and
is iteratively filled during the algorithm. Stest is another set of revision assign-
ments that is used to determine the revision assignments that will be included
into Sinc.

Giving the parameters as specified above, the algorithm performs its search
as follows:

maxError= revision(Prev, Srev ∪ σ∗)
Sinc := ∅
r epeat

Stest := ∅; i := 0
repeat

i := i + 1
Stest := Stest ∪ {σi} σi ∈ Srev \ Sinc

ei = revision(Prev, Stest ∪ σ∗ ∪ Sinc)
i f ei ≥ maxError then

Sinc := Sinc ∪ σi

u n t i l ei ≥ maxError
einc = revision(Prev, Sinc ∪ {σ∗})

u n t i l einc ≥ maxError

In the outer loop every step identifies one new revision assignment σi which
contributes to the inconsistency. It is moved from Srev to Sinc which represents
the minimal explaining set. This is schematically shown in figure 1. If this set is
sufficient to explain the inconsistency completely, the algorithm ends. Otherwise
it continues. Note that the algorithm ends finally if Sinc contains every revision
assignment from Srev. In that case all revision assignments are necessary to
explain the inconsistency.

The inner loop identifies one revision assignments σi that is part of the in-
consistency. Starting with an empty set Stest, in every iteration a new revi-
sion assignment σi is added to Stest. This set is then united with σ∗ and the
set Sinc, which contains all revision assignments contributing to the inconsis-
tency, that have been identified so far. With this new set a revision operation
revision(Prev, Sinc ∪ {σ∗} ∪ Stest) is performed. If the error obtained by this
revision operation reaches maxError, the last revision assignment σi added to
Stest, definitely contributes to the inconsistency. Now the inner loop finishes and
the outer loop can go one step further.

The algorithm always leads to a solution. It always terminates because in
every step of the outer loop, Sinc is increased by an σi which was not in Sinc

before. In the worst case Sinc is the initial Srev, which is always a solution. In
theory multiple minimal sets might exist, and the algorithm returns one of them.
By applying all different orderings of the σi, all minimal sets can be determined
by introducing an additional outer loop.
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Explanation / Presentation. Currently we are using the minimal explaining
set determined using the method just outlined also as explanation. This method
is already used successfully in our productive environment. However, the pro-
ductive use of this method showed the need to further process the minimal set.
Depending on the expertise of the user the minimal set alone is not always suf-
ficient to fully understand the inconsistency and its cause. Consequently, more
elaborated methods to automatically produce more useful explanation are cur-
rently researched.

5 Conclusion

Knowledge collected by businesses today grows more and more complex. Fur-
thermore, the environment that businesses operate in changes rapidly on a daily
basis. To cope with this, methods to store and revise knowledge were devel-
oped. One popular method for storing knowledge is by representing it in form
of probability distributions and using the revision operation to incorporate new
beliefs while keeping changes to the original knowledge as small as possible. As
this technique also allows more complex problems be addressed, inconsistencies
during the revision process are almost unavoidable. In order to keep the quality
of the revision process high it is important to handle inconsistencies properly.

In this work we introduced a framework for the systematic handling of in-
consistencies during the revision operation. The framework has been validated
using previously proposed techniques and new solutions for aspects that have
not been addressed yet have been provided. We motivated the necessity to anal-
yse inconsistencies and provided an algorithm that determines a minimal set of
revision assignments that cause an inconsistency. Furthermore, this set was used
as explanation for the inconsistency.

The approach is used productively at the Volkswagen Group in the system
EPL which calculates part demands. World wide over a hundred planners are
using this system to calculate the demands for more than a hundred different
model groups from different car manufacturers within the Volkswagen Group.
Before the introduction of the algorithm inconsistencies important to the plan-
ners had to be analysed manually by experts. With a few hundred inconsistencies
in complicated model groups it is infeasible to analyse all inconsistencies man-
ually. After the introduction of the automated analysis the users can now run
those analysis directly from the software. This greatly reduced the manual effort
for analysis experts. However there are still about five requests for further man-
ual analysis and explanation every week. In those cases the minimal explaining
set of revision assignments is not enough for the user to understand an incon-
sistency sufficiently. Also for data analysis experts it only offers a starting point
for further manual analysis and explanation. One limitation of this approach
is the number of revision assignments in the minimal set, too many revision
assignments make results hard to understand. Therefore possibilities to reduce
the number of revision assignments presented to a user could prove useful. One
approach to achieve that is to group similar revision assignments. Another idea
is to explain only parts of the inconsistency.
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Furthermore, we observed that without the knowledge of the underlying de-
pendency structure, it is hard to understand the relations between the revision
assignments contained in the minimal set. It therefore seems helpful to include
areas of the dependency structure in the explanation, so that more information
about the problem becomes visible.

Another area of future research is the method for analysis itself. All previously
mentioned points assume that a minimal set of revision assignment is computed.
Other approaches like the analysis and visualisation of probability mass flow
during the revision process might yield better and more understandable expla-
nations.
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Abstract. In this article we present a self-learning method for discover-
ing the domain specific knowledge contained in a set of text documents.
The method assumes that contents of the input documents have tagged
domain-relevant information. The information is tagged with labels from
a prespecified set. The method counts the co-occurrences of various se-
quences of the labels in a sentence and represents them in form of a data
structure called a Prefix Label Tree. In order to extract knowledge from
a given document, we use a hierarchical clustering method to group the
labels contained within the document’s content. In order to calculate
similarity of clusters during the clustering process, we also propose a
measure called the Relation Possibility (RP ).

1 Introduction

Automatic creation of a Knowledge Base is one of the most important tasks in the
area of Text Mining research. Huge amount of related information is hidden in text
resources taking up even terabytes of memory and distributed over the Internet.
No one is able to control and maintain it manually. We need tools for automatic
extraction of information pieces from the resources and discovering relationships
connecting them. A user needs to specify what is the knowledge he is interested
in. The part of knowledge defined by the user is a domain specific knowledge since
it depends on a selected domain of interest. To get benefit of the automatically
gathered knowledge we also need tools for browsing, visualizing and modifying the
knowledge. Ontologies and Knowledge Bases are graph-based methods of knowl-
edge representation and specification, very convenient to visualize and browse. In
this paper, we present a self-learning method for discovering a domain specific
knowledge contained in a set of text documents. The method assumes that the
contents of input documents have tagged domain-relevant information. The infor-
mation is tagged with labels from a prespecified set. The offered learning method
counts the co-occurrences of various sequences of the labels in sentences and rep-
resents them in a form of a data structure called a Prefix Label Tree. In order
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to extract knowledge from a given document, we use a hierarchical clustering to
group the labels contained within the document’s content. In order to calculate
similarity of clusters during the clustering process, we also offer a measure called
Relation Possibility (RP ). Having the clusters of labels, we look for the knowledge
patterns inside each cluster. The knowledge patterns are meaningful units of the
knowledge that must be specified by user. Each pattern defines a meaningful part
of the domain knowledge being contained in the document. Our research is carried
out as the part of the SYNAT project [7]. The project concerns creation of a uni-
versal platform for gathering and hosting scientific information and knowledge.
Most of the information is available in the Internet and has form of unstructured
text resources. We had to develop methods for automatic information extraction
from such resources and in turn to discover the knowledge contained in their con-
tents. The scientific domain knowledge for the project purposes is presented in
form of SYNAT System Ontology of Science [6]. Beneath, we state the problem
of the knowledge discovering we had to solve as a part of the project. We had
given set of text resources containing the information tagged according to meth-
ods we previously prepared [2]. Our task was to propose methods for deriving a
knowledge base constituted of instances of concepts and relations defined in the
SYNAT System Ontology representing the knowledge contained in the resources.
The most general version of the problem assumes that the set of text resources
consists of documents that have some specified type, e.g. we might have a set of
persons’ or academic institutions’ homepages. The method should be general and
independent of the type of the documents and their structure. We assume that
a set of labels used for tagging information in the documents is available. As we
assume that no training data shows existing correspondences between the infor-
mation tags and concepts and relation from the ontology, we require our method
to be unsupervised.

The state-of-the-art in automatic knowledge discovery can be separated into
the following three main areas: 1) extraction of an ontology and knowlegde base
during a same process (see e.g. [9]), 2) discovery of groups of information pieces
that are related, but without any knowledge definition, like ontologies (see e.g.
[3]), 3) discovery of instances of the objects defined by a knowledge specifica-
tion that is already given (see e.g. [1]). The resarch we present in this paper is
related to third area. We assumed that a domain ontology is already given and
knowledge patterns are specified by a user. Our method derives the instances of
that patterns from a set of unstructured texts. There are works that apply ap-
proaches similar to ours, e.g. the aim of the method proposed in [1] is to discover
instances of given knowledge patterns. The authors made assumption similar to
ours that information units appearing in a same sentence or paragraph are re-
lated. In contrast to our approach, their method always creates an instance of
a pattern if tags forming the pattern occur in a same sentence. On the other
side, if semantically related information tags are distributed over several para-
graphs the corresponding instance of the pattern will never be discovered. Such a
situation can appear in case of web pages, where the related information can be
presented in several lines because of graphical structure of the page, e.g. in order
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to emphasise information about person’s work a position name is presented in
one line and a related affiation is given below, in the next line. In our method,
we do not rely only on a structure of a document. We use the information about
co-occurrences’ counts of tags in a same sentence to build a model. In the next
step we select the instances of possible patterns which are the most probable
according to that model. We still rely on an assumption that related informa-
tion pieces are adjacent in text, but we gain an independence on a structure of a
document. The method we propose is more flexible and resistant on grammatical
and structural form of the text.

Our paper has the following layout. In Section 2, we give a preliminary no-
tions concerning Text Mining. We define concepts used in further considerations.
Section 3 contains a detailed description of the method proposed in the article.
Section 4 presents experiments performed according to this method. Section 5
contains a summary and directions for future work.

2 Preliminaries on Text Mining, Ontologies, and
Knowledge Base Building

The aim of Text Mining is an exploration of information existing in unstructured
text resources by means of algorithmic methods. A text mining methodology
consists of two phases [8]:

– a Text Refining, i.e. converting a free-form text into an Intermediate Form
(IF) (see: [8]), which in turn is a structured input for the second phase,

– a Knowledge Distillation i.e. extracting useful information patterns and re-
lations between them from the intermediate form of the text.

In this paper, a domain specific knowledge is defined as a set of concepts
and relationships (relations) among them. A convenient and popular way of
representing the domain specific knowledge is an ontology. The ontology is a
graph, where the nodes correspond to the concepts and the edges between them
describe the relationships. (see to [4] for details).

The information extraction is usually a process of searching for fragments of
text that describe relevant information (specified by the domain). The selected
fragments of text are tagged with labels (called also the tags) from a specified set
by this process. The set definition is a part of the domain-relevant information
specification, which has to be prepared by the user. Each label corresponds to
some information unit (e.g. name of a person or a location, list of ingredients
of a food product). The process of inserting the labels into document’s content
is called tagging. The text of a document with the labels placed within is called
a tagged text (a tagged document). The relevant knowledge extracted from text
consists of objects being instances of the concepts, and instances of the relations
defined in the domain ontology. Hence the extracted knowledge is a graph of the
instances of relevant nodes and edges from the ontology. The graph of instances
is called a Knowledge Base.
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Steve received his [bsdegree] B.S. [/bsdegree] in [bsmajor]Computer Science [/
bsmajor] from [bsuniv]National Taiwan University [/bsuniv] in [bsdate]1991[/
bsdate], and his [msdegree] M.S. [/msdegree] and [phddegree] Ph.D. [/phddegree
] in [phdmajor]Electrical Engineering [/phdmajor] from [phduniv]Stanford
University [/phduniv] in [msdate]1995[/msdate] and [phddate]2000[/phddate],
respectively. While at Intel, he has conducted research in developing new
program analyses and programming environments to exploit advanced
microarchitectures. Prior to Intel, he worked for 8 years on the Stanford SUIF
compiler project (part of National Compiler Infrastructure) which delivered
the highest SPEC FP number at the time of the 1998 paper listed below. His
thesis work is an interactive interprocedural parallelizer called the SUIF
Explorer. (...) He is a [position]member [/position] of [affiliation]ACM [/
affiliation] and [affiliation]IEEE [/affiliation].

Fig. 1. Example document tagged in information extraction process

Here we want to emphasise the difference between the information patterns
and the knowledge patterns. The information extraction process uses natural lan-
guage processing and statistical techniques to discover syntactic patterns called
information patterns. The ontology describes semantic concepts and relations.
The knowledge base building process is an extraction of semantic patterns, called
knowledge patterns in this article. Beneath, we illustrate the introduced notions.

Example 1. Let us consider a short text document presented in Fig. 1. The
document is a part of a homepage, taken from the dataset used for testing infor-
mation extraction methods, which is available at [5]. The document’s content is
enriched with the labels being a result of tagging information of interest during
an information extraction process. A domain of our interest is a career of people
working in science. We want to retrieve information and knowledge about one’s
work positions in respective affiliating organizations and gained science degrees
on three educational levels: a Bachelor of Science (BSc), a Master of Science
(MSc) and a Doctorate (PhD). The following set of labels was used to tag the
domain relevant information:

– position, affiliation - two labels used to tag employment information,
– bsdegree, msdegree, phddegree – labels used to tag a name of gained science

degree: BSc, MSc and PhD, respectively,
– bsuniv, msuniv, phduniv – labels used to tag the name of an academic orga-

nization, where a respective degree was obtained,
– bsdate, msdate, phddate – labels used to tag the date of a final diploma exam,
– bsmajor, msmajor, phdmajor – labels used to tag the name of a science

discipline, which was the subject of a diploma thesis.

The set of labels can be split into four groups with respect to four information
units forming information patterns (see Section 2):

– {position, affiliation} - unit regarding an employment information,
– {bsdegree, bsuniv, bsdate, bsmajor} – unit regarding a BSc degree graduation,
– {msdegree, msuniv, msdate, msmajor} – unit regarding an MSc graduation,
– {phddegree, phduniv, phddate, phdmajor} – unit regarding a PhD graduation.
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Fig.2 presents an ontology defining the domain knowledge. In fact, the ontology
is a part of the Synat Ontology of Science [6], with some simplifications. Fig.4
shows the part of knowledge discovered from the example document. The in-
formation regarding MSc and PhD graduations was omitted to make presented
graph more readable. We might indicate three instances of sample knowledge
units in this graph. The first one covers instances of concepts and relations re-
garding a Steve’s membership in ACM. The second covers the instances regard-
ing Steve’s membership in IEEE. The last one covers a subgraph concerning a
BSc graduation. The first and the second are instances of a same knowledge unit,
that we call an employment pattern. Let us notice that the pattern corresponds
to the information unit regarding an employment. The third one is an instance of
a knowledge unit named a degree pattern. Degree pattern corresponds to three
information units regarding a BSc, an MSc and a PhD graduation. Employ-
ment pattern and degree pattern are examples of knowledge patterns, i.e. the

Fig. 2. Example ontology graph

(a) employment pattern (b) degree pattern

Fig. 3. Knowledge patterns regarding knowledge about employment and graduation

Fig. 4. A knowledge extracted from the document in Fig. 1 in a graph form
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subgraphs of ontology graph covering meaningful for user parts of knowledge.
Fig. 1 shows subgraphs presenting the employment pattern and the degree pat-
tern.

3 New Method of Building a Knowledge Base

In this section, we will offer a new method of building a knowledge base from
automatically extracted information from text documents.

Let C be a set of texts previously processed by an information extraction pro-
cess. Each document in C has domain relevant information tagged with labels
from a prespecified set. An example of such a document is presented in Fig. 1.
The main idea of the proposed method is based on counting co-occurrences of
the labels in the same sentence. We make an assumption, that labels occurring
often in a sentence are very likely related, whereas an existence of relation be-
tween labels that rarely appear in a same sentence is not as frequent. A Prefix
Label Tree structure is built in order to represent the counts of co-occurrences in
the sentences taken from documents in C. Having the tree and a document with
relevant information tagged (the document has to be tagged with the labels ap-
pearing in the tree), we derive a set of instances (i.e. relations and concepts from
the domain ontology). The instances should be added to the Knowledge Base in
order to represent the knowledge contained in the document. The derivation is
made by firstly, clustering of the labels occurring in the document, and then by
matching the knowledge patterns in the obtained clusters.

The process of building the tree is described in Subsection 3.1. In Subsection
3.2 we describe a Relation Possibility (RP) measure. The hierarchical clustering
of the labels, which uses the measure, is presented in Subsection 3.3.

3.1 Building a Prefix Label Tree

A prefix label tree will be built under the following two assumptions:

– labels, that often occur in the same sentence are supposed to be related,
– ordering of the labels within a sentence is insignificant (which, by the way,

allows us to reduce a search space of our problem).

We start the process of building a prefix label tree with a tree consisting of a
dummy node, named a root. It represents an empty labels’ tuple. Having given
sufficiently large set of documents C previously tagged during an information
extraction process, we consider a sentence-based corpus, i.e. a set of sentences
coming from all the documents in C. We count co-occurrences of each pair of
the labels in all sentences. According to the second assumption, labels ordering
is insignificant, so we consider only the pairs ordered lexicographically. Having
counts for each pair, we continue with counting occurrences of labels triples,
quadruples, and so on. Same as for pairs, the labels in longer tuples are ordered
lexicographically. Each tuple is added as a new branch to the prefix tree, or makes
an extension of an existing branch. The nodes of the outcoming tree correspond
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to the labels, whereas the branches represent the tuples of labels. Each edge
with a source node s and a target node t has a corresponding number. It shows
a co-occurrence count of the pair (s, t), in a certain sentence, which also contains
all the labels from preceding nodes.

3.2 A Relation Possibility Measure

In this section, we propose a new method of measuring a possibility of se-
mantic relation existence between the labels forming a sequence. Let us con-
sider a new document d processed by the information extraction process. Let
S = (l1, l2, ..., ln) be a sequence of all labels contained in d in order as they ap-
pear in the text. A same label can occur on many positions in the S sequence,
but if the positions are adjacent the label is placed in the sequence only once.

For an arbitrary k-element subsequence S′ of sequence S one may want to cal-
culate a possibility that fragments of the text marked with the labels are related
semantically and form a knowledge pattern. Here we propose a method of the pos-
sibility estimation that uses the co-occurrence counts present in a label prefix tree.
To use the tree we need to order S′ lexicographically. Let us denote that ordered
tuple by Sord = (t1, t2, ..., tk). We search for all the paths in the tree correspond-
ing to Sord. Assume that we have the following found m paths corresponding to
Sord in the tree: (p1, p2, ..., pm). For each of the paths we are interested in the oc-
currence counts that describe edges connecting respective nodes. Hence, let us as-
sume that a path pi is a sequence of numbers ci(tj) being occurrences of the labels’
pairs: pi = (ci(t1), ci(t2), ..., ci(tk)), i = 1, ...,m. We define an occurrence count of
a path c(pi) as the minimal occurrence count of its elements:

c(pi) = min
j=1..k

{ci(tj)}. (1)

We define an occurrence count of an ordered sequence of labels c(Sord) as the
maximal occurrence count of the paths in the labelled prefix tree corresponding
to the sequence:

c(Sord) = max
i=1..m

{c(pi)}. (2)

Finally, we define a measure of relation existence possibility between the labels
forming a sequence Sord as:

RP (Sord) =
c(Sord)

d(Sord)
, (3)

where d(Sord) is a normalizing coefficient being the maximum of maximal oc-
currences of elements in the paths: d(Sord) = maxi=1..m{maxj=1..k{ci(tj)}}.

3.3 Hierarchical Clustering of Labels

In this section, we propose a method of discovering knowledge patterns’ instances
from information patterns previously tagged. We make an assumption, that re-
lated information units appear in a text as a sequence of adjacent labels. Is it
a heuristic assumption - not always true, but fulfilled in the most of the cases.
Hence we perform a hierarchical clustering of adjacent labels.
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Let us consider an n-element sequence of all labels appearing in a given doc-
ument d, defined as in Eq. 3.2. We start the clustering process with a set of n
one-element clusters: {{l1}, {l2}, ..., {ln}}. Having the set of values of relation
possibility measure for each pair of adjacent labels, we select a pair with max-
imal value of that measure (let us denote this pair by (li, li + 1)). The clusters
containing the pair are merged. New set of clusters we receive is as follows:
{{l1}, {l2}, ...{li, li+1}, ..., {ln}}. The set of values of relation possibility measure
is updated by two operations. First, by removing the values corresponding to
the following pairs (li−1, li), (li, li+1), (li+1, li+2) and then by inserting new val-
ues calculated for the following tuples: (li−1, li, li+1), (li, li+1, li+2). Again, the
maximal value of the measure is selected and corresponding tuples are merged.
The process continues until the maximal value of the measure is lower than a
specified threshold. The threshold is a parameter of the clustering algorithm and
has to be selected by the user. We end up with a set of groups of adjacent labels.
For each group of labels in the set, we select information patterns, which can be
formed from the labels. The instances of knowledge patterns, that correspond
to the information patterns, are created and inserted into a knowledge base.

4 Experiments

In this section we describe two experiments we performed. We used documents
from [5] for testing purpose. The documents were tagged with over 20 labels,
but we selected 11 of them. The reduction of the label set let us keep the results
of the experiments more readable and easier to explain. The selected labels are
the same as the labels used in Example 1. Remaining labels were skipped during
processes of building Prefix Label Tree and labels’ clustering. The first experi-
ment was as follows. In the first step, a prefix label tree was built from a set of all
documents available in [5]. Then for each document the labels’ hierarchical clus-
tering was performed, as described in 3.3. A clustering measure threshold was set
to 0.0 hence clusters were being merged until one cluster was obtained. Sample
processes of clustering are illustrated in Fig. 5 and 6. A sample results of the
first experiment are showed in Fig. 5(a) and 6(a). Diagrams in these figures show
clustering process in the form of a tree. The leaves correspond to one-element
initial clusters i.e. labels contained in a document. A leaf contains the name of
the corresponding label and the tagged text. An internal node corresponds to
a new cluster, that is the result of merging the clusters corresponding to nodes
which are its predecessors.

In the second experiment we used, so called, generalized labels. We split the
11 labels (the same as in Example 1) into four following groups constituting
more general information units:

– bsdate, msdate and phddate we call, more generally, as a date,
– affiliation, bsuniv, msuniv and phduniv we call as a organization,
– bsmajor, msmajor and phdmajor we call, more generally, as a discipline,
– position remains the same.
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(a) labels (b) generalized labels

Fig. 5. Results of experiments performed on document 38016.txt from [5]

(a) labels (b) generalized labels

Fig. 6. Results of experiments performed on document 38110.txt from [5]

As in the previous experiment a prefix label tree was built. The labels appear-
ing in all the documents were changed to generalized labels and used to build
the tree. Then, for each document labels contained in it, they were changed to
generalized labels and clustered. Sample results of the experiment in the form of
clustering trees are presented in Fig. 5(b) and 6(b). The clustering trees’ leaves
contain the original labels, not generalized ones, since 11 selected labels corre-
spond to information units (see 2). We performed the second experiment to test
our method for its ability to extract knowledge patterns’ instances from partial
or more general information about information units. The example knowledge
patterns we presented in Section 2 are, in some sense, simple to derive. Each
information unit is comprised by only one knowledge pattern, hence there is
a one to one correspondence between the information units (labels) and the
knowledge patterns. Hence, one might consider deriving instances of knowledge
patterns by splitting labels contained in a document into groups according to
the corresponding knowledge patterns. The result might be similar to the results
obtained in the first experiment. By generalizing the original labels we showed
that our method is able correctly to extract many (but not all) instances of
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knowledge patterns even if there is a non-trivial correspondence between them
and information units.

Since we have no training data for the problem of deriving instances of knowl-
edge patterns, we enclose clustering trees for 130 documents from [5] in the fol-
lowing archive http://www.ii.pw.edu.pl/~bnachyla/results.zip. We hope
it might be helpful in rating the accuracy of our method.

5 Conclusions and Future Work

In this article, we presented new method of discovering knowledge from un-
structured texts. We used Prefix Label Tree to concisely represent information
about co-occurrence counts of label sequences. Then we proposed clustering of
labels contained in a document to derive instances of knowledge patterns. A new
measure (Relation Possibility) of clusters’ similarity were provided. The whole
method is unsupervised and can extract knowledge from a same set of docu-
ments, which were used to build a co-occurrence counts model. Each label in
instance of knowledge pattern discovered according to our method occurs not
more than once. In our future work we plan to extend our method to allow
searching for the instances of knowledge patterns in which a same label can
appear many times. Another research task we plan to carry out is testing of
similarity measure influence on obtained results.
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Abstract. Knowing user’s current or next location is very important task for 
context-aware services in mobile environment. Many researchers have tried to 
predict user location using their own methods. However, they focused mainly 
the performance of method, and only few were considered development of real 
working system on mobile devices. In this paper, we present a location predic-
tion framework, and develop a personalized destination prediction system based 
on this framework using smartphone. The framework consists of two methods 
of recognizing user location based on the combined method of k-nearest neigh-
bor (kNN) and decision tree, and predicting user destination based on the hid-
den Markov model (HMM). The destination prediction system is composed of 
four parts including mobile sensor log collector, location recognition module, 
location prediction module, and system management module. Experiments on 
real datasets of five persons showed that our method achieved average predic-
tion accuracy above 87%. 

Keywords: Location recognition, Location prediction, Location extraction, Lo-
cation-based services. 

1 Introduction 

With the ubiquity and ever-increasing capabilities of mobile devices, smartphone has 
become a powerful platform to be exploited for mobile context-aware services. More-
over, because a variety of sensors have been equipped in recent mobile devices, we 
could get much information from the sensors. In this regard mobile context-aware 
services have attracted more attention, and active investigation about inferring user’s 
mobile contexts is actively being conducted for the services [5, 12, 16, 17]. Above all 
one of the most important user contexts is location. It allows information and services 
in the mobile device to be localized. It means the proper services and information can 
be delivered according to user’s current location or future location. In spite of a lot of 
research with respect to location prediction, however, the real working system which 
recognizes and predicts the location on the mobile device has not been developed is 
still on the way.  
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In this paper, we propose a location prediction framework, and develop the perso-
nalized location prediction system for mobile context-aware services. The contribu-
tions of this paper can be summarized as follows. 

• Development of the real working system: we develop a location prediction system 
by integrating location recognition module, location prediction module, sensor log 
collector, and system management module. 

• Exploitation of G-means algorithm: for user trajectories to be discriminatively 
modeled we extract the intermediate locations by using G-means clustering method 
which determines the number of clusters automatically by performing statistical 
test iteratively. 

• Management of models and user data: we develop user interface for learning rec-
ognition and prediction model and implement the functions of location manage-
ment and path management for the system to appropriately manage user’s locations 
and paths. 

The rest of this paper is organized as follows. Section 2 briefly reviews the related 
works. Section 3 presents the details of the proposed framework. Section 4 presents 
the personalized location prediction system. Section 5 conducts some experiments and 
analyzes the experimental results. Section 6 concludes the work. 

2 Related Works 

Ashbrook et al. extracted user’s significant locations from GPS data and presented a 
location predictor based on the Markov models [2]. Krumm et al. designed a method 
called predestination that predicts driver’s destination as trip progresses [9]. Alvarez-
Garcia et al. presented a new approach to predict destinations given only data of a 
partial trip by using hidden Markov models (HMMs) and local street-map [1]. Sim-
mons et al. proposed a HMM-based approach by using a map database and GPS sen-
sor to providing real-time predictions on driver destination and route [23]. Mathew et 
al. designed a hybrid method for predicting human mobility on the basis of HMM 
[13]. Petzold et al. presented a dynamic Bayesian network to predict an indoor next 
location and compared with the state predictor and multi-layer perceptron predictor 
[18]. Yavas et al. presented a data mining algorithm for the prediction of user move-
ments in a mobile computing system [24]. Monreale et al. proposed trajectory pattern 
tree aimed at predicting with a certain level of accuracy the next location of a moving 
object [14]. Morzy mined the database of moving object locations to discover fre-
quent trajectories and movement rules, and matched the trajectory of a moving object 
with the database of movement rules to build a probabilistic model [15].  

Petzold et al. compared various methods for next location prediction [19]. In their 
work, the comparing experiments were conducted using dynamic Bayesian network, 
multi-layer perceptron, Elman net, Markov predictor and state predictor. Scellato et 
al. presented a novel framework for predicting user’s next locations based on nonli-
near time series analysis [22]. 
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3.2 The Proposed Framework 

The proposed framework for predicting user’s next location is briefly described as a 
graphical representation in Fig. 3. In this figure, we introduce a plate (the box labeled 
t) that represents t nodes of which three nodes are shown explicitly and a red rectangle 
to denote the problem transformation. We also introduce extra nodes such as  and 

, which mean the time when user visits the nth location and transportation mode 
when user visits the nth location, respectively. The information of these nodes enables 
user’s path to be modeled discriminatively. 

 

Fig. 3. Graphical representation of the proposed framework 

Location Recognition. Location recognition task is very important for predicting user 
location because sequence of locations is used to learn the path classification model. 
The green box in Fig. 1 represents the location recognition task. For recognizing us-
er’s current location, we use the decision tree based method integrated with kNN. A 
decision tree is a tree-like graph that uses a branching method to illustrate every poss-
ible outcome of a decision, and it could operate efficiently in mobile devices because 
it can be trained in fast time [4, 11].  

 
Algorithm 1. Location Recognition   

Input : Position (Current GPS coordinate)  
Output : Identified location name or “Unknown”

1: N ← kNN(Position)        /* candidate loca-
tions */ 

2: for k = 1, … , N do
3:    result ← DecisionTree(k)
4:    if (result = “Yes”) then
5:        return GetLocationName(k) 
6:    end if 
7: end for 
8: return “Unknown”
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The location recognition method firstly performs kNN at user’s current position, 
and then filters the locations of which current position is out of their boundary. Se-
condly, decision trees of the filtered locations are invoked to identify current user 
location. As the input of the method, we use two types of information, GPS and Re-
ceived Signal Strength Indicator (RSSI) of Wi-Fi access point. Algorithm 1 shows the 
location recognition method as a pseudocode. 

Location Extraction. To model user path discriminatively, we extract the intermediate 
locations between start location and destination location by clustering GPS data. Most 
of previous works based on clustering method used k-means clustering method [2, 7, 
8]. The k-means clustering method, however, is not suitable for real-world system 
because it needs the pre-knowledge about the number of k. Instead of using k-means 
clustering algorithm, we use Gaussian-means method, which is simply called G-means 
clustering method. The method is based on statistical test for the hypothesis that a sub-
set of data follows a Gaussian distribution, and automatically chooses the number of 
clusters k by iteratively performing k-means clustering method until the test accepts the 
hypothesis that the data assigned to each k-means center are Gaussian [6]. 

  
Algorithm 2. Location Prediction   
 Input : Observation sequence  

            :   
 Output : Predicted destination  

1: Path ← GetPaths( ) /* user paths starting from  
*/ 

2: result := 0 
3: index := 0                  /* for path index */ 
4: for k = 1, … , |Path| do 
5:     temp ← HMMP ( ) 
6:     /* finding the index having maximum value */ 
7:     if (result < temp) then       
8:         result := temp  
9:         index := k 

10:     end if 
11: end for 
12:  ← GetDestinationOfPath(index) 
13: return Predicted location  

Path Classification. For classifying user path, we use HMMs as a classifier. A HMM 
is a statistical Markov model in which the system being modeled is assumed to be a 
Markov process with unobserved (hidden) states. HMMs are known for their applica-
tion in temporal pattern recognition such as speech, handwriting, gesture recognition 
and so on [21]. The use of HMMs for path classification enables us to account for 
location characteristics as hidden states, and also to account for the effects of each 
individual’s previous actions.  
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Table 1. Various types of sensors used for data collection 

No. Sensor Description 

1 GPS Latitude, Longitude 

2 Wi-Fi MAC address, RSSI 

3 Acceleration 3-axis double type data 

4 Magnetic Field 3-axis double type data 

5 Orientation Orientation, Pitch, Roll 

6 Time Stamp Date, Time 

7 Transportation Mode Staying, Walking, Vehicle, Subway 

4.2 Location Recognition and Prediction Module 

Fig. 5 shows the flow of location prediction. Our framework for predicting user’s next 
location is implemented in the location recognition and prediction modules.  

 

Fig. 5. Flow of location prediction 

4.3 System Management Module 

System management module consists of three parts including location management, 
path management, and model management. In location management, the locations 
labeled by user are managed in relational database. The user can add new locations, 
modify the information of registered locations, and delete existing locations. Fig. 6(c) 
shows a screenshot of location setting. The paths of user are also managed in relation-
al database. Model management is responsible for learning location recognition and 
prediction models. Fig. 6(d) is an example of learning location prediction model in 
smartphone. 
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As a result of the experiment, the accuracy of several paths of each user is less than 
70%, even if the accuracy of most of paths is higher than 80%. It is because the 
amount of data to learn the HMMs of these paths is not enough, and the movement 
patterns of each path are too diverse to model the mobility of each path. 

6 Conclusion 

We have designed a framework for the location prediction problem, and implemented 
a real system working on mobile devices. Location recognition module performs the 
kNN to select candidate locations using GPS, and uses decision trees using RSSI of 
Wi-Fi access points. For location prediction, we extract the intermediate locations of 
the paths by using G-means clustering method, and generate HMMs using user’s mul-
tiple contexts, and predict user’s location using them. An experiment has been per-
formed to evaluate the accuracy of prediction model on mobile devices. We achieved 
the average prediction accuracy which is higher than 87% through the experiment. As 
a future work, we will study about the incremental learning algorithm of location 
prediction model for real system to be adaptively learned through real-time data. 
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Abstract. Real data are often corrupted by noise, which can be prove-
nient from errors in data collection, storage and processing. The presence
of noise hampers the induction of Machine Learning models from data,
which can have their predictive or descriptive performance impaired,
while also making the training time longer. Moreover, these models can
be overly complex in order to accomodate such errors. Thus, the iden-
tification and reduction of noise in a data set may benefit the learning
process. In this paper, we thereby investigate the use of data complexity
measures to identify the presence of noise in a data set. This identifica-
tion can support the decision regarding the need of the application of
noise redution techniques.

Keywords: Noisy data, Noise identification, DataComplexityMeasures.

1 Introduction

In order to induce classification models, supervised Machine Learning (ML) tech-
niques are applied to a labeled data set composed of n pairs (xi, yi), where each
xi is a tuple of predictive attributes describing a certain object and yi, named
target attribute, corresponds to its class. The predictive performance of the in-
duced model for new data depends on various factors, such as the training data
quality and the inductive bias of the classification algorithm. Nonetheless, de-
spite of the algorithm bias, when data quality is low, the performance of the
predictive model is impaired.

In real world applications, there are many components that affect data quality,
such as data source, the sampling period and how the information is collected [1].
Data acquisition is inherently leaned to errors even though extreme efforts are
made to avoid them. Some studies estimate that even in controlled environments
there are at least 5% of errors in a data set[2, 3].

Although many ML techniques have internal mechanisms to deal with noise
(such as the pruning mechanism in Decision Trees [4, 5]), the presence of noise
in data may lead to difficulties in the induction of ML models. These difficulties
include the increase in processing time, a higher complexity of the induced model
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and a possible deterioration of its predictive ability for new data [6]. When these
models are used in critical environments, they may have security and reliablity
problems [7].

In order to reduce the problems due to the presence of noise, many authors
treat them in a pre-processing step, also known as data cleaning. It normally
involves using one or more filters which try to identificate the noisy data. After-
wards, the identified inconsistencies can be corrected or, more often, eliminated
[8]. Selveral studies investigate techniques for noise detection and removal, like
[9–11, 8, 12–14].

In this paper we explore how features extracted from noisy and noiseless
data can be used to characterize the presence or absence of noise in a data set.
These attributes, extracted from the data set, measure the complexity of the
classification problem [15]. For such, they consider the overlap between classes
imposed by features and the separability and distribution of the data points.
Experimental results show that the addition of noise in a data set affects the
geometry of the classes separation, which can be captured by these measures.
Using a base composed of noiseless data sets and data sets with artificial noise,
classifiers able to detect the presence of noise are induced. The induced models
can be used to decide whether a new data set needs to be cleaned by a noise
reduction technique.

A recent work that uses complexity measures in a noise-filtering scenario is
[16]. The authors employ these measures to predict whether a filtering technique
is effective for cleaning a data set that will be used for the induction of nearest
neighbor classifiers. This approach differs from the approach proposed here in
several aspects. One of the main differences is that while the approach proposed
by [16] is restricted to nearest neighbor classifiers, our approach is classifier
independent.

The paper is organized as follows. Section 2 provides a definition of noise
as regarded in this paper. Section 3 presents the complexity measures used to
describe the problems. Section 4 discusses about the experiments carried out
and the methodology applied. In Section 5 we present the data sets used and the
experimental results. Finally, Section 6 summarizes the conclusions and discusses
future works.

2 Noise

Several definitions of noise can be found in the ML and Statistics literature.
Most of them agree that noisy data may harm the learning process, since they
present inaccuracies [5]. In many studies, outliers are also regarded as noisy data,
although they are actually extreme or exceptional, but correct, cases. In [17], for
instance, some interesting noises and outliers in a medical domain were detected
by an ensemble of noise detection techniques.

For supervised learning data sets, Zhu and Wu [18] distinguish two types of
noise: in predictive attributes and in the target attribute. The later occurs in the
class label and can be caused by errors, subjectivity in labeling or even by an
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inadequate labeling process. In another study, Wu [2] argue that errors in pre-
dictive attributes tend to be systematic, as a result, for example, of uncalibrated
measures.

The automatic identification of noise is a difficult task. Ideally, it should in-
volve a validation step, where the objects highlighted as noisy are confirmed as
such, before they can be further processed. Since the most common approach
is to eliminate noisy data, it is important to properly distinguish these data
from the safe data. Safe data need to be preserved, once they have features
that represent part of the knowledge necessary for the induction of an adequate
model.

In a real application, evaluating whether a given example is noisy or not
usually has to rely on the judgment of a domain specialist, which is not always
available. Furthermore, the need to consult a specialist tends to increase the cost
and duration of the pre-processing step. This problem is reduced when artificial
data sets are used, or when simulated noise is added to a data set in a controlled
way. The systematic addition of noise simplifies the validation of noise detection
techniques and the study of the noise influence in the learning process.

The possible approaches for imputing noise in a classification data set depend
on the noise type, as described next:

1. Target attribute Noise: this approach usually changes the class label
of some examples. There are two methods to add noise to the class label:
(1) random, in which each example has the same probability of having its
label corrupted (changed to another label) [12]; and (2) pairwise, in which a
percentage x% of the majority class examples have their labels modified to
the same label as the second majority class [13].

2. Predictive attribute Noise: usually there is an assumption that the cor-
relation between the predictive attributes is weak. Thus, adding noise into
a predictive attribute does not influence other predictive attributes. The
noise addition is in general random and may occur with a percentage x% for
a given predictive attribute, respecting its maximum and minimum values
allowed [14]. Besides, a percentage y% of the predictive attributes can be
corrupted.

When these types of noise are added to a data set, its examples are corrupted
within a given rate. In most of the related studies noise is added according to
rates ranging from 5% until 40% with intervals of 5% [18], although other papers
opt for fixed rates (as 2%, 5% and 10%) [17]. For random methods, normally
this addition is repeated a number of times for each noise level.

3 Data Set Complexity Measures

In order to discriminate between noiseless from noisy data sets, it is necessary
describe the main features of each data set. In this study, we investigate the use
of data complexity measures for such. These complexity measures are related
to either topological or geometrical characteristics of the data set objects. As a
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result, each data set is represented by a feature set, where each feature value
is extracted by a complexity measure. And, each example represents a noiseless
or a noisy data set, using different levels of noise. The target attribute label is
either the presence or the absence of noise in the data set. The objective is to
learn a model able to classify a new data set as noiseless or noisy.

The data complexity measures try to assess how difficult the classification
problem associated with the data set is. They were initially proposed for two-
class problems [15] and some were later extended to multiclass problems [19].
For the two-class measures that were not extended, we first decomposed the
multiclass problem into a series of two-class problems, using the one-vs-all de-
composition. Thus, for a data set with k classes, k binary data sets are generated,
where one of the k classes is labelled as positive, while the others are negative.
The average of the measure values calculated for each binary data set is then
used. For distance calculations, we employed an hybrid euclidean-overlap dis-
tance measure.

There are three main groups of complexity measures, from which 13 different
measures were extracted to represent the main features of the noiseless and noisy
data sets [15, 19]:

– Overlap of values from different classes. These measures analyse the
attribute values to assess the separability of the classes in a data set. The
discriminant power of each attribute for each class describes its degree of
ambiguity in relation to the other classes. For such, Basu et al. [15] and [19]
proposed the use of the maximum Fisher’s discriminant ratio (F1), the over-
lap of the per-class bounding boxes (F2), the maximum individual feature
efficiency (F3), the directional-vector maximum Fisher’s discriminant ratio
(F1v) and the collective feature efficiency (F4).

– Class separability. These measures evaluate the complexity of the deci-
sion border which is necessary to discriminate the classes. For such, they
analyze the separability boundaries between classes based on characteristics
related to linear hyperplans and distances between examples. These mea-
sures include the minimum of an error function for a linear classifier (L1),
the training error of a linear classifier (L2), the fraction of points in the
class boundary (N1), the ratio of average intra/inter class nearest neighbor
distance (N2) and the leave-one-out error rate for the one-nearest neighbor
classifier (N3).

– Measures of geometry, topology, and density. With geometric bias,
these measures use definitions as manifolds to describe the margin of sepa-
ration between classes. Besides, they provide density and geometric indica-
tors. These measures include the nonlinearity of a linear classifier (L3), the
nonlinearity of the one-nearest neighbor classifier (N4) and the fraction of
maximum covering spheres (T1).

4 Methodology

The experiments performed have two phases. The first phase, the pre-processing,
creates noisy versions of the original data sets by using the two systematic models
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of noise described in Section 2. While the class label noise was added randomly,
the percentage of noisy predictive attributes varied from 10% to 40%, with in-
tervals of 10%. These attributes were chosen according to their information gain
regarding the class label, prefering attributes with higher information gain. For
each noise percentage, 10 new versions of noisy data sets were produced. The
complexity measures were extracted from the original data sets and from their
corrupted counterparts. We used the Data Complexity Library (DCoL) [19] to
calculate these measures.

As a result of the pre-processing, an unbalanced data set with 42 (#data sets)
examples labeled as original, representing the noiseless versions of the data sets,
and 42 (# data sets) ∗ 4(# noise levels) ∗ 10(# random executions), totalizing
1680 examples labeled as noisy, was created. This data set will be named noise
identification data set.

In the second phase, we investigate if we can correctly identify a original or
noisy data set using the complexity measure values extracted from the data
set. For such, we compared the predictive performance of five ML techniques
in this task. The ML techniques used in this study are Naive Bayes (NB) [20],
Random Forests (RF) [21], CART decision tree induction algorithm (CART)
[22] k-Nearest Neighbor (k-NN), with k=3 [23] and Support Vector Machines
(SVM) [24].

5 Experimental Results

This section describes the main aspects of the experimental results performed
in this study.

5.1 Data Sets

We selected 42 labeled data sets from the UCI repository [25] for the experiments,
keeping a low number of class labelling inconsistencies. Although some of these
data sets were artificially generated, most of them represent real problems. Table
1 summarizes the main characteristics of these data sets: number of examples,
number of attributes, number of classes and percentage of the examples in the
majority class.

For each data set, random noise levels were inserted, with rates of 5%, 10%,
20% and 40%. Once the selection of examples was random, we generated 10
diferent noisy versions of the data sets for each noise level considered.

Half of these data sets, along with their corrupted counterparts are reserved
for training the classification techniques, while the remaining data sets are re-
served for testing. For dealing with unbalance, both training and test sets were
balanced by undersampling the majority class. Moreover, five of such data sets
were randomly produced, in order to better evaluate variations due to the data
partitions.
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Table 1. Summary of data sets characteristics

Data set #Attributes #Examples #Class #ME Data set #Attributes #Examples #Class #ME

abalone 8 4177 28 16.49 newthyroid 5 215 2 83.72

appendicitis 7 106 2 80.18 optdigits 64 5620 10 10.17

balance 4 625 3 46.08 page-blocks 10 5473 5 89.76

banana 2 5300 2 55.16 phoneme 5 5404 2 70.65

car 6 1728 4 70.02 pima 8 768 2 65.10

contraceptive 9 1473 3 42.70 ring 20 7400 2 50.48

ecoli 7 336 8 42.55 saheart 9 462 2 65.36

flare 11 1066 6 31.05 satimage 36 6435 6 23.82

german 20 1000 2 70.00 sonar 60 208 2 53.36

glass 9 214 6 35.51 spambase 57 4601 2 60.59

haberman 3 306 2 73.52 spectfheart 44 267 2 79.40

hayes-roth 4 132 3 38.63 tae 5 151 3 34.43

heart-statlog 13 270 2 55.55 texture 40 5500 11 9.09

ionosphere 34 351 2 64.10 tic-tac-toe 9 958 2 65.34

iris 4 150 3 33.33 titanic 3 2201 2 67.69

kr-vs-kp 36 3196 2 52.22 twonorm 20 7400 2 50.04

led7digit 7 500 10 11.40 vehicle 18 846 4 25.76

lymphography 18 148 4 54.72 vowel 13 990 11 9.09

monk1 6 556 2 50.00 wdbc 30 569 2 62.74

monk2 6 601 2 65.72 wine 13 178 3 39.88

movement-libras 90 360 15 6.66 yeast 8 1484 10 31.19

5.2 Performance in Noisy Data Sets Identification

An interesting result is the verification of the complexity measures behavior for
the several noise rates inserted into the data sets. Histograms from the values
calculated for each type of noise and some complexity measures were produced.
We show in Figure 1 those measures for which we could verify a better ability
to distinguish the noise rates: N1 and N3. These measures are based on the use
of distances for assessing the complexity of the frontier between the classes and
were more affected by the presence of noise.

The classification accuracy values obtained in the identification of the pres-
ence of noisy in data sets without noise and with different levels of noise are
represented by using a heatmap (a graphical representation of the data matrix
by a plan of colored rectangles), illustrated in Figure 2. This figure has five
groups of columns of blocks, one group for each level of noise. Each column in a
group corresponds to a ML technique. Each row in this figure corresponds to one
data set. The colour of each box is associated with the accuracy of a particular
level of noise in a particular data set.

The box colours in the heatmap range from red (warmer) to blue (cooler) and
each colour represents a different accuracy level. The closer the colour is to red,
the higher is the accuracy. Thus, the red colour represents the highest accuracy
level (between 75% and 100%) and the blue colour represents the lowest accu-
racy level (between 0% and 25%). According to the heatmap, for a large number
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Fig. 1. Histogram of some complexity measure and noise level

data sets and noise levels, the accuracy rates were high. Usually, an increase
in the noise level facilitates the identification of its presence. Although in most
of the cases a high accuracy was obtained in the identification of noise data
sets, there were situations where the accuracy values were low. This occurred
for the appendicities and tic-tac-toe data sets, where the accuracy values were
usually low for attribute and class noise. Nonetheless, for high rates of attribute
noise, the accuracy increased for these data sets. Other data sets with some low
accuracy values were saheart, specheart, haes-roth, haberman, car and balance.

Table 2 presents the average accuracy values and their standard deviation
for each classification algorithm considering all noise identification data sets. It
is possible to notice that the higher accuracy values were obtained by the RF
classifier. When analyzing the situations with the highest noise level (class noise
and predictive attribute noise at a rate of 40%), it is possible to see that, in
general, all classifiers presented similar accuracies. For the other cases, larger
differences were obtained.

Using the Friedman statistical test with the Nemenyi post-test at 95% of con-
fidence level [26], the following two results were obtained regarding the predictive
accuracy of the classifiers investigated: RF results are statistically different from
those obtained by 3-NN and SVM; All other pairs of classifiers presented similar
predictive accuracy results.
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Table 2. Accuracy of classifiers for the types of noise

Classifiers

Types of Noise NB RF CART 3-NN SVM

Class Noise 95.71 ± 1.06 99.04 ± 1.30 97.14 ± 1.06 95.23 ± 2.38 95.71 ± 3.91

Attr. Noise - 10% 83.33 ± 7.14 91.90 ± 2.12 82.38 ± 6.85 81.90 ± 2.12 83.33 ± 5.32

Attr. Noise - 20% 85.71 ± 3.36 89.04 ± 4.32 86.66 ± 2.71 87.14 ± 3.61 83.33 ± 2.91

Attr. Noise - 30% 87.61 ± 1.06 90.47 ± 3.36 88.09 ± 2.91 83.80 ± 3.91 83.33 ± 5.32

Attr. Noise - 40% 84.28 ± 5.21 94.28 ± 3.61 89.52 ± 6.85 86.19 ± 4.57 86.19 ± 4.25

6 Conclusions

This paper investigated a simple strategy to identify the presence of noise in a
data set. A data base composed by several data sets where different noise levels
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were artificially injected was created. Each data set was represented by attributes
measures extracted to characterize its complexity. The experimental results show
that, using this base as input for different learners, it is possible to distinguish
noisy from noiseless data sets. The accuracy results regarding this identification
were in general high for all types and levels of noise added. However, for some
data sets, the classification task was more difficult. This occurred mostly because
their original complexity measures values were very similar to those calculated for
their noisy counterparts. We intend to investigate further the characteristics of
these data sets and the use new measures to better characterize their corruption.

We also plan to employ feature selection strategies to improve the quality
of the set of data complexity attributes and eliminating possible irrelevant at-
tributes from the analysis. A higher number of data sets will also be used in
the next experiments, in order to improve the results achieved by incorporating
more diversity into the base. We shall also investigate new complexity measures
for multiclass problems, since some of the used measures are restricted to binary
classification problems. Finally, we plan to evaluate a similar method to pre-
dict the possible noise level in a data set, which could indicate level of cleaning
required.
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CAPES for their financial support.
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Abstract. The development of new reliable data processing and min-
ing methods based on the synergy between cloud computing and the
multi-agent paradigm is of great importance for contemporary and fu-
ture software systems. Cloud computing provides huge volumes of data
and computational resources, whereas the agents make the system com-
ponents more autonomous, cooperative, and intelligent. This creates the
need and gives a very good basis for the development of data analysis,
processing, and mining methods to enhance the new agent-based cloud
computing (ABCC) architecture. Ad-hoc networks of virtual agents are
created in the ABCC architecture to support the dynamic functionality
of provided services, and data processing methods are very important
at the input data processing and network parameter estimation stage.
In this study, we present a decentralized kernel-density-based clustering
algorithm that fits with the general architecture of ABCC systems. We
conduct several experiments to demonstrate the capabilities of the new
approach and analyse its efficiency.

Keywords: Cloud computing architecture, distributed data processing
and mining, multiagent systems, decentralized clustering, kernel density
estimation.

1 Introduction

Cloud computing (CC) is developing rapidly due to new communication and
mobile technologies, and it has been introduced recently as a new model for
delivering computational resources over a network. Motivated by future Internet
technologies such as the Internet of Things, it provides end users with simple on-
demand access to services, such as applications or databases, through lightweight
mobile applications. Simultaneously, the complexity of the infrastructure is hid-
den in the cloud, which allows users to focus on their goals instead of the infras-
tructure complexity [11].
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It should be noted that cloud-based systems are complex systems, distributed
by regions, services, and providers. A popular paradigm for modelling complex
distributed systems is the multi-agent system (MAS). Agents in an MAS are
autonomous and intelligent, and capable of cooperating with each other and
interacting with the environment.

The synergy between MAS and CC models (Fig. 1) reveals new perspectives
for developing future intelligent information and management systems. CC pro-
vides elastic services, high performance, and scalable data storage to a large
and increasing number of users [9]. MAS provides intelligent system behaviour
and adaptive mechanisms for data processing, decision-making, and learning to
better satisfy user needs as well as intelligent interaction and cooperation mech-
anisms for dealing with system distribution. In other words, MAS makes CC
more intelligent, and CC makes MAS more powerful and accessible.

Agent-based cloud computing (ABCC) [4],[11] is a new research direction
that enhances existing complex systems modelled using MASs with new modern
technologies from communication and data analysis fields to make correspond-
ing applications more intelligent. Talia [11] considered the implementation of
CC with software agents to create intelligent cloud services. CC can offer a very
powerful, reliable, predictable, and scalable computing infrastructure for the exe-
cution of an MAS implementing complex agent-based applications for modelling
and simulation. On the other hand, software agents can be used as the basic
components for implementing intelligence in clouds, making them more adap-
tive, flexible, and autonomic in resource management, service provisioning, and
running large-scale applications.

The high availability of mobile devices with sensors and permanent Internet
connections means that huge amounts of data are available on CC systems. The
appropriate use of such data can create a complete picture of the environment
for agents in an MAS, enabling optimal decisions. Hence, the novel mechanisms
and algorithms for data processing and mining in ABCC are of high importance
[8], [5]. Large amounts of data must be found, collected, aggregated, processed,
and analysed for optimal decision-making and behaviour strategy determination.
Although information is virtually centralized by cloud technologies, it should be
managed in a decentralized fashion, creating challenges for research in this area.

In our previous work, we considered decentralized data processing models,
such as regression forecasting and change-point analysis, and applied them for
optimal decision making in an MAS, such as optimal route selection [3] or
lane/speed adaption [5] in traffic. We demonstrated that appropriate data co-
ordination mechanisms can provide almost the same forecasting accuracy as a
model with central authority [2].

In this study, we focus on decentralized data clustering, which is an important
data pre-processing step in cloud data repositories. By grouping similar data to-
gether, it is possible to construct more precise forecasting models as well as use
only typical data representatives in the decision-making process. Complex forms
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of clusters require non-parametric, computationally intensive approaches such
as kernel-density (KD) [6] clustering (Fig. 1). Fast KD clustering was described
by Hinnenburg and Gabriel [7]. The distributed (with central authority) version
of KD clustering (KDEC scheme) was considered in [8]. Another graph-oriented
decentralized clustering method not based on KD was presented in [10].

Decentralised coordinated

kernel-density (KD) clustering

for agent-based CC

Multi-agent systems (MAS) Cloud computing (CC)

Complex stochastic
application

Distributed data processing

and mining

Fig. 1. Synergy of cloud computing and multiagent systems to meet decentralized
density-based clustering for some application

The decentralised KD clustering algorithm was motivated by and developed
for use in ABCC. The developed algorithm is an extension of the approach [7]
for the multivariate case and developing a data coordination scheme based on
the transmission of the number of nearest data points from the same cluster.

The remainder of this paper is organized as follows. Section 2 introduces KD
clustering. In Section 3, we develop the decentralised cooperative KD clustering
algorithm. In Section 4, we conduct several experiments and analyse the effi-
ciency of the suggested approach. The last section presents the conclusion and
discusses the opportunities for future work.

2 Kernel Density (KD) Clustering

Now let us formulate the clustering problem and describe the KD clustering
algorithm. Let X = {x1,x2, . . . ,xN}, xi ∈ Rd be a dataset to be clustered into
k non-overlapping subsets S1, S2, . . . , Sk.

Non-parametric clustering methods are well suited for exploring clusters with-
out building a generative model of the data. KD clustering consists of a two-step
procedure: estimation and optimisation. During the estimation step, the proba-
bility density of the data space is directly estimated from data instances. During
the optimisation step, a search is performed for densely populated regions in the
estimated probability density function.

Let us formalize the estimation step. The density function is estimated by
defining the density at any data object as being proportional to a weighted sum
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of all objects in the data-set, where the weights are defined by an appropriately
chosen kernel function [8].

A KD estimator is

Ψ̂ [X](x) =
1

N

∑
xi∈X

|H|−1K
(
H−1 ‖x − xi‖

)
=

1

N

∑
xi∈X

KH (‖x − xi‖) , (1)

where ‖x − xi‖ is a distance between xi and x, H is a bandwidth matrix, K(x)
is a kernel function, KH (•) = |H|−1K

(
H−1•) [6].

K(x) is a real-valued, non-negative function on Rd and has finite integral
over Rd. We use the multivariate Gaussian function in our study: K(x) =
(2π)−d/2exp

(− 1
2x

Tx
)
. The bandwidth matrix H is a d × d positive-definite

matrix that controls the influence of data objects and smoothness of the esti-
mate. If no information is available with regard to correlation between factors,
a diagonal matrix H = diag(h1, . . . , hd) can be used.

Let us now formalize the optimisation step. This step detects maxima of KD
and groups all of the data objects in their neighbourhood into corresponding
clusters. We use a hill climbing method for KD maxima estimation with Gaus-
sian kernels (DENCLUE2) [7] and modify the technique for the multivariate
case. This method converges towards a local maximum and adjusts the step size
automatically at no additional costs. Other optimization methods (DENCLUE)
[7] require more steps and additional computations for step size detection.

Each KD maximum can be considered as the centre of a point cluster. With
centre-defined clusters, every local maximum of Ψ̂(·) corresponds to a cluster
that includes all data objects that can be connected to the maximum by a
continuous, uphill path in the function of Ψ̂(·). Such centre-defined clusters allows
for arbitrary-shaped clusters to be detected, including non-linear clusters. An
arbitrary-shape cluster is the union of centre-defined clusters that have maxima
that can be connected by a continuous, uphill path.

The goal of the hill climbing procedure is to maximize the KD Ψ̂ [X](x). By
setting the gradient ∇Ψ̂ [X](x) of KD to zero and solving the equation ∇Ψ̂ [X](x) =
0 for x, we get:

x(l+1) =

∑
xi∈X KH

(∥∥x(l) − xi

∥∥)xi∑
xi∈X KH

(∥∥x(l) − xi

∥∥) . (2)

The formula (2) can be interpreted as a normalized and weighted average of
the data points. The weights for each data point depend on the influence of
the corresponding kernels on x(l). Hill climbing is initiated at each data point

xi ∈ X and is iterated until the density does not change, i.e. [Ψ̂ [X](x
(l)
i ) −

Ψ̂ [X](x
(l−1)
i )]/Ψ̂ [X](x

(l)
i ) ≤ ε, where ε is a small constant. The end point of the hill

climbing algorithm is denoted by x∗
i = x

(l)
i , corresponding to a local maximum

of KD.
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Now we should determine a cluster for xi. Let Xc = {xc
1,x

c
2, . . .} be an ordered

set of already identified cluster centres (initially, we suppose Xc = ∅). First we
find an index of the nearest cluster centre from x∗

i in the set Xc:

nc(x∗
i ) = arg min

j:xc
j∈Xc

∥∥xc
j − x∗

i

∥∥ .
If the nearest cluster centre is close to x∗

i , then the point xi is included in this
cluster; otherwise, the point is used as a cluster centre to form a new cluster

Λ(xi) ←
⎧⎨⎩nc(x∗

i ) if

∥∥∥xc
nc(x∗

i
)−x∗

i

∥∥∥
x∗
i

≤ δ,

|Xc| + 1 otherwise.

where δ is a small constant and Λ(x) is a class labeling function. In the second
case, we also create a new cluster centre: Xc ← Xc ∪ {x∗

i }.

3 Decentralized KD Clustering

In this section, we describe the cooperation for sharing the clustering experience
among the agents in a network. While working with streaming data, one should
take into account two main facts. The nodes should coordinate their clustering
experience over some previous sampling period and adapt quickly to the changes
in the streaming data, without waiting for the next coordination action.

Agent 1 Agent i Agent p� � � � � �

autonomous
clustering

unability no cluster

asks help for xt
i

sends c nearest points
from the same cluster Dp,i

cluster xt
i

with own KD function

integrates received
information
autonomous
clustering

asks help for xt
i

cluster xt
i

with own KD function

sends c nearest points
from the same cluster D1,i

Fig. 2. Interaction between agents
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Let us first discuss the cooperation technique (Fig. 2). We introduce the fol-
lowing definitions. Let A = {Aj |1 ≤ j ≤ p} be a group of p agents. Each Aj has
a local dataset Dj = {xj

t | t = 1. . . . , N j}, where xj
t ∈ Rd. In order to underline

the dependence of the KD function (1) on the local dataset of Aj , we denote the

KD function by Ψ̂ [Dj ](x).
Consider a case when some agent Ai is unable to classify (after optimisation

has formed a new or small cluster) some future data point xi
t because it does

not have sufficient data in the neighbourhood of this point. It sends the data
point xi

t to the other neighbouring agents. Each Aj that has received the request

classifies xi
t using its own KD function Ψ̂ [Dj ](xi

t) and performs the optimisation
step to identify the cluster for this point. Let nj,i be a number of points in the
cluster of xi

t, not including xi
t itself. In the case of successful clustering (nj,i > 0),

Aj forms an answer Dj,i with c nearest points to the requested data point from
the same cluster as xi

t (or all points from the cluster, if nj,i ≤ c). Let cj,i be a
number of points in the answer Dj,i. The agent Aj sends Dj,i together with cj,i
and nj,i to Ai.

After receiving all the answers, Ai forms a new dataset D̂j,i. The next problem
is the updating of the KD function of Ai with respect to the new knowledge
Dj,i. Density estimates (1) of each agent are additive, i.e. the aggregated density

estimate Ψ̂ [Di](x) can be decomposed into the sum of the local density estimates,
one estimate for every dataset Dj,i:

Ψ̂ [D̂i](x) = wi · Ψ̂ [Di](x) +
(1 − wi)∑
Aj∈Gi

nj,i

∑
Aj∈Gi

nj,iΨ̂
[Dj,i](x), (3)

where wi is a weight used for the agent’s own local observations.
After updating its KD function, Ai can perform a hill-climbing optimisation

procedure to identify clusters in its local data space.
To measure the clustering similarity [1] among the agents Ai ∈ A we use

the following representation of a class labeling by a matrix C with components:

Ci,j =

{
1 if xi and xj belong to the same cluster and i 
= j,
0 otherwise.

Let two labelings have matrix representations C(1) and C(2), respectively.
We define a dot product that computes the number of pairs clustered together〈
C(1), C(2)

〉
=
∑

i

∑
j C

(1)
i,j C

(2)
i,j . The Jaccard’s similarity measure can be ex-

pressed as

J(C(1), C(2)) =

〈
C(1), C(2)

〉〈
C(1), C(1)

〉
+
〈
C(2), C(2)

〉− 〈C(1), C(2)
〉 . (4)

4 Experimental Results

We consider a clustering model with decentralised coordinated architecture.
The agents made a local clustering of their observations and used cooperative
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Fig. 3. All observations form clusters

mechanisms to adjust the cluster information according to those of other agents.
The amount of information transmitted was lower than that in the centralised
model, because it requires no transmission of all global data.

We simulate 10 agents with the initial experience, which varies in the range
from 10 to 100 observations. Most simulation experiments ran for 200 time units.
For our experiments we assume that all observations are homogeneous and the
agents try to estimate the same clusters. The initial global two-dimensional sam-
ple data are presented in Fig. 3, where one can see five clusters. The points are
located at the normally distributed distances from the cluster centres. Agents
take random subsets from this global dataset and try to estimate the clusters
by only part of observations. One data synchronization step is demonstrated in
Fig. 4. The agent that has difficulties with a point sends a help request. The
helping agent clusters the point using its own data and detects corresponding
cluster. It sends an answer from three nearest points in the cluster back to the
requesting agent. The requesting agent adds received data to its own and makes
new clustering. This allows to improve clustering similarity of these two agents
from 0.011 to 0.037 as well as clustering similarity of the requesting agent with
the ’ideal’ clustering from 0.004 to 0.006.

We demonstrate now a system dynamics for a different number of transmitted
points (Fig. 5). Clustering similarity (right) increases faster for a bigger number
of the transmitted points, but the number of communication events (left) de-
creases faster. However, we note that one communication event is more expensive
for a bigger number of transmitted points, but supplies more information.
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Fig. 4. A communication step between the requesting (top) and helping (bottom)
agents. The requesting agent asks for help for point A (top left), the helping agent
finds a corresponding cluster (bottom left), and sends the nearest three points B, C,
D to the helping agent (bottom right). The helping agent adds the points to its data
and makes new clustering (top right).

Quality of the agent models was also checked by a cross-validation technique
(Fig. 6) at the beginning (left) and at the end (right) of the simulation. These
histograms show a probability distribution of a similarity at the beginning and
at the end of the simulation process. One can see that the similarity peak moves
to bigger value during the coordination procedure.
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Fig. 5. A number of communication events (left) and similarity of agents’ clusters
(right) over time
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5 Future Work and Conclusions

We developed the coordinated decentralized kernel-density clustering approach
for agent-based cloud computing architecture. The data coordination scheme
is based on the transmission of a several nearest points from the same clus-
ter. An experimental validation of the developed algorithm was also performed.
Demonstrated algorithms of collaborative clustering can be applied in cloud-
based systems from various domains (e.g. traffic, logistics, energy). Our future
work is devoted to the development of new coordination schemes in proposed
decentralised clustering approach as well as the application of this algorithm to
real-world data.
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las, J., Mart́ınez-López, F.J., Vicari, R., De la Prieta, F. (eds.) Management Intel-
ligent Systems. AISC, vol. 220, pp. 25–32. Springer, Heidelberg (2013)

5. Fiosins, M., Fiosina, J., Müller, J., Görmer, J.: Agent-based integrated decision
making for autonomous vehicles in urban traffic. In: Demazeau, Y., Pěchoucěk,
M., Corchado, J.M., Pérez, J.B. (eds.) Adv. on Prac. Appl. of Agents and Mult.
Sys. AISC, vol. 88, pp. 173–178. Springer, Heidelberg (2011)
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Abstract. The article presents a novel approach for solving the num-
ber partitioning problem. Our approach combines the use of genetic al-
gorithms (GA) and Variable Neighborhood Search (VNS) resulting a
new highly scalable hybrid GA-VNS (Genetic Algorithm with Variable
Neighborhood Search), which runs the GA as the main algorithm and
the VNS procedure for improving individuals within the population. The
preliminary experimental results indicate that the GA-VNS hybrid algo-
rithm performs significantly better, in terms of the solution quality, in
comparison to the existing heuristic algorithms and to the pure GA for
solving the number partitioning problem.

Keywords: number partitioning problem, genetic algorithms, Variable
Neighborhood Search, hybrid algorithms.

1 Introduction

The number partitioning problem is a classical, challenging and surprisingly
difficult problem in combinatorial optimization. Given a set S of n integers, the
two-way number partitioning problem, denoted by TWNPP, asks for a division
of S into two subsets such that the sums of numbers in each subset should be
equal or are close to be equal.

Though the number partitioning problem is NP-complete (see [5]), there have
been proposed heuristic algorithms that solve the problem in many instances
either optimally or approximately. This is one of the reasons for which Hayes
has called the number partitioning problem ”The Easiest Hard Problem” [8].

A variation of the number partitioning problem is the set partitioning prob-
lem that requires partitioning a set of n numbers into p subsets such that the
difference between the maximum and the minimum subset sums is minimized.
Additional variants are considering cardinality constraints, namely the cardinal-
ity of the subsets should be balanced, for more information on these variants we
refer to [14,17].

J.-S. Pan et al. (Eds.): HAIS 2013, LNAI 8073, pp. 649–658, 2013.
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The number partitioning problem captioned a lot of attention due to its the-
oretical aspects and properties and important real-world applications in multi-
processor scheduling, the minimization of VLSI circuit size and delay, public key
cryptography, etc. For a more detailed description of the applications we refer
to [3].

There are several ways to solve the TWNPP in exponential time in n. The
most naive algorithm would be to cycle through all the subsets of n numbers
and for every possible subset S1 and for its corresponding complementary S2 =
S \ S1 calculate their sums. Obviously, this algorithm is impracticable for large
instances, its time complexity being O(2n). A better exponential time algorithm
which runs in O(2n/2) was described by Horowitz and Sahni [9].

Various heuristic algorithms have been developed for solving the TWNPP
including: a natural greedy algorithm obtained by sorting the numbers in de-
creasing order and then assigning each number in turn to the subset with the
smaller sum so far; a complete greedy algorithm described by Korf [12] where
based on a binary tree each level assigns a different number and each branch
point alternately assigns that number to one subset or the other; the set differ-
encing heuristic introduced by Karmarkar and Karp [11] that repeatedly replaces
the two largest numbers with their difference, inserting the new number in the
sorted order until there is only one number left which is the final partition differ-
ence, the complete Karmarkar-Karp algorithm developed by Korf [12], a hybrid
recursive algorithm obtained by combining several existing algorithms with some
new extensions developed by Korf [13], etc.

Several metaheuristic approaches have been proposed for solving the two-
way number partitioning problem including a Simulated Annealing algorithm by
Johnsonn et al. [10], genetic algorithm by Ruml et al. [16], GRASP by Arguello
et al. [1], Tabu Search by Glover and Laguna [6], memetic algorithm by Berretta
et al. [2], etc.

The aim of this paper is to describe a novel use of genetic algorithms with
the goal of solving the two-way number partitioning problem and as well a new
hybrid approach to the problem, that combines the use of genetic algorithms
(GA) and Variable Neighborhood Search (VNS). The resulting hybrid approach
GA-VNS runs the GA as the main algorithm and uses the VNS procedure in
order to improve the individuals in the population. The results of preliminary
computational experiments are presented, analyzed and compared with the pre-
vious heuristic methods. The results reveal that our proposed hybrid GA-VNS
algorithm performs significantly better in comparison to the existing approaches
and the pure GA.

2 Definition of the TWNPP and Its Extensions

Given a set of n positive integer numbers

S = {ai | i ∈ {1, ..., n}}
then the two-way number partitioning problem consists in splitting the elements
of S into two sets, S1 and S2 such that
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1. S1 ∪ S2 = S and S1 ∩ S2 = ∅;
2. the sums of elements in the subsets S1 and S2 are equal or almost equal.

Equivalently, the TWNPP asks for finding a subset A ⊂ {1, ..., n} such that
the discrepancy:

D(A) = |
∑
i∈A

ai −
∑
i/∈A

ai|

is minimized.
A partition is called perfect if the minimum discrepancy is 0 when the sum of

all n integers in the original set is even, or 1 when the sum is odd.
The TWNPP can be generalized to the case where a set of positive integer

numbers is partitioned into a given number of subsets rather than into two sub-
sets. We will call this generalization the multi-way number partitioning problem
and can be defined as follows.

Let again S be a set of n positive integer numbers and p ∈ N, p ≥ 2, then the
multi-way number partitioning problem consists in splitting the elements of S
into p subsets, S1, S2, ..., Sp such that

1. S1 ∪ S2 ∪ ... ∪ Sp = S and Si ∩ Sj = ∅, for all i, j ∈ {1, ...p} and i 
= j;
2. the sums of elements in the subsets S1, S2, ..., Sp are equal or almost equal.

In particular, if the the set of positive integer numbers is partitioned into two
subsets we get the TWNPP. For partitioning into more than two subsets, the
objective function to be minimized is the greatest difference between maximum
and minimum subset sums.

3 Hybrid Approach Outline

In this section we outline two genetic algorithms for solving the number parti-
tioning problem: the first one is a ”pure” genetic algorithm and forms as well
the basis of the second one: a hybrid algorithm obtained from the combination
of the GA with the local search (LS) ability of Variable Neighborhood Search
(VNS).

3.1 The Genetic Algorithm

The Genetic Algorithms (GA) were introduced by Holland in the early 1970s, and
were inspired by Darwin’s theory. The idea behind GA is to model the natural
evolution by using genetic inheritance together with Darwin’s theory. GA have
seen a widespread use among modern metaheuristics, and several applications
to combinatorial optimization problems have been reported.

Next we give the description of our genetic algorithm for solving the two-way
number partitioning problem.
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Representation

In order to represent a potential solution to the TWNPP, we used a binary
representation where every chromosome is a fixed size (n-dimensional vector)
ordered string of bits 0 or 1, identifying the set of partition as assigned to the
numbers. This representation ensures that the set of vectors belonging to the set
S is partitioned into two subsets S1 and S2.

Initial Population

The construction of the initial population is of great importance to the per-
formance of GA, since it contains part of the building blocks the final solution is
made of, which is then combined by the crossover operator. If at the beginning
the GAs used mainly randomly generated initial population there is an increas-
ing interest to seed the initial population with some good candidate solutions or
partial solutions in order to provide some hints concerning the evolution process.

Population seeding is an interesting and important aspect of GA, because the
final solution quality and the convergence of the algorithm may be improved by
inserting non-random chromosomes (seeds), rather fitter than the average ran-
dom chromosomes, into the initial population. For more information concerning
population seeding we refer to [4].

We have been carried out experiments with two different ways of generating
the initial population:

1) A common method of generating the population is random generation. Each
gene for a chromosome assumes a value of 1 with probability p and a value
of 0 with probability 1−p, quite commonly Pr(X = 1) = 0.5. This approach
is efficient and provides a population covering the feasible region but it may
lead to large values of the objective function yielding poor performance of
the GA algorithm.

2) We considered as well a novel method for generating the initial population:
partially randomly and partially based on the problem structure. In this
case, we pick randomly a number q ∈ {2, ..., n} and then for the numbers
belonging to {2, ..., q} the genes are generated randomly and the other num-
bers are partitioned iteratively such that by adding each number we reduce
the discrepancy.

Generating the initial population using as well the information about the
problem structure, by considering seeded partial solutions, permitted us to re-
duce the global fitness of the initial population with about 50% in comparison
to the randomly generation of the initial population.

The Fitness Value

GAs require a fitness function which allocates a score to each chromosome
in the current population. Thus, it can calculate how well the solutions are
coded and how well they solve the problem. In our case, the fitness value of the
TWNPP, for a given partition of the numbers into two subsets is given by the
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corresponding discrepancy. The aim is to find a partition that minimizes the
discrepancy.

Selection

Selection is the process used to select individuals for reproduction to create
the next generation. This is driven by a fitness function that makes higher fitness
individuals more likely to be selected for creating the next generation. We have
implemented three different selection strategies: the fitness proportionate selec-
tion, the elitist selection and the tournament selection. Several TWNPP were
tested and the results show that the tournament selection strategy outperformed
the other considered selection strategies, achieving best solution quality with low
computing times.

Genetic Operators

Genetic operators are used in genetic algorithms in order to combine the
existing solutions into others (crossover-like operators) and to generate diversity
(mutation-like operators). The main difference among them is that the latter
operate on one chromosome, that is, they are unary operators, while the former
are binary operators.

Crossover Operator

During each successive generation, a proportion of the existing population
is selected to produce a new generation. The crossover operator requires some
strategy to select two parents from previous generation. In our case we selected
the two parents using the binary tournament method, where p solutions, called
parents, are picked from the population, their fitness is compared and the best
solution is chosen for a reproductive trial. In order to produce a child, two binary
tournaments are held, each of which produces one parent.

We have experimented a single point crossover. The crossover point is de-
termined randomly by generating a random number between 1 and n − 1. We
decided upon crossover rate of 85% based on preliminary experiments with dif-
ferent values.

Mutation Operator

Mutation is a genetic operator that alters one or more gene values in a chro-
mosome from its initial state. This can result in entirely new gene values being
added to the gene pool. With these new gene values, the genetic algorithm may
be able to identify better solutions than was previously possible. Mutation is
an important part of the genetic search as helps to prevent the population from
stagnating at any local optima and its purpose is to maintain diversity within
the population and to inhibit the premature convergence.

We consider a mutation operator that changes the new offspring by flipping
bits from 1 to 0 or from 0 to 1. Mutation can occur at each bit position in the
string with 10% probability.

An important feature of our GA, that increased its performance, is that every
time a new population is produced, we eliminate the duplicate solutions.
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In our algorithm the termination strategy is based on a maximum number
of generations to be run if the optimal solution of the problem is not found or
no improvement of the discrepancy value is not observed within 15 consecutive
generations.

As we will see in the next Section, our proposed GA is effective in producing
good solutions. However, due to the weakness of GAs to intensify the search in
promising areas of the solutions space, we will combine our GA with the local
search ability of VNS in order to enhance the exploitation ability of GAs.

3.2 The GA-VNS Hybrid Algorithm

Variable neighborhood search (VNS) is quite a recent metaheuristic for solv-
ing combinatorial optimization and global optimization problems introduced by
Mladenovic and Hansen [7,15]. Its basic idea is a systematic change of neighbor-
hood both within a descent phase to find a local optimum and in a perturbation
phase to get out of the corresponding valley. Applications of VNS for solving op-
timization problems have been rapidly increased in many fields: network design,
location theory, vehicle routing, artificial intelligence, engineering, etc.

We used here the same GA as the one described in the previous section, but
the difference is that a Variable Neighborhood Search is used along with the
genetic algorithm.

Applying local search to all the individuals of a current population will lead to
highly time consuming procedure, therefore we selected a subset of individuals
in each generation with a specified probability and then the VNS procedure is
applied to each of them separately. In the case better individuals are found they
are introduced in the current population.

Our VNS algorithm applies 10 types of neighborhoods, denoted by Ni, i ∈
{1, ..., 10}. The neighborhoods are implemented as inversions of bits (represent-
ing either 0 or 1) within the chromosome with positions generated randomly.
The ten neighborhoods correspond to the number of bits which are inverted
i ∈ {1, ..., 10}. For each neighborhood the following repetitive loop is applied:
we choose randomly the positions within the chromosome made up of bits and
then we inverse the corresponding genes by logical negation.

The first neighborhood is the set of candidate solutions that have one bit dif-
ference against the current solution. We select randomly an entry from the string
representation and then inverse the value of the corresponding gene, meaning
that we assign an integer from one set to the other one. If by changing the value
of a gene, we obtain a neighbor having a lower cost than the current solution,
than the neighbor becomes the new current solution and the search proceeds.
The search process continues until no better solution is found in the neighbor-
hood, then the search switches to the second neighborhood, which consists of
candidate solutions having exactly two bits difference against the current so-
lution. This new neighborhood is examined in order to find an improvement
solution and the search continues till a better solution cannot be found.

Then the search switches to the new neighborhood and the process goes on
iteratively.
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The switching of neighborhoods prevents the search being struck at a local
minimum. When there is no better solution found in a current neighborhood, it
can be a local optimum, but by changing the neighborhood, it is highly probable
that a better solution can be found and the local optimum is skipped.

The described strategy show how to use VNS in descent in order to escape
from a local optimum of and now we are interested in finding promising regions
for sub-optimal solutions.

Our implementation of the VNS procedure is described in Algorithm 1.

Algorithm 1. Variable Neighborhood Search Framework

Initialization. Select a set of neighborhoods structures N={Nl | l = 1, ..., 10}; an
initial solution x and a stopping criterion
Repeat the following sequence till the stopping criterion is met:
(1) Set l = 1;
(2) Repeat the following steps until l = 10:
Step 1 (Shaking): Generate x′ ∈ Nl at random;
Step 2 (Local Search): Apply a local search method starting with x′ as initial
solution and denote by x′′ the obtained local optimum ;
Step 3 (Move or not): If the local optimum x′′ is better than the incumbent x,
then move there (x ← x′′) and continue the search with N1

otherwise set l = l + 1 (or if l = 10 set (l = 1);
Go back to Step 1.

According to this basic scheme, we can observe that our VNS is a random
descent first improvement heuristic.

The algorithm starts with an initial feasible solution x from the selected in-
dividuals from the current population and with with the set of the 10 nested
neighborhood structures: N1,..., N10, having the property that their sizes are
increasing.

Then a point x′ at random (in order to avoid cycling) is selected within the
first neighborhood N1(x) of x and a descent from x′ is done with the local search
routine. This will lead to a new local minimum x′′. At this point, there exists
three possibilities:

1) x′′ = x, i.e. we are again at the bottom of the same valley and we continue
the search using the next neighborhood Nl(x) with l ≥ 2;

2) x′′ 
= x and f(x′′) ≥ f(x), i.e. we found a new local optimum but which
is worse than the previous incumbent solution. Also in this case, we will
continue the search using the next neighborhood Nl(x) with l ≥ 2;

3) x′′ 
= x and f(x′′) < f(x), i.e. we found a new local optimum but which
is better than the previous incumbent solution. In this case, the search is
re-centered around x′′ and begins with the first neighborhood.

If the last neighborhood has been reached without finding a better solution
than the incumbent, than the search begins again with the first neighborhood
N1(x) until a stopping criterion is satisfied. In our case, as stopping criterion we
have chosen a maximum number of iterations since the last improvement.
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4 Computational Results

This section presents the obtained results for solving the number partitioning
problem. The experiments were carried out on instances obtained using the ran-
domly number generator Random.org.

The testing machine was an Intel Core 2 Quad Q6600 and 3.50 GB RAM with
Windows 7 as operating system. The GA and GA-VNS hybrid algorithm have
been developed in Microsoft .NET Framework 4 using C #.

Based on preliminary computational experiments, we set the following genetic
parameters: the size of the initial population 50 generated half randomly, tourna-
ment selection with groups of 7, one-point crossover, mutation probability 10%
and maximum number of generations 100.

In the next table we present the obtained computational results using the pro-
posed GA and GA-VNS hybrid algorithm in comparison to the greedy algorithm
and Karmarkar-Karp heuristic algorithm [11]. In our experiments, we performed
10 independent runs for each instance.

Table 1. Computational results

Problem Greedy alg. KK alg. Results of GA Results of GA-VNS
instance Best sol. time Best sol. time Best sol. Avg. sol. Avg. time Best sol. Avg. sol. Avg. time
10 (1-100) 0 0 0 0 0 0 0.24 0 0 0.28
10 (1-1000) 22 0 20 0 2 14 0.43 2 2 0.53
10 (1-10000) 2738 0 356 0 14 14.4 0.43 14 14 0.43
10 (1-100000) 43636 0 22876 0 456 456 0.28 456 456 0.28
10 (1-1000000) 12490 0 5202 0 5202 5202 0.34 1494 3718.8 0.218
100 (1-100) 4 0 0 0 0 0 0.99 0 0 0.106
100 (1-1000) 0 0 0 0 0 0 0.96 0 0 0.106
100 (1-10000) 83 0 1 0 1 1 0.187 1 1 0.299
100 (1-100000) 185 0 1 0.15 1 3.8 2.24 1 1 2.726
100 (1-1000000) 3662 0 0 0 6 18.8 3.99 0 18 6.686
10 (100-10000) 626 0 518 0 484 490.8 0.56 106 141.2 1.485
20 (100-10000) 396 0 44 0 2 4.8 0.127 2 2.4 0.365
10 (100-100000) 21155 0 4255 0 1751 1751 0.28 337 337 0.265
20 (100-100000) 21857 0 181 0 13 27 0.18 3 12.2 1.182
10 (1000-10000) 704 0 146 0 84 84 0.28 84 84 0.31
20 (1000-10000) 126 0 4 0 0 0.8 0.162 0 0.8 0.358
10 (1000-100000) 5886 0 5886 0 1236 1236 0.21 1236 1236 0.24
20 (1000-100000) 5482 0 50 0 28 36 1.57 12 28 0.652

10 (105 − 106) 59085 0 8155 0 8155 8155 0.28 1239 5721 0.99
20 (105 − 106) 40478 0 1064 0 144 247.2 1.26 144 221.2 0.468
50 (105 − 106) 11028 0 34 0 12 85.2 2.527 2 33.2 2.87

10 (106 − 107) 1236667 0 275187 0 367087 367087 0.49 62487 62487 0.271
20 (106 − 107) 270954 0 16680 0 1200 1514 0.358 1188 1188 0.218
50 (106 − 107) 304824 0 254 0 32 653.6 2.527 26 109.2 3.45

The first column in the table gives the dimension of the instance followed by
the interval from were have been selected the numbers, the next four columns
provide the results and computational times obtained by using the greedy algo-
rithm and Karmarkar-Karp heuristic algorithms and the last six columns give
the best solutions, average solutions and average computational times provided
by the GA and the hybrid GA-VNS algorithm.

Analyzing the results presented in table 1, we observe that our proposed
hybrid GA-VNS heuristic algorithm performs favorable in terms of the solution
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quality in comparison with the GA alone, greedy algorithm and Karmarkar-Karp
heuristic: in 11 out of 24 instances we have been able to improve the objective
function of the TWNPP and for the other instances we obtained the same solu-
tions as those obtained using the GA alone or Karmarkar-Karp algorithm.

We can observe that for small size instances the quality of the solutions pro-
vided by our GA-VNS approach is comparable with the GA alone, greedy algo-
rithm and Karmarkar-Karp heuristic, but as the size of instances is increased,
our method provides high quality solutions.

The running time of our hybrid GA-VNS is proportional with the number
of generations. From table 1, it should be noted that the greedy algorithm and
Karmarkar-Karp heuristic are faster than our approaches.

5 Conclusions

In this paper, we considered the two-way number partitioning problem, where
a set of integers has to be partitioned into two subsets such that the sums of
numbers in each subset should be equal or are close to be equal.

We developed an efficient hybrid approach to the problem that combines the
use of genetic algorithms (GA) and Variable Neighborhood Search (VNS). Some
important features of our hybrid algorithm are:

– using a novel method for generating the initial population: partially ran-
domly and partially based on the problem structure.

– elimination of the duplicate solutions from each population;
– using the VNS procedure along the GA in order to intensify the search within

promising areas of the solution space.

The preliminary computational results show that our hybrid GA-VNS algo-
rithm compares favorably in terms of the solution quality in comparison to the
existing approaches and the genetic algorithm alone.

In the future, we plan to asses the the generality and scalability of the proposed
hybrid heuristic by testing it on more instances and to apply it also in the case
of multi-way number partitioning problem.

Acknowledgment. This work was supported by a grant of the Romanian Na-
tional Authority for Scientific Research, CNCS - UEFISCDI, project number
PN-II-RU-TE-2011-3-0113.
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1 University of Oviedo, Gijón, Spain
villarjose@uniovi.es

2 Instituto Tecnológico de Castilla y León, Burgos, Spain
{silvia.gonzalez,javier.sedano,camelia.chira}@itcl.es
3 Neurology Department of the Burgos hospital, Burgos, Spain

jtrejogyg@gmail.com

Abstract. Human Activity Recognition (HAR) refers to the techniques
for detecting what a subject is currently doing. A wide variety of tech-
niques have been designed and applied in ambient intelligence -related
with comfort issues in home automation- and in Ambient Assisted Living
(AAL) -related with the health care of elderly people. In this study, we
focus on the diagnosing of an illness that requires estimating the activ-
ity of the subject. In a previous study, we adapted a well-known HAR
technique to use accelerometers in the dominant wrist. This study goes
one step further, firstly analyzing the different variables that have been
reported in HAR, then evaluating those of higher relevance and finally
performing a wrapper feature selection method. The main contribution
of this study is the best adaptation of the chosen technique for estimating
the current activity of the individual. The obtained results are expected
to be included in a specific device for early stroke diagnosing.

Keywords: Ambient Assisted Living, Human Activity Recognition, Ge-
netic Fuzzy Finite State Machine, Feature Selection, Genetic Algorithms.

1 Introduction

Stroke is a cerebrovascular disease defined as a circulatory disorder that causes
either a temporary or a permanent disorder of one or more areas of the brain.
The most common symptom of stroke is loss of the ability to move voluntarily
the limbs, either left, right or both. The hand is usually more severely affected
compared to the leg [12,8] . Even with a complex and long rehabilitation pro-
cess, recovery is incomplete [9]. Cerebral infarction makes up to around 85% of
all strokes [2,1]. For the rest 15% of cerebral haemorrhages there is no approved
treatment, but for the more prevalent cerebral infarction, there is one that can
make a big difference: a thrombolytic drug that disrupts the thrombus occluding
a cerebral artery. If successful, cerebral tissue will recover and so will function,
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but that depends on how fast the treatment is given. In the first one and a half
”golden hour”, one out of three patients treated will recover to his/her previous
life. Unfortunately, reality is very different from what it could be expected: only
a minority (5-15% of people suffering a stroke) arrive early enough to actually
receive the treatment. Thus, a device that makes people with stroke arrive ear-
lier can make a big difference in reducing death, disability and health costs in
thousands of patients each year.

In this sense, determining the current activity of the subject is by no means a
previous step before extracting rules that could eventually give advice or generate
alarms for possible stroke attacks. Though walking is completely understood
[15], activities like sitting or standing can include also eating, reading, etc. In
this study we focus on the stroke risk population, which includes adults above 56
years old. Therefore, only the most remarkable activities are considered, as they
represent the main part of the activities carried out in everyday life. Evidently,
the older the subject is, the higher the probability the subject reduces his/her
activities to {walking, standing, resting}, even though in each activity a wide
variety of postures and gestures can be accomplished as well. As mentioned
before, the partial or total paralysis detection would generate the corresponding
emergency alarm. This research based such detection in the use of accelerometers
placed in two bracelets to be wore in each wrist. Nevertheless, we do need to
first estimate the current activity of the subject and then estimate whether the
lack of motion is a paralysis or not. In a previous study [10], the Genetic Fuzzy
Finite State Machine (GFFSM) method for Human Activity Recognition (HAR)
[4] was implemented and adapted to the problem of stroke early diagnosing.

In this study, we analyze the different available transformations in the lit-
erature and evaluate which are the best suite candidates for being considered
the inputs of the GFFSM. Moreover, with the chosen candidates we perform
a wrapper feature selection (FS) based on the Steady State Genetic Algorithm
(SSGA) FS method [6] but using the GFFSM instead of the KNN classifier.
Finally, we evaluate and compare this method with the results from out first
study. The main contribution of this paper includes the optimizing of the HAR
method and the best feature subset for this task with the sensors placed on
the dominant wrists. The remaining of this study is organized as follows. Next
section includes the most updated and complete review of the raw acceleration
data transformations in the literature, while Sect. 3 the transformation evalua-
tion and the FS method with the GFFSM as classifier is detailed. Sect. 4 deals
with the experimentation and the discussion on the results. The study finishes
with the Conclusions.

2 Representation of the Raw Acceleration Data

Using triaxial accelerometers induces that the measurement obtained from the
sensors, known as raw data (RD, axi , ayi and azi ; ai,j∈{x,y,z} for the sake of
brevity), should be decomposed in the gravity acceleration (G) -that due to the
each gravity, gxi , gyi and gzi or gi,j∈{x,y,z}- and the body acceleration (BA) -which
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is due to the human movement, bxi , byi and bzi or bi,j∈{x,y,z}-. The capacity of
the BA for discriminating among different human gestures is documented [19].
Nevertheless, the literature includes the use of a wide variety of transformations,
the most interesting are related in the following, where w stands for the window
size -if needed-, and subindexes i ∈ {1, . . .N} and j ∈ {x, y, z} stand for the
number of the sample and the axis, respectively.

1. The mean, deviation and higher momentum statistics values for the RD
[14] or for the BA [18,19] and the RD mean absolute deviation MADj =
1
w

∑w
i=1 |ai,j − mj | [7,14] , where mj is the mean value of ai,j .

2. The Root Mean Square RMSj =
√

1
w

∑w
i=1

∣∣a2i,j∣∣ [7].

3. The sum of the absolute values of the BA [10] (sBAi =
∑

j∈{x,y,z} |bi,j|)
and the vibration of the sensor (Δ) [18] (Δi =

∑
j∈{x,y,z} a

2
i,j − g2i,j ∼∑

j∈{x,y,z} b
2
i,j) and the tilt of the body (tilti = |ayi | + |azi |) [4]. The two

former transformations were designed to detect whether the sensor register
no movement at all, as fixed to an steady object, while the latter is assumed
if the sensor axes correspond with the body axes.

4. The Signal Magnitude Area SMA = 1
w ·∑w

i=1 (|bxi | + |byi | + |bzi |) [18,3,19]
discriminating between gravity acceleration and BA.

5. The Amount of MovementAMi =
∑

v={x,y,z} | maxi+w
t=i+1(bvt )−mini+w

t=i+1(b
v
t ) |

[4]: calculated as the maximum difference among the values of BA within the
sliding window.

6. Delta coefficients for estimating the first order time derivate of each of the

G signal components [3]: Δg
{x,y,z}
t =

∑D
d=−D d · g{x,y,z}t+d /

∑D
d=−D d2, where

the shift D is parameterized to the algorithms and g
{x,y,z}
t stands for each

of the three axis G components.
7. Shifted Delta Coefficients (SDC) for estimating the first order time derivate

of each of the BA signal components in the vicinity of the current time stamp

[3]: Δb
{x,y,z}
t+i·P =

∑D
d=−D d·b{x,y,z}

t+i·P+d∑D
d=−D d2 , where b

{x,y,z}
t stands for each of the three

axis BA components, N is the number of base features from which they are
calculated, D is the same D as in the delta calculations, P is the distance
between samples and K is the number of samples taken.

8. Average Energy (AE) [5,18,19]: calculated as the sum of the squared discrete
FFT component magnitudes of the signal in a window of a fixed size. This
features allows to discriminate between static and dynamic activities.It is
calculated for each axis; the aggregation or the average over the three axes
is commonly used [19].

9. The correlation between axes [5]: calculated for each pair of axes as the ratio
of the covariance and the product of the standard deviations. This feature
is useful to discriminate one dimensional activities if your sensory is placed
accordingly. As stated in [19], this feature can discriminate between walking
and climbing stairs.

10. The Intensity of the movement (InMo) [11], which is the mean first derivative

of the raw acceleration data, InMo
v∈{x,y,z}
t = 1

w

∑w−1
i=0 ·|avt−i − avt−i−1|/Δxt.
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Δxt represents the time between samples, which can be ignored if the sam-
pling rate is kept constant. The window size is given by the value of w.

11. Time Between Peaks [14], time in milliseconds between peaks in the sinu-
soidal waves associated with the frequency response of most activities (for
each axis).

12. Binned Distribution [14,19]: as stated by the authors, this measure is used
with sliding windows of size w. For each window the range should be cal-
culated as maximum − minimium; then, the range is divided in 10 equal
size bins; finally, record what fraction of the w values fell within each of the
bins. This approach is called within this study Relative Binned Distribu-
tion (RBD). In this study, we also proposed the absolute binned distribution
(ABD) that is calculated using the lower and upper acceleration values as
the range to be divided in bins.

In many of the solutions sliding windows with or without shifting are proposed;
the typical window size converges to the samples within the period of 2 seconds.
Features are typically normalized to 0-mean 1-standard deviation and/or scaled
to the interval [0, 1] before further preprocessing. Using frequency-derived fea-
tures employing FFT or similar over long time-windows have been found more
suitable for long duration, quasi-periodic signals like walking, cycling or brushing
teeth. Otherwise, when classifying shorter duration and non-periodic activities,
transitions or a short sequence of steps, then the time-domain representation has
been found better [3]. The problem of finding the best set of features for HAR
among the available transformations is the so called feature selection.

3 The Wrapper Feature Selection and HAR Method

In order to perform feature selection, this research studies a genetic algorithm
driving a wrapper type FS method. The method is based on the SSGA [6],
which was successfully adapted to a rather different problem [17]. Briefly, we will
perform a wrapper FS method that makes use of a classifier for evaluating the
individuals; each individual is a feature subset and the classifier is the GFFSM
method for HAR. The method should find the feature subset that optimizes the
GFFSM classifier.

3.1 GFFSM

As mentioned before, the well-known GFFSM is used [4]. This approach estab-
lishes the Finite State Machine (FSM) of the states and their transitions, the
initial state machine proposed by the experts -in our case, the medical staff.
Each state is considered a different label of a fuzzy variable STATE; the features
are also considered fuzzy variables. A Ruspini partitioning scheme is initially
proposed, and the transitions of the FSM represent the rules of the Fuzzy Rule
Based System (FRBS). The GFFSM completes the learning scheme by means
of a Genetic Algorithm that evolve both the fuzzy partitions and the rules in a
Pittsburg style.
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As explained before, the GFFSM approach was adapted for HAR using the
accelerometers on the wrists instead of having only one sensor on the back [10].
The adaptation consisted in choosing a different subset of transformations (the
SMA, Δi and AM features) instead of those proposed in the original paper (the
dorso-ventral acceleration axi , the AM and the tilt of the body). This adaptation
was due to the different sensor placement that makes the axes trying their ori-
entation with the time. This section gives a brief overview of the GFFSM and
also outlines the wrapper FS method we used. The fitness function is the mean
absolute error (MAE), calculated as MAE = 1

N
1
T

∑N
i=1

∑T
j=0 abs(si[j] − s∗i [j]),

where T is the number of examples in the data set, si[t] and s∗i [t] are the degree
of activation and the expected degree of activation, respectively, of state qi at
time t = j.

3.2 The SSGA-Based FS Method

An adaptation of the well known Genetic Algorithm driven wrapper feature
selection algorithm called SSGA [6] was reported in [17]. This algorithm evolves
the feature subset choosing the features with the lower classification error when
using the KNN algorithm. In this approach, the wrapper FS also learns the
GFFSM and measures the fitness of each individual acceding to Algorithms
1 and 2. The feature subsets can not be reevaluated, and if generated during
the evolution then the individuals are dropped without being considered as an
intermediate population individual.

Algorithm 1. IND EVALUATION: Evaluates a feature subset

Require: < I,O > the input and output variables data sets
Require: ind the feature subset
Require: maxFolds the number of cross validation runs

for each fold k = 1 to maxFolds do
generate the train and test reduced feature data set
Run a GFFSM →< FRBSk

best,msekbest >
Keep the best FRBSbest found
Record the msekbest,∀k → {mse}

end for
Compute the average msekbest,∀k → m̂se
return [FRBSbest, m̂se,{mse}]

4 Evaluation of the Proposal

As a result, we have to design the experiments to validate if the above detailed
method could eventually find the feature subset that optimizes the GFFSM, and
the GFFSM should be not only the best model found so far by the wrapper FS
method but should also enhance the previous studies. This section deals with
the experimentation carried so far, that is, i) the data gathering, ii) the feature
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Algorithm 2. GA+ Feature Selection

Require: < I,O > the input and output variables data set
Require: N the feature subset size
Require: maxFolds the number of cross validation runs

Generate the initial population, Pop
Evaluate each individual in the Pop
g ← 0
while g < G do

while size(Pop′) < (size(Pop)− |E|) do
Generate new individuals through selection, crossover and mutation
add valid individuals to Pop′

end while
extract the elite subpopulation E ∈ Pop
for all individual ind in Pop′ do

[ind.model, ind.m̂se, {mse}] = IND EV ALUATION(I,O, ind,maxFolds)
end for
Pop = {E ∪ Pop′}
sort Pop and g++

end while
FS ← Pop[0]
[model,mse] ← corresponding model and MSE
return [FS,model,mse]

domain, iii) running the feature selection method and, finally, iv) comparing the
obtained results and further discussion. Nevertheless, the FS approach could not
be feasible in its original form and some adaptations were required. As far as the
computation cost is extremely high so the time spent in each individual should
be reduced. First of all, the GFFSM evolution was analyzed and it was found
that the different runs within the cross validation similarly evolved and finally
converged. This fact allows us to introduce some simplifications and reductions:
on the one hand, the total number of individuals in a run was highly reduced
for the FS evaluation. That is, during the FS evolution, the GFFSM genetic
parameters were relaxed wrt those in the original paper [4]. Nevertheless, the
best individual found after the FS would be trained in the same conditions in
order to compare with previous studies. Moreover, the error stop condition was
fixed to 0.02, allowing a certain amount of error as a compromise for reducing
the computation costs. In addition, as there were no big differences between the
cross validation folds, the cross validation scheme is reduced to a train-test data
set. That is, five random folds were used for training and the remaining folds were
kept for validation. All these simplifications would lead to obtain higher errors
and perhaps the results would eventually be slightly biased; however, it is the
simplest way to allow FS with a compromise between accuracy and completeness.
As mentioned before, the best individual found so far would be allowed to have
the complete 10-fold cross validation with the same genetic parameters than in
previous studies allowing us the comparisons.



HAR and FS for Stroke Early Diagnosis 665

4.1 Data Gathering

To test this prototype a well-known stroke patients rehabilitation test (for short,
SRT) [13] will be carried out. Two bracelets will be given to a subject, each one
with a tri-axial accelerometer with sampling frequency 16 Hz. Firstly, ten runs
will be registered for a normal subject. All the data will be segmented and
classified according to the activity the subject is owe to do. The data for these
runs will be used for training and testing the HAR in a leave-one-folder-out
manner, in order to obtain statistics results. Only the data from the dominant
wrist will be considered; consequently, a time series was gathered and the whole
set of transformations explained in the next subsection.

4.2 The Initial Feature Subset

Using the whole set of the transformations presented in Sect. 2 leads to a rather
high feature domain: each transformation induces three new variables due to the
raw acceleration, but three more with the BA. Moreover, we can also calculate
two more input features by means of aggregating the raw acceleration data or the
BA for the three axis. Consequently, for each transformation we can calculate
at most 8 new features. Instead of using the whole set of transformations, we
performed first an analysis of the data and ranked the features using both the
Mutual Information and the Information Correlation Coefficient [16]; previously,
the features were scaled to the interval [0, 1]. In Fig. 1 the values of ICC for
each feature in decreasing order is depicted, and the 20 features with higher ICC
values were chosen.

Fig. 1. Evolution of the ICC in decreasing order of the ICC value. The smaller image
is the ICC for all the features.

4.3 Feature Evaluation

The parameters used for the wrapper FS GA were 30 generations with 26 in-
dividuals in the population. The one point crossover operator executed with
probability 0.8, while mutation’s probability was 0.02. Moreover, the GA pa-
rameters employed for the GFFSM were a population size of 76 individuals
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in the population, crossover probability 0.8, the α−crossover parameter is set
to 0.3, the mutation probability 0.02, the maximum number of generations set
to 50, stop error condition set to 0.02 and the stop criteria of the maximum
number of generations with MAE unchanged fixed to 25. Finally, with the best
performance feature subset the whole GFFSM method was carried out with the
original parameters (100 individuals and 200 generations). This final model was
used for comparison purposes and it is referred as WRAPPER. The features
finally chosen were the SMA, the Sensor Vibration and the absolute Binned
mean for the X axis. In order to compare the obtained results, the GFFSM
method adapted in [10] -which is called ORIG ADAPT- and the method with
several modifications for decreasing the restrictions in the crossover operators
were carried out -which is called GA MODIF-. The GA parameters in both
cases were those detailed in the previous paragraph. In the second comparison
method the crossover were carried out interchanging the rules at any available
point instead of within each variable, thus it is expected that this method would
eventually need more generations to converge. In this case, 300 generations were
allowed.

4.4 Results and Further Discussion

The obtained results are depicted in Table 1 and in the box plot and MAE evolu-
tion from Fig. 2. Both models ORIG ADAPT and WRAPPER converged, while
the GA MODIF was still evolving. Clearly, the FS method does not perform
as well as expected due to the restrictions fixed on behalf of the computation
cost reduction. Nevertheless, the model obtained from the chosen features un-
doubtedly outperforms the original method. Interesting enough, the spread of
the individuals among the different cross-validation runs is kept rather small.
On the other hand, the GA MODIF results give us the clue that the learning
method presented in [4] can still be optimized, perhaps by introducing learning
in a Michigan style or by introducing fuzzy evaluations of the error. Finally,
the selection of the best feature subset continues being a challenge that should
be solved, and evaluation of other ranking and transforming measures can be
introduced to choose the most suitable variables for HAR.

Table 1. Results from the different configurations and feature subsets. See the text
for acronyms’ definition.

Method
Train Test

Best Mean Median Std Best Mean Median Std

ORIG ADAPT 0.0299 0.0361 0.0368 0.0039 0.0453 0.0802 0.0730 0.0371
GA MODIF 0.0213 0.0293 0.0311 0.0066 0.0114 0.0391 0.0306 0.0292
WRAPPER 0.0281 0.0331 0.0325 0.0029 0.0218 0.0365 0.0343 0.0098
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Fig. 2. Left part: Boxplot of the best individual found after the ten cross-validation
runs. Rigth part: mean evolution of the MAE with the generations. ORIG ADAPT,
GA MODIF and WRAPPER are marked with 1/thinner line, 2/mid-thick line and
3/thicker line on the boxplot/figure on the right, respectively. The methods with less
than 300 generations appear with the best value constant filling the empty generations.

5 Conclusions and Future Work

In this study, the Genetic algorithm evolved Fuzzy Finite State Machine pre-
sented in [4] and adapted for using an accelerometer on the dominant wrist [10]
is analyzed for searching the best feature subset. A wrapper FS method has
been used but its performance is penalized due to the fixed computational re-
strictions. Nevertheless, it could be interesting to relax such restrictions as the
spread obtained is the best in the comparison. Moreover, the relevance of the
genetic operators and parameters is also outlined as a modified model with dif-
ferent crossover and higher number of generations also outperform the original
method. Future work includes i) considering more computing resources to the
wrapper FS method, ii) performing a more complex analysis of the genetic pa-
rameters and operators for improving the GFFSM, iii) including Michigan style
solutions for learning the FSM and iv) analyzing the feature domain with more
powerful methods to find out which features have more information concerning
the current human activity. It is worth mentioning that this project is involved
in the early stroke diagnosis using electronic intelligent devices.
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11. Győrbiro, N., Fábián, Á., Hományi, G.: An activity recognition system for mobile
phones. Mobile Networks and Applications 14, 82–91 (2009)

12. Hogdson, C.: To fast or not to fast. Stroke 38, 2631–2632 (2007)
13. Hollands, K.: Whole body coordination during turning while walking in stroke

survivors. Ph.D. thesis, School of Health and Population Sciences. Ph.D. thesis,
University of Birmingham (2010)

14. Kwapisz, J.R., Weiss, G.M., Moore, S.A.: Activity recognition using cell phone
accelerometers. ACM SIGKDD Explorations Newsletter 12(2), 74–82 (2010)

15. Murray, M.P., Drought, A.B., Kory, R.C.: Walking patterns of normal men. Journal
of Bone and Joint Surgery 46(2), 335–360 (1964)

16. Peng, H., Long, F., Ding, C.: Feature selection based on mutual information: Cri-
teria of max-dependency, max-relevance, and min-redundancy. IEEE Transactions
on Pattern Analysis and Machine Learning 27(8), 1226–1238 (2005)

17. Villar, J.R., González, S., Sedano, J., Corchado, E., Puigpinós, L., de Ciurana,
J.: Meta-heuristic improvements applied for steel sheet incremental cold shaping.
Memetic Computing 4(4), 249–261 (2012)

18. Wang, S., Yang, J., Chen, N., Chen, X., Zhang, Q.: Human activity recognition with
user-free accelerometers in the sensor networks. In: Proceedings of the International
Conference on Neural Networks and Brain, ICNN&B 2005, vol. 2, pp. 1212–1217.
IEEE Conference Publications (2005)

19. Yang, J.Y., Wang, J.S., Chen, Y.P.: Using acceleration measurements for activ-
ity recognition: an effective learning algorithm for constructing neural networks.
Pattern Recognition Letters 29, 2213–2220 (2008)



Using a Hybrid Cellular Automata Topology

and Neighborhood in Rule Discovery

Anca Andreica and Camelia Chira

Department of Computer Science
Centre for the Study of Complexity

Babes-Bolyai University
Cluj-Napoca, Romania

{anca,cchira}@cs.ubbcluj.ro

Abstract. Cellular Automata are important tools in the study of com-
plex interactions and analysis of emergent behaviour. They have the
ability to generate highly complex behaviour starting from a simple ini-
tial configuration and set of update rules. Finding rules that exhibit a
high degree of self-organization is a challenging task of major importance
in the study of complex systems. In this paper, we propose a new cel-
lular automaton (CA) topology and neighbourhood that can be used in
the discovery of rules that trigger coordinated global information pro-
cessing. In the introduced approach, the state of a cell changes accord-
ing to the cell itself, the cells in the local neighborhood as well as some
fixed long-distance cells. The proposed topology is engaged to detect new
rules using an evolutionary search algorithm for the well-known density
classification task. Experiments are performed for the one-dimensional
binary-state CA and results indicate a good performance of the rules
evolved by the proposed approach.

Keywords: Hybrid Neighborhood, Cellular Automata Topology, Rule
Evolution, Density Classification Task.

1 Introduction

Cellular Automata (CAs) are decentralized structures of simple and locally in-
teracting elements (cells) that evolve following a set of rules [23]. Programming
CAs is not an easy task, particularly when the desired computation requires
global coordination. CAs provide an idealized environment for studying how
(simulated) evolution can develop systems characterized by emergent computa-
tion where a global, coordinated behavior results from the local interaction of
simple components [14]. However, the discovery of rules exhibiting a high de-
gree of global self-organization is not easily achieved since coordinated global
information processing must rise from the interactions of components with local
information and communication.

The one-dimensional binary-state CA capable of performing computational
tasks has been extensively studied in the literature [9,19,15,16,1]. One of the
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widely studied CA problems is the density classification task (DCT). Most ex-
isting studies [5,2,14,8,15,18,13,10,16] focus on developing algorithms able to find
high performant rules for 1D CAs with fixed neighborhood size.

In this paper, we investigate a new neighborhood structure for lattice-based
CAs in which the state change of a cell is allowed to be influenced by long-
distance cells. Besides the cell itself and the cells in the local neighborhood,
fixed distant cells contribute to the way in which the cell state is changed over
time. This hybrid neighborhood has a fixed structure combining local and, to
a certain extent, global information. The rule able to correctly classify random
initial configurations is difficult to find because the search takes into account
only local information and very limited information coming from long-distant
connecting cells. In this approach, the rule can vary depending on the states
of the neighborhood and is always applied to the same set of cells. Compared
to the standard neighborhood in lattice-based CAs, the proposed approach in-
troduces a connection of each cell with a limited fixed number of long-distant
cells while the neighborhood size remains fixed. In both cases, the search focuses
on the best performing rule in connection with a fixed neighborhood. While
this neighborhood structure is fixed itself in the standard lattice model, the
proposed approach allows a variable neighborhood structure depending on the
cells selected as long-distance influence. The similarities between the proposed
hybrid neighborhood topology and network-based CAs lie only at the level of
cell neighborhood to a certain extent in the sense that both approaches allow a
variable neighborhood (the former by including a different cell structure in the
neighborhood of each cell, and the latter by varying both the content and the
size of the neighborhood). However, the focus in network-based CAs is to detect
the best network topology in connection with a fixed rule while, in the proposed
approach, the search process focuses on finding best rule in connection with a
hybrid neighborhood.

An evolutionary algorithm is developed to search for the best performing rule
for DCT based on the proposed hybrid neighborhood structure. Computational
experiments are performed for one-dimensional CAs and results emphasize a
better rule performance compared to regular lattice topologies with a standard
neighborhood.

The rest of the paper is structured as follows: section 2 presents the density
classification task and the relevant lattice and network-based CA topologies,
section 3 describes the proposed CA hybrid neighborhood topology, section 4
presents the evolutionary framework proposed for solving DCT, section 5 in-
cludes the computational experiments and results, and section 6 contains the
conclusions of the paper and direction for future work.

2 Density Classification Task and CA Topologies

The aim of DCT is to find a binary one-dimensional CA able to classify the den-
sity of 1s (denoted by ρ0) in the initial configuration. If ρ0 > 0.5 (1 is dominant
in the initial configuration) then the CA must reach a fixed point configuration
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of 1s otherwise it must reach a fixed-point configuration of 0s within a certain
number of timesteps. Most studies consider the case N = 149 (which means
that the majority is always defined) and neighborhood size of 7 (the radius of
CA is r = 3). The CA lattice starts with a given binary string called the initial
configuration (IC). After a maximum number of iterations (usually set as twice
the size of CA), the CA will reach a certain configuration. If this is formed of
homogeneous states of all 1s or 0s, it means that 1, respectively 0, is dominant
in the initial configuration. Otherwise, the CA makes by definition a misclassi-
fication [18]. It has been shown that there is no rule that can correctly classify
all possible ICs [12].

The performance of a rule measures the classification accuracy of a CA based on
the fraction of correct classifications over ICs selected from an unbiased distribu-
tion (ρ0 is centered around 0.5). DCT is a challenging problem extensively studied
due to its simple description and potential to generate a variety of complex behav-
iors. As already mentioned, most existing studies [5,2,14,8,15,18,13,10,16] focus
on the detection of rules for 1D CAs with fixed neighborhood. Each iteration, the
change of a cell state is in function of the cell itself and r local cells neighbors on
each side. In this case, the neighbourhood size is fixed to 2 ∗ r+ 1 and the method
searches for the best rule able to correctly classify potentially any IC. Network-
based CAs have also been investigated in the context of DCT [21,22,3,4,20]. In
this case, the topology of the CA is given by a general graph and the neighbor-
hood of each cell varies with the number of connecting nodes in the graph while
the rule remains fixed (i.e. the majority rule). For network-based CAs, algorithms
are designed to search for the graph topology that triggers the best neighborhood
to be used in connection with a fixed rule for the DCT.

The CA topology and neighbourhood structure used for a cell in applying the
rule are crucial elements in the process of rule discovery and impact directly the
rule performance. There are two existing CA topologies used for the 1D CA in
connection with DCT: the regular lattice with fixed-size neighbourhood and the
network topology with neighbourhood induced by the network structure.

Usually, a one-dimensional lattice of N two-state cells is used for representing
the CA. The state of each cell changes according to a function depending on
the current states in the neighborhood (the cell itself and its r neighbors on
both sides of the cell, where r represents the radius of the CA). The regular
lattice topology is engaged in most studies tackling DCT for 1D binary-state
CA [17,11,6,5,2,14,8,15,18,13,10,16] .

A few studies [21,22,3,4,20,7] consider an extension of the CA concept in which
the cells can be connected in any way while the rule is the same for all cells. In
this approach, the topological structure of CAs refers to general graphs.

3 Proposed Hybrid Topology and Neighborhood

The two topologies mentioned in the previous section are often compared even if
they use different rules for determining the next cell state. Indeed, in the case of
network topologies, due to the variable number of neighbors, the rule can not be
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Fig. 1. Neighborhood of node i in the new proposed topology

the same as in the case of regular lattices. Therefore, the advantage that seems
to be brought by the good performance obtained when using network topologies
could be also motivated by the different rule that is applied in this case.

In this paper, we propose a new hybrid topology and a mixed induced neigh-
borhood that keeps invariable the number of neighbors, this way allowing a fairer
comparison with regular lattice topologies.

The neighborhood of a node is given by the radius r. Each node has r neighbors
on the left hand side and r neighbors on the right hand side, which gives a
neighborhood of 2 ∗ r + 1, because we also consider the node itself. In order
to create the new topology of radius r, we start with a regular ring lattice of
radius r−n. The other 2 ∗n nodes that node i is connected to, are long distance
neighbors. They are randomly chosen from the rest of the nodes, but following
some rules that ensure the equilibrium of the neighborhood. This means that i
always remains the central node of the neighborhood and the distance between
node i and the long distance neighbors places half of them (n nodes) on the left
hand side and the other half (n nodes) on the right hand side of i. Figure 1
depicts the neighborhood of node i in the new proposed topology.

For example, for r = 3 and n = 1, node i is connected to nodes i− 2 and i− 1
on one hand, and with nodes i+ 1 and i+ 2 on the other hand, and is connected
to two long distance nodes, one on the left hand side of i (l1) and the other one
on the right hand side of node i (r1).

The rules that govern the choice of the far distance neighbors are given in
what follows.

Let us denote by left the leftmost neighbor and by right the rightmost neigh-
bor from the regular ring lattice of radius r−n. Let us denote by N the number
of nodes.

Each long distance neighbor lk, k = {1, . . . , n}, is generated from half of the
possible nodes, the closest ones to the node left. Therefore, we have the following
two cases:

(1) left− (N−1
2 − (r − n)) ≥ 0

which means that all possible left hand side long distance neighbors are above
0. In this case, one long distance neighbor lk, k = {1, . . . , n} is randomly gener-
ated from the set:

{left− (N−1
2 − (r − n)), . . . , left− 1}

The second case is:
(2) left− (N−1

2 − (r − n)) < 0
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which means that some of the possible left long distance neighbors are above
0, and some of them are below N . We have to take this situation into account
because we deal with a ring lattice (which means that, for example, the closest
neighbors of 0 in a regular ring lattice are 1 and N − 1).

Therefore, the long distance neighbor lk, k = {1, . . . , n} could be randomly
generated either from the set:

{0, . . . , left− 1}
or from the set
{N−1

2 + (r − n) + left + 1, . . . N − 1}.
In order to better illustrate the above formulas, let us consider the following

example:
N = 149, r = 3, n = 1,
which means that we have a cellular automata with 149 cells, the radius is

3 so the neighborhood is 7, we take 2 neighbors on each side from the regular
ring lattice of radius 2 and we generate another 2 lost distance neighbors, one
for each side of a cell.

(a) for left = 75, we have case (1) because 3 ≥ 0. We therefore generate a
left long distance neighbor from the set {3, . . . , 74}.

(b) for left = 30, we have case (2) because −42 < 0. We therefore generate a
left long distance neighbor either from set {0, . . . , 29} or from set {107, 148}.

Each long distance neighbor rk, k = {1, . . . , n} is generated from half of the
possible nodes, the closest ones to the node right. Similar to the way we generate
left long distance neighbors, we also have two possible cases when generating long
distance neighbors for the right hand side of a node:

(3) right + (N−1
2 − (r − n)) < N

case in which all nodes will be generated from the set:
{right + 1, . . . , right + N−1

2 − (r − n)},
because all possible nodes are smaller than N .
(4) right + (N−1

2 − (r − n)) ≥ N
which means that possible values for rk, k = {1, . . . , n} could be either taken

from the set
{right + 1, . . . , N − 1},
or from the set
{0, . . . , N−1

2 − (r − n) − N + right}.
Let us take one example for the right long distance neighbors too. For the

same N = 149, r = 3, n = 1, let us consider:
(c) right = 35, which takes us to case (3) because 107 < 149. We therefore

generate a right long distance neighbor from set {36, . . . , 107}.
(d) right = 100, which means that we are in case (4) because 172 > 149. This

means that we generate the long distance neighbor either from set {101, . . . , 148}
or from set {0, . . . , 23}.

By using this approach we obtain a new topology which resembles a network
topology but it is still very close to a regular ring lattice, which allows us to
consider the same majority understanding as in the classical case of regular ring
lattice topology.
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4 Evolutionary Search Algorithm

A simple evolutionary framework has been set up to detect rules for the DCT.
A potential solution of the problem is encoded as a one-dimensional array of
bits of size 22r+1 = 128 (because we have considered the radius as having the
value r = 3) and represents a rule table for the cellular automaton. The initial
population is randomly generated.

The potential solutions are evaluated by means of a real-valued fitness func-
tion f : X → [0, 1], where X denotes the search space of the problem. As stated
before, |X | = 2128. The fitness function represents the fraction of correct classi-
fication over 100 randomly generated initial configurations. A relative fitness is
used, as the set of initial configurations is generated anew for each generation of
the algorithm. This way, solutions with high fitness in one generation and which
survive in the next generation will be evaluated again using another set of 100
initial configurations.

Every set of 100 initial configurations was generated so that their densities
are uniformly distributed over [0,1]. It is important to underline the difference
between the fitness of a rule and the performance of a rule. While the fitness
is evaluated by using 100 uniformly distributed initial configurations, the per-
formance of a rule is computed as the fraction of correct classifications for 104

randomly generated initial configurations. The initial configurations are gener-
ated in such a way that each cell has the same probability 1

2 of being 0 or 1.
This means that the density of 1s will be around 1

2 for most of the initial config-
urations and these are actually the most difficult cases to correctly classify. The
CA is iterated until it reaches a fixed-point configuration of 1s or 0s but for no
more than M ≈ 2N time steps.

The individual resulted after each recombination will be mutated at exactly
two randomly chosen positions. A weak mutation is considered, the probabil-
ity of obtaining a different value for the chosen position being equal to the
probability of obtaining the very same value. The algorithm is applied for 100
generations with a population size of 100, roulette selection, one point crossover
with probability of 0.8, weak mutation with probability 0.2 and elite size of 10%.

It should be noted that the same evolutionary algorithm with the same pa-
rameters is used to evolve rules for both regular lattice and proposed topology
to allow a direct comparison of results.

5 Computational Experiments and Results

Experiments focus on the most frequently studied version of the DCT problem:
the one-dimensional binary-state CA of size 149 based on the radius of 3. In
the case of regular lattice topology, this means that each cell is connected to
3 neighbors from both sides while for the proposed topology we set r = 3 and
n = 1 (i.e. 2 local neighbours on each side and 1 distant neighbor). In both
cases, the neighborhood size is 7 cells which leads to a rule size of 27 = 128. The
number of all possible rules is 2128 which makes an exhaustive evaluation of all
this rules unfeasible.
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Table 1. Performance obtained in 10 runs for both RegCA and HybCA

RegCA HybCA

Best 0.6436 0.7902

Average 0.62852 0.74847

Std Dev 0.012619192 0.034297815

T-test p-value 0.000005

Fig. 2. Evolution of fitness in 10 runs of RegCA and 10 runs of HybCA

In order to test the efficiency of the proposed topology, we perform a compar-
ison between CAs with regular ring lattice topology (RegCA) and CAs with new
proposed hybrid topology (HybCA) using the evolutionary algorithm described
in the previous subsection.

Firstly we test the performance obtained by a regular CA compared with
a CA based on the new proposed topology. Obtained results are presented in
Table 1.

The results obtained after 10 runs of the algorithm for RegCA and HybCA,
presented in Table 1, are compared using the paired t-test with a 95% confi-
dence interval. The p-value is significantly smaller than 0.05, which indicates
that the mean performances obtained when using the proposed neighborhood
are notably better than those obtained when using a regular lattice topology.
The best performance obtained in 10 runs of the algorithm for a regular lattice
CA is considerably improved from 0.64 to 0.79 when changing the topology by
replacing two neighbors with 2 long distance nodes.

The evolution of the fitness for all 10 runs of both RegCA and HybCA is
depicted in Figure 2. The median values are bold in the chart. In the case of
HybCA, the fitness is most of the time higher compared to RegCA, being closest
to the maximum value of 1.

The CA diagram obtained for one of the best rules given by HybCA is depicted
in Figure 3.
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Fig. 3. CA diagram for a rule with performance 0.7715 obtained by HybCA. ρ0 < 0.5
in figure (a) and ρ0 > 0.5 in figure (b).

Fig. 4. Number of iterations needed to correctly classify the initial configurations for
RegCA, for each of 10 runs

Fig. 5. Number of iterations needed to correctly classify the initial configurations for
HybCA, for each of 10 runs

Another comparison that clearly shows the efficiency of the proposed neigh-
borhood is the number of iterations needed to correctly classify the initial con-
figurations (for example, for a performance of 0.71, there are 7100 correctly
classified initial configurations and therefore 7100 observations of how many
iterations were needed for those correctly classified initial configurations). Ob-
tained results for 10 different runs are depicted in Figures 4 and 5. It can be
easily observed that in the case of RegCA the number of needed iterations is
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considerably higher compared to HybCA. This means that the convergence is
significantly accelerated when using the proposed topology.

6 Conclusions and Future Work

A new hybrid neighborhood structure for lattice-based CAs has been proposed
and investigated in connection with the density classification task. The state
of a cell changes in function of the cell itself, some cells from the local neigh-
borhood and a fixed number of long-distance cells. This forms a hybrid neigh-
borhood topology for which the best performing rules in connection with DCT
are evolved in a search process. Computational experiments emphasize that the
rules detected by an evolutionary algorithm have a good performance shown to
improve that of rules evolved for the standard neighborhood used in lattice CAs.

Future work focuses on extended experiments for various neighborhood sizes
and the trade-off between the number of local cells and long-distant cells in the
considered structure. Moreover, other rules will be investigated in connection
with the proposed hybrid neighborhood and CA topology.

Acknowledgment. This research is supported by Grant PN II TE 320, Emer-
gence, auto-organization and evolution: New computational models in the study
of complex systems, funded by CNCSIS, Romania.
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Abstract. The classification algorithm FURIA (Fuzzy Unordered Rule
Induction Algorithm) is extended in this paper to low quality data. An
epistemic view of fuzzy memberships is adopted for modeling the incom-
plete knowledge about training and test sets. The proposed algorithm
is validated in different real-world problems and compared to alterna-
tive fuzzy rule-based classifiers in both their linguistic understandability
and the accuracy of the results. Statistical tests for vague data are used
to show that the new algorithm has a competitive edge over previous
approaches, especially in some high dimensional problems.

Keywords: Low Quality Data, FURIA, Fuzzy Rule Based Classifiers.

1 Introduction

The expression “machine learning tasks with low quality data” (LQD) alludes
to those problems where some properties of the elements of the training and test
sets cannot be precisely observed, and the probability distribution of the obser-
vation errors is also partially unknown. The use of possibility distributions allows
to model this kind of incomplete knowledge in many practical cases, including
censored, missing, interval or fuzzy-valued data with an epistemic interpretation,
compound data, linguistic terms, etc. [14]

In this respect, there only exist a few algorithms that can learn rule-based
classifiers from possibilistic data. For instance, GCCL-LQD [11] and Boosting-
LQD [13] combine genetic algorithms and fuzzy-valued fitness functions to pro-
duce linguistic rules from vague information. However, these extensions are not
based on the most recent classification algorithms in the literature. It makes
sense to check whether there is room for improvement, by extending the newest
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rule induction algorithms with the same set of techniques that were used for
generalizing GCCL and Adaboost to LQD. Because of this, in this contribution
a state-of-the-art classification algorithm, named “FURIA” (Fuzzy Unordered
Rule Induction Algorithm) will be extended to low quality data, understood
as datasets comprising tuples of fuzzy sets, whose α-cuts are, in turn, random
sets which contain the value of each unknown crisp feature with a probability
greater or equal than 1-α [4]. An experimental study is therefore provided, where
GCCL, Boosting and the proposed extension of FURIA are compared for some
real-world problems involving vague data. Extensions to LQD of some statistical
tests commonly used in machine learning experimental designs [5] will be used
for judging the relevance of the differences [10].

This paper is organized as follows. Section 2 briefly introduces the FURIA
algorithm and remarks the parts that are more relevant for this proposal. In
Section 3, the changes effected to this algorithm are detailed. In Section 4, nu-
merical results are given. Concluding remarks and future work are discussed in
Section 5.

2 Outline of the FURIA Algorithm

Fuzzy Unordered Rules Induction Algorithm (FURIA) [7,9] is a novel fuzzy
rule-based classification method extending the classical RIPPER [3]. The parts
of FURIA that will be modified in Section 3 are described here for the conve-
nience of the reader, who is referred to [7,9] and also to the source code of the
software implementation provided by the authors in [8] for a full description of
this algorithm.

In the following, the training set is D ⊂ Rk and instances are vectors x =
(x1, . . . , xk) ∈ D. Each antecedent of a FURIA fuzzy classification rule is a
multivariate trapezoidal fuzzy set whose membership is

IF (x) =
⊕

i=1,...k

IFi (xi) (1)

and its core is the interval I = I1 × · · · × Ik, where the indicator function of Ii,
i = 1, . . . , k is

Ii(xi) =

{
1 if IFi (xi) = 1

0 else.
(2)

The parts of FURIA that will be generalized to low quality data, as mentioned,
are described below:

– Information Gain: This criterion measures the improvement of a rule with
respect to the default for the target class and is used as a stopping condition
in the rule growing procedure. Let I be the core of the antecedent of the rule
at hand, and let l be the target class. Then, the number of positive examples
for the fuzzy classification rule r is

pr = #{x ∈ I | class(x) = l} (3)
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and the number of negative examples for that rule is

nr = #{x ∈ I | class(x) 
= l}. (4)

The total number of positive and negative examples in the dataset are named
p and n, respectively. Then, the information gain is defined as follows [8]:

IGr = pr ×
(

log2(
pr + 1

pr + nr + 1
) − log2(

p + 1

p + n + 1
)

)
. (5)

– Pruning: Rules comprise q antecedents 〈a1, . . . , aq〉 combined with the AND
operator. The order of the antecedents reflects their importance thus pruning
a rule consists of selecting a sublist 〈a1, . . . , ai〉, with i ≤ q. In order to find
a suitable value for i, the following rule-value metric is computed first [8]:

Vr =
pr + 1

pr + nr + 2
(6)

Let the number of positive covered and negative uncovered examples of the
rule, when pruned at the i-th antecedent, respectively be Pi and Ni:

Pi = #{x | x is covered by 〈a1, . . . , ai〉 ∧ class(x) = l} (7)

Ni = #{x | x is not covered by 〈a1, . . . , ai〉 ∧ class(x) 
= l}. (8)

and let be defined the value [8]

worthi =
Pi + Ni

p + n
. (9)

This value measures how likely is each antecedent to be pruned. If

max
i=1,...,q

worthi > Vr, (10)

then the term where the value of “worthi” is maximum is selected for prun-
ing.

– Purity: This value measures the quality of the fuzzification procedure and
it is used for determining the support of the fuzzy sets defining the rule
antecedents. Let Di be the subset of the training data that follows:

Di = {(x1, . . . , xk) | xj ∈ IFj (xj) for all j 
= i}. (11)

Di is partitioned into positive and negative instances, Di
+ and Di

−. Given
the values

pi =
∑

x∈Di
+

IFi (xi) (12)

ni =
∑

x∈Di
−

IFi (xi), (13)

the purity of the fuzzification of the i-th attribute is [8]:

puri =
pi

pi + ni
(14)
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– Certainty Factor: The certainty factor CF of a rule 〈IF , l〉, for a training
set DT , is [8]:

CF =

2 ·

∑
x∈DT , class(x)=l

p(x)

∑
x∈DT

p(x)
+

∑
x∈DT , class(x)=l

IF (x)

2 +
∑

x∈DT

IF (x)

(15)

where p(x) is the weight of instance x, often 1.
– Rule Stretching: Rule stretching (or generalization) deals with uncovered

examples (those classified by the default rule in RIPPER). The generaliza-
tion procedure consists of making (preferably minimal) simplifications of the
antecedents of the rules until the query instance is covered. The instance is
then classified by the rule with the highest evaluation, according to the value
[8]

STR = CF · k + 1

m + 2
· IF (x) (16)

where k is the size of the generalized antecedent and m is the size of the
entire antecedent before applying this procedure. Notice that, k+1

m+2 aims at
discarding heavily pruned rules. If no streched rule is able to cover the given
example xi, it is assigned a class based on the a priori distribution.

3 An Extension of FURIA to Low Quality Data

Before the expressions mentioned in the preceding section are detailed, the fol-
lowing definitions are needed:

– Low Quality Datasets: Let (X̃1,Z1) . . . (X̃n,Zn) be a set of vague data,

where n is the number of instances, X̃i ∈ F(Rd) and Zi ⊂ C = {c1, . . . , cm}.
It is remarked that imprecision is allowed in the output variable. Multiple
labels should be understood as an indeterminacy in the class label of an
object.

– Number of Instances of a Given Class: The number of instances of class
cj is a fuzzy number fcj , and the same happens to the relative frequencies

of the classes frcj .

fcj =
n∑

i=1

δcj,Zi (17)

where the set-valued function δ is defined as follows:

δa,A = {δa,b : b ∈ A} =

⎧⎪⎨⎪⎩
{1} {a} = A,

{0} a /∈ A,

{0, 1} else.

(18)
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The relative frequency of a class takes into account the weights pi of the
instances:

frcj =

∑n
i=1 δcj ,Zipi∑n

i=1 pi
=

∑n
i=1 P

i

cj∑n
i=1 pi

(19)

where

P
i

cj =

⎧⎪⎨⎪⎩
{pi} cj = Zi,

{0} cj /∈ Zi,

{0, pi} else.

(20)

– Class Being Processed: The class being processed cj is defined by the
default number of correct classifications:

defAcRTcj =
1 + defAccucj

1 +
∑n

i=1 pi
(21)

where

defAccucj =

n∑
i=1

δcj,Zipi =

n∑
i=1

P
i

cj (22)

The stopping criterion when creating rules of class cj is 1 − defAcRTcj >
Threshold, whose extension is

P (defAcRTcj > Threshold) > 0.5 =
P ([acj , bcj ] > Threshold) > 0.5 =

= P ([acj − Threshold, bcj − Threshold] > 0) > 0.5
(23)

These definitions considered, the following methods of FURIA (see Section 2)
have to be altered:

– Information Gain: The number of positive and negative examples are
imprecise. Let I be the core of the antecedent of the rule at hand, and let cl
be the target class. Then, the information gain is defined as follows:

IGr =
∑

X̃i∈I P
i

cl · ( log2(fstAccuRatecl) − log2(defAcRTcl)
)

(24)

where

fstAccuRatecl =
1 + fstAccucl

1 + Coverfstcl
(25)

fstAccucl =
∑
X̃i∈I

P
i

cl (26)

Coverfstcl =
∑
X̃i∈I

pi (27)

– Rule Pruning: This consists in finding the position in the antecedent list
of the rule 〈a1, . . . , aq〉 with i ≤ q where the rule must be split, according to
the following criteria:
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1. The value defined in Eq. 6 is extended as follows:

V (r) =
1 + defAccucj

2 +
∑n

i=1 pi
(28)

2. For each antecedent, the number of positive covered instances Posam and
negative uncovered instances Negam

are:

Posam =
∑

x̃i is covered by <a1,...,am>

P
i

cj (29)

Negam
=

∑
x̃i is not covered by <a1,...,am>

Pn
i

cj (30)

where

Pn
i

cj =

{
{pi} ({cj} 
= Zi and #Zi = 1) or (cj /∈ Zi),

{0, pi} cj ∈ Zi and cj 
= Zi.
(31)

3. The net worth of each antecedent is

wortham =
Posam + Negam∑n

i=1 pi
, (32)

and this last value is used to decide splitting position, as shown below.
4. If wortham , with m = 1, . . . , q, dominates V (r), the splitting point is the

m-th antecedent.
– Purity: Let D̃i be the subset of the training data that follows:

D̃i = {(X̃1, . . . , X̃k) | match(X̃j , Ãm) for all m 
= i} (33)

where

match(X̃j , Ãm) ≈ match([Xj ]α, Ãm) = {Ãm(x)|x ∈ [Xj]α}. (34)

The purity of the fuzzification of the i-th antecedent is extended as explained
below:

pur =
pi

pi + ni
(35)

where

pi =

#D̃i∑
j=1

(match(X̃j , Ãi) ∗ P
j

ci) (36)

ni =

#D̃i∑
j=1

(match(X̃j , Ãi) ∗ Pn
j

ci) (37)
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– Certainty Factor: The certainty factor of a rule 〈a1, . . . , aq〉 whose conse-

quent is cj , for the training set D̃T , is:

CF =

2 ·

∑
x̃i∈D̃T ,1≤i≤n

P
i

cj∑
x̃i∈D̃T ,1≤i≤n

pi
+

∑
x̃i∈D̃T ,1≤i≤n

match1(x̃i, Ã) ∗ P
i

cj

2 +
∑

x̃i∈D̃T ,1≤i≤n

match1(x̃i, Ã) ∗ pi
(38)

where

match1(X̃j , Ã) ≈ match([Xj ]α, Ã) =

{T − norm(Ãi(x), 1 ≤ i ≤ q)|x ∈ [Xj]α}
(39)

– Rule Stretching: The extension of Eq. 16 is straightforward:

STR = CF · k + 1

m + 2
· match(x̃i, Ã) (40)

4 Numerical Results

The datasets “Athleticism at Oviedo University” [12], “Diagnosis of Dyslexia”[11],
“Ice adhesion strength” [1], “Car” [2], and “Barcelona’s water distribution”
[6,15] are used to compare the proposed method against the results of other
approaches. The main characteristics of these datasets are summarized in Ta-
ble 1, where “Ex”. represents the number of examples, “Att.” is the number
of attributes, “Classes” is the number of classes, and “%Classes” is the frac-
tion of patterns of each class. All these datasets are available in the repository
https://ccia35.edv.uniovi.es/datasets.

All experiments were repeated 100 times from bootstrap resamples of the
training set. The test set comprises “out of the bag” elements. Each test parti-
tion is repeated 1000 times for different random crisp selections. The following
algorithms, along with their learning parameters, were used:

– GCCL-LQD [11] and Boosting-LQD [13]: population size 100, crossover prob-
ability 0.9, mutation probability 0.1, 200 generations, 5 labels/variable, uni-
form fuzzy partitions.

– FURIA-LQD: Without learning parameters.

In Table 2 it can be shown how the improvement over previous approaches for
the most complex problems (Dyslexic-12, Car) is remarkable. The performance of
the new classifier improves that of Boosting in most of the high-dimensional prob-
lems (Ice-shedding, Dyslexic-12, Car, Water), however FURIA does not seem to
improve the accuracy of Boosting for Ice-7, Ice-8 and the low-dimensional prob-
lem “Athleticism”.
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Table 1. Summary descriptions of the LQD datasets

Dataset Ex. Atts. Classes %Classes
B200mlI [12] 19 4 2 ([0.47,0.73],[0.26,0.52])
B200mlP [12] 19 5 2 ([0.47,0.73],[0.26,0.52])

Long [12] 25 4 2 ([36,64],[36,64])
BLong [12] 25 4 2 ([36,64],[36,64])
100mlI [12] 52 4 2 ([0.44,0.63],[0.36,0.55])
100mlP [12] 52 4 2 ([0.44,0.63],[0.36,0.55])
B100mlI [12] 52 4 2 ([0.44,0.63],[0.36,0.55])
B100mlP [12] 52 4 2 ([0.44,0.63],[0.36,0.55])

Ice7-6 [1]
42 7 3

([0.47,0.54],[0.19,0.30],
Ice7-4 [1] [0.21,0.26])
Ice8-7 [1]

42 8 3
([0.47,0.54],[0.19,0.30],

Ice8-5 [1] [0.21,0.26])
Ice-shedding [1] 42 7 2 ([0.47,0.54],[0.46,0.53])

Dyslexic-12 [11] 65 12 4
([0.32,0.43],[0.07,0.16],
[0.24,0.35],[0.12,0.35])

Car [2] 33 8 4 (0.30,0.242,0.242,0.212)
Water 4 [6,15] 316 4 2 (0.705,0.294)

Table 2. Behaviour of GCCL-LQD [11], Boost-LQD [13] and the new proposal
(FURIA-LQD) in several datasets

GCCL-LQD Boost-LQD FURIA-LQD
AccTst AccTst AccTst

Atheletics at Oviedo University
100mlP [0.640,0.824] [0.642,0.820] [0.601,0.780]
100mlI [0.622,0.824] [0.624,0.830] [0.592,0.793]
B100mlP [0.651,0.840] [0.650,0.839] [0.609,0.798]
B100mlI [0.631,0.828] [0.644,0.842] [0.568,0.766]
B200mlP [0.520,0.738] [0.594,0.812] [0.590,0.808]
B200mlI [0.527,0.768] [0.585,0.829] [0.564,0.809]
Long [0.410,0.679] [0.492,0.760] [0.528,0.746]
BLong [0.375,0.674] [0.470,0.770] [0.464,0.764]
Ice adhesion strength
Ice7-6 [0.512,0.596] [0.548,0.631] [0.526,0.606]
Ice7-4 [0.522,0.597] [0.572,0.651] [0.528,0.602]
Ice8-7 [0.525,0.597] [0.554,0.628] [0.545,0.621]
Ice8-5 [0.507,0.566] [0.550,0.618] [0.534,0.608]
Ice-shedding [0.550,0.619] [0.639,0.708] [0.713,0.782]
Diagnostic of dyslexic
Dyslexic-12 [0.335,0.475] [0.335,0.464] [0.434,0.600]

Car
Car [0.389,0.389] [0.436,0.436] [0.608,0.608]
Barcelona’s water distribution
Water 4 [0.713,0.713] [0.602,0.602] [0.651,0.651]

Mean [0.527,0.670] [0.559,0.702] [0.566,0.709]

All in all, later in this section it will be shown that these differences are not
statistically relevant, thus it can assumed that the accuracies of FURIA and
Adaboost are roughly the same. However,

– FURIA is much faster than Boosting. The combined learning + validation
time of FURIA was about 12 times faster than Adaboost or GCCL for the
datasets mentioned in this section (5 minutes vs. 1 hour). FURIA is the
alternative of choice when computational resources are limited.
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– The number of rules of the classifiers produced by FURIA are also much
lower. The highest number of rules produced by this algorithm for the stud-
ied datasets was of 15, while boosting and GCCL obtain knowledge bases
comprising hundreds of rules for the largest problems. That is to say, the
linguistic quality of the results of FURIA is much better. It is also remarked
that he number of labels for each variable must be determined by trial and
error in Boosting and GCCL, but FURIA determines this parameter auto-
matically.

4.1 Statistical Assessment of the Results

The differences in linguistic quality need not to be studied with statistical tests
because FURIA-generated knowledge bases were uniformly smaller for all exe-
cutions of the algorithm. The statistical relevance of the differences in accuracy
is assessed with bootstrap tests for LQD, following the experimental design pro-
posed in [10]. The null hypothesis of this test is that the average number of
misclassifications for each dataset does not depend on the algorithm. In Ta-
ble 3 is shown that the mentioned advantages of FURIA over Boosting for
high-dimensional datasets are compensated by the results for low-dimensional
datasets thus the differences are not significant for a 95% confidence level.

Table 3. Null hyphothesis: The expected error is the same than the average

Conditions GCCL-LQD BOOST-LQD FURIA-LQD

[q−a,q+a] [0.527,0.670] [0.559,0.702] [0.566,0.709]

F ∗
(q−a)

∈ [0,0.025] [0,0.83] [0,0.93]

F ∗
(q+a)

∈ [0.025,1] [0.85,1] [0.94,1]

INCONCLUSIVE INCONCLUSIVE INCONCLUSIVE

5 Concluding Remarks and Future Work

The definition of the algorithm “FURIA” for learning fuzzy rule-based classifiers
has been extended to LQD in this contribution. First results seem to show that
this algorithm is preferred over boosting or GCCL when computing resources
are limited. The linguistic quality of the outcome is also better. However, the
accuracy of Boosting can still be higher for some datasets.

In future works, further comparisons should be made that involve the learning
time. It is expected that FURIA improves over the alternatives in scenarios with
a limited time for evolving a knowledge base, and the results obtained so far
seem to confirm this. Lastly, the linguistic quality has been studied on the basis
that a small number of rules is better, however the scattered fuzzy partitions
produced by FURIA might not be regarded as “human understandable” by most
metrics of linguistic quality, that could be included in the analysis.
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Esgin, Eren 191
Esposito, Massimo 81, 269, 558
Etxeberria-Agiriano, Ismael 510

Fernández, Ángela 51
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