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Abstract. Laparoscopic ultrasound is a useful adjunct for guidance in
minimally invasive surgery. Tracking the location of the ultrasound trans-
ducer relative to the laparoscope would enable an augmented reality
overlay of subsurface anatomical features on the surgeon’s field of view.
The accuracy of tracking is a critical aspect for such augmented reality
guidance. We propose stereo tracking of visible markers on a new “pick-
up” laparoscopic ultrasound transducer and a direct transformation of
the ultrasound image into the coordinates of a stereo laparoscope. We
also suggest that ultrasound calibration be performed using a separate
stereo camera system with a wide baseline. Such calibration is shown to
improve point reconstruction accuracy from 3.1 mm to 1.3 mm.

Keywords: Ultrasound, Augmented Reality, Robotic Surgery.

1 Introduction

Minimally invasive surgery (MIS) offers significant advantages compared to open
surgery. For example, incisions are smaller, there is less post-operative pain, and
a shorter post-operative recovery. However, MIS procedures have disadvantages
including: limited view of the surgical field, and reduction of surgical dexter-
ity. Two technologies hold promise to help overcome these disadvantages. These
are stereo laparoscopes which improve a surgeon’s depth perception and laparo-
scopic ultrasound (LUS) which improve visualization of subsurface anatomical
features. Industry has recognized the demand for stereo laparoscopes as repre-
sented firstly, by the inclusion of a stereo laparoscope with the da Vinci Surgical
System (Intuitive Surgical, Sunnyvale, CA, UBC), [7] and secondly, by the de-
velopment of stereo laparoscopes for non-robotic MIS such as the Viking 3DHD
Vision System (Viking Systems, Westborough, MA, USA) and the Endoeye Flex
3D (Olympus, Shinjuku, Tokyo, Japan). There is growing interest in the use of
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stereo laparoscopy for standard laparoscopy and for tracking tools and instru-
ments as part of an augmented reality system [8].

LUS improves surgical safety by allowing surgeons to visualize important
anatomy beneath the organ surface. 82% of surgeons practicing endoscopy expect
an increase in the use of LUS in the next 5-years [17]. To improve the accessibility
and ease of interpretation of LUS, several research groups have developed aug-
mented reality LUS systems by tracking the position of a LUS transducer. Offline
ultrasound calibration must be performed to determine the transformation from
the ultrasound image coordinate system to the LUS transducer marker coordi-
nate system. During ultrasound calibration and during surgery, the accuracy of
the tracking of the LUS transducer determines the overall accuracy of the aug-
mented reality LUS system. Tracking of the LUS transducer has been achieved by
robotic kinematics [13], optical tracking [9,12], electromagnetic tracking [3], and
a combination of optical tracking and electromagnetic tracking [4]. An external
base coordinate system, which must be used for tracking with robot kinematics,
electromagnetic tracking and external optical tracking, makes tracking suscepti-
ble to error amplification due to the lever-arm effect. Maximizing the calibration
accuracy is critical to these augmented reality systems.

One of our previous contributions to the field of robotic LUS was the develop-
ment of a small “pick-up” LUS transducer that can be picked-up by the da Vinci
robot and controlled by the surgeon at the da Vinci console [15]. BK Medical
(Herlev, Denmark) sells a similar product called the ProART. In this paper we
propose an augmented reality LUS system using the new pick-up LUS transducer
[15] and stereo laparoscopy. Pratt et al. developed a similar augmented reality
LUS system for mono laparoscopy and a pick-up LUS transducer [12]. They used
the laparoscope to track the LUS transducer and eliminated the need for an ex-
ternal base coordinate system. This visual tracking of the LUS transducer offers
the potential of higher accuracy due to a reduced lever-arm effect and a direct
transformation from the ultrasound image to the camera via visible markers on
the LUS transducer [12]. Our proposed augmented reality LUS system also uses
visual tracking and eliminates the external base coordinate system. Furthermore,
we address the problem that stereo laparoscopes have a narrow baseline (camera
spacing of about 5 mm) which results in narrow triangulation and poor accuracy
of stereo laparoscope augmented reality systems [18].

Our primary innovation is to separate ultrasound calibration and LUS trans-
ducer tracking. We use a 75 mm baseline stereo camera for ultrasound calibra-
tion and a stereo laparoscope for LUS tracking. For both ultrasound calibration
and LUS tracking we use the same LUS optical fiducials and the same tracking
method. This approach should reduce the ultrasound calibration error. We mea-
sure accuracy by using the tracked LUS to estimate the location of a pinhead
of known location in the camera coordinate system. To our knowledge, Leven et
al. [9] proposed, but did not report, results for direct visual tracking of a LUS
with a stereo laparoscope, so this is the first such report. A second aspect of
this project is to characterize the accuracy of an augmented reality LUS system
as a function of a changing camera focal length. We do this to understand the
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consequences of a surgeon changing the focal length of the stereo laparoscope
during surgery to optimize the view of the surgical field [16].

The objective and novelty of this paper is to show how the size of camera
baseline during ultrasound calibration affects the error of an augmented reality
LUS system.

2 Methods

This section describes the apparatus that was used, the calibration and tracking
methods, and the experiments. We compared the combination of a wide baseline
calibration and narrow baseline tracking (our proposal) to a combination of
narrow baseline calibration and narrow baseline tracking (the standard approach
of using the same sensor for calibration and tracking). Accuracy and precision
of the two proposed augmented reality LUS systems are reported. Henceforth,
the stereo laparoscope will be referred to as a narrow baseline camera.

2.1 Apparatus, Calibration and Tracking

We used a SonixTOUCH ultrasound machine (Ultrasonix Medical Corporation,
Richmond, BC, Canada) with a 10MHz LUS transducer (28 mm linear array)
[15]. The LUS transducer is designed to take advantage of the dexterity of the
da Vinci tools. It can be picked up with the da Vinci Pro-Grasp tool and be
moved in all 6 DOF. Furthermore, the surgeon at the da Vinci console con-
trols the movement of the LUS transducer which allows the surgeon’s natural
hand-eye coordination to aid interpretation of the 3D anatomy from a set of 2D
cross-sectional images. All ultrasound images were taken at an ultrasound im-
age depth of 20 mm. All camera images (stereo camera calibration, ultrasound
calibration and validation experiments) were taken simultaneously with the two
camera systems allowing for a more controlled comparison of the accuracies of
the respective camera combinations. The narrow baseline camera is a wide angle
NTSC da Vinci stereo laparoscope from the da Vinci Surgical System (Stan-
dard). It has a narrow baseline of 5 mm and a resolution of 720 × 486 pixels.
The wide baseline camera system has a baseline of 75 mm and consists of two
Flea2 cameras (Point Grey Research, Richmond, Canada) with a resolution of
1280 × 960 pixels. It has previously been observed that a similar difference in
camera resolution did not have a significant effect on camera calibration results
[12], so the important difference is the baseline. The calculation of the intrinsic
and extrinsic camera parameters and lens distortion coefficients was done with
the Caltech Camera Calibration toolbox [2] using about 20 images of unique
poses of a 8 × 10 checkerboard with 5 mm squares.

To define the LUS transducer marker coordinate system we used a similar
approach to Pratt et al. [12] in which a small checkerboard is mounted onto the
LUS. We placed a 6 × 2 and a 7 × 2 checkerboard with 3.175 mm squares on the
two flat (9 mm × 27 mm) surfaces on each side of the LUS transducer [Figure
1]. Our checkerboard is made of surgical identification tape (KeySurgical Inc.,
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Eden Prairie, MN, USA) which is approved for internal human use, repeated
sterilization cycles and designed to be semi-permanently attached to surgical
instruments. Using a camera to track an ultrasound transducer for construction
of 3D ultrasound images has been done previously [1].

Fig. 1. Left: Picture showing the da Vinci Pro-Grasp tool holding the “pick-up” LUS
transducer which has checkerboard markers on it. Right: Same picture as left with
addition of 3D coordinate system overlay showing the axes of the LUS transducer
marker coordinate system (T). The z axis and the normal of the ultrasound imaging
plane are almost parallel.

We used the triple N-wire ultrasound calibration technique [10]. The triple N-
wire phantom was precisely manufactured with the Objet30 desktop 3D printer
(Objet Inc., Billerica, MA, USA) which has 28 micrometer precision. For defining
the location of the N-wires in the coordinate system of the phantom we used
an Optotrak Certus optical tracker (Northern Digital Inc, Waterloo, Ontario,
Canada) to track four NDI markers on our phantom and an NDI tracked stylus
that was used to select the 18 N-wire holes. An Optotrak is not strictly required
for this step; we could have used the known geometry of our CAD model to
calculate the same geometric relationships. The phantom bath was filled with
distilled water and 9% by volume glycerol [11] to achieve a sound speed of
1540 m/s.

For ultrasound calibration and tracking experiments the LUS transducer was
placed at a distance of 100 mm from the narrow baseline camera and 150 mm
from the wide baseline camera. Figure 2 includes a picture of the experimen-
tal setup (left) and a diagram of the four coordinate systems. The coordinate
systems are: #1) Ultrasound image coordinate system (I), #2) LUS transducer
marker coordinate system (T), #3) Camera coordinate system (C) and #4)
Phantom coordinate system (Ph). The camera coordinate system (C) represents
either the coordinate system of the wide baseline or narrow baseline camera.

Equation (1) shows the transformation from the ultrasound image coordinate
system (x,y with units of mm) to the camera coordinate system (a,b,c with units
of mm). The ultrasound calibration matrix - the fixed 6DOF transformation from
the ultrasound image to LUS transducer marker coordinate system ( TT

I) - is
the part of that equation that is determined offline prior to LUS imaging during
surgery. The transformation from the LUS transducer marker coordinate system
to the camera coordinate system ( TC

T ) is solved by using a corresponding point
algorithm between the known location of the 21 saddle points on the transducer
checkerboard in the transducer coordinate system and the camera coordinates of
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Fig. 2. Two pictures of the experimental setup. Left: The wide baseline and narrow
baseline (stereo laparoscope) cameras are in the foreground and the pick-up LUS trans-
ducer and triple N-wire phantom are in the background. Right: The LUS transducer,
held by the da Vinci Pro-Grasp tool, is directly above the N-wires. The phantom op-
tical fiducials are in the background. The four experimental coordinate systems (I, T,
C and Ph) and the transformations between them ( TC

T , TT
I , TC

Ph) are shown.

those same saddle points as determined by a Harris corner detector and stereo-
triangulation [5]. The transformation from the phantom to the camera ( TC

Ph) is
solved in the same way except the points are the four centers of the NDI markers
and their locations in the camera images are selected manually.
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For each LUS image of the N-wire phantom, the location in the phantom co-
ordinate system where the wires intersect the ultrasound imaging plane (d,e,f)
are calculated by segmenting the wire ultrasound points and using the distance
between the points and the known geometry of the N-wire phantom. The ultra-
sound calibration matrix ( TT

I) is solved by using a corresponding point algo-
rithm [5] between the N-wire points (d,e,f), projected from the phantom to LUS
transducer marker coordinate system, (see equation (2)) and the same N-wire
points (x,y) in the ultrasound image coordinate system. Ultrasound segmenta-
tion is done via a semi-automatic algorithm which finds the location of each wire
by finding the centroid of the ultrasound image pixels associated with each wire.
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In total, 30 LUS transducer poses were captured for calibration. The 30 poses
were randomly assigned to ten groups of 10, ten groups of 15 and one group of
30 and the ultrasound calibration matrix for each group was calculated. During
ultrasound calibration, the LUS transducer covered an approximately uniform
range within a 5×5×20 mm cuboid and Euler angles of 23◦, 11◦, and 23◦ about
the x, y and z axes of the LUS transducer marker coordinate system of the first
LUS transducer pose [Figure 1].

In summary we built our experimental apparatus so we could compare the
combination of a wide baseline camera for ultrasound calibration and a narrow
baseline camera for tracking to the combination of a narrow baseline camera for
both ultrasound calibration and tracking.

2.2 Experiments

2.2.1 Point Reconstruction Accuracy and Precision

To estimate the pinhead’s location in the camera coordinate system, it is seg-
mented from each ultrasound image and its location is transformed to the camera
coordinate system as shown in equation (1). Its actual location is determined
by stereo triangulation of the pinhead location after draining the fluid medium.
Accuracy is the Euclidean distance from the average of the estimated pinheads
location to the actual pinhead location. Precision is the average Euclidean dis-
tance from each estimated pinhead location point to the centroid of those points.
These measures account for errors in calibration as well as alignment, segmen-
tation, tracking and other errors [6]. However, we kept alignment, segmentation
and tracking constant across experiments so the changes in accuracy and preci-
sion are primarily due to the different ultrasound calibration matrices. The same
22 LUS transducer poses were used for all point reconstruction experiments. The
LUS transducer covered an approximately uniform range within a 6×8×10 mm
cuboid and Euler angles ranged over 22◦, 16◦, and 28◦ about the x, y and z axes
respectively of the LUS transducer marker coordinate system of the first LUS
transducer pose. The pinhead is plastic and has a diameter of 2.5 mm.

2.2.2 Point Reconstruction Accuracy as a Function of Focal Length

In this experiment the change in accuracy and precision is calculated for a change
of focal length from 100 mm to 160 mm. The focal length of the stereo laparo-
scope was changed to 160 mm, the LUS transducer was moved to a distance of
about 160 mm from the stereo laparoscope and 16 new LUS transducer poses
were captured. The location of the LUS transducer was calculated using the
100 mm focal length camera calibration parameters and separately with the
160 mm focal length camera calibration parameters. Both sets of camera cali-
bration parameters were calculated with 20 images of an 8 × 10 checkerboard
and the Caltech Camera Calibration toolbox [2]. The stereo laparoscope is set to
a focal length of 100 mm or 160 mm by placing a checkerboard perpendicular to
the viewing direction at those respective distances and adjusting the focus until
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the checkerboard is sharply in focus. This approach is necessary because the da
Vinci application programming interface does not report the focal length.

3 Results

3.1 Point Reconstruction Accuracy and Precision

The wide baseline approach for calibration improved accuracy (reduced point tar-
get localization error) from 3.1 mm to 1.3 mmwhen 30 LUS transducer poses were
used for calibration (Table 1). A similar trend was seen for 10 and 15 calibration
poses. A greater number of poses appear to help repeatability of the calibration.

Table 1. Point reconstruction accuracy (mm) ± standard deviation for the combina-
tion of narrow baseline calibration and tracking and the combination of wide baseline
calibration and narrow baseline tracking. 30 LUS transducer poses were captured for
calibration and randomly assigned to ten groups of 10, ten groups of 15 and one group
of all 30 poses.

Stereo camera type Stereo camera type # of calibration poses
for ultrasound calibration for tracking LUS 10 15 30

Narrow baseline Narrow baseline 3.3 ± 1.3 3.3 ± 0.9 3.1

Wide baseline Narrow baseline 1.5 ± 0.4 1.4 ± 0.3 1.3

The wide baseline approach for calibration improved precision a small amount
(Table 2).

Table 2. Point reconstruction precision (mm) ± standard deviation for the combina-
tion of narrow baseline calibration and tracking and the combination of wide baseline
calibration and narrow baseline tracking. 30 LUS transducer poses were captured for
calibration and randomly assigned to ten groups of 10, ten groups of 15 and one group
of all 30 poses.

Stereo camera type Stereo camera type # of calibration poses
for ultrasound calibration for tracking LUS 10 15 30

Narrow baseline Narrow baseline 1.3 ± 0.2 1.4 ± 0.1 1.3

Wide baseline Narrow baseline 1.2 ± 0.1 1.1 ± 0.1 1.2

3.2 Point Reconstruction Accuracy as a Function of Focal Length

Table 3 shows the accuracy and precision of the point reconstruction test after
moving the LUS transducer from a distance of 100 mm to 160 mm and changing
the focal length from a distance of 100 mm to 160 mm without updating the
camera calibration parameters. The change of focal length without updating the
camera calibration parameters decreases accuracy (increased point target local-
ization error) to about 20 mm. When the stereo camera is calibrated at 160 mm
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Table 3. Point reconstruction results (mm) ± std for the LUS transducer at a distance
of 160 mm from the narrow baseline camera. The focal length (mm) is the focal length
at which the stereo camera calibration parameters were calculated. 30 LUS transducer
poses were captured for calibration and randomly assigned to ten groups of 15.

Stereo camera type Stereo camera type Focal Length Accuracy Precision
for ultrasound calibration for tracking LUS (mm) (mm) (mm)

Narrow baseline Narrow baseline 100 19.2 ± 0.7 1.8 ± 0.2

Wide baseline Narrow baseline 100 20.2 ± 0.2 1.5 ± 0.1

Narrow baseline Narrow baseline 160 2.6 ± 1.0 1.8 ± 0.2

Wide baseline Narrow baseline 160 0.8 ± 0.4 1.5 ± 0.1

and those camera calibration parameters are used accuracy returns to 0.8 mm
and 2.6 mm for wide baseline and low baseline camera tracking respectively.
These results are similar to what was observed when the LUS transducer was at
a distance of 100 mm.

4 Discussion and Conclusion

We have shown a millimeter level of accuracy for an augmented reality LUS
system via direct visual tracking using a stereo laparoscope, suggesting it is a
viable option for guidance in minimally invasive surgery. When we implement our
proposed method of using a wide baseline (75 mm) stereo camera for ultrasound
calibration and a narrow baseline (5 mm) stereo laparoscope for tracking the
accuracy is 1.3 mm (Table 1). When the narrow baseline camera system is used
for ultrasound calibration and tracking, accuracy of 3.1 mm is achieved. This
reinforces the need for careful consideration of the ultrasound calibration step.

Most other research groups that developed augmented reality LUS systems
used tracking systems that include an external base coordinate system such as
optical tracking [9], electromagnetic tracking [3], and a combination of optical
tracking and electromagnetic tracking [4]. These groups have reported point re-
construction errors in the approximate range of 1.5 mm and 3 mm. It should be
noted that direct comparisons of accuracy results are difficult because of differ-
ences in apparatus, tests and definitions of accuracy. The novelty in our work is
the use of a different stereo camera system for the ultrasound calibration and
the direct visual tracking of the LUS transducer with a stereo laparoscope. The
concept of using a different sensor for ultrasound calibration is broadly applica-
ble. With the increasing adoption of the da Vinci, Viking and Olympus stereo
laparoscopes, the need for understanding the challenges associated with direct
visual tracking with a stereo laparoscope will continue to grow. Furthermore, di-
rect visual tracking has an elegant simplicity that minimizes the extra equipment
required to implement the system and electromagnetic field distortion is not a
concern. One drawback is the need for a line of sight between the laparoscope
and the LUS transducer, but this is naturally performed by the surgeon when
placing the LUS transducer over a region of interest. A second drawback is that
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blood or other fluid may obscure part of the LUS checkerboard optical markers.
However, as long as part of the checkerboard remains visible the LUS transducer
can still be tracked, albeit with reduced accuracy.

To further understand the effect of camera baseline on accuracy we calcu-
lated the accuracy of the combination of wide baseline calibration and tracking
and the accuracy of the combination of narrow baseline calibration with wide
baseline tracking. The results were 0.6 mm and 2.45 mm respectively. For these
experiments we used the same 30 LUS transducer poses that were captured for
calibration and the same 22 LUS transducer poses that were captured to deter-
mine the accuracy and precision. Thus, the best case accuracy is 0.6 mm and we
surmise that using a narrow baseline camera for tracking decreases accuracy (in-
creases point target localization error) by about 0.7 mm to the overall accuracy
of 1.3 mm (see Table 1).

The next steps for this project include real-time implementation, clinical val-
idation and further accuracy improvements. The custom-built pick-up LUS [15]
used in this experiment has a built-in EM sensor so visual tracking and EM sensor
fusion is possible [4]. Further work will also address our finding that the change
in stereo laparoscope camera focal length during the operation has a dramatic
effect on the error of the point reconstruction accuracy. In future work we plan
to match the camera calibration parameters to a range of pre-calibrated setting
by using the checkerboard that is already mounted on the LUS transducer as
a guide to the approximate camera calibration parameters. Several applications
we may pursue for the stereo laparoscope augmented reality LUS system are
guidance during MIS hepatic or renal tumour resections, pre-operative CT scan
to intra-operative ultrasound registration and display of absolute elastography
images [14]. Regardless, the stereo laparoscope augmented reality LUS system
is broadly applicable across a large range of surgeries.
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