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Preface

The field of data mining has made significant and far-reaching advances over
the past three decades. Because of its potential power for solving complex
problems, data mining has been successfully applied to diverse areas such as
business, engineering, social media, and biological science. Many of these ap-
plications search for patterns in complex structural information. This trans-
disciplinary aspect of data mining addresses the rapidly expanding areas of
science and engineering which demand new methods for connecting results
across fields. In biomedicine for example, modeling complex biological sys-
tems requires linking knowledge across many levels of science, from genes
to disease. Further, the data characteristics of the problems have also grown
from static to dynamic and spatiotemporal, complete to incomplete, and cen-
tralized to distributed, and grow in their scope and size (this is known as big
data). The effective integration of big data for decision-making also requires
privacy preservation. Because of the board-based applications and often in-
terdisciplinary, their published research results are scattered among journals
and conference proceedings in different fields and not limited to such jour-
nals and conferences in knowledge discovery and data mining (KDD). It is
therefore difficult for researchers to locate results that are outside of their
own field. This motivated us to invite experts to contribute papers that sum-
marize the advances of data mining in their respective fields.Therefore, to
a large degree, the following chapters describe problem solving for specific
applications and developing innovative mining tools for knowledge discovery.

This volume consists of nine chapters that address subjects ranging from
mining data from opinion, spatiotemporal databases, discriminative subgraph
patterns, path knowledge discovery, social media, and privacy issues to the
subject of computation reduction via binary matrix factorization. The fol-
lowing provides a brief description of these chapters.

Aspect extraction and entity extraction are two core tasks of aspect-based
opinion mining. In Chapter 1, Zhang and Liu present their studies on people’s
opinions, appraisals, attitudes, and emotions toward such things as entities,
products, services, and events.
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Chapters 2 and 3 deal with spatiotemporal data mining(STDM) which
covers many important topics such as moving objects and climate data. To
understanding the activities of moving objects, and to predict future move-
ments and detect anomalies in trajectories, in Chapter 2, Li and Han pro-
pose Periodica, a new mining technique, which uses reference spots to observe
movement and detect periodicity from the in-and-out binary sequence. They
also discuss the issue of working with sparse and incomplete observation
in spatiotemporal data. Further, experimental results are provided on real
movement data to verify the effectiveness of their techniques.

Climate data brings unique challenges that are different from those ex-
perienced by traditional data mining. In Chapter 3, Faghmous and Kumar
refer to spatiotemporal data mining as a collection of methods that mine
the data’s spatiotemporal context to increase an algorithm’s accuracy, scala-
bility, or interpretability. They highlight some of the singular characteristics
and challenges that STDM faces with climate data and their applications,
and offer an overview of the advances in STDM and other related climate
applications. Their case studies provide examples of challenges faced when
mining climate data and show how effectively analyzing the spatiotemporal
data context may improve the accuracy, interpretability, and scalability of
existing methods.

Many scientific applications search for patterns in complex structural in-
formation. When this structural information is represented as a graph, dis-
criminative subgraph mining can be used to discover the desired pattern.
For example, the structures of chemical compounds can be stored as graphs,
and with the help of discriminative subgraphs, chemists can predict which
compounds are potentially toxic. In Chapter 4, Jin and Wang present their
research on mining discriminative subgraph patterns from structural data.
Many research studies have been devoted to developing efficient discrimi-
native subgraph pattern-mining algorithms. Higher efficiency allows users to
process larger graph datasets, and higher effectiveness enables users to achieve
better results in applications. In this chapter, several existing discriminative
subgraph pattern- mining algorithms are introduced, as well as an evaluation
of the algorithms using real protein and chemical structure data.

The development of path knowledge discovery was motivated by problems
in neuropsychiatry, where researchers needed to discover interrelationships
extending across brain biology that link genotype (such as dopamine gene
mutations) to phenotype (observable characteristics of organisms such as
cognitive performance measures). Liu, Chu, Sabb, Parker, and Bilder present
path knowledge discovery in Chapter 5. Path knowledge discovery consists of
two integral tasks: 1) association path mining among concepts in multipart
phenotypes that cross disciplines, and 2) fine-granularity knowledge-based
content retrieval along the path(s) to permit deeper analysis. The methodol-
ogy is validated using a published heritability study from cognition research
and obtaining comparable results. The authors show how pheno-mining tools
can greatly reduce a domain expert’s time by several orders of magnitude
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when searching and gathering knowledge from published literature, and can
facilitate derivation of interpretable results.

Chapters 6, 7 and 8 present data mining in social media. In Chapter 6,
Bhattacharyya and Wu, present “InfoSearch : A Social Search Engine”which
was developed using the Facebook platform. InfoSearch leverages the data
found in Facebook, where users share valuable information with friends. The
user-to–content link structure in the social network provides a wealth of data
in which to search for relevant information. Ranking factors are used to en-
courage users to search queries through InfoSearch.

As social media became more integrated into the daily lives of people,
users began turning to it in times of distress. People use Twitter, Facebook,
YouTube, and other social media platforms to broadcast their needs, prop-
agate rumors and news, and stay abreast of evolving crisis situations. In
Chapter 7, Landwehr and Carley discuss social media mining and its novel
application to humanitarian assistance and disaster relief. An increasing num-
ber of organizations can now take advantage of the dynamic and rich infor-
mation conveyed in social media for humanitarian assistance and disaster
relief.

Social network analysis is very useful for discovering the embedded knowl-
edge in social network structures. This is applicable to many practical
domains such as homeland security, epidemiology, public health, electronic
commerce, marketing, and social science. However, privacy issues prevent
different users from effectively sharing information of common interest. In
Chapter 8, Yang and Thuraisingham propose to construct a generalized so-
cial network in which only insensitive and generalized information is shared.
Further, their proposed privacy-preserving method can satisfy a prescribed
level of privacy leakage tolerance thatis measured independent of the privacy-
preserving techniques.

Binary matrix factorization (BMF) is an important tool in dimension re-
duction for high-dimensional data sets with binary attributes, and it has been
successfully employed in numerous applications. In Chapter 9, Jiang, Peng,
Heath and Yang propose a clustering approach to updating procedures for
constrained BMF where the matrix product is required to be binary. Numer-
ical experiments show that the proposed algorithm yields better results than
that of other algorithms reported in research literature.

Finally, we want to thank our authors for contributing their work to this
volume, and also our reviewers for commenting on the readability and accu-
racy of the work. We hope that the new data mining methodologies and
challenges will stimulate further research and gain new opportunities for
knowledge discovery.

Los Angeles, California Wesley W. Chu
June 2013
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Aspect and Entity Extraction for Opinion 
Mining  

Lei Zhang and Bing Liu  

Abstract. Opinion mining or sentiment analysis is the computational study of 
people’s opinions, appraisals, attitudes, and emotions toward entities such as 
products, services, organizations, individuals, events, and their different aspects. It 
has been an active research area in natural language processing and Web mining 
in recent years. Researchers have studied opinion mining at the document, 
sentence and aspect levels. Aspect-level (called aspect-based opinion mining) is 
often desired in practical applications as it provides the detailed opinions or 
sentiments about different aspects of entities and entities themselves, which are 
usually required for action. Aspect extraction and entity extraction are thus two 
core tasks of aspect-based opinion mining. In this chapter, we provide a broad 
overview of the tasks and the current state-of-the-art extraction techniques.   

1 Introduction 

Opinion mining or sentiment analysis is the computational study of people’s 
opinions, appraisals, attitudes, and emotions toward entities and their aspects. The 
entities usually refer to products, services, organizations, individuals, events, etc 
and the aspects are attributes or components of the entities (Liu, 2006). With the 
growth of social media (i.e., reviews, forum discussions, and blogs) on the Web, 
individuals and organizations are increasingly using the opinions in these media 
for decision making. However, people have difficulty, owing to their mental and 
physical limitations, producing consistent results when the amount of such 
information to be processed is large. Automated opinion mining is thus needed, as 
subjective biases and mental limitations can be overcome with an objective 
opinion mining system. 
 

                                                           
 Lei Zhang . Bing Liu 
Department of Computer Science, University of Illinois at Chicago, 
Chicago, United States 
e-mail: lzhang32@gmail.com, liub@cs.uic.edu   
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In the past decade, opinion mining has become a popular research topic due to 
its wide range of applications and many challenging research problems. The topic 
has been studied in many fields, including natural language processing, data 
mining, Web mining, and information retrieval. The survey books of Pang and 
Lee (2008) and Liu (2012) provide a comprehensive coverage of the research in 
the area. Basically, researchers have studied opinion mining at three levels of 
granularity, namely, document level, sentence level, and aspect level. Document 
level sentiment classification is perhaps the most widely studied problem (Pang, 
Lee and Vaithyanathan, 2002; Turney, 2002). It classifies an opinionated 
document (e.g., a product review) as expressing an overall positive or negative 
opinion. It considers the whole document as a basic information unit and it 
assumes that the document is known to be opinionated. At the sentence level, 
sentiment classification is applied to individual sentences in a document (Wiebe 
and Riloff, 2005; Wiebe et al., 2004; Wilson et al., 2005). However, each sentence 
cannot be assumed to be opinionated. Therefore, one often first classifies a 
sentence as opinionated or not opinioned, which is called subjectivity 
classification. The resulting opinionated sentences are then classified as 
expressing positive or negative opinions.  

Although opinion mining at the document level and the sentence level is useful 
in many cases, it still leaves much to be desired. A positive evaluative text on a 
particular entity does not mean that the author has positive opinions on every 
aspect of the entity. Likewise, a negative evaluative text for an entity does not 
mean that the author dislikes everything about the entity. For example, in a 
product review, the reviewer usually writes both positive and negative aspects of 
the product, although the general sentiment on the product could be positive or 
negative. To obtain more fine-grained opinion analysis, we need to delve into the 
aspect level. This idea leads to aspect-based opinion mining, which was first 
called the feature-based opinion mining in Hu and Liu (2004b). Its basic task is to 
extract and summarize people’s opinions expressed on entities and aspects of 
entities. It consists of three core sub-tasks.   

(1) identifying and extracting entities in evaluative texts  
(2) identifying and extracting aspects of the entities 
(3) determining sentiment polarities on entities and aspects of entities  

For example, in the sentence “I brought a Sony camera yesterday, and its picture 
quality is great,” the aspect-based opinion mining system should identify the 
author expressed a positive opinion about the picture quality of the Sony camera. 
Here picture quality is an aspect and Sony camera is the entity. We focus on 
studying the first two tasks here. For the third task, please see (Liu, 2012). Note 
that some researchers use the term feature to mean aspect and the term object to 
mean entity (Hu and Liu, 2004a). Some others do not distinguish aspects and 
entities and call both of them opinion targets (Qiu et al., 2011; Jakob and 
Gurevych, 2010; Liu et al., 2012), topics (Li et al., 2012a) or simply attributes 
(Putthividhya and Hu, 2011) that opinions have been expressed on.  
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2 Aspect-Based Opinion Mining Model 

In this section, we give an introduction to the aspect-based opinion mining model, 
and discuss the aspect-based opinion summary commonly used in opinion mining 
(or sentiment analysis) applications.  

2.1 Model Concepts 

Opinions can be expressed about anything such as a product, a service, or a person 
by any person or organization. We use the term entity to denote the target object 
that has been evaluated. An entity can have a set of components (or parts) and a 
set of attributes. Each component may have its own sub-components and its set of 
attributes, and so on. Thus, an entity can be hierarchically decomposed based on 
the part-of relation (Liu, 2006).  

Definition (entity): An entity e is a product, service, person, event, organization, 
or topic. It is associated with a pair, e: (T, W), where T is a hierarchy of 
components (or parts), sub-components, and so on, and W is a set of attributes of 
e. Each component or sub-component also has its own set of attributes.  

Example: A particular brand of cellular phone is an entity, e.g., iPhone. It has a 
set of components, e.g., battery and screen, and also a set of attributes, e.g., voice 
quality, size, and weight. The battery component also has its own set of attributes, 
e.g., battery life, and battery size.  

Based on this definition, an entity can be represented as a tree or hierarchy. The 
root of the tree is the name of the entity. Each non-root node is a component or 
sub-component of the entity. Each link is a part-of relation. Each node is 
associated with a set of attributes. An opinion can be expressed on any node and 
any attribute of the node.  

Example: One can express an opinion about the iPhone itself (the root node), e.g., 
“I do not like iPhone”, or on any one of its attributes, e.g., “The voice quality of 
iPhone is lousy”. Likewise, one can also express an opinion on any one of the 
iPhone’s components or any attribute of the component.   

In practice, it is often useful to simplify this definition due to two reasons: First, 
natural language processing is difficult. To effectively study the text at an 
arbitrary level of detail as described in the definition is very hard. Second, for an 
ordinary user, it is too complex to use a hierarchical representation. Thus, we 
simplify and flatten the tree to two levels and use the term aspects to denote both 
components and attributes. In the simplified tree, the root level node is still the 
entity itself, while the second level nodes are the different aspects of the entity.  

Definition (aspect and aspect expression): The aspects of an entity e are the 
components and attributes of e. An aspect expression is an actual word or phrase 
that has appeared in text indicating an aspect.    
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Example: In the cellular phone domain, an aspect could be named voice quality. 
There are many expressions that can indicate the aspect, e.g., “sound,” “voice,” 
and “voice quality.”    

Aspect expressions are usually nouns and noun phrases, but can also be verbs, 
verb phrases, adjectives, and adverbs. We call aspect expressions in a sentence 
that are nouns and noun phrases explicit aspect expressions. For example, “sound” 
in “The sound of this phone is clear” is an explicit aspect expression. We call 
aspect expressions of the other types, implicit aspect expressions, as they often 
imply some aspects. For example, “large” is an implicit aspect expression in “This 
phone is too large”. It implies the aspect size. Many implicit aspect expressions 
are adjectives and adverbs, which imply some specific aspects, e.g., expensive 
(price), and reliably (reliability). Implicit aspect expressions are not just adjectives 
and adverbs. They can be quite complex, for example, “This phone will not easily 
fit in pockets”. Here, “fit in pockets” indicates the aspect size (and/or shape). 

Like aspects, an entity also has a name and many expressions that indicate the 
entity. For example, the brand Motorola (entity name) can be expressed in several 
ways, e.g., “Moto”, “Mot” and “Motorola” itself. 

Definition (entity expression): An entity expression is an actual word or phrase 
that has appeared in text indicating a particular entity.  

Definition (opinion holder): The holder of an opinion is the person or 
organization that expresses the opinion.  

For product reviews and blogs, opinion holders are usually the authors of the 
postings. Opinion holders are more important in news articles as they often 
explicitly state the person or organization that holds an opinion. Opinion holders 
are also called opinion sources. Some research has been done on identifying and 
extracting opinion holders from opinion documents (Bethard et al., 2004; Choi et 
al., 2005; Kim and Hovy, 2006; Stoyanov and Cardie, 2008). 

We now turn to opinions. There are two main types of opinions: regular 
opinions and comparative opinions (Liu, 2010; Liu, 2012). Regular opinions are 
often referred to simply as opinions in the research literature. A comparative 
opinion is a relation of similarity or difference between two or more entities, 
which is often expressed using the comparative or superlative form of an adjective 
or adverb (Jindal and Liu, 2006a and 2006b).  

An opinion (or regular opinion) is simply a positive or negative view, attitude, 
emotion or appraisal about an entity or an aspect of the entity from an opinion 
holder. Positive, negative and neutral are called opinion orientations. Other names 
for opinion orientation are sentiment orientation, semantic orientation, or polarity. 
In practice, neutral is often interpreted as no opinion. We are now ready to 
formally define an opinion.  

Definition (opinion): An opinion (or regular opinion) is a quintuple,  

(ei, aij, ooijkl, hk, tl), 
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where ei is the name of an entity, aij is an aspect of ei, ooijkl is the orientation of the 
opinion about aspect aij of entity ei, hk is the opinion holder, and tl is the time when 
the opinion is expressed by hk. The opinion orientation ooijkl can be positive, 
negative or neutral, or be expressed with different strength/intensity levels. When 
an opinion is on the entity itself as a whole, we use the special aspect GENERAL 
to denote it.   

We now put everything together to define a model of entity, a model of 
opinionated document, and the mining objective, which are collectively called the  
aspect-based opinion mining.  

Model of Entity: An entity ei is represented by itself as a whole and a finite set of 
aspects, Ai = {ai1, ai2, …, ain}. The entity itself can be expressed with any one of a 
final set of entity expressions OEi = {oei1, oei2, …, oeis}. Each aspect aij ∈ Ai of 
the entity can be expressed by any one of a finite set of aspect expressions AEij = 
{aeij1, aeij2, …, aeijm}. 

Model of Opinionated Document: An opinionated document d contains opinions 
on a set of entities {e1, e2, …, er} from a set of opinion holders {h1, h2, …, hp}. 
The opinions on each entity ei are expressed on the entity itself and a subset Aid of 
its aspects.  

Objective of Opinion Mining: Given a collection of opinionated documents D, 
discover all opinion quintuples (ei, aij, ooijkl, hk, tl) in D.  

2.2 Aspect-Based Opinion Summary 

Most opinion mining applications need to study opinions from a large number of 
opinion holders. One opinion from a single person is usually not sufficient for 
action. This indicates that some form of summary of opinions is desired. Aspect-
Based opinion summary is a common form of opinion summary based on aspects, 
which is widely used in industry (see Figure 1). In fact, the discovered opinion 
quintuples can be stored in database tables. Then a whole suite of database and 
visualization tools can be applied to visualize the results in all kinds of ways for 
the user to gain insights of the opinions in structured forms as bar charts and/or pie 
charts. Researchers have also studied opinion summarization in the tradition 
fashion, e.g., producing a short text summary (Carenini et al, 2006). Such a 
summary gives the reader a quick overview of what people think about a product 
or service. A weakness of such a text-based summary is that it is not quantitative 
but only qualitative, which is usually not suitable for analytical purposes. For 
example, a traditional text summary may say “Most people do not like this 
product”. However, a quantitative summary may say that 60% of the people do 
not like this product and 40% of them like it. In most applications, the quantitative 
side is crucial just like in the traditional survey research. Instead of generating a 
text summary directly from input reviews, we can also generate a text summary 
based on the mining results from bar charts and/or pie charts (see (Liu, 2012)). 
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Fig. 1 Opinion summary based on product aspects of iPad (from Google Product1) 

3 Aspect Extraction  

Both aspect extraction and entity extraction fall into the broad class of information 
extraction (Sarawagi, 2008), whose goal is to automatically extract structured 
information (e.g., names of persons, organizations and locations) from 
unstructured sources. However, traditional information extraction techniques are 
often developed for formal genre (e.g., news, scientific papers), which have some 
difficulties to be applied effectively to opinion mining applications. We aim to 
extract fine-grained information from opinion documents (e.g., reviews, blogs and 
forum discussions), which are often very noisy and also have some distinct 
characteristics that can be exploited for extraction. Therefore, it is beneficial to 
design extraction methods that are specific to opinion documents. In this section, 
we focus on the task of aspect extraction. Since aspect extraction and entity 
extraction are closely related, some ideas or methods proposed for aspect 
extraction can be applied to the task of entity extraction as well. In Section 4, we 
will discuss a special problem of entity extraction for opinion mining and some 
approaches for solving the problem.       

Existing research on aspect extraction is mainly carried out on online reviews. 
We thus focus on reviews here. There are two common review formats on the 
Web.  

Format 1 − Pros, Cons and the Detailed Review: The reviewer is asked to 
describe some brief Pros and Cons separately and also write a detailed/full review.    

Format 2 − Free Format: The reviewer can write freely, i.e., no separation of 
pros and cons.  

                                                           
1 http://www.google.com/shopping 
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To extract aspects from Pros and Cons in reviews of Format 1 (not the detailed 
review, which is the same as Format 2), many information extraction techniques 
can be applied. An important observation about Pros and Cons is that they are 
usually very brief, consisting of short phrases or sentence segments. Each sentence 
segment typically contains only one aspect, and sentence segments are separated 
by commas, periods, semi-colons, hyphens, &, and, but, etc. This observation 
helps the extraction algorithm to perform more accurately (Liu, Hu and Cheng, 
2005). Since aspect extraction from Pros and Cons is relatively simple, we will not 
discuss it further.  

We now focus on the more general case, i.e., extracting aspects from reviews of 
Format 2, which usually consist of full sentences. 

3.1 Extraction Approaches 

We introduce only the main extraction approaches for aspects (or aspect 
expressions) proposed in recent years. As discussed in Section 2.1, there are two 
types of aspect expressions in opinion documents: explicit aspect expression and 
implicit aspect expression. We will discuss implicit aspects in Section 3.4. In this 
section, we focus on explicit aspect extraction. We categorize the existing 
extraction approaches into three main categories: language rules, sequence models 
and topic models.   

3.1.1 Exploiting Language Rules 

Language rule-based systems have a long history of usage in information 
extraction. The rules are based on contextual patterns, which capture various 
properties of one or more terms and their relations in the text. In reviews, we can 
utilize the grammatical relations between aspects and opinion words or other 
terms to induce extraction rules.    

Hu and Liu (2004a) first proposed a method to extract product aspects based on 
association rules. The idea can be summarized briefly by two points: (1) finding 
frequent nouns and noun phrases as frequent aspects. (2) using relations between 
aspects and opinion words to identify infrequent aspects. The basic steps of the 
approach are as follows. 

Step 1: Find frequent nouns and noun phrases. Nouns and noun phrases are 
identified by a part-of-speech (POS) tagger. Their occurrence frequencies are 
counted, and only the frequent ones are kept. A frequency threshold is decided 
experimentally. The reason for using this approach is that when people 
comment on different aspects of a product, the vocabulary that they use usually 
converges. Thus, those nouns and noun phrases that are frequently talked about 
are usually genuine and important aspects. Irrelevant contents in reviews are  
often diverse, i.e., they are quite different in different reviews. Hence, those  
infrequent nouns are likely to be non-aspects or less important aspects. 
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Step 2: Find infrequent aspects by exploiting the relationships between aspects 
and opinion words (words that expressing positive or negative opinion, e.g., 
“great” and “bad”). The step 1 may miss many aspect expressions which are 
infrequent. This step tries to find some of them. The idea is as follows: The 
same opinion word can be used to describe or modify different aspects. 
Opinion words that modify frequent aspects can also modify infrequent aspects, 
and thus can be used to extract infrequent aspects. For example, “picture” has 
been found to be a frequent aspect, and we have the sentence, 

“The pictures are absolutely amazing.” 

If we know that “amazing” is an opinion word, then “software” can also be 
extracted as an aspect from the following sentence,  

“The software is amazing.” 

because the two sentences follow the same dependency pattern and “software” 
in the sentence is also a noun.  

The idea of extracting frequent nouns and noun phrases as aspects is simple but 
effective. Blair-Goldensohn et al. (2008) refined the approach by considering 
mainly those noun phrases that are in sentiment-bearing sentences or in some 
syntactic patterns which indicate sentiments. Several filters were applied to 
remove unlikely aspects, for example, dropping aspects which do not have 
sufficient mentions along-side known sentiment words. The frequency-based idea 
was also utilized in (Popescu and Etzioni, 2005; Ku et al., 2006; Moghaddam and 
Ester, 2010; Zhu et al., 2009; Long et al., 2010). 

 

 
Fig. 2 Dependency grammar graph (Zhuang et al., 2006)      

 
The idea of using the modifying relationship of opinion words and aspects to 

extract aspects can be generalized to using dependency relation. Zhuang et al. 
(2006) employed the dependency relation to extract aspect-opinion pairs from 
movie reviews. After parsed by a dependency parser (e.g., MINIPAR2  

                                                           
2 http://webdocs.cs.ualberta.ca/~lindek/minipar.htm 

This   
(DT)

masterpiece   
(NN)

movie   
(NN) 

a       
(DT) 

det 

nsubj 

advmod 

dobj 
det 

not   
(RB)

is  
(VBZ)
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(Lin, 1998)), words in a sentence are linked to each other by a certain dependency 
relation. Figure 2 shows the dependency grammar graph of an example sentence, 
“This movie is not a masterpiece”, where “movie” and “masterpiece” have been 
labeled as aspect and opinion word respectively. A dependency relation template 
can be found as the sequence “NN - nsubj - VB - dobj - NN”. NN and VB are POS 
tags. nsubj and dobj are dependency tags. Zhuang et al. (2006) first identified  
reliable dependency relation templates from training data, and then used them to 
identify valid aspect-opinion pairs in test data.  

In Wu et al. (2009), a phrase dependency parser was used for extracting noun 
phrases and verb phrases as aspect candidates. Unlike a normal dependency parser 
that identifies dependency of individual words only, a phrase dependency parser 
identifies dependency of phrases. Dependency relations have also been exploited 
by Kessler and Nicolov (2009). 

Wang and Wang (2008) proposed a method to identify product aspects and 
opinion words simultaneously. Given a list of seed opinion words, a bootstrapping 
method is employed to identify product aspects and opinion words in an 
alternation fashion. Mutual information is utilized to measure association between 
potential aspects and opinion words and vice versa. In addition, linguistic rules are  
extracted to identify infrequent aspects and opinion words. The similar 
bootstrapping idea is also utilized in (Hai et al., 2012).          

Double propagation (Qiu et al., 2011) further developed aforementioned ideas. 
Similar to Wang and Wang (2008), the method needs only an initial set of opinion 
word seeds as the input. It observed that opinions almost always have targets, and 
there are natural relations connecting opinion words and targets in a sentence due 
to the fact that opinion words are used to modify targets. Furthermore, it found 
that opinion words have relations among themselves and so do targets among 
themselves too. The opinion targets are usually aspects. Thus, opinion words can 
be recognized by identified aspects, and aspects can be identified by known 
opinion words. The extracted opinion words and aspects are utilized to identify 
new opinion words and new aspects, which are used again to extract more opinion 
words and aspects. This propagation process ends when no more opinion words or 
aspects can be found. As the process involves propagation through both opinion 
words and aspects, the method is called double propagation. Extraction rules are 
designed based on different relations between opinion words and aspects, and also 
opinion words and aspects themselves. Dependency grammar was adopted to  
describe these relations.  

The method only uses a simple type of dependencies called direct dependencies 
to model useful relations. A direct dependency indicates that one word depends on 
the other word without any additional words in their dependency path or they both 
depend on a third word directly. Some constraints are also imposed. Opinion 
words are considered to be adjectives and aspects are nouns or noun phrases.  
Table 1 shows the rules for aspect and opinion word extraction. It uses OA-Rel to  
denote the relations between opinion words and aspects, OO-Rel between opinion 
words themselves and AA-Rel between aspects. Each relation in OA-Rel, OO-Rel 
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or AA-Rel can be formulated as a triple POS(wi), R, POS(wj), where POS(wi) is 
the POS tag of word wi, and R is the relation. For example, in an opinion sentence 
“Canon G3 produces great pictures”, the adjective “great” is parsed as directly 
depending on the noun “pictures” through mod, formulated as an OA-Rel JJ, 
mod, NNS. If we know “great” is an opinion word and are given the rule ‘a noun 
on which an opinion word directly depends through mod is taken as an aspect’, we 
can extract “pictures” as an aspect. Similarly, if we know “pictures” is an aspect, 
we can extract “great” as an opinion word using a similar rule. In a nut shell, the 
propagation performs four subtasks: (1) extracting aspects using opinion words, 
(2) extracting aspects using extracted aspects, (3) extracting opinion words using 
the extracted aspects, and (4) extracting opinion words using both the given and 
the extracted opinion words. 

Table 1 Rules for aspect and opinion word extraction 

 Observations Output Examples 
R11 

(OA-Rel) 
 

OO-DepA 
s.t. O∈{O}, O-Dep∈{MR}, 

POS(A)∈{NN} 

a = A The phone has a good “screen”. 
goodmodscreen 

R12 

(OA-Rel) 
 

OO-DepHA-DepA 
s.t. O∈{O}, O/A-Dep∈{MR}, 

POS(A)∈{NN} 

a = A “iPod” is the best mp3 player. 
bestmodplayersubjiPod 

R21 

(OA-Rel) 
 

OO-DepA 
s.t. A∈{A}, O-Dep∈{MR}, 

POS(O)∈{JJ} 

o = O same as R11 with screen as the 
known word and good as the  

extracted word 

R22 

(OA-Rel) 
 

OO-DepHA-DepA 
s.t. A∈{A}, O/A-Dep∈{MR}, 

POS(O)∈{JJ} 

o = O same as R12 with iPod is the 
known word and best as the  

extract word. 

R31 

(AA-Rel) 
Ai(j)Ai(j)-DepAj(i) 

s.t. Aj(i) ∈{A}, Ai(j)-Dep∈{CONJ}, 
POS(Ai(j))∈{NN} 

a = Ai(j) Does the player play dvd with 
audio and “video”? 
videoconjaudio 

R32 

(AA-Rel) 
AiAi-DepHAj-DepAj 

s.t. Ai∈{A}, Ai-Dep=Aj-Dep OR 
(Ai-Dep = subj AND Aj-Dep = obj), 

POS(Aj)∈{NN} 

a = Aj Canon “G3” has a great len. 
lenobjhassubjG3 

R41 

(OO-Rel) 
Oi(j)Oi(j)-DepOj(i) 

s.t. Oj(i)∈{O}, Oi(j)-Dep∈{CONJ}, 
POS(Oi(j))∈{JJ} 

o = Oi(j) The camera is amazing and 
“easy” to use. 

easyconjamazing 

R42 

(OO-Rel) 
OiOi-DepHOj-DepOj 

s.t. Oi∈{O}, Oi-Dep=Oj-Dep OR 
(Oi /Oj-Dep ∈{pnmod, mod}), 

POS(Oj)∈{JJ} 

o = Oj If you want to buy a sexy, “cool”, 
accessory-available mp3 player, 

you can choose iPod. 
sexymodplayermodcool 

Column 1 is the rule ID, column 2 is the observed relation and the constraints that it must 
satisfy, column 3 is the output, and column 4 is an example. In each example, the 
underlined word is the known word and the word with double quotes is the extracted word. 
The corresponding instantiated relation is given right below the example. 
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OA-Rels are used for tasks (1) and (3), AA-Rels are used for task (2) and OO-
Rels are used for task (4). Four types of rules are defined respectively for these 
four subtasks and the details are given in Table 1. In the table, o (or a) stands for 
the output (or extracted) opinion word (or aspect). {O} (or {A}) is the set of 
known opinion words (or the set of aspects) either given or extracted. H means 
any word. POS(O(or A)) and O(or A)-Dep stand for the POS tag and dependency 
relation of the word O (or A) respectively.{JJ} and {NN}are sets of POS tags of 
potential opinion words and aspects respectively. {JJ} contains JJ, JJR and JJS; 
{NN} contains NN and NNS. {MR} consists of dependency relations describing 
relations between opinion words and aspects (mod, pnmod, subj, s, obj, obj2 and 
desc). {CONJ} contains conj only. The arrows mean dependency. For example, O 
→ O-Dep → A means O depends on A through a syntactic relation O-Dep. 
Specifically, it employs R1i to extract aspects (a) using opinion words (O), R2i to 
extract opinion words (o) using aspects (A), R3i to extract aspects (a) using 
extracted aspects (Ai) and R4i to extract opinion words (o) using known opinion 
words (Oi). Take R11 as an example. Given the opinion word O, the word with the 
POS tag NN and satisfying the relation O-Dep is extracted as an aspect. 

The double propagation method works well for medium-sized corpuses, but for 
large and small corpora, it may result in low precision and low recall. The reason 
is that the patterns based on direct dependencies have a large chance of 
introducing noises for large corpora and such patterns are limited for small 
corpora. To overcome the weaknesses, Zhang et al. (2010) proposed an approach 
to extend double propagation. It consists of two steps: aspect extraction and 
aspect ranking. For aspect extraction, it still adopts double propagation to 
populate aspect candidates. However, some new linguistic patterns (e.g., part-
whole relation patterns) are introduced to increase recall. After extraction, it ranks 
aspect candidates by aspect importance. That is, if an aspect candidate is genuine 
and important, it will be ranked high. For an unimportant aspect or noise, it will be 
ranked low. It observed that there are two major factors affecting the aspect 
importance: aspect relevance and aspect frequency. The former describes how 
likely an aspect candidate is a genuine aspect. There are three clues to indicate 
aspect relevance in reviews. The first clue is that an aspect is often modified by 
multiple opinion words. For example, in the mattress domain, “delivery” is 
modified by “quick” “cumbersome” and “timely”. It shows that reviewers put 
emphasis on the word “delivery”.  Thus, “delivery” is a likely aspect. The second 
clue is that an aspect can be extracted by multiple part-whole patterns. For 
example, in car domain, if we find following two sentences, “the engine of the 
car” and “the car has a big engine”, we can infer that “engine” is an aspect for 
car, because both sentences contain part-whole relations to indicate “engine” is a 
part of “car”. The third clue is that an aspect can be extracted by a combination of 
opinion word modification relation, part-whole pattern or other linguistic patterns. 
If an aspect candidate is not only modified by opinion words but also extracted by 
part-whole pattern, we can infer that it is a genuine aspect with high confidence. 
For example, for sentence “there is a bad hole in the mattress”, it strongly 
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indicates that “hole” is an aspect for a mattress because it is modified by opinion 
word “bad” and also in the part-whole pattern. What is more, there are mutual 
enforcement relations between opinion words, linguistic patterns, and aspects. If 
an adjective modifies many genuine aspects, it is highly possible to be a good 
opinion word. Likewise, if an aspect candidate can be extracted by many opinion 
words and linguistic patterns, it is also highly likely to be a genuine aspect. Thus, 
Zhang et al. utilized the HITS algorithm (Klernberg, 1999) to measure aspect 
relevance. Aspect frequency is another important factor affecting aspect ranking. 
It is desirable to rank those frequent aspects higher than infrequent aspects. The 
final ranking score for a candidate aspect is the score of aspect relevancy 
multiplied by the log of aspect frequency.            

Liu et al. (2012) also utilized the relation between opinion word and aspect to 
perform extraction. However, they formulated the opinion relation identification 
between aspects and opinion words as a word alignment task. They employed the 
word-based translation model (Brown et al., 1993) to perform monolingual word 
alignment. Basically, the associations between aspects and opinion words are 
measured by translation probabilities, which can capture opinion relations between 
opinion words and aspects more precisely and effectively than linguistic rules or 
patterns.  

Li et al., (2012a) proposed a domain adaption method to extract opinion words 
and aspects together across domains. In some cases, it has no labeled data in the 
target domain but a plenty of labeled data in the source domain. The basic idea is 
to leverage the knowledge extracted from the source domain to help identify 
aspects and opinion words in the target domain. The approach consists of two 
main steps: (1) identify some common opinion words as seeds in the target 
domain (e.g., “good”, “bad”). Then, high-quality opinion aspect seeds for the 
target domain are generated by mining some general syntactic relation patterns 
between the opinion words and aspects from the source domain. (2) a 
bootstrapping method called Relational Adaptive bootstrapping is employed to 
expand the seeds. First, a cross-domain classifier is trained iteratively on labeled 
data from the source domain and newly labeled data from the target domain, and 
then used to predict the labels of the target unlabeled data. Second, top predicted 
aspects and opinion words are selected as candidates based on confidence. Third, 
with the extracted syntactic patterns in the previous iterations, it constructs a 
bipartite graph between opinion words and aspects extracted from the target 
domain. A graph-based score refinement algorithm is performed on the graph, and 
the top candidates are added into aspect list and opinion words list respectively.     

Besides exploiting relations between aspect and opinion words discussed 
above, Popescu and Etzioni (2005) proposed a method to extract product aspects 
by utilizing a discriminator relation in context, i.e., the relation between aspects 
and product class. They first extract noun phrases with high frequency from  
reviews as candidate product aspects. Then they evaluate each candidate by  
computing a pointwise mutual information (PMI) score between the candidate and 
some meronymy discriminators associated with the product class. For example, for 
“scanner”, the meronymy discriminators for the scanner class are patterns such as 
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“of scanner”, “scanner has”, “scanner comes with”, etc. The PMI measure is 
calculated by searching the Web. The equation is as follows.
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∧=                                  (1)  

where a is a candidate aspect and d is a discriminator. Web search is used to find 
the number of hits of individual terms and also their co-occurrences. The idea of 
this approach is clear. If the PMI value of a candidate aspect is too low, it may not 
be a component or aspect of the product because a and d do not co-occur 
frequently. The algorithm also distinguishes components/parts from attributes 
using WordNet3’s is-a hierarchy (which enumerates different kinds of properties) 
and morphological cues (e.g., “-iness”, “-ity” suffixes).  

Kobayashi et al. (2007) proposed an approach to extract aspect-evaluation 
(aspect-opinion expression) and aspect-of relations from blogs, which also makes 
use of association between aspect, opinion expression and product class. For 
example, in aspect-evaluation pair extraction, evaluation expression is first 
determined by a dictionary look-up. Then, syntactic patterns are employed to find 
its corresponding aspect to form the candidate pair. The candidate pairs are tested 
and validated by a classifier, which is trained by incorporating two kinds of 
information: contextual and statistical clues in corpus. The contextual clues are 
syntactic relations between words in a sentence, which can be determined by the 
dependency grammar, and the statistical clues are normal co-occurrences between 
aspects and evaluations. 

3.1.2 Sequence Models 

Sequence models have been widely used in information extraction tasks and can 
be applied to aspect extraction as well. We can deem aspect extraction as a 
sequence labeling task, because product aspects, entities and opinion expressions 
are often interdependent and occur at a sequence in a sentence. In this section, we 
will introduce two sequence models: Hidden Markov Model (Rabiner, 1989) and  
Conditional Random Fields (Lafferty et al., 2001).  

Hidden Markov Model 

Hidden Markov Model (HMM) is a directed sequence model for a wide range of 
state series data. It has been applied successfully to many sequence labeling 
problems such as named entity recognition (NER) in information extraction and 
POS tagging in natural language processing. A generic HMM model is illustrated 
in Figure 3. 

                                                           
3 http://wordnet.princeton.edu 
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Fig. 3 Hidden Markov model  

We have  

Y   =   < y0 , y1 , … yt >  =  hidden state sequence 

X   =   < x0 , x1 , … xt >  =  observation sequence 

HMM models a sequence of observations X by assuming that there is a hidden  
sequence of states Y. Observations are dependent on states. Each state has a 
probability distribution over the possible observations. To model the joint 
distribution p(y, x) tractably, two independence assumptions are made. First, it 
assumes that state yt only depends on its immediate predecessor state yt-1. yt is 
independent of all its ancestor y1, y2, y3, … , yt-2. This is also called the Markov 
property. Second, the observation xt only depends on the current state yt. With 
these assumptions, we can specify HMM using three probability distributions: p 
(y0) over initial state, state transition distribution p(yt | yt-1) and observation 
distribution p(xt | yt). That is, the joint probability of a state sequence Y and an 
observation sequence X factorizes as follows.   

          )|()|(),(
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where we write the initial state distribution p(y1) as p(y1|y0).   
Given some observation sequences, we can learn the model parameter of HMM 

that maximizes the observation probability. That is, the learning of HMM can be 
done by building a model to best fit the training data. With the learned model, we 
can find an optimal state sequence for new observation sequences.  

In aspect extraction, we can regard words or phrases in a review as 
observations and aspects or opinion expressions as underlying states. Jin et al. 
(2009a and 2009b) utilized lexicalized HMM to extract product aspects and 
opinion expressions from reviews. Different from traditional HMM, they integrate 
linguistic features such as part-of-speech and lexical patterns into HMM. For 
example, an observable state for the lexicalized HMM is represented by a pair 
(wordi, POS(wordi)), where POS(wordi) represents the part-of-speech of wordi.  

 y0  y1  y2  yt …

 x0  x1  x2  xt 
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Conditional Random Fields 

One limitation of HMM is that its assumptions may not be adequate for real-life 
problems, which leads to reduced performance. To address the limitation, linear-
chain Conditional Random fields (CRF) (Lafferty et al., 2001; Sutton and 
McCallum, 2006) is proposed as an undirected sequence model, which models a 
conditional probability p(Y|X) over hidden sequence Y given observation sequence 
X. That is, the conditional model is trained to label an unknown observation 
sequence X by selecting the hidden sequence Y which maximizes p(Y|X). Thereby, 
the model allows relaxation of the strong independence assumptions made by 
HMM. The linear-chain CRF model is illustrated in Figure 4.    

     

            

Fig. 4 Linear chain Conditional Random fields  
 

We have  

Y   =   < y0 , y1 , … yt >  =   hidden state sequence 

X   =   < x0 , x1 , … xt >  =   observation sequence 

The conditional distribution p(Y|X) takes the form  
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where Z(X) is a normalization function 
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CRF introduces the concept of feature function. Each feature function has the 
form ),,( 1 tttk xyyf − and kλ is its corresponding weight. Figure 4 indicates that 

CRF makes independence assumption among Y, but not among X. Note that one 
argument for feature function fk is the vector xt which means each feature function 
can depend on observation X from any step. That is, all the components of the 
global observations X are needed in computing feature function fk at step t. Thus, 
CRF can introduce more features than HMM at each step. 

 yt  y0  y1  y2 …

  x0 ,  x1 ,  x2 … xt   
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Jakob and Gurevych (2010) utilzied CRF to extract opinion targets (or aspects) 
from sentences which contain an opinion expression. They emplyed the following 
features as input for the CRF-based approach.  

Token: This feature represents the string of the current token.  
Part of Speech: This feature represents the POS tag of the current token. It can 

provide some means of lexical disambiguation. 
Short Dependency Path: Direct dependency realtions show accurate 

connections between a target and an opinion expression. Thus, all tokens which have 
a direct dependency relation to an opinion expression in a sentence are labelled. 

Word Distance: Noun phrases are good candidates for opinion targets in 
product reviews. Thus token(s) in the closest noun phrase regarding word distance 
to each opinion expression in a sentence are labelled.            

Jakob and Gurevych represented the possible labels following the Inside-
Outside-Begin (IOB) labelling schema: B-Target, identifying the beginning of an 
opinion target; I-Target, identifying the continuation of a target, and O for other 
(non-target) tokens. 

Similar work has been done in (Li et al., 2010a). In order to model the long 
distance dependency with conjunctions (e.g., “and”, “or”, “but”)  at the sentence 
level and deep syntactic dependencies for aspects, positive opinions and negative 
opinions, they used the skip-tree CRF models to detect product aspects and 
opinions. 

3.1.3 Topic Models 

Topic models are widely applied in natural language processing and text mining. 
They are based on the idea that documents are mixtures of topics, and each topic is 
a probability distribution of words. A topic model is a generative model for 
documents. Generally, it specifies a probabilistic procedure by which documents 
can be generated. Assuming constructing a new document, one chooses a 
distribution Di over topics. Then, for each word in that document, one chooses a 
topic randomly according to Di and draws a word from the topic. Standard 
statistical techniques can be used to invert the procedure and infer the set of topics 
that were responsible for generating a collection of documents. Naturally, topic 
models can be applied to aspect extraction. We can deem that each aspect is a 
unigram language model, i.e., a multinomial distribution over words. Although 
such a representation is not as easy to interpret as aspects, its advantage is that 
different words expressing the same or related aspects (more precisely aspect 
expressions) can be automatically grouped together under the same aspect. 
Currently, a great deal of research has been done on aspect extraction using topic 
models. They basically adapted and extended the Probabilistic Latent Semantic 
Analysis (pLSA) model (Hofmann, 2001) and the Latent Dirichlet Allocation 
(LDA) model (Blei et al., 2003).  
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Probabilistic Latent Semantic Analysis   

pLSA is also known as Probabilistic Latent Semantic Indexing (PLSI). It is 
proposed in (Hofmann, 2001), which uses a generative latent class model to 
perform a probabilistic mixture decomposition.  

Figure 5(a) illustrate graphical model of pLSA. In the figure, d represents a 
document, zi represents a latent topic (assuming K topics overall), and wj 
represents a word, which are modeled by the parameters ρ, θ, φ respectively, 
where ρ is the probability of choosing document d,  θ is the distribution p(zi|d) of 
topics in document d and φ is the distribution p(wj|zi) of the word wj in latent topic 
zi. The ρ and φ are observable variables and the topic variable θ is a latent 
variable. 

 

 
Fig. 5 PLSA and LDA topic models     

 
The generation of a word by pLSA is defined as follows. 

     (1) choose document d   ~  ρ 

     (2) choose topic zi  ~  θ   

     (3) choose word wj  ~  φ 

The probability of observed word wj in a document d is then defined by the 
mixture of equation (5): 
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The joint probability of observing all words in document d is as follows: 
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where  is the count of word  occur in document d.    
And the joint probability of observing the document collection is given by the 

following equation (assuming m documents overall). 
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Obviously, the main parameters of the model are θ and φ. They can be 
estimated by Expectation Maximization (EM) algorithm (Dempster et al., 1977), 
which is used to calculate maximum likelihood estimates of the parameters.  

For aspect extraction task, we can regard product aspects as latent topics in 
opinion documents. Lu et al. (2009) proposed a method for aspect discovery and 
grouping in short comments. They assume that each review can be parsed into 
opinion phrases of the format < head term, modifier > and incorporate such 
structure of phrases into the pLSA model, using the co-occurrence information of 
head terms and their modifiers. Generally, the head term is an aspect, and the 
modifier is opinion word, which expresses some opinion towards the aspect. The 
proposed approach defines k unigram language models: Θ = {θ1, θ2, …, θk} as k 
topic models, each is a multinomial distribution of head terms, capturing one 
aspect. Note that each modifier could be represented by a set of head terms that it 
modifies as the following equations: 

}),(|{)( Twwwwd hmhm ∈=                                (8) 

where wh is the head term and wm is the modifier. 
Actually, a modifier can be regarded as a sample of the following mixture 

model. 
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where jwd m ),(π  is a modifier-specific mixing weight for the j-th aspect, which 

sums to one. The log-likelihood of the collection of modifiers Vm is 
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where ))(,( mh wdwc is the number of co-occurrences of head term wh with 

modifiers wm , and Δ is the set of all model parameters.  
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Using the EM algorithm, k topic models can be estimated and aspect 
expressions can be grouped. In addition, Lu et al. use conjugate prior to 
incorporate human knowledge to guide the clustering of aspects. Since the 
proposed method models the co-occurrence of head terms at the level of the 
modifiers they use, it can use more meaningful syntactic relations. 

Moghaddam and Ester (2011) extended the above pLSA model by 
incorporating latent rating information for reviews into the model to extract 
aspects and their corresponding ratings. 

However, the main drawback of the pLSA method is that it is inherently 
transductive, i.e., there is no direct way to apply the learned model to new 
documents. In pLSA, each document d in the collection is represented as a 
mixture coefficients θ, but it does not define such representation for documents 
outside the collection.  

Latent Dirichlet Allocation (LDA) 

To address the limitation of pLSA, the Bayesian LDA model is proposed in (Blei 
et al., 2003). It extends pLSA by adding priors to the parameters θ and φ. In LDA, 
a prior Dirichlet distribution Dir (α) is added for θ and a prior Dirichlet 
distribution Dir (β) is added for φ. The generation of a document collection is 
started by sampling a word distribution φ from Dir (β) for each latent topic. Then 
each document d in LDA is assumed to be generated as follows. 

      (1)  choose distribution of topics  θ ~ Dir (α) 

      (2)  choose distribution of words  φ ~ Dir (β) 

      (3)  for each word wj  in document d   
           -  choose topic zi ~ θ 
           -  choose word wj ~ φ   

The model is represented in Figure 5 (b). LDA has only two parameters: α and 
β, which prevent it from overfitting. Exact inference in such a model is intractable 
and various approximations have been considered, such as the variational EM 
method and the Markov Chain Monte Carlo (MCMC) algorithm (Gilks et 
al.,1996). Note that, compared with pLSA, LDA has a stronger generative power, 
as it describes how to generate topic distribution θ for an unseen document d.      

LDA based topic models have been used for aspect extraction by several 
researchers. Titov and McDonald (2008a) pointed that global topic models such as 
pLSA and LDA might not be suitable for detecting aspects. Both pLSA and LDA 
use the bag-of-words representation of documents, which depends on topic 
distribution differences and word co-occurrence among documents to identify 
topics and word probability distribution in each topic. However, for opinion 
documents such as reviews about a particular type of products, they are quite 
homogenous. That is, every document talks about the same aspects, which makes 
global topic models ineffective and are only effective for discovering entities  
(e.g., brands or product names). In order to tackle this problem, they proposed 
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Multi-grain LDA (MG-LDA) to discover aspects, which models two distinct types 
of topics: global topics and local topics. As in pLSA and LDA, the distribution of 
global topics is fixed for a document (review). However, the distribution of local 
topics is allowed to vary across documents. A word in a document is sampled 
either from the mixture of global topics or from the mixture of local topics specific 
for the local context of the word. It is assumed that aspects will be captured by 
local topics and global topics will capture properties of reviewed items. For 
example, a review of a London hotel: “… public transport in London is 
straightforward, the tube station is about an 8 minute walk … or you can get a bus 
for £1.50’’. The review can be regarded as a mixture of global topic London 
(words: “London”, “tube”, “£”) and the local topic (aspect) location (words: 
“transport”, “walk”, “bus”).    

MG-LDA can distinguish local topics. But due to the many-to-one mapping 
between local topics and ratable aspects, the correspondence is not explicit. It 
lacks direct assignment from topics to aspects. To resolve the issue, Titov and 
McDonald (2008b) extended the MG-LDA model and constructed a joint model 
of text and aspect ratings, which is called the Multi-Aspect Sentiment model 
(MAS). It consists of two parts. The first part is based on MG-LDA to build topics 
what are representative of ratable aspects. The second part is a set of classifiers 
(sentiment predictors) for each aspect, which attempt to infer the mapping 
between local topics and aspects with the help of aspect-specific ratings provided 
along with the review text. Their goal is to use the rating information to identity 
more coherent aspects. 

The idea of LDA has also been applied and extended in (Branavan et al., 2008; 
Lin and He, 2009; Brody and Elhadad, 2010; Zhao et al., 2010; Wang et al., 2010; 
Jo and Oh, 2011; Sauper et al., 2011; Moghaddam and Ester, 2011; Mukajeee and 
Liu, 2012). Branavan used the aspect descriptions as keyphrases in Pros and Cons 
of review Format 1 to help finding aspects in the detailed review text. Keyphrases 
are clustered based on their distributional and orthographic properties, and a 
hidden topic model is applied to the review text. Then, a final graphical model 
integrates both of them. Lin and He (2009) proposed a joint topic-sentiment model 
(JST), which extends LDA by adding a sentiment layer. It can detect aspect and 
sentiment simultaneously from text. Brody and Elhadad (2010) proposed to 
identify aspects using a local version of LDA, which operates on sentences, rather 
than documents and employs a small number of topics that correspond directly to  
aspects. Zhao et al. (2010) proposed a MaxEnt-LDA hybrid model to jointly 
discover both aspect words and aspect-specific opinion words, which can leverage 
syntactic features to help separate aspects and opinion words. Wang et al. (2010) 
proposed a regression model to infer both aspect ratings and aspect weights at the 
level of individual reviews based on learned latent aspects. Jo and Oh (2011) 
proposed an Aspect and Sentiment Unification Model (ASUM) to model 
sentiments toward different aspects. Sauper et al. (2011) proposed a joint model, 
which worked only on short snippets already extracted from reviews. It combined 
topic modeling with a HMM, where the HMM models the sequence of words with 
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types (aspect, opinion word, or background word). Moghaddam and Ester (2011)  
proposed a model called ILDA, which is based on LDA and jointly models latent 
aspects and rating. ILDA can be viewed as a generative process that first generates 
an aspect and subsequently generates its rating. In particular, for generating each 
opinion phrase, ILDA first generates an aspect am from an LDA model. Then it 
generates a rating rm  conditioned on the sampled aspect am. Finally, a head term tm 
and a sentiment sm are drawn conditioned on am and rm, respectively. Mukajeee 
and Liu (2012) proposed two models (SAS and ME-SAS) to jointly model both 
aspects and aspect specific sentiments by using seeds to discover aspects in an 
opinion corpus. The seeds reflect the user needs to discover specific aspects.  

Other closely related work with topic model is the topic-sentiment model 
(TSM). Mei et al. (2007) proposed it to perform joint topic and sentiment 
modeling for blogs, which uses a positive sentiment model and a negative 
sentiment model in additional to aspect models. They do sentiment analysis on 
documents level and not on aspect level. In (Su et al., 2008), the authors also 
proposed a clustering based method with mutual reinforcement to identify aspects. 
Similar work has been done in (Scaffidi et al., 2007), they proposed a language 
model approach for product aspect extraction with the assumption that product 
aspects are mentioned more often in a product review than they are mentioned in 
general English text. However, statistics may not be reliable when the corpus is 
small. 

In summary, topic modeling is a powerful and flexible modeling tool. It is also 
very nice conceptually and mathematically. However, it is only able to find some 
general/rough aspects, and has difficulty in finding fine-grained or precise aspects. 
We think it is too statistics centric and come with its limitations. It could be 
fruitful if we can shift more toward natural language and knowledge centric for a 
more balanced approach. 

3.1.4 Miscellaneous Methods 

Yi et al. (2003) proposed a method for aspect extraction based on the likelihood-
ratio test. Bloom et al. (2007) manually built a taxonomy for aspects, which 
indicates aspect type. They also constructed an aspect list by starting with a 
sample of reviews that the list would apply to. They examined the seed list 
manually and used WordNet to suggest additional terms to add to the list. Lu et al. 
(2010) exploited the online ontology Freebase4 to obtain aspects to a topic and 
used them to organize scattered opinions to generate structured opinion 
summaries. Ma and Wan (2010) exploited Centering theory (Grosz et al., 1995) to 
extract opinion targets from news comments. The approach uses global 
information in news articles as well as contextual information in adjacent 
sentences of comments. Ghani et al. (2006) formulated aspect extraction as a 
classification problem and used both traditional supervised learning and semi-
supervised learning methods to extract product aspects. Yu et al. (2011) used a 

                                                           
4 http://www.freebase.com 
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partially supervised learning method called one-class SVM to extract aspects. 
Using one-class SVM, one only needs to label some positive examples, which are 
aspects. In their case, they only extracted aspects from Pros and Cons of the 
reviews. Li et al. (2012b) formulated aspect extraction as a shallow semantic 
parsing problem. A parse tree is built for each sentence and structured syntactic 
information within the tree is used to identify aspects.   

3.2 Aspect Grouping and Hierarchy  

It is common that people use different words and expressions to describe the same 
aspect. For example, photo and picture refer to the same aspect in digital camera 
reviews. Although topic models (discussed in Section 3.1.3) can identify and 
group aspects to some extent, the results are not fine-grained because such models 
are based on word co-occurrences rather than word semantic meanings. As a 
result, a topic is often a list of related words about a general topic rather than a set 
of words referring to the same aspect. For example, a topic about battery may 
contain words like life, battery, charger, long, and short. We can clearly see that 
these words do not mean the same thing, although they may co-occur frequently. 
Alternatively, we can extract aspect expressions first and then group them into 
different aspect categories.     

Grouping aspect expressions indicating the same aspect are essential for 
opinion applications. Although WordNet and other thesaurus dictionaries can 
help, they are far from sufficient due to the fact that many synonyms are domain 
dependent. For example, picture and movie are synonyms in movie reviews, but 
they are not synonyms in digital camera reviews as picture is more related to 
photo while movie refers to video. It is also important to note that although most 
aspect expressions of an aspect are domain synonyms, they are not always 
synonyms. For example, “expensive” and “cheap” can both indicate the aspect 
price but they are not synonyms of price.  

Liu, Hu and Cheng (2005) attempted to solve the problem by using the 
WordNet synonym sets, but the results were not satisfactory because WordNet is 
not sufficient for dealing with domain dependent synonyms. Carenini et al. (2005) 
also proposed a method to solve this problem in the context of opinion mining. 
Their method is based on several similarity metrics defined using string similarity, 
synonyms and distances measured using WordNet. However, it requires a 
taxonomy of aspects to be given beforehand for a particular domain. The 
algorithm merges each discovered aspect expression to an aspect node in the 
taxonomy.  

Guo et al. (2009) proposed a multilevel latent semantic association technique 
(called mLSA) to group product aspect expressions. At the first level, all the 
words in product aspect expressions are grouped into a set of concepts/topics 
using LDA. The results are used to build some latent topic structures for product 
aspect expressions. At the second level, aspect expressions are grouped by LDA 
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again according to their latent topic structures produced from level 1 and context 
snippets in reviews.  

Zhai et al. (2010) proposed a semi-supervised learning method to group aspect 
expressions into the user specified aspect groups or categories. Each group 
represents a specific aspect. To reflect the user needs, they first manually label a 
small number of seeds for each group. The system then assigns the rest of the 
discovered aspect expressions to suitable groups using semi-supervised learning 
based on labeled seeds and unlabeled examples. The method used the Expectation-
Maximization (EM) algorithm. Two pieces of prior knowledge were used to  
provide a better initialization for EM, i.e., (1) aspect expressions sharing some 
common words are likely to belong to the same group, and (2) aspect expressions 
that are synonyms in a dictionary are likely to belong to the same group.  Zhai et 
al. (2011) further proposed an unsupervised method, which does not need any pre-
labeled examples. Besides, it is further enhanced by lexical (or WordNet) 
similarity. The algorithm also exploited a piece of natural language knowledge to 
extract more discriminative distributional context to help grouping.  

Mauge et al. (2012) used a maximum entropy based clustering algorithm to 
group aspects in a product category. It first trains a maximum-entropy classifier to 
determine the probability p that two aspects are synonyms. Then, an undirected 
weighted graph is constructed. Each vertex represents an aspect. Each edge weight 
is proportional to the probability p between two vertices. Finally, approximate 
graph partitioning methods are employed to group product aspects.       

Closely related to aspect grouping, aspect hierarchy is to present product 
aspects as a tree or hierarchy. The root of the tree is the name of the entity. Each 
non-root node is a component or sub-component of the entity. Each link is a part-
of relation. Each node is associated with a set of product aspects. Yu et al. (2011b) 
proposed a method to create aspect hierarchy. The method starts from an initial 
hierarchy and inserts the aspects into it one-by-one until all the aspects are 
allocated. Each aspect is inserted to the optimal position by semantic distance 
learning. Wei and Gulla (2010) studied the sentiment analysis based on aspect 
hierarchy trees.   

3.3 Aspect Ranking  

A product may have hundreds of aspects. Sometimes, we need to identify 
important one from reviews, which are more influential for people’s decision 
making. Zhang et al. (2010) proposed a method to rank product aspects. They rank 
candidate aspects based on aspect importance which consists of two factors: 
aspect relevancy and aspect frequency. Aspect relevance indicates the aspect’s 
correctness and aspect frequency is the occurrence frequency of an aspect in 
reviews. As discussed in Section 3.1.1, Zhang et al. modeled mutual enforcement 
relation between aspects and aspect indictors (e.g., opinion words and relation 
patterns) in a bipartite graph utilizing Web page ranking algorithm HITS. Aspects 
only have authority scores and aspect indicators only have hub scores. If an aspect 
candidate has a high authority score, it is considered as a highly relevant aspect. 
Likewise, if an aspect indicator has a high hub score, it is considered as a good 



24 L. Zhang and B. Liu  

 

aspect indicator. The final ranking score of a candidate aspect is the multiplication 
of the aspect relevancy score (authority score) and logarithm of aspect frequency.  

Yu et al. (2011a) showed the important aspects are identified according to two 
observations: the important aspects of a product are usually commented by a large 
number of consumers and consumers’ opinions on the important aspects greatly 
influence their overall ratings on the product. Given reviews of a product, they first 
identify product aspects by a shallow dependency parser and determine opinions on 
these aspects via a sentiment classifier. They then develop an aspect ranking 
algorithm to identify the important aspects by considering the aspect frequency and 
the influence of opinions given to each aspect on their overall opinions. 

Liu et al. (2012) proposed a graph-based algorithm to compute the confidence 
of each opinion target and its ranking. They argued that the ranking of a candidate 
is determined by two factors: opinion relevancy and candidate importance. To 
model these two factors, a bipartite graph (similar to that in Zhang et al., 2010) is 
constructed. An iterative algorithm based on the graph is proposed to compute 
candidate confidences. Then the candidates with high confidence scores are 
extracted as opinion targets.  Similar work has also been reported in (Li et al., 
2012a). 

3.4 Mapping Implicit Aspect Expressions  

There are many types of implicit aspect expressions. Adjectives are perhaps the 
most common type. Many adjectives modify or describe some specific attributes 
or properties of entities. For example, the adjective “heavy” usually describes the 
aspect weight of an entity. “Beautiful” is normally used to describe (positively) the 
aspect look or appearance of an entity. By no means, however, does this say that 
these adjectives only describe such aspects. Their exact meanings can be domain 
dependent. For example, “heavy” in the sentence “the traffic is heavy” does not 
describe the weight of the traffic. Note that some implicit aspect expressions are 
very difficult to extract and to map, e.g., “fit in pockets” in the sentence “This 
phone will not easily fit in pockets”.   

Limited research has been done on mapping implicit aspects to their explicit 
aspects. In Su et al. (2008), a clustering method was proposed to map implicit 
aspect expressions, which were assumed to be sentiment words, to their 
corresponding explicit aspects. The method exploits the mutual reinforcement 
relationship between an explicit aspect and a sentiment word forming a co-
occurring pair in a sentence. Such a pair may indicate that the sentiment word 
describes the aspect, or the aspect is associated with the sentiment word. The 
algorithm finds the mapping by iteratively clustering the set of explicit aspects and 
the set of sentiment words separately. In each iteration, before clustering one set, 
the clustering results of the other set is used to update the pairwise similarity of 
the set. The pairwise similarity in a set is determined by a linear combination of 
intra-set similarity and inter-set similarity. The intra-set similarity of two items is 
the traditional similarity. The inter-set similarity of two items is computed based 
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on the degree of association between aspects and sentiment words. The association 
(or mutual reinforcement relationship) is modeled using a bipartite graph. An 
aspect and an opinion word are linked if they have co-occurred in a sentence. The 
links are also weighted based on the co-occurrence frequency. After the iterative 
clustering, the strong  links between aspects and sentiment word groups form the 
mapping.  

In Hai et al. (2011), a two-phase co-occurrence association rule mining 
approach was proposed to match implicit aspects (which are also assumed to be 
sentiment words) with explicit aspects. In the first phase, the approach generates 
association rules involving each sentiment word as the condition and an explicit 
aspect as the consequence, which co-occur frequently in sentences of a corpus. In 
the second phase, it clusters the rule consequents (explicit aspects) to generate 
more robust rules for each sentiment word mentioned above. For application or 
testing, given a sentiment word with no explicit aspect, it finds the best rule cluster 
and then assigns the representative word of the cluster as the final identified  
aspect. 

Fei et al. (2012) focused on finding implicit aspects (mainly nouns) indicated 
by opinion adjectives, e.g., to identify price, cost, etc., for adjective expensive. A 
dictionary-based method was proposed, which tries to identify attribute nouns 
from the dictionary gloss of the adjective. They formulated the problem as a 
collective classification problem, which can exploit lexical relations of words 
(e.g., synonyms, antonyms, hyponym and hypernym) for classification.           

Some other related work for implicit aspect mapping includes those in (Wang 
and Wang, 2008; Yu et al., 2011b). 

3.5 Identifying Aspects That Imply Opinions 

Zhang and Liu (2011a) found that in some domains nouns and noun phrases that 
indicate product aspects may also imply opinions. In many such cases, these nouns 
are not subjective but objective. Their involved sentences are also objective 
sentences but imply positive or negative opinions. For example, the sentence in a 
mattress review “Within a month, a valley formed in the middle of the mattress.”  
Here “valley” indicates the quality of the mattress (a product aspect) and also 
implies a negative opinion. Identifying such aspects and their polarities is very 
challenging but critical for effective opinion mining in these domains. 

Zhang and Liu observed that for a product aspect with an implied opinion, there 
is either no adjective opinion word that modifies it directly or the opinion words 
that modify it have the same opinion orientation.   

Observation: No opinion adjective word modifies the opinionated product aspect 
(“valley”):  

  “Within a month, a valley formed in the middle of the mattress.”   

Observation: An opinion adjective modifies the opinionated product aspect: 



26 L. Zhang and B. Liu  

 

  “Within a month, a bad valley formed in the middle of the mattress.”   

Here, the adjective “bad” modifies “valley”. It is unlikely that a positive opinion 
word will also modify “valley” in another sentence, e.g., “good valley” in this  
context. Thus, if a product aspect is modified by both positive and negative 
opinion adjectives, it is unlikely to be an opinionated product aspect.  

Based on these observations, they designed the following two steps to identify 
noun product aspects which imply positive or negative opinions: 

 
   Step 1: Candidate Identification: This step determines the surrounding 

sentiment context of each noun aspect. The intuition is that if an aspect occurs 
in negative (respectively positive) opinion contexts significantly more 
frequently than in positive (or negative) opinion contexts, we can infer that its 
polarity is negative (or positive). A statistical test (test for population 
proportion) is used to test the significance. This step thus produces a list of 
candidate aspects with positive opinions and a list of candidate aspects with 
negative opinions.  

 
   Step 2: Pruning: This step prunes the two lists. The idea is that when a noun 

product aspect is directly modified by both positive and negative opinion 
words, it is unlikely to be an opinionated product aspect.  

3.6 Identifying Resource Noun 

Liu (2010) point out that there are some types of words or phrases that do not bear 
sentiments on their own, but when they appear in some particular contexts, they 
imply positive or negative opinions. All these expressions have to be extracted and 
associated problems solved before sentiment analysis can achieve the next level of 
accuracy. 

               
Fig. 6 Sentiment polarity of statements involving resources 

One such type of expressions involves resources, which occur frequently in 
many application domains. For example, money is a resource in probably every 
domain (“this phone costs a lot of money”), gas is a resource in the car domain, 
and ink is a resource in the printer domain. If a device consumes a large quantity 
of resource, it is undesirable (negative). If a device consumes little resource, it is 
desirable (positive). For example, the sentences, “This laptop needs a lot of 
battery power” and “This car eats a lot of gas” imply negative sentiments on the 
laptop and the car. Here, “gas” and “battery power” are resources, and we call 

1.  Positive     ←    consume no or little resource 
2.               |    consume less resource 
3.   Negative   ←    consume a large quantity of resource  
4.               |    consume more resource 
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these words resource terms (which cover both words and phrases). They are a 
kind of special product aspects. 

In terms of sentiments involving resources, the rules in Figure 6 are applicable 
(Liu, 2010). Rules 1 and 3 represent normal sentences that involve resources and 
imply sentiments, while rules 2 and 4 represent comparative sentences that involve 
resources and also imply sentiments, e.g., “this washer uses much less water than 
my old GE washer”.        

Zhang and Liu (2011a) formulated the problem based on a bipartite graph and 
proposed an iterative algorithm to solve the problem. The algorithm was based on 
the following observation: 

Observation: The sentiment or opinion expressed in a sentence about resource 
usage is often determined by the flowing triple,   

                      (verb, quantifier, noun_term), 

where noun_term is a noun or a noun phrase representing a resource.  
The proposed method used such triples to help identify resources in a domain 

corpus. The model used a circular definition to reflect a special reinforcement 
relationship between resource usage verbs (e.g., consume) and resource terms 
(e.g., water) based on the bipartite graph. The quantifier was not used in 
computation but was employed to identify candidate verbs and resource terms. 
The algorithm assumes that a list of quantifiers is given, which is not numerous 
and can be manually compiled. Based on the circular definition, the problem is 
solved using an iterative algorithm similar to the HITS algorithm in (Kleinberg, 
1999). To start the iterative computation, some global seed resources are 
employed to find and to score some strong resource usage verbs. These scores are 
then applied as the initialization for the iterative computation for any application 
domain. When the algorithm converges, a ranked list of candidate resource terms 
is identified.  

4 Entity Extraction  

The task of entity extraction belongs to the traditional named entity recognition 
(NER) problem, which has been studied extensively. Many supervised 
information extraction approaches (e.g., HMM and CRF) can be adopted directly 
(Putthividhya and Hu, 2011). However, opinion mining also presents some special 
problems. One of them is the following: in a typical opinion mining application, 
the user wants to find opinions about some competing entities, e.g., competing 
products or brands (e.g., Canon, Sony, Samsung and many more). However, the 
user often can only provide a few names because there are so many different 
brands and models. Web users also write the names of the same product in various 
ways in forums and blogs. It is thus important for a system to automatically 
discover them from relevant corpora. The key requirement of this discovery is that 
the discovered entities must be relevant, i.e., they must be of the same class/type 
as the user provided entities, e.g., same brands or models. 
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Essentially, this is a PU learning problem (Positive and Unlabeled Learning), 
which is also called learning from positive and unlabeled examples (Liu et al., 
2002). Formally, the problem is stated as follows: given a set of examples P of a 
particular class, called the positive class, and a set of unlabeled examples U, we 
wish to determine which of the unlabeled examples in U belong to the positive 
class represented by P. This gives us a two-class classification problem. Many 
algorithms are available in the literature for solving this problem (see the 
references in (Liu, 2006-2011).  

A specialization of the PU learning problem for named entity extraction is 
called the set expansion problem (Ghahramani and Heller, 2005). The problem is 
stated similarly: Given a set Q of seed entities of a particular class C, and a set D 
of candidate entities, we wish to determine which of the entities in D belong to C. 
That is, we “grow” the class C based on the set of seed examples Q. As a 
specialization of PU learning, this is also a two-class classification problem which 
needs a binary decision for each entity in D (belonging to C or not belonging to 
C). However, in practice, the problem may be solved as a ranking problem, i.e., to 
rank the entities in D based on their likelihoods of belonging to C. In our scenario, 
the user-given entities are the set of initial seeds. The opinion mining system 
needs to expand the set using a text corpus.      

4.1 Extraction Methods 

The classic methods for solving set expansion problem are based on distributional 
similarity (Lee, 1999; Pantel et al., 2009). This approach works by comparing the 
similarity of the word distribution of the surrounding words of a candidate entity 
and the seed entities, and then ranking the candidate entities based on their 
similarity values. However, Li et al. (2010b) pointed out that this approach is 
inaccurate. In this section, we will discuss two machine learning approaches: 
Positive and Unlabeled Learning (PU Learning) and Bayesian Sets, which show 
better results than traditional methods.   

4.1.1 PU Learning 

In machine learning, there is a class of semi-supervised learning algorithms that 
learns from positive and unlabeled examples (PU learning). Its key characteristic 
(Liu et al., 2002) is that there is no negative training example available for 
learning. As stated above, PU learning is a two-class classification model. Its 
objective is to build a classifier using P and U to classifying the data in U or future 
test cases. The results can be either binary decisions (whether each test case 
belongs to the positive class or not), or a ranking based on how likely each test 
case belongs to the positive class represented by P. Clearly, the set expansion 
problem is a special case of PU learning, where the set Q is P here and the set D is 
U here.  

There are several PU learning algorithms (Liu et al., 2002; Li and Liu, 2003; Li 
et al., 2007; Yu et al., 2002). Li et al. (2010b) used the S-EM algorithm proposed 
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in (Liu et al., 2002) for entity extraction in opinion documents. The main idea of 
S-EM is to use a spy technique to identify some reliable negatives (RN) from the 
unlabeled set U, and then use an EM algorithm to learn from P, RN and U–RN. To 
apply S-EM algorithm, Li et al. (2010b) takes following basic steps.   

Generating Candidate Entities: It selects single words or phrases as 
candidate entities based on their part-of-speech (POS) tags. In particular, it 
chooses the following POS tags as entity indicators — NNP (proper noun), NNPS 
(plural proper noun), and CD (cardinal number).  

Generating Positive and Unlabeled Sets: For each seed, each occurrence in 
the corpus forms a vector as a positive example in P. The vector is formed based 
on the surrounding word context of the seed mention. Similarly, for each 
candidate d ∈ D (D denotes the set of all candidates), each occurrence also forms a 
vector as an unlabeled example in U. Thus, each unique seed or candidate entity 
may produce multiple feature vectors, depending on the number of times that the 
seed appears in the corpus. The components in the feature vectors are term 
frequencies. 

Ranking Entity Candidates: With positive and unlabeled data, S-EM applied. 
At convergence, S-EM produces a Bayesian classifier C, which is used to classify 
each vector u ∈ U and to assign a probability p(+|u) to indicate the likelihood that 
u belongs to the positive class. Note that each unique candidate entity may 
generate multiple feature vectors, depending on the number of times that the 
candidate entity occurs in the corpus. As such, the rankings produced by S-EM are 
not the rankings of the entities, but rather the rankings of the entities’ occurrences. 
Since different vectors representing the same candidate entity can have very 
different probabilities, Li et al. (2010b) compute a single score for each unique 
candidate entity for ranking based on Equation (11).  

Let the probabilities (or scores) of a candidate entity d ∈ D be Vd = {v1 , v2 …, 
vn} obtained from the feature vectors representing the entity. Let Md be the median 
of Vd. The final score f for d is defined as following:  

)1log()( nMdf d +×=                                 (11)   

The use of the median of Vd can be justified based on the statistical skewness 
(Neter et al, 1993). Note that here n is the frequency count of candidate entity d in 
the corpus. The constant 1 is added to smooth the value. The idea is to push the 
frequent candidate entities up by multiplying the logarithm of frequency. log is 
taken in order to reduce the effect of big frequency counts. 

The final score f(d) indicates candidate d’s overall likelihood to be a relevant 
entity. A high f(d) implies a high likelihood that d is in the expanded entity set. 
The top-ranked candidates are most likely to be relevant entities to the user-
provided seeds. 

4.1.2 Bayesian Sets 

Bayesian Sets is also a semi-supervised learning method, more specifically, a PU 
learning method, which is based on Bayesian inference and only performs 
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ranking. Let D be a collection of items and Q be a user-given seed set of items, 
which is a (small) subset of D (i.e., Q ⊆ D). The task of Bayesian Sets is to use a 
model-based probabilistic criterion to give a score to each item e in D (e ∈ D) to 
gauge how well e fits into Q. In other words, it measures how likely e belongs to 
the hidden class represented/implied by Q. Each item e is represented with a 
binary feature vector.  

The Bayesian criterion score for item e is expressed as follows: 
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escore =                                    (12) 

)|( Qep represents how probable that e belongs to the same class as Q given the 

examples in Q. p(e) is the prior probability of item e. Using Bayes rule, the 
equation can be re-written as:        
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Equation (13) can be interpreted as the ratio of the joint probability of observing e 
and Q, to the probability of independently observing e and Q. The ratio basically 
compares the probability that e and Q are generated by the same model with 
parameters θ, and the probability that e and Q are generated by different models 
with different parameters θ and  . Equation (13) says that if the probability that e 
and Q are generated from the same model with the parameters θ is high, the score 
of e will be high. On the other hand, if the probability that e and Q come from 
different models with different parameters θ  and  is high, the score will be low. 

In pseudo code, the Bayesian Sets algorithm is given in Figure 7.  
 
               Algorithm: BayesianSets(Q, D) 
               Input: A small seed set Q of entities 

                           A set of candidate entities D (= {e1 , e2 , e3 … en}) 
               Output: A ranked list of entities in D  

               1.    for each entity ei in D  

               2.           compute:
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               3.    end for 
               4.    Rank the items in D based on their scores; 

Fig. 7 The Bayesian Sets learning algorithm 

If we assume that qk ∈ Q is independently and identically distributed (i.i.d.) and 
Q and ei come from the same model with the same parameters θ, each of the three 
terms in Equation (13) are marginal likelihoods and can be written as integrals of 
the following forms: 
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Let us first compute the integrals of Equation (14). Each seed entity qk ∈ Q is 
represented as a binary feature vector (qk1, qk2 , … qkj). We assume each element of 
the feature vector has an independent Bernoulli distribution:  
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The conjugate prior for the parameters of a Bernoulli distribution is the Beta 
distribution: 

          
11

1

)1(
)()(

)(
),|( −−

=

−
ΓΓ
+Γ

= ∏ jj

jj

J

j jj

jj

a
p βα θθ

β
βα

βαθ                (18) 

Where α and β are hyperparameters (which are also vectors). We set α and β 
empirically from the data,  = kmj,  = k(1- mj), where mj is the mean value of j-
th components of all possible entities, and k is a scaling factor. The Gamma 
function is a generalization of the factorial function. For Q ={q1, q2, …, qn}, 
Equation (14) can be represented as follows: 
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compute Equation (15) and Equation (16). 

Overall, the score of ei, which is also represented a feature vector, (ei1, ei2 , … 
eij) in the data, is computed with: 
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The log of the score is linear in ei:  
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All possible entities ei will be assigned a similarity score by Equation (21). Then 
we can rank them accordingly. The top ranked entities should be highly related to 
the seed set Q according to the Bayesian Sets algorithm.  

However, Zhang and Liu (2011c) found that this direct application of Bayesian 
Sets produces poor results. They believe there are two main reasons. First, since 
Bayesian Sets uses binary features, multiple occurrences of an entity in the corpus, 
which give rich contextual information, is not fully exploited. Second, since the 
number of seeds is very small, the learned results from Bayesian Sets can be quite 
unreliable. 

They proposed a method to improve Bayesian Sets, which produces much 
better results. The main improvements are as follows.  

Raising Feature Weights: From Equation (21), we can see that the score of an 
entity ei is determined only by its corresponding feature vector and the weight 
vector w = (w1, w2, …, wj). Equation (22) shows a value of the weight vector w. 
They rewrite Equation (22) as follows, 
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In Equation (23), N is the number of items in the seed set. As mentioned before, 
mj is the mean of feature j of all possible entities and k is a scaling factor. mj can 
be regarded as the prior information empirically set from the data. 

In order to make a positive contribution to the final score of entity e, wj must be 
greater than zero. Under this circumstance, it can obtain the following inequality 
based on Equation (23). 
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Equation (24) shows that if feature j is effective (wj > 0), the seed data mean must 
be greater than the candidate data mean on feature j. Only such kind of features 
can be regarded as high-quality features in Bayesian Sets. Unfortunately, it is not 
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always the case due to the idiosyncrasy of the data. There are many high-quality 
features, whose seed data mean may be even less than the candidate data mean. 
For example, in drug data set, “prescribe” can be a left first verb for an entity. It is 
a very good entity feature. “Prescribe EN/NNP” (EN represents an entity, NNP is 
its POS tag) strongly suggests that EN is a drug. However, the problem is that the 
mean of this feature in the seed set is 0.024 which is less than its candidate set 
mean 0.025. So if we stick with Equation (24), the feature will have negative  
contribution, which means that it is worse than no feature at all. The fact that all 
pattern features are from sentences containing seeds, a candidate entity associated 
with a feature should be better than no feature.  

Zhang and Liu tackled this problem by fully utilizing all features found in 

corpus. They changed original mj to jm~ by multiplying a scaling factor t to force 

all feature weights wj > 0: 

                      jj tmm =~          (0 < t < 1)                          (25)    

The idea is that they lower the candidate data mean intentionally so that all the 
features found from the seed data can be utilized.  

Identifying High-Quality Features: Equation (23) shows that besides mj value, 

wj value is also affected by the sum 
=

N

i
ijq

1

. It means that if the feature occurs 

more times in the seed data, its corresponding wj will also be high. However, 
Equation (23) may not be sufficient since it only considers the feature occurrence 
but does not take feature quality into consideration. For example, two different 
features A and B, which have the same feature occurrence in the seed data and 
thus the same mean, According to Equation (23), they should have the same 
feature weight . However, for feature A, all feature counts may come from only 
one entity in the seed set, but for feature B, the feature counts are from four 
different entities in the seed set. Obviously, feature B is a better feature than 
feature A simply because the feature is shared by or associated with more entities. 
To detect such high-quality features to increase their weights, Zhang and Liu used 

the following formula to change the original wj to jw~  .  

jj rww =~                                                  (26)    
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In Equation (26), r is used to represent feature quality for feature j. h is the number 
of unique entities that have j-th feature. T is the total number of entities in the seed 
set. 
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In Zhang and Liu (2011c), different vectors representing the same candidate 
entity are produced as in (Li et al., 2010b). Thus, the same ranking algorithm is 
adopted, which is the multiplication of the median of the score vector obtained 
from feature vectors representing the entity and the logarithm of entity frequency.  

5 Summary 

With the explosive growth of social media on the Web, organizations are 
increasingly relying on opinion mining methods to analyze the content of these 
media for their decision making. Aspect-based opinion mining, which aims to 
obtain detailed information about opinions, has attracted a great of deal of 
attention from both the research community and industry. Aspect extraction and 
entity extraction are two of its core tasks. In this chapter, we reviewed some 
representative works for aspect extraction and entity extraction from opinion 
documents. 

For aspect extraction, existing solutions can be grouped into three main  
categories:  

(1)  using language dependency rules, e.g., double propagation (Qiu et al., 2011). 
These methods utilize the relationships between aspects and opinion words or 
other terms to perform aspect extraction. The approaches are unsupervised 
and domain-independent. Thus, they can be applied to any domain.  

(2)  using sequence learning algorithms such as HMM and CRF (Jin et al., 2009a; 
Jakob and Gurevych, 2010). These supervised methods are the dominating 
techniques for traditional information extraction. But they need a great deal of 
manual labeling effort.  

(3)  using topic models, e.g., MG-LDA (Titov and McDonald, 2008a). This is a 
popular research area for aspect extraction recently. The advantages of topic 
models are that they can group similar aspect expressions together and that 
they are unsupervised. However, their limitation is that the extracted aspects 
are not fine-grained.  

For entity extraction, supervised learning has also been the dominating 
approach. However, semi-supervised methods have drawn attention recently. As 
in opinion mining, users often want to find competing entities for opinion 
analysis, they can provide some knowledge (e.g., entity instances) as seeds for 
semi-supervised learning. In this chapter, we introduced PU learning and 
Bayesian Sets based semi-supervised extraction methods.  

For evaluation, the commonly used measures for information extraction such as 
precision, recall and F-1 scores are also often used in aspect and entity extraction. 
The current F-1 score results range from 0.60 to 0.85 depending on domains and 
datasets. Thus, the problems, especially aspect extraction, remain to be highly 
challenging. We expect that the future work will improve the accuracy 
significantly. We also believe that semi-supervised and unsupervised methods will 
play a larger role in these tasks.        
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Mining Periodicity from Dynamic and
Incomplete Spatiotemporal Data

Zhenhui Li and Jiawei Han

Abstract. As spatiotemporal data becomes widely available, mining and under-
standing such data have gained a lot of attention recently. Among all important pat-
terns, periodicity is arguably the most frequently happening one for moving objects.
Finding periodic behaviors is essential to understanding the activities of objects, and
to predict future movements and detect anomalies in trajectories. However, periodic
behaviors in spatiotemporal data could be complicated, involving multiple interleav-
ing periods, partial time span, and spatiotemporal noises and outliers. Even worse,
due to the limitations of positioning technology or its various kinds of deployments,
real movement data is often highly incomplete and sparse. In this chapter, we dis-
cuss existing techniques to mine periodic behaviors from spatiotemporal data, with
a focus on tackling the aforementioned difficulties risen in real applications. In par-
ticular, we first review the traditional time-series method for periodicity detection.
Then, a novel method specifically designed to mine periodic behaviors in spatiotem-
poral data, Periodica, is introduced.Periodica proposes to use reference spots to ob-
serve movement and detect periodicity from the in-and-out binary sequence. Then,
we discuss the important issue of dealing with sparse and incomplete observations
in spatiotemporal data, and propose a new general framework Periodo to detect pe-
riodicity for temporal events despite such nuisances. We provide experiment results
on real movement data to verify the effectiveness of the proposed methods. While
these techniques are developed in the context of spatiotemporal data mining, we be-
lieve that they are very general and could benefit researchers and practitioners from
other related fields.
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1 Introduction

With the rapid development of positioning technologies, sensor networks, and on-
line social media, spatiotemporal data is now widely collected from smartphones
carried by people, sensor tags attached to animals, GPS tracking systems on cars
and airplanes, RFID tags on merchandise, and location-based services offered by
social media. While such tracking systems act as real-time monitoring platforms,
analyzing spatiotemporal data generated from these systems frames many research
problems and high-impact applications. For example, understanding and model-
ing animal movement is important to addressing environmental challenges such
as climate and land use change, bio-diversity loss, invasive species, and infectious
diseases.

As spatiotemporal data becomes widely available, there are emergent needs in
many applications to understand the increasingly large collections of data. Among
all the patterns, one most common pattern is the periodic behavior. A periodic be-
havior can be loosely defined as the repeating activities at certain locations with
regular time intervals. For example, bald eagles start migrating to South America
in late October and go back to Alaska around mid-March. People may have weekly
periodicity staying in the office.

Mining periodic behaviors can benefit us in many aspects. First, periodic behav-
iors provide an insightful and concise explanation over the long moving history. For
example, animal movements can be summarized using mixture of multiple daily
and yearly periodic behaviors. Second, periodic behaviors are also useful for com-
pressing spatiotemporal data [17, 25, 4]. Spatiotemporal data usually have huge
volume because data keeps growing as time passes. However, once we extract peri-
odic patterns, it will save a lot of storage space by recording the periodic behaviors
rather than original data, without losing much information. Finally, periodicity is
extremely useful in future movement prediction [10], especially for a distant query-
ing time. At the same time, if an object fails to follow regular periodic behaviors, it
could be a signal of abnormal environment change or an accident.

More importantly, since spatiotemporal data is just a special class of temporal
data, namely two-dimensional temporal data, many ideas and techniques we discuss
in this chapter can actually be applied to other types of temporal data collected
in a broad range of fields such as bioinformatics, social network, environmental
science, and so on. For example, the notion of probabilistic periodic behavior can
be very useful in understanding the social behaviors of people via analyzing the
social network data such as tweets. Also, the techniques we developed for period
detection from noisy and incomplete observations can be applied to any kind of
temporal event data, regardless of the type of the collecting sensor.

1.1 Challenges in Mining Periodicity from Spatiotemporal Data

Mining periodic behaviors can bridge the gap between raw data and semantic under-
standing of the data, but it is a challenging problem. For example, Figure 1 shows the
raw movement data of a student David along with the expected periodic behaviors.
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Based on manual examination of the raw data (on the left), it is almost impossi-
ble to extract the periodic behaviors (on the right). In fact, the periodic behaviors
are quite complicated. There are multiple periods and periodic behaviors that may
interleave with each other. Below we summarize the major challenges in mining
periodic behavior from movement data:

Raw data of David’s movement

2009−02−05 09:14 (811, 60)
2009−02−05 10:58 (810, 55)
2009−02−05 14:29 (820, 100)

...

...

...

2009−06−12 09:56 (110, 98)
2009−06−12 11:20 (101, 65)
2009−06−12 20:08 (20, 97)
2009−06−12 22:19 (15, 100)

2009−02−05 07:01 (601, 254)

  20:00−8:00 in the dorm
  9:00−18:00 in the office

  14:00−16:00 Tues. and Thurs. in the gym

Periodic Behavior #1

Periodic Behavior #3 
  (Period: week; Time span: Sept. − May)

  (Period: day; Time span: Sept. − May)

  20:00−7:30 in the apartment
  8:00−18:00 in the company
  (Period: day; Time span: June − Aug.)
Periodic Behavior #2 

  13:00−15:00 Mon. and Wed. in the classroom

Hidden periodic behaviors

Fig. 1 Interleaving of multiple periodic behaviors

1. A real life moving object does not ever strictly follow a given periodic pattern.
For example, birds never follow exactly the same migration paths every year.
Their migration routes are strongly affected by weather conditions and thus could
be substantially different from previous years. Meanwhile, even though birds
generally stay in north in the summer, it is not the case that they stay at exactly
the same locations, on exactly the same days of the year, as previous years. There-
fore, “north” is a fairly vague geo-concept that is hard to be modeled from raw
trajectory data. Moreover, birds could have multiple interleaved periodic behav-
iors at different spatiotemporal granularities, as a result of daily periodic hunting
behaviors, combined with yearly migration behaviors.

2. We usually have incomplete observations, which are unevenly sampled and have
large portion of missing data. For example, a bird can only carry small sensors
with one or two reported locations in three to five days. And the locations of a
person may only be recorded when he uses his cellphone. Moreover, if a sensor
is not functioning or a tracking facility is turned off, it could result in a large
portion of missing data.

3. With the periods detected, the corresponding periodic behaviors should be mined
to provide a semantic understanding of movement data, such as the hidden pe-
riodic behaviors shown in Figure 1. The challenge in this step lies in the inter-
leaving nature of multiple periodic behaviors. As we can see that, for a person’s
movement as shown in Figure 1, one periodic behavior can be associated with
different locations, such as periodic behavior #1 is associated with both office
and dorm. Also, the same period (i.e., day) could be associated with two differ-
ent periodic behaviors, one from September to May and the other from June to
August.
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1.2 Existing Periodicity Mining Techniques

In this section, we will describe the existing periodicity mining techniques on var-
ious types of data, such as signal processing, gene data, and symbolic sequences.
The techniques for spatiotemporal mining will be discussed in more detail in Sec-
tion 2. Here we focus on two problems: (1) period detection and (2) periodic be-
havior mining. Period detection is to automatically detect the periods in time series
or sequences. Periodic behavior mining problem is to mine periodic patterns with a
given period.

1.2.1 Period Detection in Signals

A signal is a function that conveys information about the behavior or attributes of
some phenomenon. If the function is on the time domain, the signal is a temporal
function (i.e., time series). The most frequently used method to detect periods in
signals are Fourier transform and autocorrelation [18].

Fourier Transform maps a function of time into a new function whose argu-
ment is frequency with units of cycles/sec (hertz). In the case of a periodic func-
tion, the Fourier transform can be simplified to the calculation of a discrete set
of complex amplitudes, called Fourier series coefficients. Given a sequence x(n),
n= 0,1, . . . ,N−1, the normalized Discrete Fourier Transform is a sequence of com-
plex numbers X( f ):

X( fk/N) =
1√
N

N−1

∑
n=0

x(n)e−
j2πkn

N

where the subscript k/N denotes the frequency that each coefficient captures. In
order to discover potential periodicities of a time series, one can use periodogram
to estimate the spetral density of a signal. The periodogram P is provided by the
squared length of each Fourier coefficient:

P( fk/N) = ‖X( fk/N)‖2,k = 0,1, . . . ,�N− 1
2
�

If P( fk∗/N) is the maximum over all periodogram values of other frequencies, it
means that frequency k∗/N has the strongest power in signal. Mapping frequency to
time domain, a frequency k∗/N corresponds to time range [ N

k∗ ,
N

k∗−1 ).
Autocorrelation is the cross-correlation of a signal with itself. It is often used

to find repeating patterns, such as the presence of a periodic signal. In statistics,
autocorrelation of a time lag τ is defined as:

ACF(τ) =
1
N

N−1

∑
n=0

x(τ) · x(n+ τ)

If ACF(τ∗) is the maximum over autocorrelation values of all time lags, it means
that τ∗ is most likely to be the period of the sequence. Different from Fourier trans-
form that k∗/N is in frequency domain, time lag τ∗ is in time domain.
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Vlachos et al. [21] gives a comprehensive analysis and comparison between
Fourier transform and autocorrelation. In general, Fourier transform is a great in-
dicator for potential periods but the indicator is on the frequency domain. When
mapping a frequency to time domain, it could correspond to a time range instead of
one particular time. On the other hand, autocorrelation is not a good indicator for the
true period because the true period and the multipliers of the true period will all have
high autocorrelation values. For example, if τ∗ is the true period, ACF(k ·τ∗) are all
likely to have similar or even higher values than ACF(τ∗). Thus, it is hard to use a
cut-off threshold to determine the true period. However, autocorrelation calculates
the periodicity score on the time domain, so it does not have the mapping frequency
problem in Fourier transform. In [21], Vlachos et al. proposes a method to combine
autocorrelation and Fourier transform. It uses Fourier transform to find a good in-
dicator of the potential period range and use autocorrelation to further validate the
exact period.

1.2.2 Period Detection in Symbolic Sequences

Studies on period detection in data mining and database area usually assume the
input to be a sequence of symbols instead of real value time series. A symbol could
represent an event. An event could be a transaction record, for example, a person
bought a bottle of milk. In transaction history, people could buy certain items pe-
riodically. Every timestamp is associated with one event or a set of events. The
problem is to find whether there is an event or a set of events that have periodicity.

A common way to tackle the period detection in symbolic sequence is to get
all the time indexes for each event and check whether these time indexes show
periodicity. The time series that is being examined here can be considered as a binary
sequence, x = x1x2 . . .xn, where xt = 1 means this event happens at time t and xt = 0
means this event does not happen. The characteristics of such data is that the number
of 1s could only be a very small portion in the sequence. And because of such
sparsity, the period detection method is more sensitive to noise.

Ma et al. [16] proposes a chi-squared test for finding period by considering time
differences in adjacent occurrences of an event. Let s = {t1, t2, . . . , tm} denote all the
timestamps that an event happens. It considers the time differences between every
adjacent occurrences of the event: τi = ti+1− ti. Looking at the histogram of all τi

values, the true period p should have high frequency. In this method, authors use
Chi-square measure to set the threshold for the frequency. If a time difference value
p has frequency more than this threshold, it outputs p as the period.

Berberdis et al. [3] uses autocorrelation to detect periods in the binary sequence
x. Elfeky et al. [5] further improves this method by considering multiple events at
the same time. It assumes that there is only one event at each timestamp. Each event
is mapped to a binary sequence. For example, event “a” maps to “001”, event “b”
maps to “010”, event “c” maps to “100”. Then the original symbolic sequence in-
put is transformed into a binary sequence. It further applies autocorrelation on this
binary sequence to detect periods. In a follow-up work [5], Elfeky et al. mention
the previous methods [3, 5] are sensitive to noises. These noises include insertion,
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deletion, replacement of an event at some timestamps. So [6] proposes a method
based on Dynamic Time Warping to detect periods. The method is slower (i.e.,
O(n2)) compared with the previous method [5] (i.e., O(nlogn)). But it is more ac-
curate in terms of noises.

1.2.3 Period Detection in Gene Data

In bioinformatics, there are several studies in mining periods in gene data. A DNA
sequence is a high-dimensional symbolic sequence. In [7], Glynn et al. mention
that DNA sequence is often unevenly spaced and Fourier transform could fail when
the data contains an excessive number of missing values. They propose to use
Lomb-Scargle periodogram in such case. Lomb-Scargle periodogram [15, 19] is a
variation of Fourier transform to handle unevenly spaced data using least-squares
fitting of sinusoidal curves. In a follow-up work [1], Ahdesmäki et al. mention that
Lomb-Scargle periodogram used in [7] is not robust since it is the basic Fisher’s
test. So they propose to use regression method for periodicity detection in non-
uniformly sampled gene data. In [13], Liang et al. also mention that the performance
of Lomb-Scargle periodogram [7] degrades in the presence of heavy-tailed non-
Gaussian noise. In the presence of noises in gene data, Liang et al. [13] propose
to use Laplace periodogram for more robust discovery of periodicity. They show
Laplace periodogram is better than Lomb-Scarlge periodogram [7] and regression
method [1]. An interesting previous study [11] has studied the problem of periodic
pattern detection in sparse boolean sequences for gene data, where the ratio of the
number of 1’s to 0’s is small. It proposes a scoring function for a potential period
p by checking the alignment properties of periodic points in solenoidal coordinates
w.r.t. p.

1.2.4 Periodic Behavior Mining

A number of periodic pattern mining techniques have been proposed in data mining
literature. In this problem setting, each timestamp corresponds to a set of items. The
goal is to, with a given period, find the period patterns that appear at least min sup
times. Han et al. [9, 8] propose algorithms for mining frequent partial periodic pat-
terns. Yang et al. [27, 28, 23, 29] propose a series of work dealing with variations of
periodic pattern mining, such as asynchronous patterns [27], surprising periodic pat-
terns [28], patterns with gap penalties [29], and higher level patterns [23]. In [30],
it further addresses the gap requirement problem in biologic sequences. Different
from previous works which focus on the categorical data, Mamoulis et al. [17] de-
tects the periodic patterns for moving objects. Frequent periodic pattern mining tend
to output a large set of patterns, most of which are slightly different.

1.3 Organization of This Chapter

In Section 2, we first review in more details the existing work on applying time-
series methods to detect periodicity in spatiotemporal data. Then, we introduce a
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new approach, Periodica, which is able to discover complicated periodic behaviors
from movement data. Section 3 is devoted to the important issue of detecting pe-
riodicity in real data: highly incomplete observations. We describe a novel method
Periodo for robust periodicity detection for temporal events in these challenging
cases, and verify its effectiveness by comparing it with existing methods on syn-
thetic datasets. In Section 5, we show the results of applying the techniques intro-
duced in this chapter to real spatiotemporal datasets, including the movement data
of animals and humans. We conclude our discussion and point out future directions
in Section 6.

2 Techniques for Periodicity Mining in Spatiotemporal Data

In this section, we describe techniques which are developed to detect periodic be-
haviors in spatiotemporal data. Let D = {(x1,y1, time1),(x2,y2, time2), . . .} be the
original movement data for a moving object. Throughout this section, we assume
that the raw data is linearly interpolated with constant time gap, such as hour or
day. The interpolated sequence is denoted as LOC = loc1loc2 · · · locn, where loci is
a spatial point represented as a pair (loci.x, loci.y). Hence, our goal is to detect the
periodicity in the movement sequence LOC.

While period detection in 1-D time series has been long studied, with standard
techniques such as fast Fourier transform (FFT) and auto-correlation existing in the
literature, solution to the problem of detecting periods in 2-D spatiotemporal data
remains largely unknown until the recent work [2]. In this work, the authors first
describe an intuitive approach to identify recursions in movement data, and then
propose an extension of the 1-D Fourier Transform, named complex Fourier trans-
form (CFT), to detect circular movements from the input sequence. Therefore, in
this section we first review both methods, and point out their limitations in handling
real-world movement data. Then, we show how such limitations can be overcome
using a novel two-stage algorithm, Periodica, which is designed to mine complex
periodic behaviors from real-world movement data.

2.1 Existing Time-Series Methods

There have been many period detection methods developed for time series analysis.
A direct usage of time series techniques requires we transform the location sequence
into time series. A simple transform is mapping a location (x,y) onto complex plane
x+ iy, where i =

√−1. We denote the mapping of a location lock as a complex
number zk, where zk = lock.x+ ilock.y.

2.1.1 Recursion Analysis

Recursion analysis is used to identify closed paths in the movement patterns. In or-
der to define a closed path, or a recursion, one needs to divide the landscape into a
grid of patches (a 105× 105 matrix is used in [2]). Then, a close path exists in the
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movement sequence if an exact (to the resolution of landscape discretization) recur-
sion to a previous location at a later time is found. To detect such recursions, one
simply notices that the sum of vector displacements along a closed path is zero and
thus requires the identification of zero-valued partial summations of the coordinates
of sequential locations.

Specifically, given a sequence of locations vectors zk,k = 1,2, . . . ,n, the method
first compute the difference vectors vk = zk+1− zk, for k = 1,2, . . . ,n− 1. Then, for
any time window (s, t), t > s, the segment of the path from zs to zt is denoted as
V (s, t):

V (s, t) =
t

∑
k=s

vk. (1)

Thus, a recursion of duration D is a window for which V (s, t) = 0 and t−s =D. No-
tice that the recursion analysis identifies all closed paths, their length, and locations.
These recursions are then sorted according to their durations to identify significant
and semantic meaningful lengths of recursion (e.g., a day).

2.1.2 Circle Analysis

Fourier transform is one of the most widely used tools for time-series analysis. By
extending it to complex numbers, one can identify circular paths, clockwise or coun-
terclockwise, in the movement. Mathematically, given a sequence of location coor-
dinates represented by a series of complex numbers {zk}n

k=1, the periodogram of the
complex Fourier transform (CFT) of zk is defined as:

Z( f ) =
n

∑
k=1

zk× e−i2π f k, f > 0 (2)

Note that these spectra of Z are functions of the frequency f , which is the recip-
rocal of duration, D (i.e., D = 1/ f ). It can be shown that Z( f ) provides an indication
of the trend of circular motion, and can also be used to distinguish clockwise from
counterclockwise patterns. Interested readers are referred to [2] for detailed illustra-
tions and results of CFT.

Meanwhile, it is important to distinguish the circular analysis from the aforemen-
tioned recursion analysis. Note that a close path detected by recursion analysis is not
necessarily circular, and similarly a clockwise or counterclockwise movement does
not ensure a recursion. In this sense, these two methods are complementary to each
other. Consequently, one can combine these two methods to answer more complex
questions such as whether there is a circular path between recursions.

2.1.3 Limitations of Time-Series Methods

While tools from time-series analysis have demonstrated certain success when gen-
eralized to handle spatiotemporal data, it also has several major limitations as we
elaborate below.
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First, the performance of recursion analysis heavily rely on the resolution of land-
scape discretization, for which expert information about the moving objects’ typical
range of activity is crucial. For example, one will miss a lot of recursions when the
resolution is set too coarse, whereas when the resolution is set too fine a large num-
ber of false positives will occur. Due to the same reason, the recursion analysis is
also very sensitive to noise in the movement data.

Second, while circle analysis does not have the same dependency issue as re-
cursion analysis, its usage is however strictly restricted to detecting circular paths
in the movement data. Unfortunately, real-world spatiotemporal data often exhibit
much more complex periodic patterns which are not necessarily circular (see Fig-
ure 2 for an example). Therefore, the development of a more flexible method is of
great important in practice.

Finally, as we mentioned before, the objects of interest (e.g., humans, animals)
often have multiple periodic behaviors with the same period, which is completely
ignored by existing methods. In order to achieve semantic understanding of the data,
it is important for our algorithm to be able to mine such multiple behaviors in move-
ment data.

With all of these considerations in mind, we now proceed to describe a new al-
gorithms for periodic behavior mining in spatiotemporal data, which handles all the
aforementioned difficulties in a unified framework.

2.2 Periodica: Using Reference Spots to Detect Periodicity

As discussed above, periodic behaviors mined from spatiotemporal data can provide
people with valuable semantic understanding of the movement. In order to mine
periodic behaviors, one typically encounters the following two major issues.

First, the periods (i.e., the regular time intervals in a periodic behavior) are usu-
ally unknown. Even though there are many period detection techniques that are
proposed in signal processing area, such as Fourier transform and autocorrelation,
we will see in Section 2.2.2 that these methods cannot be directly applied to the spa-
tiotemporal data. Besides, there could be multiple periods existing at the same time,
for example in Figure 1, David has one period as “day” and another as “week”. If
we consider the movement sequence as a whole, the longer period (i.e., week) will
have fewer repeating times than the shorter period (i.e., day). So it is hard to select a
threshold to find all periods. Surprisingly, there is no previous work that can handle
the issue about how to detect multiple periods from the noisy moving object data.

Second, even if the periods are known, the periodic behaviors still need to be
mined from the data because there could be several periodic behaviors with the
same period. As we can see that, in David’s movement, the same period (i.e., day)
is associated with two different periodic behaviors, one from September to May and
the other from June to August. In previous work, Mamoulis et al. [17] studied the
frequent periodic pattern mining problem for a moving object with a given period.
However, the rigid definition of frequent periodic pattern does not encode the sta-
tistical information. It cannot describe the case such as “David has 0.8 probability
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to be in the office at 9:00 everyday.” One may argue that these frequent periodic
patterns can be further summarized using probabilistic modeling approach [26, 22].
But such models built on frequent periodic patterns do not truly reflect the real un-
derlying periodic behaviors from the original movement, because frequent patterns
are already a lossy summarization over the original data. Furthermore, if we can
directly mine periodic behaviors on the original movement using polynomial time
complexity, it is unnecessary to mine frequent periodic patterns and then summarize
over these patterns.

We formulate the periodic behavior mining problem and propose the assumption
that the observed movement is generated from several periodic behaviors associated
with some reference locations. We design a two-stage algorithm,Periodica, to detect
the periods and further find the periodic behaviors.

At the first stage, we focus on detecting all the periods in the movement. Given
the raw data as shown in Figure 1, we use the kernel method to discover those refer-
ence locations, namely reference spots. For each reference spot, the movement data
is transformed from a spatial sequence to a binary sequence, which facilitates the
detection of periods by filtering the spatial noise. Besides, based on our assumption,
every period will be associated with at least one reference spot. All periods in the
movement can be detected if we try to detect the periods in every reference spot.
At the second stage, we statistically model the periodic behavior using a generative
model. Based on this model, underlying periodic behaviors are generalized from
the movement using a hierarchical clustering method and the number of periodic
behaviors is automatically detected by measuring the representation error.

2.2.1 Problem Definition

Given a location sequence LOC, our problem aims at mining all periodic behaviors.
Before defining periodic behavior, we first define some concepts. A reference spot
is a dense area that is frequently visited in the movement. The set of all reference
spots is denoted as O = {o1,o2, . . . ,od}, where d is the number of reference spots.
A period T is a regular time interval in the (partial) movement. Let ti (1 ≤ i ≤ T )
denote the i-th relative timestamp in T .

A periodic behavior can be represented as a pair 〈T,P〉, where P is a probability
distribution matrix. Each entry Pik(1≤ i≤ d,1≤ k≤ T ) of P is the probability that
the moving object is at the reference spot oi at relative timestamp tk.

As an example, for T = 24 (hours), David’s daily periodic behavior (Figure 1
involved with 2 reference spots (i.e., “office” and “dorm”) could be represented
as (2+ 1)× 24 probability distribution matrix, as shown Table 1. This table is an
intuitive explanation of formal output of periodic behaviors, which is not calculated
according to specific data in Figure 1. The probability matrix encodes the noises and
uncertainties in the movement. It statistically characterizes the periodic behavior
such as “David arrives at office around 9:00.”

Definition 1 (Periodic Behavior Mining). Given a length-n movement sequence
LOC, our goal is to mine all the periodic behaviors {〈T,P〉}.
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Table 1 A daily periodic behavior of David

8:00 9:00 10:00 · · · 17:00 18:00 19:00

dorm 0.9 0.2 0.1 · · · 0.2 0.7 0.8
office 0.05 0.7 0.85 · · · 0.75 0.2 0.1

unknown 0.05 0.1 0.05 · · · 0.05 0.1 0.1

Since there are two subtasks in the periodic behavior mining problem, detecting
the periods and mining the periodic behaviors. We propose a two-stage algorithm
Periodica, where the overall procedure of the algorithm is developed in two stages
and each stage targets one subtask.

Algorithm 1 shows the general framework of Periodica. At the first stage, we
first find all the reference spots (Line 2) and for each reference spot, the periods are
detected (Lines 3∼5). Then for every period T , we consider the reference spots with
period T and further mine the corresponding periodic behaviors (Lines 7∼10).

Algorithm 1. Periodica
INPUT: A movement sequence LOC = loc1loc2 · · · locn.
OUTPUT: A set of periodic behaviors.
ALGORITHM:

1: /* Stage 1: Detect periods */
2: Find reference spots O = {o1,o2, · · · ,od};
3: for each oi ∈ O do
4: Detect periods in oi and store the periods in Pi;
5: Pset ← Pset ∪Pi;
6: end for
7: /* Stage 2: Mine periodic behaviors */
8: for each T ∈ Pset do
9: OT = {oi|T ∈ Pi};

10: Construct the symbolized sequence S using OT ;
11: Mine periodic behaviors in S.
12: end for

2.2.2 Detecting Period

In this section, we will discuss how to detect periods in the movement data. This
includes two subproblems, namely, finding reference spots and detecting periods on
binary sequence generated by these spots. First of all, we want to show why the idea
of reference spots is essential for period detection. Consider the following example.

We generate a movement dataset simulating an animal’s daily activities. Every
day, this animal has 8 hours staying at the den and the rest time going to some ran-
dom places hunting for food. Figure 2(a) shows its trajectories. We first try the
method introduced in [2]. The method transforms locations (x,y) onto complex
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Fig. 2 Illustration of the importance to view movement from reference spots

plane and use Fourier transform to detect the periods. However, as shown in Fig-
ure 2(b) and Figure 2(c), there is no strong signal corresponding to the correct period
because such method is sensitive to the spatial noise. If the object does not follow
more or less the same hunting route every day, the period can hardly be detected.
However, in real cases, few objects repeat the exactly same route in the periodic
movement.

Our key observation is that, if we view the data from the den, the period is easier
to be detected. In Figure 2(d), we transform the movement into a binary sequence,
where 1 represents the animal is at den and 0 when it goes out. It is easy to see
the regularity in this binary sequence. Our idea is to find some important reference
locations, namely reference spots , to view the movement. In this example, the den
serves as our reference spot.

The notion of reference spots has several merits. First, it filters out the spatial
noise and turns the period detection problem from a 2-dimensional space (i.e., spa-
tial) to a 1-dimensional space (i.e., binary). As shown in Figure 2(d), we do not care
where the animal goes when it is out of the den. As long as it follows a regular pat-
tern going out and coming back to the den, there is a period associated with the den.
Second, we can detect multiple periods in the movement. Consider the scenario that
there is a daily period with one reference spot and a weekly period with another ref-
erence spot, it is possible that only period “day” is discovered because the shorter
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period will repeat more times. But if we view the movement from two reference
spots separately, both periods can be individually detected. Third, based on the as-
sumption that each periodic behavior is associated with some reference locations,
all the periods can be found through reference spots.

The rest of this section will discuss in details how to find reference spots and
detect the periods on the binary sequence for each reference spot.

Finding Reference Spots. Since an object with periodic movement will repeatedly
visit some specific places, if we only consider the spatial information of the move-
ment, reference spots are those dense regions containing more points than the other
regions. Note that the reference spots are obtained for each individual object.

Many methods can be applied to detect the reference spots, such as density-based
clustering. The methods could vary according to different applications. We adapt a
popular kernel method [24], which is designed for the purpose of finding home
ranges of animals. For human movement, we may use important location detection
methods in [14, 31].

While computing the density for each location in a continuous space is computa-
tionally expensive, we discretize the space into a regular w×h grid and compute the
density for each cell. The grid size is determined by the desired resolution to view
the spatial data. If an animal has frequent activities at one place, this place will have
higher probability to be its home. This actually aligns very well with our definition
of reference spots.

For each grid cell c, the density is estimated using the bivariate normal density
kernel,

f (c) =
1

nγ2

n

∑
i=1

1
2π

exp(−|c− loci|2
2γ2 ),

where |c− loci| is the distance between cell c and location loci. In addition, γ is a
smoothing parameter which is determined by the following heuristic method [2],

γ =
1
2
(σ2

x +σ2
y )

1
2 n−

1
6 ,

where σx and σy are the standard deviations of the whole sequence LOC in its x and
y-coordinates, respectively. The time complexity for this method is O(w ·h ·n).

After obtaining the density values, a reference spot can be defined by a contour
line on the map, which joins the cells of the equal density value, with some density
threshold. The threshold can be determined as the top-p% density value among all
the density values of all cells. The larger the value p is, the bigger the size of refer-
ence spot is. In practice, p can be chosen based on prior knowledge about the size
of the reference spots. In many real applications, we can assume that the reference
spots are usually very small on a large map (e.g., within 10% of whole area). So,
by setting p% = 15%, most parts of reference spots should be detected with high
probability.

To illustrate this idea, assume that a bird stays in a nest for half a year and moves
to another nest staying for another half year. At each nest, it has a daily periodic
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Fig. 3 Finding reference spots

behavior of going out for food during the daytime and coming back to the nest at
night, as shown in Figure 3. Note that the two small areas (spot #2 and spot #3)
are the two nests and the bigger region is the food resource (spot #1). Figure 3(a)
shows the density calculated using the kernel method. The grid size is 100× 100.
The darker the color is, the higher the density is. Figure 3(b) is the reference spots
identified by contour using top-15% density value threshold.

Periods Detection on Binary Sequence. Given a set of reference spots, we fur-
ther propose a method to obtain the potential periods within each spot separately.
Viewed from a single reference spot, the movement sequence now can be trans-
formed into a binary sequence B = b1b2 . . .bn, where bi = 1 when this object is
within the reference spot at timestamp i and 0 otherwise. In discrete signal process-
ing area, to detect periods in a sequence, the most popular methods are Fourier trans-
form and autocorrelation, which essentially complement each other in the following
sense, as discussed in [21]. On one hand, Fourier transform often suffers from the
low resolution problem in the low frequency region, hence provides poor estimation
of large periods. Also, the well-known spectral leakage problem of Fourier trans-
form tends to generate a lot of false positives in the periodogram. On the other
hand, autocorrelation offers accurate estimation for both short and large periods,
but is more difficult to set the significance threshold for important periods. Con-
sequently, [21] proposed to combine Fourier transform and autocorrelation to find
periods. Here, we adapt this approach to find periods in the binary sequence B.

In Discrete Fourier Transform (DFT), the sequence B = b1b2 . . .bn is transformed
into the sequence of n complex numbers X1,X2, . . . ,Xn. Given coefficients X , the
periodogram is defined as the squared length of each Fourier coefficient: Fk = ‖Xk‖2.
Here, Fk is the power of frequency k. In order to specify which frequencies are
important, we need to set a threshold and identify those higher frequencies than this
threshold.

The threshold is determined using the following method. Let B′ be a randomly
permutated sequence from B. Since B′ should not exhibit any periodicities, even the
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maximum power does not indicate the period in the sequence. Therefore, we record
its maximum power as pmax, and only the frequencies in B that have higher power
than pmax may correspond to real periods. To provide a 99% confidence level on
what frequencies are important, we repeat the above random permutation experi-
ment 100 times and record the maximum power of each permutated sequence. The
99-th largest value of these 100 experiments will serve as a good estimator of the
power threshold.

Given that Fk is larger than the power threshold, we still need to determine the
exact period in the time domain, because a single value k in frequency domain cor-
responds to a range of periods [ n

k ,
n

k−1 ) in time domain. In order to do this, we use
circular autocorrelation, which examines how similar a sequence is to its previous
values for different τ lags: R(τ) = ∑n

i=1 bτbi+τ .
Thus, for each period range [l,r) given by the periodogram, we test whether

there is a peak in {R(l),R(l + 1), . . . ,R(r− 1)} by fitting the data with a quadratic
function. If the resulting function is concave in the period range, which indicates the
existence of a peak, we return t∗ = argmaxl≤t<r R(t) as a detected period. Similarly,
we employ a 99% confidence level to eliminate false positives caused by noise.
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Fig. 4 Finding periods

In Figure 4(a), we show the periodogram of reference spot #2 in Figure 3. The
red dashed line denotes the threshold of 99% confidence. There are two points P1

and P2 that are above the threshold. In Figure 4(b), P1 and P2 are mapped to a range
of periods. We can see that there is only one peak, P1, corresponding to T = 24 on
the autocorrelation curve.
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2.2.3 Modeling Periodic Behaviors

After obtaining the periods for each reference spot, now we study the task how to
mine periodic behaviors. We will consider the reference spots with the same period
together in order to obtain more concise and informative periodic behaviors. But,
since a behavior may only exist in a partial movement, there could be several peri-
odic behaviors with the same period. For example, there are two daily behaviors in
David’s movement: One corresponds to the school days and the other occurs during
the summer. However, given a long history of movement and a period as a “day”,
we actually do not know how many periodic behaviors exist in this movement and
which days belong to which periodic behavior. This motivates us to use a clustering
method. Because the “days” that belong to the same periodic behavior should have
the similar temporal location pattern. We propose a generative model to measure
the distance between two “days”. Armed with such distance measure, we can fur-
ther group the “days” into several clusters and each cluster represents one periodic
behavior. As in David’s example, “school days” should be grouped into one cluster
and “summer days” should be grouped into another one. Note that, we assume that
for each period, such as “day”, one “day” will only belong to one behavior.

Since every period in the movement will be considered separately, the rest of this
section will focus on one specific period T . First, we retrieve all the reference spots
with period T . By combining the reference spots with the same period together, we
will get a more informative periodic behaviors associated with different reference
spots. For example, we can summarize David’s daily behavior as “9:00∼18:00 at
office and 20:00∼8:00 in the dorm”. We do not consider combining two different
periods in current work.

Let OT = {o1,o2, . . . ,od} denote reference spots with period T . For simplicity,
we denote o0 as any other locations outside the reference spots o1,o2, . . . ,od . Given
LOC = loc1loc2 · · · locn, we generate the corresponding symbolized movement se-
quence S = s1s2 . . . sn, where si = j if loci is within o j. S is further segmented into
m = � n

T � segments1. We use I j to denote the j-th segment and tk (1 ≤ k ≤ T ) to

denote the k-th relative timestamp in a period. I j
k = i means that the object is within

oi at tk in the j-th segment. For example, for T = 24 (hours), a segment represents
a “day”, t9 denotes 9:00 in a day, and I5

9 = 2 means that the object is within o2 at
9:00 in the 5-th day. Naturally, we may use the categorical distribution to model the
probability of such events.

Definition 2 (Categorical Distribution Matrix). Let T = {t1, t2,. . . ,tT} be a set of
relative timestamps, xk be the categorical random variable indicating the selection of
reference spot at timestamp tk. P = [p1, . . . ,pT ] is a categorical distribution matrix
with each column pk = [p(xk = 0), p(xk = 1), . . . , p(xk = d)]T being an independent
categorical distribution vector satisfying ∑d

i=0 p(xk = i) = 1.

Now, suppose I1, I2, . . ., Il follow the same periodic behavior. The probability
that the segment set I =

⋃l
j=1 I j is generated by some distribution matrix P is

1 If n is not a multiple of T , then the last (n mod T ) positions are truncated.
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P(I |P) = ∏
I j∈I

T

∏
k=1

p(xk = I j
k ).

Now, we formally define the concept of periodic behavior.

Definition 3 (Periodic Behavior). Let I be a set of segments. A periodic behavior
over all the segments in I , denoted as H(I ), is a pair 〈T,P〉. T is the period and P is
a probability distribution matrix. We further let |I | denote the number of segments
covered by this periodic behavior.

2.2.4 Discovery of Periodic Behaviors

With the definition of periodic behaviors, we are able to estimate periodic behaviors
over a set of segments. Now given a set of segments {I1, I2, . . . , Im}, we need to dis-
cover which segments are generated by the same periodic behavior. Suppose there
are K underlying periodic behaviors, each of which exists in a partial movement,
the segments should be partitioned into K groups so that each group represents one
periodic behavior.

A potential solution to this problem is to apply some clustering methods. In order
to do this, a distance measure between two periodic behaviors needs to be defined.
Since a behavior is represented as a pair 〈T,P〉 and T is fixed, the distance should
be determined by their probability distribution matrices. Further, a small distance
between two periodic behaviors should indicate that the segments contained in each
behavior are likely to be generated from the same periodic behavior.

Several measures between the two probability distribution matrices P and Q can
be used to fulfill these requirements. Here, since we assume the independence of
variables across different timestamps, we propose to use the well-known Kullback-
Leibler divergence as our distance measure:

KL(P‖Q) =
T

∑
k=1

d

∑
i=0

p(xk = i) log
p(xk = i)
q(xk = i)

.

When KL(P‖Q) is small, it means that the two distribution matrices P and Q are
similar, and vice versa.

Note that KL(P‖Q) becomes infinite when p(xk = i) or q(xk = i) has zero prob-
ability. To avoid this situation, we add to p(xk = i) (and q(xk = i)) a background
variable u which is uniformly distributed among all reference spots,

p(xk = i) = (1−λ )p(xk = i)+λ u, (3)

where λ is a small smoothing parameter 0 < λ < 1.
Now, suppose we have two periodic behaviors, H1 = 〈T,P〉 and H2 = 〈T,Q〉. We

define the distance between these two behaviors as

dist(H1,H2) = KL(P‖Q).
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Suppose there exist K underlying periodic behaviors. There are many ways to
group the segments into K clusters with the distance measure defined. However, the
number of underlying periodic behaviors (i.e., K) is usually unknown. So we pro-
pose a hierarchical agglomerative clustering method to group the segments while at
the same time determine the optimal number of periodic behaviors. At each iteration
of the hierarchical clustering, two clusters with the minimum distance are merged.
In Algorithm 2, we first describe the clustering method assuming K is given. We
will return to the problem of selecting optimal K later.

Algorithm 2. Mining periodic behaviors.
INPUT: symbolized sequence S, period T , number of clusters K.
OUTPUT: K periodic behaviors.
ALGORITHM:

1: segment S into m segments;
2: initialize k = m clusters, each of which has one segment;
3: compute the pairwise distances among C1, . . . ,Ck, di j = dist(H(Ci),H(Cj));
4: while (k > K) do
5: select dst such that s, t = argmini, j di j;
6: merge clusters Cs and Ct to a new cluster C;
7: calculate the distances between C and the remaining clusters;
8: kv = k−1;
9: end while

10: return {H(Ci),1≤ i≤ K}.

Algorithm 2 illustrates the hierarchical clustering method. It starts with m clusters
(Line 1). A cluster C is defined as a collection of segments. At each iteration, two
clusters with the minimum distance are merged (Lines 4∼8). When two clusters are
merged, the new cluster inherits the segments that owned by the original clusters
Cs and Ct . It has a newly built behavior H(C) = 〈T,P〉 over the merged segments,
where P is computed by the following updating rule:

P =
|Cs|

|Cs|+ |Ct |Ps +
|Ct |

|Cs|+ |Ct |Pt . (4)

Finally, K periodic behaviors are returned (Line 9).
To illustrate the method, we again use the example shown in Figure 3. There are

two periodic behaviors with period T = 24 (hours) in the bird’s movement. Figure 5
shows the probability distribution matrix for each discovered periodic behavior. A
close look at Figure 5(a) shows that at time 0:00∼8:00 and 22:00∼24:00, the bird
has a high probability being at reference spot #2, which is a nest shown in Fig-
ure 3(b). At time 12:00∼18:00, it is very likely to be at reference spot #1, which
is the food resources shown in Figure 3(b). And at the time 9:00∼11:00, there are
also some probability that the bird is at reference spot #1 or reference spot #2. This
indicates the bird goes out of the nest around 8:00 and arrives at the food resources
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Fig. 5 Periodic behaviors

place around 12:00. Such periodic behaviors well represent the bird’s movement
and truly reveal the mechanism we employed to generate this synthetic data.

Now, we discuss how to pick the appropriate parameter K. Ideally, during the
hierarchical agglomerative clustering, the segments generated from the same be-
havior should be merged first because they have smaller KL-divergence distance.
Thus, we judge a cluster is good if all the segments in the cluster are concentrated in
one single reference spot at a particular timestamp. Hence, a natural representation
error measure to evaluate the representation quality of a cluster is as follows. Note
that here we exclude the reference spot o0 which essentially means the location is
unknown.

Definition 4 (Representation Error). Given a set of segments C ={I1, I2,. . . ,Il}
and its periodic behavior H(C) = 〈T,P〉, the representation error is,

E(C) =
∑I j∈C ∑T

i=1 1
I j
i �=0
· (1− p(xi = I j

i ))

∑I j∈C ∑T
i=1 1

I j
i �=0

.

At each iteration, all the segments are partitioned into k clusters {C1,C2, . . . ,Ck}.
The overall representation error at current iteration is calculated as the mean over
all clusters,

Ek =
1
k

k

∑
i=1

E(Ci).
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Fig. 6 Representation error

During the clustering process, we monitor the change of Ek. If Ek exhibits dra-
matical increases comparing with Ek−1, it is a sign the newly merged cluster may
contain two different behaviors and k− 1 is likely to be a good choice of K. The
degree of such change can be observed from the derivative of E over k, ∂E

∂k . Since a
sudden increase of E will result in a peak in its derivative, we can find the optimal
K as K = argmaxk

∂E
∂k .

As we can see in Figure 6, the representation error suddenly increases at k = 2 for
the bird’s movement. This indicates that there are actually two periodic behaviors in
the movement. This is true because the bird has one daily periodic behavior at the
first nest and later has another one at the second nest.

3 Mining Periodicity from Incomplete Observations

So far, we have presented a complete framework, Periodica, for mining periodic be-
haviors from spatio-temporal data. Using the notion of reference spots, Periodica
is able to discover complex periodic behaviors from real-world movement data.
Nevertheless, we note that Periodica still relies on traditional periodicity analysis
methods, namely Fourier transform and auto-correlation [18, 21, 5, 12], to detect
periods after the movement data is converted to binary sequences. A fundamental
assumption of all the traditional periodicity analysis methods is that they require the
data to be evenly sampled, that is, there is an observation at every timestamp.

Unfortunately, due to the limitations of data collection devices and methods, this
seemingly weak assumption is often seriously violated in practice. For example,
a bird can only carry small sensors with one or two reported locations in three to
five days. And the locations of a person may only be recorded when he uses his
cellphone. Moreover, if a sensor is not functioning or a tracking facility is turned
off, it could result in a large portion of missing data. Therefore, we usually have
incomplete observations, which are unevenly sampled and have large portion of
missing data. In fact, the issue with incomplete observations is a common problem
on data collected from GPS and sensors, making period detection an even more
challenging problem.
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Fig. 7 Incomplete observations

To illustrate the difficulties, let us first take a look at Figure 7. Suppose we have
observed the occurrences of an event at timestamps 5, 18, 26, 29, 48, 50, 67, and 79.
The observations of the event at other timestamps are not available. It is certainly
not an easy task to infer the period directly from these incomplete observations.
Even though some extensions of Fourier transform have been proposed to handle
uneven data samples [15, 19], they are still not applicable to the case with very low
sampling rate.

Besides, the periodic behaviors could be inherently complicated and noisy. A
periodic event does not necessarily happen at exactly the same timestamp in each
periodic cycle. For example, the time that a person goes to work in the morning
might oscillate between 8:00 to 10:00. Noises could also occur when the “in office”
event is expected to be observed on a weekday but fails to happen.

In this section, we take a completely different approach to the period detection
problem and handle all the aforementioned difficulties occurring in data collection
process and periodic behavior complexity in a unified framework. The basic idea of
our method is illustrated in Example 1.

Observations are clustered in [5,10] interval.

Overlay the segments

Observations are scattered.

18 26 29 5048 67 795

Overlay the segments

Segment the data using length 20 Segment the data using length 16

Time
Event has period 20. Occurrences of the event happen between 20k+5 to 20k+10.

Fig. 8 Illustration example of our method

Example 1. Suppose an event has a period T = 20 and we have eight observations
of the event, as shown in Figure 8. If we overlay the observations with the correct
period T = 20, we can see that most of the observations concentrate in time interval
[5,10]. On the contrary, if we overlay the points with a wrong period, say T = 16,
we cannot observe such clusters.
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As suggested by Example 1, we could segment the timeline using a potential
period T and summarize the observations over all the segments. If most of the ob-
servations fall into some time intervals, such as interval [5,10] in Example 1, T is
likely to be the true period. In this section, we formally characterize such likelihood
by introducing a probabilistic model for periodic behaviors. The model naturally
handles the oscillation and noise issues because the occurrence of an event at any
timestamp is now modeled with a probability. Next, we propose a new measure for
periodicity based on this model. The measure essentially examines whether the dis-
tribution of observations is highly skewed w.r.t. a potential period T . As we will see
later, even when the observations are incomplete, the overall distribution of obser-
vations, after overlaid with the correct T , remains skewed and is similar to the true
periodic behavior model.

In summary, our major contributions are as follows. First, we introduce a
probabilistic model for periodic behaviors and a random observation model for in-
complete observations. This enables us to model all the variations we encounter in
practice in a unified framework. Second, we propose a novel probabilistic measure
for periodicity and design a practical algorithm to detect periods directly from the
raw data. We further give rigorous proof of its validity under both the probabilis-
tic periodic behavior model and the random observation model. Finally, we point
out that our method can be used to detect periodicity for any temporal events, not
necessarily restricting to movement data.

3.1 Problem Definition

Now we formally define the problem of period detection for events. We first assume
that there is an observation at every timestamp. The case with incomplete observa-
tions will be discussed in Section 3.2.2. We use a binary sequence X = {x(t)}n−1

t=0
to denote observations. For example, if the event is “in the office”, x(t) = 1 means
this person is in the office at time t and x(t) = 0 means this person is not in the
office at time t. Later we will refer x(t) = 1 as a positive observation and x(t) = 0
as a negative observation.

Definition 5 (Periodic Sequence). A sequence X = {x(t)}n−1
t=0 is said to be peri-

odic if there exists some T ∈ Z such that x(t +T ) = x(t) for all values of t. We call
T a period of X .

A fundamental ambiguity with the above definition is that if T is a period of X ,
then mT is also a period of X for any m ∈ Z. A natural way to resolve this problem
is to use the so called prime period.

Definition 6 (Prime Period). The prime period of a periodic sequence is the small-
est T ∈ Z such that x(t +T) = x(t) for all values of t.

For the rest of the section, unless otherwise stated, we always refer the word
“period” to “prime period”.

As we mentioned before, in real applications the observed sequences always de-
viate from the perfect periodicity due to the oscillating behavior and noises. To
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model such deviations, we introduce a new probabilistic framework, which is based
on the periodic distribution vectors as defined below.

Definition 7 (Periodic Distribution Vector). For any vector pT = [pT
0 , . . . , pT

T−1] ∈
[0,1]T other than 0T and 1T , we call it a periodic distribution vector of length T . A
binary sequence X is said to be generated according to pT if x(t) is independently
distributed according to Bernoulli(pT

mod (t,T )).

Here we need to exclude the trivial cases where pT = 0T or 1T . Also note that if
we restrict the value of each pT

i to {0,1} only, then the resulting X is strictly pe-
riodic according to Definition 5. We are now able to formulate our period detection
problem as follows.

Problem 1 (Event Period Detection). Given a binary sequence X generated ac-
cording to any periodic distribution vector pT0 , find T0.
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Fig. 9 (Running Example) Periodic distribution vector of a event with daily periodicity T0 =
24

Example 2 (Running Example). We will use a running example throughout the sec-
tion to illustrate our method. Assume that a person has a daily periodicity visiting
his office during 10am-11am and 2pm-4pm. His observation sequence is generated
from the periodic distribution vector with high probabilities at time interval [10:11]
and [14:16] and low but nonzero probabilities at other timestamps, as shown in
Figure 9.

3.2 A Probabilistic Model for Period Detection

As we see in Example 8, when we overlay the binary sequence with its true period
T0, the resulting sequence correctly reveals its underlying periodic behavior. Now we
make this observation formal using the concept of periodic distribution vector. Then,
we propose a novel probabilistic measure of periodicity based on this observation
and prove its validity even when observations are incomplete.
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3.2.1 A Probabilistic Measure of Periodicity

Given a binary sequence X , we define S+ = {t : x(t) = 1} and S−= {t : x(t) = 0} as
the collections of timestamps with 1’s and 0’s, respectively. For a candidate period
T , let IT denote the power set of [0 : T − 1]. Then, for any set of timestamps (pos-
sibly non-consecutive) I ∈IT , we can define the collections of original timestamps
that fall into this set after overlay as follows:

S+I = {t ∈ S+ : FT (t) ∈ I}, S−I = {t ∈ S− : FT (t) ∈ I},

where FT (t) = mod (t,T ), and further compute the ratios of 1’s and 0’s whose
corresponding timestamps fall into I after overlay:

μ+
X (I,T ) =

|S+I |
|S+| , μ−X (I,T ) =

|S−I |
|S−| . (5)

The following lemma says that these ratios indeed reveal the true underlying prob-
abilistic model parameters, given that the observation sequence is sufficiently long.

Lemma 1. Suppose a binary sequence X = {x(t)}n−1
t=0 is generated according to

some periodic distribution vector pT of length T , write qT
i = 1− pT

i . Then ∀I ∈IT ,

lim
n→∞

μ+
X (I,T ) =

∑i∈I pT
i

∑T−1
i=0 pT

i

, lim
n→∞

μ−X (I,T ) =
∑i∈I qT

i

∑T−1
i=0 qT

i

.

Proof. The proof is a straightforward application of the Law of Large Numbers
(LLN), and we only prove the first equation. With a slight abuse of notation we
write Si = {t : FT (t) = i} and S+i = {t ∈ S+ : FT (t) = i}. Since {x(t) : t ∈ Si} are
i.i.d. Bernoulli(pT

i ) random variables, by LLN we have

lim
n→∞

|S+i |
n

= lim
n→∞

∑t∈Si
x(t)

n
=

pT
i

T
,

where we use limn→∞
|Si|
n = 1

T for the last equality. So,

lim
n→∞

μ+
X (I,T ) = lim

n→∞

|S+I |/n
|S+|/n

= lim
n→∞

∑i∈I |S+i |/n

∑T−1
i=0 |S+i |/n

=
∑i∈I pT

i /T

∑T−1
i=0 pT

i /T
=

∑i∈I pT
i

∑T−1
i=0 pT

i

.

Now we introduce our measure of periodicity based on Lemma 1. For any I ∈IT ,
its discrepancy score is defined as:

ΔX (I,T ) = μ+
X (I,T )− μ−X (I,T ). (6)

Then, the periodicity measure of X w.r.t. period T is:

γX (T ) = max
I∈IT

Δ(I,T ). (7)
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It is obvious that γX (T ) is bounded: 0 ≤ γX (T ) ≤ 1. Moreover, γX (T ) = 1 if
and only if X is strictly periodic with period T . But more importantly, we have the
following lemma, which states that under our probabilistic periodic behavior model,
γX (T ) is indeed a desired measure of periodicity.

Lemma 2. If a binary sequence X is generated according to any periodic distribu-
tion vector pT0 for some T0, then

lim
n→∞

γX (T )≤ lim
n→∞

γX (T0), ∀T ∈ Z.

Proof. Define

ci =
pT0

i

∑T0−1
k=0 pT0

k

− qT0
i

∑T0−1
k=0 qT0

k

,

it is easy to see that the value limn→∞ γX (T0) is achieved by I∗ = {i ∈ [0,T0− 1] :
ci > 0}. So it suffices to show that for any T ∈ Z and I ∈IT ,

lim
n→∞

ΔX (I,T ) ≤ lim
n→∞

ΔX (I∗,T0) = ∑
i∈I∗

ci.

Observe now that for any (I,T ),

lim
n→∞

μ+
X (I,T ) = ∑

i∈I

⎛
⎝ 1

T

T0−1

∑
j=0

pT0
FT0

(i+ j×T )

∑T0−1
k=0 pT0

k

⎞
⎠ ,

lim
n→∞

μ−X (I,T ) = ∑
i∈I

⎛
⎝ 1

T

T0−1

∑
j=0

qT0
FT0(i+ j×T)

∑T0−1
k=0 qT0

k

⎞
⎠ .

Therefore we have

lim
n→∞

ΔX (I,T ) =
1
T ∑

i∈I

T0−1

∑
j=0

⎛
⎝ pT0

FT0 (i+ j×T)

∑T0−1
k=0 pT0

k

−
qT0

FT0 (i+ j×T)

∑T0−1
k=0 qT0

k

⎞
⎠

=
1
T ∑

i∈I

T0−1

∑
j=0

cFT0
(i+ j×T) ≤

1
T ∑

i∈I

T0−1

∑
j=0

max(cFT0
(i+ j×T ),0)

≤ 1
T

T0T−1

∑
j=0

max(cFT0 (i+ j×T),0) =
1
T
×T ∑

i∈I∗
ci = ∑

i∈I∗
ci,

where the third equality uses the definition of I∗.

Note that, similar to the deterministic case, the ambiguity of multiple periods still
exists as we can easily see that limn→∞ γX (mT0) = limn→∞ γX (T0) for all m∈Z. But
we are only interested in finding the smallest one.

Example 3 (Running Example (cont.)). When we overlay the sequence using po-
tential period T = 24, Figure 10(a) shows that positive observations have high
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Fig. 10 (a) and (c): Ratios of 1’s and 0’s at a single timestamp (i.e., μ+
X (·,T ) and μ−X (·,T ))

when T = 24 and T = 23, respectively. (b) and (d): Discrepancy scores at a single timestamp
(i.e. ΔX (·,T)) when T = 24 and T = 23.
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Fig. 11 Periodicity scores of potential periods

probability to fall into the set of timestamps: {10,11,14,15,16}. However, when us-
ing the wrong period T = 23, the distribution is almost uniform over time, as shown
in Figure 10(c). Similarly, we see large discrepancy scores for T = 24 (Figure 10(b))
whereas the discrepancy scores are very small for T = 23 (Figure 10(d)). There-
fore, we will have γX (24)> γX (23). Figure 11 shows the periodicity scores for all
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potential periods in [1 : 200]. We can see that the score is maximized at T = 24,
which is the true period of the sequence.

3.2.2 Random Observation Model

Next, we extend our analysis on the proposed periodicity measure to the case of in-
complete observations with a random observation model. To this end, we introduce
a new label “−1” to the binary sequence X which indicates that the observation is
unavailable at a specific timestamp. In the random observation model, each obser-
vation x(t) is associated with a probability dt ∈ [0,1] and we write d = {dt}n−1

t=0 .

Definition 8. A sequence X is said to be generated according to (pT ,d) if

x(t) =

{
Bernoulli(pT

FT (t)
) w.p. dt

−1 w.p. 1− dt
(8)

In general, we may assume that each dt is independently drawn from some fixed
but unknown distribution f over the interval [0,1]. To avoid the trivial case where
dt ≡ 0 for all t, we further assume that it has nonzero mean: ρ f > 0. Although
this model seems to be very flexible, in the section we prove that our periodicity
measure is still valid. In order to do so, we need the following lemma, which states
that μ+

X (I,T ) and μ−X (I,T ) remain the same as before, assuming infinite length
observation sequence.

Lemma 3. Suppose d = {dt}n−1
t=0 are i.i.d. random variables in [0,1] with nonzero

mean, and a sequence X is generated according to (pT ,d), write qT
i = 1− pT

i .
Then ∀I ∈IT ,

lim
n→∞

μ+
X (I,T ) =

∑i∈I pT
i

∑T−1
i=0 pT

i

, lim
n→∞

μ−X (I,T ) =
∑i∈I qT

i

∑T−1
i=0 qT

i

.

Proof. We only prove the first equation. Let y(t) be a random variable distributed
according to Bernoulli(dt) and z(t) = x(t)y(t). Then {z(t)}n−1

t=0 are independent ran-
dom variables which take value in {0,1}, with mean E[z(t)] computed as follows:

E[z(t)] = P(z(t) = 1) = P(x(t) = 1,y(t) = 1)

= P(x(t) = 1|y(t) = 1)P(y(t) = 1)

= pT
FT (t)

P(y(t) = 1) = pT
FT (t)

E[dt ] = pT
FT (t)

ρ f .

Define Si = {t : FT (t) = i} and S+i = {t ∈ S+ : FT (t) = i}, it is easy to see that
|S+i |= ∑t∈Si

z(t). Using LLN we get

lim
n→∞

|S+i |
n

= lim
n→∞

∑t∈Si
z(t)

n
=

pT
i ρ f

T
,

where we use limn→∞
|Si|
n = 1/T for the last equality. Therefore,
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Fig. 12 Period detection with unknown observations

lim
n→∞

μ+
X (I,T ) = lim

n→∞

|S+I |/n
|S+|/n

= lim
n→∞

∑i∈I |S+i |/n

∑T−1
i=0 |S+i |/n

=
∑i∈I

pT
i ρ f
T

∑T−1
i=0

pT
i ρ f
T

=
∑i∈I pT

i

∑T−1
i=0 pT

i

.

Since our periodicity measure only depends on μ+
X (I,T ) and μ−X (I,T ), it is now

straightforward to prove its validity under the random observation model. We sum-
marize our main result as the following theorem.

Theorem 1. Suppose d = {dt}n−1
t=0 are i.i.d. random variables in [0,1] with nonzero

mean, and a sequence X is generated according to any (pT0 ,d) for some T0, then

lim
n→∞

γX (T )≤ lim
n→∞

γX (T0), ∀T ∈ Z.

The proof is exactly the same as that of Lemma 2 given the result of Lemma 3,
hence is omitted here.

Here we make two useful comments on this result. First, the assumption that
dt’s are independent of each other plays an important role in the proof. In fact, if
this does not hold, the observation sequence could exhibit very different periodic
behavior from its underlying periodic distribution vector. But a thorough discussion
on this issue is beyond the scope of this book. Second, this result only holds exactly
with infinite length sequences. However, it provides a good estimate on the situation
with finite length sequences, assuming that the sequences are long enough. Note
that this length requirement is particularly important when a majority of samples
are missing (i.e., ρ f is close to 0).

Example 4 (Running Example (cont.)). To introduce random observations, we sam-
ple the original sequence with sampling rate 0.2. The generated sequence will have
80% of its entries marked as unknown. Comparing Figure 12(a) with Figure 10(b),
we can see very similar discrepancy scores over time. Random sampling has little
effect on our period detection method. As shown in Figure 12(b), we can still detect
the correct period at 24.
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3.2.3 Handling Sequences without Negative Samples

In many real world applications, negative samples may be completely unavailable
to us. For example, if we have collected data from a local cellphone tower, we will
know that a person is in town when he makes phone call through the local tower.
However, we are not sure whether this person is in town or not for the rest of time
because he could either be out of town or simply not making any call. In this case,
the observation sequence X takes value in {1,−1} only, with −1 indicating the
missing entries. In this section, we modify our measure of periodicity to handle this
case.

Note that due to the lack of negative samples, μ−X (I,T ) can no longer be com-
puted from X . Thus, we need find another quantity to compare μ+

X (I,T ) with. To
this end, consider a binary sequence U = {u(t)}n−1

t=0 where each u(t) is an i.i.d.
Bermoulli(p) random variable for some fixed p > 0. It is easy to see that for any T
and I ∈IT , we have

lim
n→∞

μ+
U (I,T ) =

|I|
T
. (9)

This corresponds to the case where the positive samples are evenly distributed over
all entries after overlay. So we propose the new discrepancy score of I as follows:

Δ+
X (I,T ) = μ+

X (I,T )− |I|
T
, (10)

and define the periodicity measure as:

γ+X (T ) = max
I∈IT

Δ+
X (I,T ). (11)

In fact, with some slight modification to the proof of Lemma 2, we can show
that it is a desired measure under our probabilistic model, resulting in the following
theorem.

Theorem 2. Suppose d = {dt}n−1
t=0 are i.i.d. random variables in [0,1] with nonzero

mean, and a sequence X is generated according to any (pT0 ,d) for some T0, then

lim
n→∞

γ+X (T )≤ lim
n→∞

γ+X (T0), ∀T ∈ Z.

Proof. Define c+i =
p

T0
i

∑
T0−1
k=0 p

T0
k

− 1
T0
, it is easy to see that the value limn→∞ γ+X (T0) is

achieved by I∗ = {i ∈ [0,T0−1] : c+i > 0}. So it suffices to show that for any T ∈ Z

and I ∈IT ,
lim
n→∞

Δ+
X (I,T ) ≤ lim

n→∞
Δ+

X (I∗,T0) = ∑
i∈I∗

c+i .

Observe now that for any (I,T ),
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lim
n→∞

μ+
X (I,T ) = ∑

i∈I

⎛
⎝ 1

T

T0−1

∑
j=0

pT0
FT0 (i+ j×T)

∑T0−1
k=0 pT0

k

⎞
⎠ .

Therefore we have

lim
n→∞

Δ+
X (I,T ) =

1
T ∑

i∈I

⎧⎨
⎩

T0−1

∑
j=0

⎛
⎝ pT0

FT0 (i+ j×T)

∑T0−1
k=0 pT0

k

⎞
⎠− 1

⎫⎬
⎭

=
1
T ∑

i∈I

T0−1

∑
j=0

⎛
⎝ pT0

FT0
(i+ j×T)

∑T0−1
k=0 pT0

k

− 1
T0

⎞
⎠=

1
T ∑

i∈I

T0−1

∑
j=0

c+FT0 (i+ j×T)

≤ 1
T ∑

i∈I

T0−1

∑
j=0

max(c+FT0
(i+ j×T),0)≤

1
T

T0T−1

∑
j=0

max(c+FT0
(i+ j×T),0)

=
1
T
×T ∑

i∈I∗
c+i = ∑

i∈I∗
c+i ,

where the fourth equality uses the definition of I∗.

Note that this new measure γ+X (T ) can also be applied to the cases where negative
samples are available. Given the same validity result, readers may wonder if it can
replace γX (T ). This is certainly not the case in practice, as our results only hold
exactly when the sequence has infinite length. As we will see in experiment results,
negative samples indeed provide additional information for period detection in finite
length observation sequences.
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Fig. 13 (Running Example) Period detection on sequences without negative samples

Example 5 (Running Example (cont.)). In this example we further marked all the
negative samples in the sequence we used in Example 4 as unknown. When there is
no negative samples, the portion of positive samples at a single timestamp i is ex-
pected to be 1

T , as shown in Figure 13(a). The discrepancy scores when T = 24 still
have large values at {10,11,14,15,16}. Thus the correct period can be successfully
detected as shown in Figure 13(b).
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4 Algorithm: Periodo

In Section 3.2, we have introduced our periodicity measure for any potential period
T ∈ Z. Our period detection method simply computes the periodicity scores for
every T and report the one with the highest score.

In this section, we first describe how to compute the periodicity score for a po-
tential period and then discuss a practical issue when applying our method to finite
length sequence. We will focus on the case with both positive and negative observa-
tions. The case without negative observations can be solved in the same way.

As we have seen in Section 3.2.1, the set of timestamps I∗ that maximizes γX (T )
can be expressed as

I∗ = {i ∈ [0,T0− 1] : ci > 0}, (12)

where ci =
p

T0
i

∑
T0−1
k=0 p

T0
k

− q
T0
i

∑
T0−1
k=0 q

T0
k

. Therefore, to find I∗, it suffices to compute ci for

each i ∈ [0,T0− 1] and select those ones with ci > 0.

Time Complexity Analysis. For every potential period T , it takes O(n) time to
compute discrepancy score for a single timestamp (i.e., ci) and then O(T ) time to
compute periodicity γX (T ). Since potential period should be in range [1,n], the time
complexity of our method is O(n2). In practice, it is usually unnecessary to try all
the potential periods. For example, we may have common sense that the periods will
be no larger than certain values. So we only need to try potential periods up to n0,
where n0� n. This will make our method efficient in practice with time complexity
as O(n× n0).
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Fig. 14 Normalization of periodicity scores

Now we want to point out a practical issue when applying our method on finite
length sequence. As one may already notice in our running example, we usually see
a general increasing trend of periodicity scores γX (T ) and γ+X (T ) for a larger poten-
tial period T . This trend becomes more dominating as the number of observations
decreases. For example, the original running example has observations for 1000
days. If the observations are only for 20 days, our method may result in incorrect
period detection result, as the case shown in Figure 14(a). In fact, this phenomenon
is expected and can be understood in the following way. Let us take γ+X (T ) as an
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example. Given a sequence X with finite number of positive observations, it is
easy to see that the size of I that maximizes γ+X (T ) for any T is bounded above by

the number of positive observations. Therefore the value |I
∗|

T always decreases as T
increases, no matter whether or not T is a true period of X .

To remedy this issue for finite length sequence, we use periodicity scores on
randomized sequence to normalize the original periodicity scores. Specifically, we
randomly permute the positions of observations along the timeline and compute the
periodicity score for each potential period T . This procedure is repeated N times
and the average periodicity scores over N trials are output as the base scores. The
redline in Figure 14(a) shows the base scores generated from randomized sequences
by setting N = 10, which agree well with the trend.

For every potential period T , we subtract the base score from the original period-
icity score, resulting in the normalized periodicity score. Note that the normalized
score also slightly favors shorter period, which helps us to avoid detecting dupli-
cated periods (i.e., multiples of the prime period).

4.1 Experiment Results on Synthetic Datasets

In order to test the effectiveness of our method under various scenarios, we first use
synthetic datasets generated according to a set of parameter. We take the following
steps to generate a synthetic test sequence SEQ.

Step 1. We first fix a period T , for example, T = 24. The periodic segment SEG
is a boolean sequence of length T , with values −1 and 1 indicating negative and
positive observations, respectively. For simplicity of presentation, we write SEG =
[s1 : t1,s2 : t2, . . .] where [si, ti] denote the i-th interval of SEG whose entries are all
set to 1.
Step 2. Periodic segment SEG is repeated for T N times to generate the complete
observation sequence, denoted as standard sequence SEQstd . SEQstd has length T ×
T N.
Step 3 (Random sampling η). We sample the standard sequence with sampling rate
η . For any element in SEQstd , we set its value to 0 (i.e., unknown) with probability
(1−η).
Step 4 (Missing segments α). For any segment in standard segment SEQstd , we set
all the elements in that segment as 0 (i.e., unknown) with probability (1−α).
Step 5 (Random noise β ). For any remaining observation in SEQstd , we reverse its
original values (making−1 as 1 and 1 as −1) with probability β .

The input sequence SEQ has values −1, 0, and 1 indicating negative, unknown,
and positive observations. In the case when negative samples are unavailable, all
the −1 values will be set to 0. Note that here we set negative observations as −1
and unknown ones as 0, which is different from the description in Section 3.1. The
reason is that the unknown entries are set as −1, in the presence of many missing
entries, traditional methods such as Fourier transform will be dominated by missing
entries instead of actual observations. The purpose of such adjustment is to facilitate
traditional methods and it has no effect on our method.
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4.1.1 Methods for Comparison

We compare our method with the following methods, which are frequently used to
detect periods in boolean sequence [11].

1. Fourier Transform (FFT): The frequency with the highest spectral power from
Fourier transform via FFT is converted into time domain and output as the result.
2. Auto-correlation and Fourier Transform (Auto): We first compute the auto-
correlation of the input sequence. Since the output of auto-correlation will have
peaks at all the multiples of the true period, we further apply Fourier transform to it
and report the period with the highest power.
3. Histogram and Fourier Transform (Histogram): We calculate the distances
between any two positive observations and build a histogram of the distances over
all the pairs. Then we apply Fourier transform to the histogram and report the period
with the highest power.

We willFFT(pos) andAuto(pos) to denote the methods FFT and Auto-correlation
for cases without any negative observations. For Histogram, since it only considers
the distances between positive observations, the results for cases with or without
negative observations are exactly the same.

4.1.2 Performance Studies

In this section, we test all the methods on synthetic data under various settings.
The default parameter setting is the following: T = 24, SEG = [9 : 10,14 : 16].
T N = 1000, η = 0.1, α = 0.5, and β = 0.2. For each experiment, we report the per-
formance of all the methods with one of these parameters varying while the others
are fixed. For each parameter setting, we repeat the experiment for 100 times and
report the accuracy, which is the number of correct period detections over 100 trials.
Results are shown in Figure 15.

Performance w.r.t. Sampling Rate η . To better study the effect of sampling rate,
we set α = 1 in this experiment. Figure 15(a) shows that our method is signif-
icantly better than other methods in terms of handling data with low sampling
rate. The accuracy of our method remains 100% even when the sampling rate is
as low as 0.0075. The accuracies of other methods start to decrease when sam-
pling rate is lower than 0.5. Also note that Auto is slightly better than FFT because
auto-correlation essentially generates a smoothed version of the categorical data for
Fourier transform. In addition, it is interesting to see that FFT and Auto performs
better in the case without negative observations.

Performance w.r.t. Ratio of Observed Segments α . In this set of experiments,
sampling rate η is set as 1 to better study the effect of α . Figure 15(b) depicts the
performance of the methods. Our method again performs much better than other
methods. Our method is almost perfect even when α = 0.025. And when all other
methods fail at α = 0.005, our method still achieves 80% accuracy.

Performance w.r.t. Noise Ratio β . In Figure 15(c), we show the performance of the
methods w.r.t. different noise ratios. Histogram is very sensitive to random noises
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Fig. 15 Comparison results on synthetic data with various parameter settings

since it considers the distances between any two positive observations. Our method
is still the most robust one among all. For example, with β = 0.3, our method
achieves accuracy as high as 80%.

Performance w.r.t. Number of Repetitions T N. Figure 15(d) shows the accuracies
as a function of T N. As expected, the accuracies decrease as TN becomes smaller
for all the methods, but our method again significantly outperforms the other ones.

Performance w.r.t. Periodic Behavior. We also study the performance of all the
methods on randomly generated periodic behaviors. Given a period T and fix the
ratio of 1’s in a SEG as r, we generate SEG by setting each element to 1 with prob-
ability r. Sequences generated in this way will have positive observations scattered
within a period, which will cause big problems for all the methods using Fourier
transform, as evidenced in Figure 16. This is because Fourier transform is very
likely to have high spectral power at short periods if the input values alternate be-
tween 1 and 0 frequently. In Figure 16(a) we set r = 0.4 and show the results w.r.t.
period length T . In Figure 16(b), we fix T = 24 and show the results with varying
r. As we can see, all the other methods fail miserably when the periodic behavior is
randomly generated. In addition, when the ratio of positive observations is low, i.e.
fewer observations, it is more difficult to detect the correct period in general.

Comparison with Lomb-Scargle Method. Lomb-Scargle periodogram (Lomb) [15,
19] was introduced as a variation of Fourier transform to detect periods in un-
evenly sampled data. The method takes the timestamps with observations and their
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Fig. 16 Comparison results on randomly generated periodic behaviors

Table 2 Comparison with Lomb-Scargle method

Parameter
Accuracy

Our Method FFT Lomb

η = 0.5 1 0.7 0.09
η = 0.1 1 0.52 0.10
α = 0.5 1 1 0.01
α = 0.1 0.99 0.35 0

corresponding values as input. It does not work for the positive-sample-only case,
because all the input values will be the same hence no period can be detected. The
reason we do not compare with this method systematically is that the method per-
forms poorly on the binary data and it is very slow. Here, we run it on a smaller
dataset by setting T N = 100. We can see from Table 2 that, when η = 0.5 or α = 0.5,
our method and FFT perform well whereas the accuracy of Lomb is already ap-
proaching 0. As pointed out in [20], Lomb does not work well in bi-modal periodic
signals and sinusoidal signals with non-Gaussian noises, hence not suitable for our
purpose.

5 Experiments Results on Real Datasets

In this section, we demonstrate the effectiveness of the methods developed in this
book on real-world spatio-temporal datasets. We first show the results of applying
our periodic behavior mining algorithm described in Section 2 to a real dataset of
bald eagle movements2. This experiment verifies that the proposed method is able
to discover semantic meaning periodic behaviors of real animals, as long as there
are enough samples within each period. Then, we use real human movement data to
test the new period detection method introduced in Section 3 when the observations
are highly incomplete and unevenly sampled. The experiment results suggest that

2 The data set is obtained from www.movebank.org
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our method is extremely robust to uncertainties, noises and missing entries of the
input data obtained in real-world applications.

5.1 Mining Periodic Behaviors: A Bald Eagle Real Case

The data used in this experiment contains a 3-year tracking (2006.1∼2008.12) of
a bald eagle in the North America. The data is first linearly interpolated using the
sampling rate as a day.

(a) Raw data of bald eagle plotted on
Google Earth.
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Fig. 17 Real bald eagle data

Figure 17(a) shows the original data of bald eagle using Google Earth. It is an
enlarged area of Northeast in America and Quebec area in Canada. As shown in
Figure 17(b), three reference spots are detected in areas of New York, Great Lakes
and Quebec. By applying period detection to each reference spot, we obtain the
periods for each reference spot, which are 363, 363 and 364 days, respectively. The
periods can be roughly explained as a year. It is a sign of yearly migration in the
movement.
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Fig. 18 Periodic behaviors of bald eagle

Now we check the periodic behaviors mined from the movement. Ideally, we
want to consider three reference spots together because they all show yearly period.
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However, we may discover that the periods are not exactly the same for all the ref-
erence spots. This is a very practical issue. In real cases, we can hardly get perfectly
the same period for some reference spots. So, we should relax our constraint and
consider the reference spots with similar periods together. If the difference of pe-
riods is within some tolerance threshold, we take the average of these periods and
set it as the common period. Here, we take period T as 363 days, and the probabil-
ity matrix is summarized in Figure 18. Using such probability matrix, we can well
explain the yearly migration behavior as follows.

“This bald eagle stays in New York area (i.e., reference spot # 1) from December
to March. In March, it flies to Great Lakes area (i.e., reference spot #2) and stays
there until the end of May. It flies to Quebec area (i.e., reference spot #3) in the
summer and stays there until late September. Then it flies back to Great Lake again
staying there from mid October to mid November and goes back to New York in
December.”

This real example shows the periodic behaviors mined from the movement pro-
vides an insightful explanation for the movement data.

5.2 Mining Periodicity from Incomplete Observations: Real
Human Movements

In this experiment, we use the real GPS locations of a person who has tracking
record for 492 days. We first pick one of his frequently visited locations and generate
a boolean observation sequence by treating all the visits to this location as positive
observations and visits to other locations as negative observations. We study the per-
formance of the methods on this symbolized movement data at different sampling
rates. In Figure 19 and Figure 20, we compare the methods at two sampling rates,
20 minutes and 1 hour. As one can see in the figures (a) in Figure 19 and Figure 20,
when overlaying this person’s activity onto an period of one day, most of the visits
occur in time interval [40, 60] for sampling rate of 20 minutes, or equivalently, in
interval [15, 20] when the time unit is 1 hour. On one hand, when sampling rate
is 20 minutes, all the methods except FFT(pos) and Histogram successfully detect
the period of 24 hours, as they all have the strongest peaks at 24 hours (so we take
24 hours as the true period). On the other hand, when the data is sampled at each
hour only, all the other methods fail to report 24 hours as the strongest peak whereas
our method still succeeds. In fact, the success of our method can be easily inferred
from the left-most figures in Figure 19 and Figure 20, as one can see that lowering
the sampling rate has little effect on the distribution graph of the overlaid sequence.
We further show the periods reported by all the methods at various sampling rates
in Table 3. Our method obviously outperforms the others in terms of tolerating low
sampling rates.

Next, in Figure 21, we use the symbolized sequence of the same person at a
different location and demonstrate the ability of our method in detecting multiple
potential periods, especially those long ones. As we can see in Figure 21(a), this
person clearly has weekly periodicity w.r.t. this location. It is very likely that this
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(e) Histogram

Fig. 19 [Sampling rate: 20 minutes] Comparison of period detection methods on a person’s
movement data
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(b) Our Method
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Fig. 20 [Sampling rate: 1 hour] Comparison of period detection methods on a person’s move-
ment data
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Fig. 21 Comparison of methods on detecting long period, i.e. one week (168 hours)

Table 3 Periods reported by different methods at various sampling rates

Method
Sampling rate

20min 1hour 2hour 4hour
Our Method (pos) 24 24 24 8

Our Method 24 24 24 8
FFT(pos) 9.3 9 8 8

FFT 24 195 372 372
Auto(pos) 24 9 42 8

Auto 24 193 372 780
Histogram 66.33 8 42 48

location is his office which he only visits during weekdays. Our method correctly
detects 7-day with the highest periodicity score and 1-day has second highest score.
But all other methods are dominated by the short period of 1-day. Please note that,
in the figures of other methods, 1-week point is not even on the peak. This shows
the strength of our method at detecting both long and short periods.
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6 Summary and Discussion

This chapter offers an overview of periodic pattern mining from spatiotemporal
data. As movement data is widely available in larger volumes, the techniques of
data mining nowadays play a crucial role in the semantic understanding and analy-
sis of such data. The chapter first discusses the importance and challenges in min-
ing periodic behaviors from movement data. We then review traditional time series
methods for periodicity detection and discuss the disadvantages of directly applying
these methods to movement data. To conquer these disadvantages, a novel approach,
Periodica, is introduced. Periodica can detect multiple interleaved periodic behav-
iors from movement data by using the notion of reference spots. Next, we examine a
common issue in real-world applications: the incomplete observations in spatiotem-
poral data. A robust period detection method for temporal events, Periodo, is then
introduced to handle such sparse and incomplete movement data.

While experiment results on real movement data have already demonstrated the
effectiveness of our methods, there are still many challenges that remain unsolved
and new frontiers that would be interesting to explore. We list a few of them below.

First, in Periodica, there is a strong assumption that a reference spot must be a
dense region on the map. However, a periodically visited place does not necessarily
need to be dense in practice. For example, a person may go to Wal-Mart every Sun-
day afternoon. But compared with his home and office, Wal-Mart is not a densely
visited location. If we use density-based method to find the reference spots, Wal-
Mart is likely to be missed, even though this person has weekly periodic pattern
with respect to it. Hence, designing a better method to identify such locations is a
very interesting future direction.

Second, a more complicated yet more practical scenario in real data is the irreg-
ular periodic behavior. For example, the movement of fishing ships may follow the
tides, which behave according to the cycles of the lunar phase. Hence, the move-
ment of the ships may not have a strict monthly periodicity, which is defined based
on the western calendar. Therefore, instead of simply saying “the ships roughly fol-
low the monthly periodicity”, it is desirable to develop new mechanisms which can
explicitly model and detect such irregularity in the duration of a period.

Third, using periodic behaviors to predict future movements is a very important
topic that deserves more in-depth study. Human and animals are highly dominated
by a mixture of their routines. For example, if we observe that a person is at home
at 8am, how should we predict his location at 9am based on his routines? The cor-
rect answer may be the following. If it is a weekday, the next location should be
the office; if it is a weekend, the next location could still be home; however, if it
is a holiday, the next location might be somewhere on the way to his hometown.
As we can see, the person’s behavior is not confined to a single periodic behavior,
but rather determined by multiple routines and the semantics of the locations and
time. Therefore, it is very important to develop principled methodology that can
fuse information from various sources to make reliable predictions.
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Spatio-temporal Data Mining for Climate Data:
Advances, Challenges, and Opportunities

James H. Faghmous and Vipin Kumar

Abstract. Our planet is experiencing simultaneous changes in global population,
urbanization, and climate. These changes, along with the rapid growth of climate
data and increasing popularity of data mining techniques may lead to the conclu-
sion that the time is ripe for data mining to spur major innovations in climate sci-
ence. However, climate data bring forth unique challenges that are unfamiliar to
the traditional data mining literature, and unless they are addressed, data mining
will not have the same powerful impact that it has had on fields such as biology
or e-commerce. In this chapter, we refer to spatio-temporal data mining (STDM)
as a collection of methods that mine the data’s spatio-temporal context to increase
an algorithm’s accuracy, scalability, or interpretability (relative to non-space-time
aware algorithms). We highlight some of the singular characteristics and challenges
STDM faces within climate data and their applications, and provide the reader with
an overview of the advances in STDM and related climate applications. We also
demonstrate some of the concepts introduced in the chapter’s earlier sections with
a real-world STDM pattern mining application to identify mesoscale ocean eddies
from satellite data. The case-study provides the reader with concrete examples of
challenges faced when mining climate data and how effectively analyzing the data’s
spatio-temporal context may improve existing methods’ accuracy, interpretability,
and scalability. We end the chapter with a discussion of notable opportunities for
STDM research within climate.

1 Introduction

Our world is experiencing simultaneous changes in population, industrialization,
and climate amongst other planetary-scale changes. These contemporaneous
transformations, known as global change, raise pressing questions of significant
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scientific and societal interest [39]. For example, how will the continued growth in
global population and persisting tropical deforestation, or global climate change, af-
fect our ability to access food and water? Coincidentally, these questions are emerg-
ing at a time when data, specifically spatio-temporal climate data, are more available
than ever before. In fact, climate science promises to be one of the largest sources of
data for data-driven research. A recent lower bound estimate puts the size of climate
data in 2010 at 10 Petabyytes (1 PB = 1,000 TB). This number is projected to grow
exponentially to about 350 Patabytes by 2030 [69].

The last decades have seen tremendous growth in data-driven learning algorithms
and their broad-range applications [46]. This rapid growth was fueled by the In-
ternet’s democratization of data production, access, and sharing. Merely observing
these events unfold – the growth of climate data, a wide-range of challenging real-
world research questions, and the emergence of data mining and machine learning
in virtually every domain where data are reasonably available – one may assume
that data mining is ripe to make significant contributions to these challenges.

Unfortunately, this has not been the case – at least not at the scale we have come
to expect from the success of data mining in other domains, such as biology and
e-commerce. At a high level, this lack of progress is due to the inherent nature of
climate data as well as the types of research questions climate science attempts to
address.

Although the size of climate data is a serious challenge, there are major research
efforts to address the variety, velocity, and volume of climate data (commonly re-
ferred to as Big Data’s 3Vs). Research efforts to address the nature of climate data,
however, are severely lagging the rate of data growth. For instance, climate data tend
to be predominantly spatio-temporal, noisy, and heterogeneous. The spatio-temporal
nature of climate data emerges in the form of auto- and cross-correlation between
input variables. Therefore, existing learning methods that make implicit or explicit
independence assumptions about the input data will have limited applicability to the
climate domain.

It is also important to study the types of research questions that climate science
brings forth. Climate science is the study of the spatial and temporal variations of
the atmospherehydrosphereland surface system over prolonged time periods. As a
result, climate-related questions are inexorably linked to space and time. This means
that climate scientists are interested in solutions that explain the evolution of phe-
nomena in space and time. Furthermore, the majority of climate phenomena occur
only within a specific region and time period. For example, hurricanes only take
place in certain geographic regions and during a limited month range. However, due
to the large datasets and the exponential number of space-time subsets within the
data, we must reduce the complexity of problems by finding significant space-time
subsets.

The combination of climate data’s unique characteristics and associated research
questions require the emergence of a new generation of space-time algorithms.
Fortunately, climate data have intrinsic space and time information that, if in-
sightfully leveraged, can provide a powerful computational framework to address
many of the challenges listed above while significantly reducing the complexity of
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computational problems. In this chapter we focus on the advances and opportunities
for spatio-temporal data mining: a collection of methods that mine the data’s spatio-
temporal context to increase an algorithm’s accuracy, scalability, or interpretability
(relative to non-space-time aware algorithms). We begin by briefly reviewing the
different types of climate data available and expand on notable challenges associ-
ated with them. We then proceed to a broad review of sample works in the STDM
literature applied to climate spatio-temporal data. We then demonstrate the promise
of STDM on a real-world application of tracking mesoscale ocean eddies in satellite
data. We conclude the chapter with a review and future directions.

2 An Overview of Climate Data and Associated Challenges

In this section, we review the different types of climate data available to data mining
researchers and the notable caveats when mining climate data.

2.1 Types of Climate Data

The majority of climate data available can be classified into four categories based
on their source: in-situ, remote sensed, model output, and paleoclimatic.

1600 210020131970 2019701948 210001301900

Climate model hindcast. Bands denote model uncertainty

Climate model forecast. Bands denote model uncertainty

Satellite era. Fuzzy stroke denote merged and processed data

Model-observation hybrid (reanalysis) era. Fuzzy stroke denote merged and processed data

Instrumental era. Dashed stroke denote sparse observations in space and time

Paleoclimate era. Dashed stroke denote sparse observations in space and time. Transparency denotes uncertainty.

Fig. 1 Climate science has numerous types of data, each with its own challenges

In-situ records of climate data date back to the mid- to late 1600s [69]. Today,
observational data are gathered from a plethora of in-situ instruments such as ships,
buoys, and weather balloons. Such data tend to be sparse measurements in space and
time since they are only available when measurements are gathered and where the
instrument is physically located. For example, a weather balloon records frequent
measurement only for a limited time duration and at its physical location. Addition-
ally, raw measurements can be noisy due to measurement error or other phenomena
temporarily impacting measurement (e.g. strong winds affecting temperature mea-
surements). A final caveat is such data are dependent on the geopolitical state of
where the instruments are deployed. For instance, the quality of sea surface tem-
peratures along the Atlantic ocean decreased during World War II due to reduced
reconnaissance.



86 J.H. Faghmous and V. Kumar

Remote sensed satellite data became available in the late 1960s and are a great
source of relatively high quality data for large portions of the earth. Although they
are considered one of the best sources of global observational data, remote sensed
satellite data have notable limitations. First, satellite data are subject to measurement
noise and missing data due to obstructions from clouds or changes in orbit. Second,
due to their short life-span (∼ a decade) and evolving technology, satellite data can
be heterogeneous.

Currently, the biggest contributors to climate data volume are climate model sim-
ulations. Climate models are used to simulate future climate change under various
scenarios as well as reconstructing past climate (hindcasts). Such models run solely
based on the thermodynamics and physics that govern the atmosphere-hydrosphere-
land surface system, with observational data used for initialization. While these data
tend to be spatio-temporally continuous, they are highly variable due to the output’s
dependence on parameterization and initial conditions. Furthermore, all model out-
put come with inherent uncertainties given that not all the physics are resolved within
models and our incomplete understanding of many physical processes. Therefore,
the climate science community often relies on multi-model ensembles where numer-
ous model outputs using various parameters and initial conditions are averaged to
mitigate the uncertainty any single model output might have. For instance, the No-
bel Peace Prize winning Intergovernmental Panel on Climate Change (IPCC) used
multi-model ensembles to present its assessment of future climate change [86]. Fi-
nally, there still exist several theoretical and computational limitations that cause
climate models to poorly simulate certain phenomena, such as precipitation.

To address the noisy and heterogeneous quality of in-situ and satellite observa-
tions, a new generation of simulation-observation hybrid data (or reanalyses) have
emerged. Reanalysis datasets are assimilated remote and in-situ sensor measure-
ments through a numerical climate model. Reanalyses are generated through an
unchanging (”frozen”) data assimilation scheme and models that take available ob-
servation from in-situ and remote sensed data every 6-12 hours over a pre-defined
period being analyzed (e.g. 1948–2013)1. This unchanging framework provides a
dynamically consistent estimate of the climate state at each time step. As a re-
sult, reanalysis datasets tend to be smoother than the raw observational records and
have extended spatio-temporal coverage. While reanalyses are considered the best
available proxy for global observations, their quality is still dependent on that of
the observations, the (assimilation) model used, and processing methods. More do-
main specific quality issues for certain reanalysis data can be found at http://
www.ecmwf.int/research/era/do/get/index/QualityIssues.

Finally, researchers have been reconstructing historical data using paleoclimatic
proxy records such as trees, dunes, shells, oxygen isotope content and other
sediments2. Such data are used to study climate variability at the centennial and mil-
lennial scales. Given the relatively short record of observational data, paleoclimate

1 http://climatedataguide.ucar.edu/reanalysis/
atmospheric-reanalysis-overview-comparison-tables

2 http://www.ncdc.noaa.gov/paleoclimate-data
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data are crucial for understanding pre-instrumental climate variability. It is impor-
tant to note that paleoclimate data are proxies, such as using tree rings to infer rain-
fall or temperature trends. Furthermore, such records are used to infer climate over
a wide time-span and the time of occurrence cannot be exact. Finally, paleoclimate
techniques are still developing and quality testing methods continue to be an active
area of research.

2.2 Unique Characteristics of Climate Data

In the introduction, we briefly mentioned some of the data’s characteristics and in
the previous subsection we discussed some of the issues that surround data quality
and availability. In this section, we expand further on this subject to provide the
reader with a more nuanced discussion of climate data characteristics.

From a modeling perspective, the most fundamental difference between tradi-
tional (categorical) data and spatio-temporal climate data is that data that are close
in space and time tend to be more similar than data far apart. This “first law of ge-
ography” which is more commonly known as autocorrelation dictates that spatio-
temporal data not be modeled as statistically independent [87]. As a result, models
that assume independent and identically distributed (i.i.d) observations will be lim-
ited in modeling climate data and their underlying processes.

Another notable difference is that spatio-temporal phenomena in climate are not
concrete “objects” but evolving patterns over space and time. For example, a hurri-
cane doesn’t simply appear and disappear, rather an atmospheric instability slowly
evolves into a hurricane that gradually gains strength, plateaus, and gradually dis-
sipates over a spatio-temporal span. This is a profound difference from traditional
binary data mining where objects are either present or absent. Such spatio-temporal
evolutionary processes are well captured by the differential equations used in cli-
mate models. While differential equations are costly to solve and have other well-
known limitations, data mining has no (cost efficient) statistical analog to model
the evolutionary nature of spatio-temporal phenomena [25]. This is becoming a sig-
nificant challenge and efforts are emerging, especially within the spatio-temporal
statistics community, to provide an alternative. However such methods have yet to
gain wide applicability.

Another fundamental difference in climate data is the uncertainty, variability,
and diversity inherent in such datasets. Uncertainty in climate data stems from the
fact that many climate datasets have biases in sampling and measurement, along
with some datasets being the product of merged (uncertain) data. Furthermore, re-
searchers are seldom provided with the data’s uncertainty information. For instance,
there are datasets that span the past 150 years, and while it is reasonable to assume
that older data are less reliable, often there is no way to objectively characterize
such uncertainty. Alternatively, if one chooses to restrict their attention to the most
reliable data periods (post 1979), then a data-driven research agenda becomes more
challenging due to the short record.
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Climate data tend to also be highly variable. Sources of variability include: (i)
natural variability, where wide-range fluctuations within a single field exist between
different locations on the globe, as well as at the same location across time; (ii)
variability from measurement errors; (iii) variability from model parameterization;
and (iv) variability from our limited understanding of how the world functions (i.e.
model representation). Even if one accounts for such variability, it is not clear if
these biases are additive and there are limited approaches to de-convolute such bi-
ases a posteriori.

We refer to data diversity as its heterogeneity in space and time. That is data are
available at various spatio-temporal resolutions, from different sources, and for dif-
ferent uses. Often times, a researcher must rely on multiple sources of information
and adequately integrating such diverse data remains a challenge. For example, one
may have access to three different sea surface temperature datasets: one reanaly-
sis dataset at a 2.5◦ resolution, another reanalysis dataset at 0.75◦ resolution, and
a satellite dataset at 0.25◦ resolution. Given that each dataset has its own biases,
it unclear what effect fusing these datasets would have on data mining tasks and
knowledge extracted therein.

Additionally, climate phenomena operate and interact on multiple spatio-temporal
scales. For example, changes in global atmospheric circulation patterns may have
significant impacts on local infrastructures that cannot be unearthed if studying cli-
mate only at a global scale (i.e “will global warming cause a more rainy winter in
California in year 2020?”). Understanding such multi-scale dependencies and inter-
actions is of significant societal interest as there is a need to provide meaningful risk
assessments about global climate’s impact on local communities.

Finally, many climate phenomena have effects that are delayed in space and time.
Although “long-range” relationships do exist in traditional data mining applications,
such as a purchase occurring due to a distant acquaintance recommending a product,
they are far more complex in a climate setting. Relationships in climate datasets
can not only be long-range in both space and time as well as multivariate, there are
exponentially many space-time-variable subsets where relationships may exist. As a
result, identifying significant spatio-temporal patterns depends on knowing what to
search for as much as where to search for such a pattern (i.e. which spatio-temporal
resolution).

In the next section, we will provide the reader with a concise review of the STDM
literature pertaining to climate data.

3 Advances in STDM Applications to Climate

Although the fields of temporal and spatial data mining research are relatively ma-
ture [77, 56], STDM is an emerging computer science field. The main driver for
such emergence is the growth in spatio-temporal datasets and associated real-world
challenges. Broadly speaking, STDM originated in the form of extending temporal
capabilities to spatial data mining problems, or accommodating for space in tem-
poral data mining applications. The former extension is a rather natural one given
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Fig. 2 A large amount of climate data is at at global spatial scale (∼250km), however many
climate-related questions are at the regional (∼50km) or local (km or sum-km) scale. This
multi-scale discrepancy is a significant data mining challenge.

the widespread availability of time-stamped geographic data. Intuitively, one may
think of the spatio-temporal context of the data as constraints for a knowledge dis-
covery algorithm. Expert constraints have been a staple of knowledge discovery
algorithms as they have the potential to improve a model’s scalability (by reducing
the search space), accuracy (by discarding implausible models) and interpretability
[22, 21, 57, 27]. In the same spirit, one may think of spatio-temporal information as
expert constrains on traditional learning algorithms. However, a constraint point-of-
view cannot be adopted for many existing algorithms given the strong assumptions
such methods have on the nature of the data (e.g. i.i.d) or the data generation pro-
cess (Gaussian, Poisson, etc.). In this case, an entire new generation of learning
algorithms must be developed to account for the specific nature of data and prob-
lems STDM is trying to address. In this section, we expose the reader to a broad
range of STDM application to climate. In the following subsections, we will pro-
vide a simple introduction and example for each broad type of applications as well
as a sample of the literature within those applications.

3.1 Spatio-temporal Query Matching

Some of the earliest works in STDM were in the context of earth and climate sci-
ences. Intuitively, the first step a data miner undertakes is exploring the data and its
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characteristics. Given the large size of climate data, early priorities were focused on
data exploration and collaborative analysis.

Mesrobian et al. [61] introduced CONQUEST, a parallel query processing sys-
tem for exploratory research using geoscience data. The tool allowed scientists to
formulate and mine queries in large datasets. This is one of the first works to track
distortions in a continuous field. One application demonstrated in their work was
the tracking of cyclones as local minima within a closed contour sea level pressure
(SLP) field [61, 83]. As en extension to CONQUEST, Stolorz and Dean [82] in-
troduced Quakefinder, an automatic application that detects and measures tectonic
activity from remote sensing imagery. Mesrobian et al. [62] introduced Oasis, an
extensible exploratory data mining tool for geophysical data. A similar application
is the algorithm development and mining framework (ADaM) [73] which was de-
veloped to mine geophysical events in spatio-temporal data. Finally, Baldocchi et al.
[4] introduced FLUXNET, a collaborative research tool to study the spatial and tem-
poral variability of carbon dioxide, water vapor, and energy flux densities.

The early emphasis of all these works was on scalable query matching as well as
abstracting the data and their formats to the researcher to focus more on exploratory
research rather than data management. However, large-scale collaborative research
efforts are costly and require extensive infrastructures and management, effectively
increasing the risk associated with such endeavors. Furthermore, we often embark
on exploratory research without prior knowledge of the patterns of interest making
explicit query searches non-trivial. Finally, such exploratory efforts should capital-
ize on the recent advances in both spatial and temporal subsequence pattern mining
(e.g. [36, 72]).

3.2 Pattern Mining

One of the fundamental applications of data mining is finding patterns within a
dataset. Pattern mining refers to the insightful grouping of features that share sim-
ilar characteristics such as statistical properties or frequency of occurrence. In this
section we will review three notable pattern mining approaches within climate appli-
cations: empirical orthogonal function (EOF) analysis, clustering, and user-defined
pattern mining.

One of the most fundamental tools in spatio-temporal pattern finding is empir-
ical orthogonal function (EOF) analysis. EOFs are synonymous to the eigenvec-
tors in traditional eigenvalue decomposition of a covariance matrix. As pointed out
by Cressie and Wikle [25], in the discrete case, EOF analysis is simply principle
component analysis (PCA). In the continuous case, it is a Karhunen-Loève (K-L)
expansion. EOF analysis has been traditionally used to identify a low dimensional
subspace that best explains the data’s spatio-temporal variance. By taking the data’s
first principal component, researchers seek to identify dominant spatial structures
and their evolution over time. For instance, Mestas-Nuñez and Enfield [63] analyzed
the rotated3 EOFs of global SST data and linked the first six principal components

3 Rotation transforms the EOF into a non-orthogonal linear basis.
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to ocean-atmospheric modes4. In another application, Basak et al. [6] used inde-
pendent component analysis to discover the North Atlantic Oscillation index (NAO)
[55] in SLP data. For a comprehensive discussion of EOF analysis for climate data
please see [97].

Within clustering applications, Hoffman et al. [48] developed a spatio-temporal
clustering algorithm to identify regions with similar environmental characteristics.
White et al. [96] applied the techniques presented in [48] to generate climate and
vegetation clusters that were subsequently used to infer phenological responses to
climate change. Braverman and Fetzer [9] mined large-scale structures in climate
data using a data compression technique based on entropy-constrained vector quan-
tization [20] to generate multivariate distribution estimates of the data and moni-
tored the changes of such distributions across space, time, and resolution. McGuire
et al. [60] used spatial neighborhood and temporal discretization methods to iden-
tify spatio-temporal neighborhoods in SST data. In another clustering application,
Gaffney et al. [42] clustered cyclone tracks using a regression mixture model and
works by Camargo et al. [10] and Camargo et al. [11] further analyzed the clusters
to discuss various properties of tracks belonging to each cluster. Although there are
numerous works in the field, finding significant spatio-temporal clusters remains
a major challenge because of both spatial and temporal variability. In particular,
the physical meaning and significance of clusters are sometimes debatable. Further-
more, traditional feature similarity measures used to assign features to clusters, such
as Euclidean distance from cluster centroids, might not have a physical meaning in
climate applications.

Finally, sample works that mined climate data for user-defined patterns include:
automatically identifying and tracking cyclones in the atmosphere as close con-
toured negative anomalies in SLP data. There are several techniques to find and
monitor such patterns as storm monitoring is an active field of research. For a re-
view please see [91]. Another dominant climate pattern is the InterTropical Conver-
gence Zone (ITCZ), a phenomena on a daily time scale over the east Pacific. Bain
et al. [3] developed a spatio-temporal Markov random field to detect the ITCZ in
satellite data. Henke et al. [47] extended such methods by using a super- and semi-
supervised method to track this dynamic phenomena and its properties in satellite
and infrared data. Within pattern finding applications, a large number of climate
phenomena tend to exist within specific spatio-temporal subsets. Naively searching
for such subsets is prone to combinatorial explosion due to the exponentially-many
subsets in both space and time. A notable emerging pattern mining application is
that of identifying user-defined patterns in large data. Figure 3 shows an example
of pattern mining in continuous spatio-temporal climate data. Ocean eddies (rotat-
ing whirlpools in the ocean) manifest in numerous climate datasets and extracting
such a pattern from noisy climate data is an active field of research. In this case, the
pattern of interest is localized sea surface height anomalies spanning 50 to 100s of
kilometers over time-spans of weeks to months. The goal is to identify such patterns
on a global scale. We will discuss this application in depth in the next section.

4 Emanuel [33] points out that EOFs are not mathematically equivalent to modes.
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Fig. 3 An ocean eddy moving in time as detected in ocean data. One of the challenges of
STDM is to identify significant patterns in continuous spatio-temporal climate data.

3.3 Event and Anomaly Detection

Automatic identification of climate events such as global changes in vegetation,
droughts, and extreme rainfall is of interest to a variety of researchers. In climate
applications, an event is an instance in time when a significant and persistent change
occurs. In contrast, an anomaly (or outlier) is a short yet significant deviation from
normal behavior. Figure 4 shows examples for an event and an anomaly. The time-
series denote changes in vegetation over time as defined by remote sensed images.
Panel (a) shows relatively stable vegetation from 2000 until 2003 when a distinctly
new and persistent vegetation pattern emerged. Mid-2003 would be considered an
event change point, where the vegetation level significantly and persistently changed
from the previous period. Panel (b) shows a sudden drop in vegetation due to a forest
fire in 2006. The vegetation level did recover after a few years. As a result the fire
event can be considered an anomaly.

(a) (b)

Fig. 4 An example of a spatio-temporal event (a) and anomaly (b). The time-series denote
changes in vegetation over time. (a) A land-cover change event as seen in the decrease of
vegetation due to agricultural expansion in 2003. (b) an abrupt drop in vegetation due to a
forest fire in 2006, the vegetation gradually returned after the fire.
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A number of studies have monitored event and anomaly changes in ecosystems
data. Boriah et al. [8] proposed a recursive merging algorithm that exploited the
data’s seasonality to distinguish between locations that experienced a land cover
change and those that did not. Mithal et al. [64] introduced a global land-cover
change algorithm that accounted for the natural variability of vegetation levels.
While the land-cover change literature is vast, especially within the remote sens-
ing community, Mithal et al. [65] provide a concise discussion of STDM techniques
and challenges related to land-cover change. In another global-scale event detec-
tion application, Fu et al. [41] extended the traditional Markov random field (MRF)
model [93] used in spatial statistics by maintaining the spatio-temporal dependency
structure of the MRF to autonomously detect droughts globally.

There is extensive STDM work for outlier detection for disease outbreaks [68, 67]
and the climate applications base their work on that domain. To address the fact that
atmospheric events occur at different scale in space and time, Cheng and Li [19] de-
veloped a multi-scale spatio-temporal outlier detection algorithm by evaluating the
change between consecutive spatial and temporal scales to detect abnormal coastal
changes. Barua and Alhajj [5] used a parallel wavelet transform to detect spatio-
temporal outliers in SST data. Wu et al. [99, 100] detected spatio-temporal outliers
in precipitation data by storing high discrepancy spatial regions over time in a tree.
The authors were able to recover anomalous precipitation spatio-temporal spans that
closely mimic the El-Niño Southern Oscillation cycle. Anbaroğlu [1] used a space-
time autoregressive integrated moving average to define coherent spatio-temporal
neighborhoods. An outlier was then defined if its value was significantly different
from the mean that of nearby spatio-temporal neighborhoods.

Although traditional data mining has extensive research on event and outlier de-
tection [13], there are notable differences that make such applications within climate
extremely challenging. First, unlike traditional data mining where events are rela-
tively unambiguous (e.g. a purchase, check in, etc.) the very pattern that represents
an event is not known in advance or might vary based on a spatio-temporal context
(e.g. different precipitation events could be labeled as a flood or drought depend-
ing on the time and location of occurrence). Second, climate data tends to be noisy
and highly variable therefore one cannot simply label anomalous events as a large
deviation from the mean. For instance, Ghosh et al. [43] used an extreme value
theory method to highlight the fact that due to high spatial variability, anomaly
detection must be in relation to space and time. Third, it is challenging to distin-
guish a measurement error (i.e. a spurious anomaly) from a low-probability event.
Sugihara and May [84] proposed a method to distinguish between chaos and mea-
surement error using short-term predictability, however additional advances might
be needed. Finally, there is extreme societal interest in identifying prolonged dra-
matic changes in climate, known as climate state shifts [75]. Such events are critical
because species tend to be less resilient to such severe abrupt changes (e.g. a region
suddenly transforming into a desert). However, given the relatively small number
of years with high quality data, it is difficult to establish with certainty whether
an observed change is a significant shift or a mere fluctuation if taken into the
proper spatio-temporal context. Therefore there is a need to develop novel event
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Fig. 5 Top: The NINO1+2 time-series which was constructed by averaging the sea surface
temperatures (SST) of the box highlighted in the map below. Bottom: the linear correlation
between the NINO1+2 index and global land surface temperature anomalies.

significance tests that would account for the limited number of reliable observations
within certain datasets.

3.4 Relationship Mining

Within climate applications, researchers are interested in linking changes in one
variables (e.g. global temperatures) to other phenomena (e.g. land cover or total
number of hurricanes). A common example is relating changes in Pacific sea sur-
face temperatures (SST), known as El-Niño Southern Oscillation (ENSO), to other
global phenomena. To abstract the complex ENSO phenomenon, researchers use
the mean SST of fixed regions in the Pacific to construct NINO indices and sub-
sequently relate them to other phenomena. Figure 5 shows the linear correlation
coefficients between one such NINO indices (NINO1+2) and global land surface
temperature anomalies. The figure suggests that when the NINO1+2 is in a positive
extreme, land temperatures tend to be high in South America, while land temper-
atures tend to be cooler in the south eastern United States. There are numerous
works that analyze linear relationships between climate variables. Goldenberg and
Shapiro [44] used linear and partial linear correlations to link vertical wind shear
in the Atlantic to SST and Sahel rainfall patterns. Webster et al. [95] analyzed the
linear correlation between basin-wide mean SST and seasonal TC counts in all the
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major basins between 1970-2005 and concluded that the upward trend in Atlantic
TC seasonal counts cannot be attributed to the increased SST. This was because not
all basins that had an increase in SST, had a corresponding increase in TC counts. In
another study, Chen et al. [18] used the sea surface temperatures and found differ-
ent oceanic regions correlate with fire activity in different parts of Amazon. There
are numerous other studies like the ones mentioned above, however detecting rela-
tionships in large climate datasets remains extremely challenging. For example, the
data used in [18] only spanned 10 years (N=10). It is also impossible to isolate all
confounding factors in global climate studies since many conditions can affect any
given phenomenon.

One other limitation of linear correlation is its inability to capture nonlinear re-
lationships. While there are studies that use nonlinear measures such as mutual in-
formation (e.g. [49]), climate scientist use composite analysis as a another way to
quantify how well one variable explains another. Figure 6 shows an example of how
composites are constructed. For a given anomaly index, in this case NINO3.4 index,
we can identify extreme years as those that significantly deviate from the long-term
mean (e.g. less/greater than one or two standard deviations). The time-series in Fig-
ure 6’s upper panel highlights the extreme positive (red squares) and negative (blue
squares) years within the NINO3.4 index from 1979 to 2010. Using the extreme pos-
itive and negative years, one can comment on how a variable responds to the extreme
phases of a variable (in this case the NINO3.4 index). Take the June-October mean
vertical wind shear over the Atlantic basin (Figure 6 bottom panel). The composite
shows the difference between the mean June-October vertical wind shear during the
5 negative extreme years and the 5 positive extreme years. The bottom panel sug-
gests that extreme negative years in NINO3.4 tend to have low vertical wind shear
along the tropical Atlantic. One of the advantages of using composite analysis is
that it does not make specific assumptions about the relationship between the two
variables, it could be linear or non-linear. One must also use caution when analyzing
composites. While we can test the significance in the difference in means between
the positive and negative years, traditional significance tests assume independent
observations which might not be the case for such data. Furthermore, the sample
size of extreme events might be too small to be significant. For example, Kim and
Han [54] constructed composites of Atlantic hurricane tracks based on the warm-
ing patterns in the Pacific ocean. One phase of their index had a sample size of 5
years (out of 39 years). To test the significance of the composite that summarized
hurricane tracks during those years, the authors used a bootstrapping technique [31]
to determine how significant was the mean of the small sample relative to random
noise.

Finally, given that one searches for potential relationships (linear or non-linear)
between a large number of observations, the likelihood of observing a strong re-
lationship by random chance is higher than normal (known as multiple hypothesis
testing or field significance). Figure 7 shows an example of the same dataset (geopo-
tential height) correlated with a real index (left) and random noise (right). The figure
shows how easily a random pattern can yield misleadingly high correlations with
smooth spatial patterns.
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Fig. 6 An example on how composites un-earth non-linear relationships between variables.
Top panel: time-series of SST anomalies in the NINO3.4 region. Bottom panel: Composite of
June-October mean vertical wind shear, which was constructed by subtracting the top panel’s
mean of the negative extremes from the mean of the positive extremes. The figure shows
that warming in the Pacific ocean has significant impact on an other variable in the tropical
Atlantic.

Fig. 7 Geopotential height correlated with the Southern Oscillation Index (SOI; left) and
random noise (right). This is an example how high and spatially coherent correlations can be
the result of random chance.

3.5 Spatio-temporal Predictive Modeling

One of the major applications to climate is the ability to model and subsequently pre-
dict future phenomena. Statistical models hold great promise to model phenomena
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not well resolved in physics based models, such as precipitation. With the growth
of statistical machine learning there have been numerous works on predictive mod-
eling. In this section, we will mainly focus on some of the works that explicitly
addressed the spatio-temporal nature of the data.

Coe and Stern [23] used a first- and second-order Markov chain to model precip-
itation. However scarce observations at the time almost certainly limit the general-
ization of such an approach. Cox and Isham [24] proposed a spatio-temporal model
of rainfall where storm cells obey a Poisson process in space and time with each
cell moving at random velocity and for a random duration. Additional reviews of
precipitation models can be found in [98, 78, 79]. Huang and Cressie [50] improved
on traditional spatial prediction models of water content in snow cover (also known
as snow water equivalent) using a Kalman filter-based spatio-temporal model. The
model effectively incorporated snow content from previous dates to make accu-
rate snow water equivalent predictions for locations where such data was missing.
Cressie et al. [26] designed a spatio-temporal prediction model to model precipita-
tion over North America. Their work employed random sets to leverage data from
multiple model realizations (i.e. multiple initial conditions, parameter settings etc.)
of a North American regional climate model.

Van Leeuwen et al. [92] built a logistic regression-based model trained on land
surface temperatures to detect changes in tropical forest cover. Karpatne et al. [51]
extended the work in [92] by addressing the heterogeneous nature land cover data.
Instead of training a single global model of land cover change based on a single
variable (e.g. land surface temperature), they built multiple models based on land
cover type to improve single-variable forest cover estimation models. A related ap-
plication within the field of land cover change is autonomously identifying the dif-
ferent types of land-cover (urban, grass, corn, etc.) based on the pixel intensity of
a remote sensed image. Traditional remote sensing techniques train a classifier to
classify each pixel in an image to belong to certain land-cover class [85]. However,
each pixel is classified independently of every other pixel without any regard for the
spatio-temporal context. This causes highly variable class labels for the same pixel
across time. Mithal et al. [66] improve the classification accuracy of existing models
by considering the temporal evolution of the class labels of each pixel.

One of the major challenges in predictive modeling is that climate phenomena
tend to have spatial and temporal lags where distant events in space and time affect
seemingly unrelated phenomena far away (physically and temporally). Therefore
identifying meaningful predictors in the proper spatio-temporal range is difficult.
It is also important to note that certain extreme events that are of interest to the
community (e.g. hurricanes) are so rare that the number of observations is much
smaller than the data’s dimensionality (n << D). In this case, a minimum number
of predictors must be used to avoid overfitting and a poor generalized performance.
For instance, Chatterjee et al. [14] used a sparse regularized regression method to
identify the interplay between oceanic and land variables in several regions around
the globe (e.g. how does warming in the South Atlantic affect rainfall in Brazil?).
Their use of parsimony significantly improved the model’s performance. Finally,
model interpretability is crucial for spatio-temporal predictive modeling because the



98 J.H. Faghmous and V. Kumar

majority of climate science applications need a physical explanation to be adopted
by climate scientists.

3.6 Network-Based Analysis

For gridded climate data, numerous efforts have sought to abstract the large complex
data and associated interactions into a simple network. Generally, nodes in the cli-
mate network are geographical locations on the grid and the edge weights measure
a degree of similarity between the behavior of the time-series that characterize each
node (e.g. linear correlation [88], mutual information [29], syntonization [2], etc.)
Once a network is built, it is possible to apply the techniques previously discussed
such as relationship mining [52], predictive modeling [81, 76], or pattern mining
[80] on the transformed data.

Steinbach et al. [80] were one of the first to organize climate data into a network
and applied a shared nearest neighbor algorithm on the network to discover the
strongest climate indices: time-series that abstract the state of the atmosphere over
large spatial and temporal spans. Kawale et al. [52] extended the work in [80] to
allow for dynamic dipoles (strongly correlated distant spatial regions) in climate

Sea Surface Temperature (C)

-10.0 0.0 10.0 20.0 30.0 40.0

Te
m

p 
(C

)

Te
m

p 
(C

)

YearsYears

Fig. 8 Gridded spatio-temporal climate data can be analyzed in a network format. Each grid
location is characterized by a time series. A network can be constructed between each location
with an edge weight being the relationship between the time-series of each location.
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data. Kawale et al. [53] proposed a bootstrapping method to test the significance of
such long-range spatio-temporal patterns.

Inspired by complex networks, [88] were the first to propose the notion of a cli-
mate network and analyze its properties and how they relate to physical phenomena.
For example, several studies have found the network structure to correlate with the
dominant large-scale signals of global climate such as El-Niño [30, 102, 45]. Sim-
ilarly, Tsonis et al. [89] showed that some climate phenomena and datasets obey
a small-world network property [94]. Furthermore, several studies found distinct
structural differences between the networks around tropical and extra-tropical re-
gions [89, 29]. Berezin et al. [7] analyzed the evolution and stability of such net-
works over time and found that networks along the tropics tend to be more stable.
Other studies have linked regions with high in-bound edges, known as supernodes,
to be associated with major large-scale climate phenomena such as the North At-
lantic Oscillation [89, 90].

Others have built networks using non-gridded discrete climate data. Elsner et al.
[32] used seasonal hurricane time-series to construct a network to study interannual
hurricane count variability. Fogarty et al. [38] built a network to analyze coastal
locations (nodes) and their associated hurricane activity (edges) and found distinct
connectivity difference between active and inactive regions. Furthermore, the au-
thors connected various network topographies to phases of the El-Niño Southern
Oscillation.

While network-based methods within climate are increasingly popular, these ef-
forts are relatively young and several questions remain such as how to sparcify fully
connected networks, the notion of multi-variate climate networks, and the distinc-
tion between statistical and physical connectivity [70].

We will spend the remainder of the chapter demonstrating a case study of spatio-
temporal pattern mining with an autonomous ocean eddy monitoring application.
This is because ocean eddies are a central part of ocean dynamics and impact marine
and terrestrial ecosystems. Furthermore, identifying and tracking eddies form a new
generation of data mining challenges where we are interested in tracking uncertain
features in a continuous field.

4 STDM Application Case Study: Ocean Eddies Monitoring

In this section, we will provide an in-depth case study for mining patterns in contin-
uous climate data, highlight some of the challenges discussed in previous sections,
and provide possible ways to address them.

Very much like the atmosphere, our planet’s oceans experience their own storms
and internal variability. The ocean’s kinetic energy is dominated by mesoscale vari-
ability: scales of tens to hundreds of kilometers over tens to hundreds of days
[101, 74, 15]. Mesoscale variability is generally comprised of linear Rossby waves
and as nonlinear ocean eddies (coherent rotating structures much like cyclones in
the atmosphere; hereby eddies). Unlike atmospheric storms, eddies are a source of
intense physical and biological activity (see Figure 9). In contrast to linear Rossby



100 J.H. Faghmous and V. Kumar

Fig. 9 Image from the NASA TERRA satellite showing an anti-cyclonic (counter-clockwise
in the Southern Hemisphere) eddy that likely peeled off from the Agulhas Current, which
flows along the southeastern coast of Africa and around the tip of South Africa. This eddy
(roughly 200 km wide) is an example of eddies transporting warm, salty water from the
Indian Ocean to the South Atlantic. We are able to see the eddy, which is submerged under
the surface because of the enhanced phytoplankton activity (reflected in the bright blue color).
This anti-cyclonic eddy would cause a depression in subsurface density surfaces in sea surface
height (SSH) data. Image courtesy of the NASA Earth Observatory. Best seen in color.

waves, the rotation of nonlinear eddies transports momentum, mass, heat, nutri-
ents, as well as salt and other seawater chemical elements, effectively impacting the
ocean’s circulation, large-scale water distribution, and biology. Therefore, under-
standing eddy variability and change over time is of critical importance for projected
marine biodiversity as well as atmospheric and land phenomena.

Eddies are ubiquitous in both space and time, yet autonomously identifying them
is challenging due to the fact that they are not objects moving within the environ-
ment, rather they are a distortion (rotation) evolving through a continuous field (see
Figure 10). To identify and track such features, climate scientists have resorted to
mining the spatial or temporal signature eddies have on a variety of ocean variables
such as sea surface temperatures (SST) and ocean color. The problem is accentuated
further given the lack of base-line data makes any learning algorithms unsupervised.
While there exists extensive literature in traditional object tracking algorithms (e.g.
see Yilmaz et al. [103] for a review), a comprehensive body of work tracking user-
defined features in continuous climate data is still lacking despite the exponential
increase in the volume of such data [69].
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Fig. 10 An example of a cyclonic eddy traveling through a continuous sea surface height
(SSH) field (from left to right). Unlike common feature mining and tracking tasks, features
in physical sciences are often not self-defined with unambiguous contours and properties.
Instead, they tend to be dynamic user-defined features. In the case of eddies, eddies manifest
as a distortion traveling in space and time through the continuous field. A cyclonic eddy
manifests as a negative SSH anomaly.

Our understanding of ocean eddy dynamics has grown significantly with the ad-
vent of satellite altimetery. Prior to then, oceanographers relied primarily on case
studies using drifting floats in the open ocean to collect detailed information about
individual eddies such as rotational speeds, amplitude, and salinity profiles. With
the increased accessibility to satellite data, ocean surface temperatures and color
have been used to identify ocean eddies based on their signatures on such fields
[71, 37, 28]. While, these fields are impacted by eddy activity, there are additional
phenomena, such as hurricanes or near-surface winds, that affect them as well; effec-
tively complicating eddy identification in such data fields. More recently, sea surface
height (SSH) observations from satellite radar altimeters have emerged as a better-
suited alternative for studying eddy dynamics on a global scale given SSH’s intimate
connection to ocean eddy activity. Eddies are generally classified by their rotational
direction. Cyclonic eddies rotate counter-clockwise (in the Northern Hemisphere),
while anti-cyclonic eddies rotate clockwise. As a result, cyclonic eddies cause a
decrease in SSH, while anti-cyclonic eddies cause an increase in SSH. Such im-
pact allows us to identify ocean eddies in SSH satellite data, where cyclonic eddies
manifest as closed contoured negative SSH anomalies and anti-cyclonic eddies as
positive SSH anomalies. In Figure 11, anti-cyclonic eddies can be seen in patches
of positive (dark red) SSH anomalies, while cyclonic eddies are reflected in closed
contoured negative (dark blue) SSH anomalies.

In section 2.2, we discussed some general challenges that arise when mining cli-
mate data. Here we briefly review considerations one must take when specifically
identifying and tracking eddies on a global scale. First, due to large-scale natural
variability in global SSH data (Figure 12) complicate the task of finding a universal
set of parameters to analyze the data. For example, the mean and standard of the
data yield very little insight due to the high spatial and temporal natural variabil-
ity. Second, unlike traditional data mining where objects are relatively well-defined,
SSH data is prone to noise and uncertainty, making it difficult to distinguish between
meaningful eddy patterns from spurious events and measurement errors. Third, al-
though eddies generally have an ellipse-like shape, the shape’s manifestation in grid-
ded SSH data differs based on latitude. This is because of the stretch deformation
of projecting spherical coordinates into a two-dimensional plane. As a result, one
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Fig. 11 Global sea surface height (SSH) anomaly for the week of October 10 1997 from the
Version 3 dataset of the Archiving, Validation, and Interpretation of Satellite Oceanographic
(AVISO) dataset. Eddies can be observed globally as closed contoured negative (dark blue;
for cyclonic) or positive (dark red; for anti-cyclonic) anomalies. Best seen in color.

Fig. 12 Global unfiltered SSH anomalies. The data is characterized with high spatial and tem-
poral variability, where values vary widely from one location to the next, as well as across
time for the same location. Therefore traditional measures such as mean and standard devia-
tions yield little insight in global patterns.

cannot restrict eddies by shape (e.g. circle, ellipse, etc.) Fourth, eddy heights and
sizes vary by latitude, which makes having a global “acceptable” eddy size un-
feasible [40]. Therefore, applying a single global threshold would wipe out many
relevant patterns in the presence of spatial heterogeneity. A more subtle challenges
is that eddies can manifest themselves as local minima (maxima) embedded in a
large-scale background of negative (positive) anomalies [15] making numerous fea-
tures unnoticeable. False positives are also an issue, as other phenomena such as
linear Rossby waves or fronts can masquerade as eddy-like features in SSH data
[59, 17]. Finally, given the global and ubiquitous nature of eddies, any learning
must be unsupervised. One way to verify the performance of eddy identification
and tracking algorithms is to use field-studies data, where floats and ships physical
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sit on top of eddies. However, such datasets would only provide anecdotal evidence.
Despite these non-trivial challenges, a more vexing challenge is that the majority
of autonomous eddy identification schemes take the four-dimensional feature repre-
sentation of eddies (latitude, longitude, time, and value where “value” depends on
the field) and analyze that data orthogonally in either space or time only, effectively
introducing additional uncertainty.
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Fig. 13 Two different but complementary views of eddies’ effect on SSH anomalies. Top: A
three dimensional view of a cyclonic eddy in the SSH field. Bottom: an SSH time-series at
single location. In both cases, the presence of an eddy is indicated through a sustained SSH
depression.

Figure 13 shows two different yet complementary views of eddies and SSH. On
the top panel are two anti-cyclonic eddies in the SSH field. The bottom panel shows
the temporal profile of a single pixel in the SSH dataset. When taken alone each
method has notable limitations. In the spatial view, thresholding the data top-down
would force the application to return artificially larger size regions that the eddy
occupies (since it favors the largest region possible). Furthermore, such a threshold-
ing approach is known to merge eddies in close proximity [16]. A temporal view
would allow us to identify eddy-like behavior by searching for segments of gradual
decrease and increase denoted by the green and red lines [34]. However, a tempo-
ral only approach is not enough as multiple pixels must exhibit similar temporal
behavior in space and time otherwise the approach would be vulnerable to noise
and spurious signals. Our method attempts to combine bother approaches to address
each method’s limitations. We begin by discussing each approach in more detail.
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4.1 Spatial Methods for Ocean Eddy Identification
(Threshold-Based)

Spatial methods that identify eddies in the SSH field assign binary values to single-
time SSH snapshots based on whether or not a varying threshold was exceeded, and
subsequently saving the eddy-like connected component features that remain after
thresholding. Subsequently the identified features are pruned based on physically-
consistent criteria that define eddies. Given the noise in the SSH field, a second
round of pruning occurs after tracking the features across time-frames and discard-
ing any features that did not persist beyond four weeks. Figure 14 shows the ubiq-
uitous cyclonic eddy features identified in a single SSH snapshot. Each snapshot
contains a few thousand eddy-like features. However that number is often reduced
by a variety of significance tests mentioned earlier.

Fig. 14 Eddy-like features are ubiquitous in global SSH data. The challenges is in identifying
and tracking such features within a continuous SSH field.

Chelton et al. [15] was the first to track eddies globally using a unified set of
parameters. They also introduced the notion of eddy non-linearity (the ratio of rota-
tional and transitional speeds) to differentiate between non-linear eddies and linear
Rossby waves. In the most comprehensive SSH-based eddy tracking study to date,
Chelton et al. [16] identified eddies globally as closed contoured smoothed SSH
anomalies using a thresholding and nearest neighbor search approach. A similar al-
gorithm was presented in [35] with a few modifications over [16] to improve the
runtime complexity and accuracy of the threshold-based method.

At a high level, threshold-based algorithms extract candidate connected com-
ponents from SSH data by gradually thresholding the data and finding connected
component features at each threshold. For each connected component, we applied
six criteria to determine if a feature is an eddy candidate: (i) A minimum eddy size
of 9 pixels; (ii) a maximum eddy size of 1000 pixels; (iii) a minimum amplitude of
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1 cm; (iv) the connected component must contain at least a minimum/maximum; (v)
the distance between any two pixels along the contour of the feature must be less
than a fixed maximum; and (vi) each connected component must have a predefined
convex hull ratio as a function of the latitude of the eddy. The first five conditions are
similar to those proposed by [16]. The convexity criterion is to ensure that we select
the minimal set of points that can form a coherent eddy, and thus avoid mistakenly
grouping multiple eddies together. Once the eddies are detected, the pixels repre-
senting the eddy are removed from consideration for the next threshold level. Doing
so ensures that the algorithm does not over-count eddies. Removing the pixels will
not compromise the accuracy of the algorithm given that the first instance an eddy
is detected will be at its most likely largest size as a function of the threshold.

The main distinction between our implementation, EddyScan, and that of Chel-
ton et al. [16] are two-fold: First, we use unfiltered data while Chelton et al. [16]
pre-process the data. Second, to ensure the selection of compact rotating vortices,
Chelton et al. [16] required that the maximum distance between any pairs of points
within an eddy interior be less than a specified threshold, while EddyScan uses the
convexity criterion to ensure compactness. The primary motivation to use convexity
is to reduce the run time complexity of the algorithm from O(N2) to O(N) in the
number of features identified.

Fig. 15 Aggregate counts for eddy centroids that were observed through each 1◦ ×1◦ region
over the October 1992 - January 2011 period as detected EddyScan. These results show high
eddy activity along the major currents such as the Gulf Stream (North Atlantic) and Kuroshio
Current (North Pacific). Best seen in color.

There are instances, however, when the maximum distance criterion is unable to
avoid merging several smaller eddies together. Figure 16 shows an example where
the minimal distance between any pair of pixels in the blob is met despite there
being several eddies. As a result CH11 (yellow cross) labels the entire feature as a
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Fig. 16 An example of when Chelton et al. [16] maximum distance criterion is met, yet
the large feature is in fact several eddies merged together. Top: a zoomed-in view on SSH
anomalies in the Southern Hemisphere showing at least four coherent structures with positive
SSH anomalies. Bottom: Chelton et al. [16] (yellow cross) identifies a single eddy in the
region, while our convexity parameter allows EddyScan to successfully break the larger blob
into four smaller eddies. The SSH data are in grayscale to improve visibility of the identified
eddies. Best seen in color.

single eddy. EddyScan, however, is able to break the large blob into coherent small
eddies.

4.2 Temporal Method for Ocean Eddy Identification

Spatial-based eddy identification schemes often have computational and application-
specific limitations. Such algorithms are highly parameterized and rely on complex
data-filtering schemes that make reproducibility challenging. More importantly,
they fail to capitalize on a critical fact: eddies manifest as coherent SSH distortions
in both space and time. When an eddy travels through the SSH field, it leaves a dis-
tinctive signature in SSH anomalies in space and time that is wasted when applying
a single time-step thresholding method since all features are evaluated in the binary
space. Therefore, instead of tracking eddies directly in images of SSH anomalies, an
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Fig. 17 A sample time-series analyzed by PDELTA with gradually decreasing segments en-
closed between each pair of green and red lines. These segments were obtained after dis-
carding segments of very short length or insignificant drop that are atypical signatures of an
eddy.

ti ti+1 ti+2

Fig. 18 An illustration to show PDELTA’s spatial analysis component. At any given time ti
only a subset of all time-series are labeled as candidates for being part of an eddy (green
points). Only when a sufficient number of similarly behaving neighbors are detected (in this
case four) PDELTA labels them as an eddy (black circle). As time passes, some time-series
are removed from the eddy (red points) as they are no longer exhibiting a gradual change;
while others are added. If the number of similarly behaving time-series falls below (above)
the minimum (maximum) number of required time-series, the cluster is no longer an eddy
(e.g. top left corner at ti+2 frame).

alternative approach could leverage the fundamental spatio-temporal characteristics
of eddies.

Eddies form and sustain their energy over a timescale of weeks to months, re-
sulting in gradual changes in SSH on the order of a few centimeters over regions
between 50-200 kilometers within the regions where the eddy move. Given the large
time-scales within which eddies operate, eddies will manifest as a connected group
of gradually increasing/decreasing SSH time-series. We leverage this information to
track eddies directly from the SSH time-series as opposed to the SSH heat-maps.

We present an algorithm (adapted from [12]) that monitors the SSH time-series
for the unique temporal signal eddies have on SSH. The algorithm operates in three
main steps, first we identify individual time-series that have the previously described
“eddy-like” behavior. Each candidate time-series will be labeled with a start and end
time (ts and te respectively) where a significant gradual increase/decrease occurred.
Second, given that an eddy must operate over a large enough region, for each time
step t we scan the neighbors of any candidate time-series (where ts ≤ t ≤ te); if
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Fig. 19 Monthly eddy counts (lifetime≥ 16 weeks). Top: Monthly counts for cyclonic eddies
as detected by our automated algorithm PDELTA (blue) and CH11 (red). Bottom: Monthly
counts for anti-cyclonic eddies as detected by our automated algorithm PDELTA (blue) and
Chelton et al. [16] (red).
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Fig. 20 Scalability comparison between our algorithm PDELTA (blue) and a connected com-
ponent algorithm (green) similar to CH11. Left: time required to track all eddies in the dataset
as a function of the grid resolution. Right: time required to track all eddies in the dataset
as a function of the time-series length (i.e. number of weekly observations). Our algorithm
PDELTA (blue) scales better than the connected component algorithm in both time and space.

a sufficient number of neighbors are also candidate time-series at time t then the
identified group is labeled as an eddy. Finally, as the eddy moves from one time-
step to the next, we keep adding new candidate time-series as their ts is reached and
remove other time-series as their te is passed. We count the duration of each eddy
as the number of weeks the minimum number of clustered candidate time-series is
met.
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Figure 17 demonstrates how our approach detects candidate time-series. The top
panel shows the SSH anomaly time-series for one grid point in the Nordic Sea. For
this particular location, our algorithm PDELTA, identified three segments where a
significant gradual decrease in SSH occurred over a long time period starting at
approximatively weeks 60, 410, and 870 respectively. During each decreasing seg-
ment, we search this location’s neighborhood for time-series with similar gradual
decrease. Once the significant decreasing segment ends, either there will be other
neighbors that will continue to form a coherent eddy or the eddy has dissipated if
the minimum eddy size is no longer met.

PDELTA detected slightly more cyclonic (9.89 per month) than anti-cyclonic
(9.48 per month) eddies. These differences are consistent with the findings of Chel-
ton et al. [16]. Overall, we identified a total of 9.08 eddies per month versus 8.87
for Chelton et al. [16]5. This could be due to the fact that eddies tend to be smaller
in the region analyzed, and thus could have been ignored by CH11’s algorithm once
the data were filtered. Figure 19 shows the monthly cyclonic (top) and anti-cyclonic
(bottom) counts for PDELTA (blue curve) and CH11 (red curve). We find that al-
though the counts match well, PDELTA detected fewer eddies than CH11 during
winter months, but more eddies during summer months.

One major advantage of considering the spatio-temporal context of the SSH data
is that such an approach scales well with respect to the data’s resolution and time-
series length (i.e. number of satellite snapshots). Figure 20 shows empirical results
comparing the computation time of PDELTA and the connected component algo-
rithm as the number of grid cells (M×N) and time-series length (K) are increased;
the figure shows quadratic increase in computation time for the connected compo-
nent algorithm as M×N is increased, while PDELTA’s computation time increases
linearly. This difference is particularly germane since data from future climate mod-
els and satellite observations will be of much higher resolution.

5 Conclusion and Future Directions

We presented a broad review of some of the unique characteristics of climate data
along with a sample of STDM applications. We encourage interested readers to refer
to the references and citations within for further reading.

Based on some of the information presented in this chapter, there may be sev-
eral traditional data mining concepts that might need rethinking as we explore new
applications within spatio-temporal climate data. One such re-thinking might deal
with significance testing. The challenge of quantifying statistical significance in cli-
mate applications stems from both the exploratory nature of the work as well as a
the autocorrelation in the data. While traditional randomization tests (e.g. [58]) may
address some of the concerns stemming from multiple hypothesis testing, there is an
acute need to develop spatio-temporal randomization test where the randomization
procedure does not break the data’s inherent characteristics such as autocorrelation.

5 Data available at: http://cioss.coas.oregonstate.edu/eddies/
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We might also have to re-think the definition of anomalies and extremes beyond that
of abnormal deviation from the mean. Climate extremes may be better analyzed in
a multi-variate fashion, where multiple relatively normal conditions may lead to a
“cumulative” extreme. For instance, while hurricane Katrina was a Category 5 hur-
ricane, it was the breaking of the levee that accentuated its horrific impact. Finally,
traditional evaluation metrics for learning algorithms may need to be extended for
STDM. A large number of climate problems have no reliable “ground truth” data
and therefore rely on unsupervised learning techniques. Hence, it is crucial to de-
velop objective performance measures and experiments that allow to compare the
performance of different unsupervised STDM algorithms. Furthermore, traditional
performance measures such root mean square error might need to be adjusted to
account for spatio-temporal variability.

There are also great opportunities for novel STDM applications within climate
science. Within the applications of user-defined pattern mining, the majority of fea-
tures of interest are usually defined by domain experts. Such an approach is not
always feasible since we have significant knowledge gaps in many domains where
such data exists. Therefore developing unsupervised feature extraction techniques
that autonomously identify significant features based on spatio-temporal variability
(i.e. how different is a pattern from random noise) might be preferable, especially
in large datasets. Additionally, given the large number of climate datasets, each at
a different spatio-temporal resolution, there is a high demand for spatio-temporal
relationship mining and predictive modeling techniques, that take data at a low,
global resolution and infer impact on a higher, local resolution (and vice versa).
Finally, one fundamental quantification might need to emerge between uncertainty
and risk. Data mining and machine learning have used probabilities as a measure of
uncertainty. However, numerous climate-related questions are interested in risk as
opposed to uncertainty. Providing decision-makers with tools to convert statistical
uncertainty to risk quantities based on available information is has the potential to
be a major scientific and societal contribution.

Answers to some of these questions will emerge over time as we continue to see
new STDM applications to climate data. Others, such as significance tests, might
require diligent collaborations with adjacent fields such as statistics. Nonetheless,
there is an exciting (and challenging) road ahead for STDM researchers.
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Mining Discriminative Subgraph Patterns from 
Structural Data 

Ning Jin and Wei Wang1 

Abstract. Many scientific applications search for patterns in complex structural 
information; when this structural information is represented as graphs, a powerful 
tool is efficiently mining discriminative subgraphs. For example, the structures of 
chemical compounds can be stored as graphs, and with the help of discriminative 
subgraphs, chemists can predict which compounds are potentially toxic; 3D 
protein structures can be stored as graphs, and with the help of discriminative 
subgraphs, pharmacologists can predict which proteins are able to bind certain 
ligands and which are not; program flow information can be represented as graphs 
and with the help of discriminative subgraphs, computer scientists can identify 
program bugs and predict which program flows are successful and which are not. 
Many research studies have been devoted to developing efficient discriminative 
subgraph pattern mining algorithms. Higher efficiency allows users to process 
larger graph datasets and higher effectiveness enables users to achieve better 
results in applications. In this chapter, we introduce several existing discriminative 
subgraph pattern mining algorithms, including LEAP, CORK, graphSig, COM, 
GAIA and LTS. We evaluate the algorithms with real protein and chemical 
structure data. 

1 Introduction 

1.1 Why Mining Discriminative Subgraphs? 

Discriminative subgraphs are subgraphs that appear frequently in one set of graphs 
but infrequently in another set of graphs. Discriminative subgraphs can capture 
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feature substructures that are specific to a chosen set of graphs (feature 
substructure identification). In addition, they can be used to differentiate one set of 
graphs from another (graph classification). As a result, discriminative subgraphs 
have a wide range of applications in structured data such as 3D protein structures, 
chemical compound structures, program execution traces and social networks. 
This section lists some applications of discriminative subgraphs. 

Protein Active Site Identification and Function Prediction 

Proteins are biological macromolecules that perform important functions such as 
catalyzing chemical reactions and binding ligands. Many protein functions are 
performed through active sites, substructures of proteins. Active sites are of great 
interest to scientists in studying mechanisms of protein functions and designing 
protein structures with desired functions. Traditionally, active sites are identified 
through expensive and time-consuming experiments. Therefore, there is a strong 
need for computational approaches for protein active site identification [25, 4, 7, 
13]. One approach is to utilize discriminative subgraphs found in protein graphs 
(graph representations of 3D protein structures) [11, 12]. 

A 3D protein structure can be represented by an undirected graph. The protein 
graph of a 3D protein structure may be generated by creating a node for each 
amino acid and connecting two nearby amino acids with an edge. Nodes can be  
labeled with amino acid types and edges can be labeled with distances between 
amino acids. 

Given protein graphs and a chosen function, the protein graphs can be grouped 
into two sets based on whether the corresponding proteins have the function. 
Discriminative subgraphs are subgraphs that are frequent in protein graphs of 
proteins with the chosen function but infrequent in other protein graphs. Such 
subgraphs are very likely to be parts of or nearby active sites because they are 
specific to proteins with the chosen function. 

In active site identification, it is already known whether a protein has a certain 
function or not. However, most proteins have unknown functions. Therefore, 
predicting whether a protein has a certain function is another interesting problem 
in studying proteins [2, 3]. One solution to protein function prediction is to 
convert the problem to a graph classification problem [6, 21]. In a graph 
classification problem, the input is two sets of graphs and the output is a 
computational model that predicts which graph set a graph belongs to. The 
prediction model is then used to make predictions for graphs that are not present in 
the input. To convert a protein function prediction problem to a graph 
classification problem, proteins with known functions are represented by protein 
graphs and the graphs are grouped into two sets based on whether they have the 
function. Then prediction models are generated with discriminative subgraphs 
being features or even building blocks of the models.  
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Chemical Compound Activity Prediction 

In drug discovery, the search space of candidate chemical compounds is 
prohibitively large and it is expensive and time-consuming to perform experiments 
to test activity. Therefore, computational methods are strongly needed to predict 
chemical compound activity and screen candidate compounds [8, 19, 20]. Such 
computational methods usually calculate prediction models based on a set of 
selected molecular descriptors that help quantitatively characterize chemical 
compounds [18]. Some of the molecular descriptors can be derived from 
discriminative subgraphs frequently found in graphs of active compounds but 
infrequently in graphs of inactive compounds. 

A chemical compound structure can be represented by an undirected graph. 
One way to generate a graph representation for a chemical compound structure is 
to create a node for each atom and connect two bonded atoms with an edge. Nodes 
are labeled with atom types and edges are labeled with bond types. Stereo-
chemical information may be embedded in node and edge labels if needed. 

Program Bug Localization 

Program bugs are inevitable in software development and localizing program bugs 
is a painstaking task. Therefore there have been many studies in automated bug 
localization [10]. Automated bug localization usually takes two sets of program 
execution traces as input: one set of traces for correct executions and another set 
of traces for faulty executions. A program execution trace is generated by logging 
method invocation and statement execution. The output of bug localization is 
candidate locations of bugs. One way of performing automated bug localization is 
to represent program execution traces by graphs and find discriminative subgraphs 
that appear frequently in graphs of faulty executions but infrequently in graphs of 
correct executions. 

A program execution trace can be represented by a directed graph. In a graph 
representation of a program execution, each node may correspond to a method, a 
basic block or a statement and each edge describes how the control/data flow 
moves from one node to another. Nodes are labeled with basic descriptions of the 
corresponding methods, basic blocks or statements. 

Utilizing Social Network Information 

A social network describes how people are related to or interact with each other. It 
provides structural information for each individual person in addition to numeric 
and categorical attributes such as age, gender and interest [17]. Such structural  
information is abundant and can be easily collected via online social network 
platforms, such as Facebook and LinkedIn. The online platforms and their 
collaborators can utilize such information to improve their personalized 
recommendations of friends, articles, products and services [5]. One way to utilize 
social network information for personalized recommendations is to convert the 
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problem to graph classification and use discriminative subgraphs found in social 
network graphs. 

Each person can be described by the social network that he/she is directly 
involved in and a social network can be represented by a graph. In a graph 
representation of a social network, each node corresponds to one person and each 
edge describes whether two persons have interaction/relationship. Nodes can be 
labeled with basic attributes, such as age and gender, of the corresponding persons. 
Edges can have directions if the interactions/relationships are asymmetric.  

To convert personalized recommendation to graph classification, social 
network graphs of people with known interests are grouped into two sets based on 
whether the corresponding person is interested in a certain recommendation or not. 
Then a prediction model is generated and can be applied to social network graphs 
of people with unknown interests. High accuracy of such graph prediction models 
can be achieved with the help of highly discriminative subgraphs. 

1.2 Definitions 

Definition 1 (Graph).  A graph is denoted as g = (V, E) where V is a set of nodes 
and E is a set of edges connecting the nodes. Both nodes and edges can have 
labels.  

For example, in Figure 1, there are two graphs in the graph database. The text 
in each node is in the form of (node ID: node label). Two nodes in a graph may 
have the same label but they cannot have the same node ID. Two nodes in two 
different graphs can have the same node ID but they do not necessarily represent 
the same entity and may have different labels. 

 

Fig. 1 An example of two graphs and a subgraph pattern 
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Definition 2 (Subgraph Isomorphism and Graph Isomorphism). The label of a 
node u is denoted by l(u) and the label of an edge (u, v) is denoted by l((u, v)). For 
two graphs g and g’, if there exists an injection f: g.V → g’.V such that for any 
node u ∈ g.V, l(u) = l(f(u)) and for any edge (u, v) ∈ g.E, l((u, v)) = l((f(u), f(v))), 

then g is a subgraph of g’ (g ⊆ g’) and g’ is a supergraph of g. in other words, g’ 
supports or contains g. If g is a subgraph of g’ and g’ is a subgraph of g, then g is 
isomorphic to g’. 

For example, in Figure 1, pattern p1 is a subgraph of g1 and g2. 

Definition 3 (Frequency). Given a graph set G, the frequency of a subgraph 
pattern p is the ratio of the number of graphs supporting p in G to the total number 
of graphs in G. 

The input of a discriminative subgraph pattern mining problem is composed of 
two sets of graphs: a positive set Gp and a negative set Gn. 

Definition 4 (Positive Set and Negative Set). Given a certain property A, a 
positive set is a set of objects with property A (i.e. having positive test results for 
the property); the corresponding negative set is a set of objects without property A 
(i.e. having negative test results for the property).  

The frequency of pattern p in the positive set is denoted by pfreq(p) and the 
frequency in the negative set is denoted by nfreq(p). 

Definition 5 (Discrimination Score). The discrimination score of a subgraph 
pattern p is a user-specified objective function of its frequencies in the positive 
and negative sets. The more discriminative the pattern, the larger the 
discrimination score. For example, here is one of the scoring functions used in 
[24]: 

 

Its rationale is that if two patterns have the same positive frequency (negative 
frequency) then the one with lower negative frequency (higher positive frequency) 
is better for discriminating positive graphs from negative graphs.  

Definition 6 (Discriminative Subgraph Pattern Mining). We define discrimi- 
native subgraph pattern mining as a process to search a positive graph set and 
negative graph set for the subgraph pattern with the highest discrimination score for 
each positive graph.  

1.3 Overview of Existing Mining Techniques 

One straightforward solution to find discriminative subgraphs is to first enumerate 
all the subgraphs that are frequent in one set of graphs and then among the 
frequent subgraphs select those that are infrequent in the other set of graphs. This 
exhaustive enumeration and selection approach guarantees to find all 
discriminative subgraphs. However, the enumeration step typically generates an 

G-test score of p = pfreq(p)* log
pfreq(p)

nfreq(p)
+ (1− pfreq(p))* log

1− pfreq(p)

1− nfreq(p)



122 N. Jin and W. Wang 

 

enormous quantity of candidate subgraphs and computing frequency in the 
selection step involves subgraph isomorphism, which is known to be an NP-
complete problem. These two limitations inhibit the ability of this straightforward 
solution to handle large real-world graph datasets. In addition, many subgraphs 
that are frequent in one set are also frequent in the other set. As a result, the 
straightforward solution is inefficient because much of the computation to 
enumerate frequent subgraphs is wasted. 

To overcome the limitations, recent approaches search directly for 
discriminative subgraph patterns. LEAP [24] is a pioneer in discriminative 
subgraph pattern mining. It looks for the optimal subgraph pattern in terms of 
discrimination power with a branch-and-bound technique, taking advantage of the 
fact that structurally similar subgraphs tend to have similar discrimination power. 
It also uses a technique called “frequency descending mining” to exploit the 
correlation between subgraph frequency and subgraph discrimination power. 

Another algorithm CORK [22] proposes to use correspondence to measure the 
discrimination power of subgraph patterns and thereby achieves a theoretically 
near-optimal solution. Given a set of subgraph patterns, the number of 
correspondences is the total number of pairs of graphs that these subgraphs cannot 
discriminate. 

GraphSig [18] is an algorithm that utilizes frequent subgraph mining to find 
discriminative subgraphs but in a different way than the straightforward solution. 
It first converts graphs to feature vectors by performing Random Walk with 
Restarts on each node. Then it divides graphs into small groups such that graphs in 
the same group have similar vectors. It mines frequent subgraphs in each group 
with high frequency thresholds because high similarity in vectors in the same 
group indicates that the corresponding graphs in the group share highly frequent 
subgraphs. Using high frequency thresholds in frequent subgraph mining avoids 
enumerating a prohibitively large number of candidate subgraphs and enables 
graphSig to process relatively large datasets efficiently. 

COM [14] searches for discriminative co-occurrences of small subgraph 
patterns instead of individually discriminative subgraph patterns. It employs a 
pattern exploration order such that the complementary discriminative subgraph 
patterns are examined first. Subgraph Patterns are grouped into co-occurrences 
during the pattern exploration. By taking advantage of co-occurrence information, 
COM can generate strong features by assembling weak features. 

GAIA [15] employs a novel subgraph encoding approach to support an 
arbitrary subgraph pattern exploration order and explores the subgraph pattern 
space in a heuristic mining process resembling biological evolution. In this mining 
process, new candidate patterns are calculated by extending old candidate patterns 
and candidate patterns with lower discrimination power are more likely to be 
pruned by the algorithm. In this manner, GAIA is able to find discriminative 
subgraph patterns much faster than other algorithms. Additionally, it takes 
advantage of parallel computing to further improve the efficiency of the mining 
process. 
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LTS [16] is based on an observation that search history of discriminative 
subgraph mining is very useful in computing empirical upper bounds of 
discrimination power of subgraphs. LTS begins with a greedy algorithm that first 
samples the search space and then calculates a model to estimate upper bounds of 
discrimination power of subgraphs based on the samples. In the end, LTS explores 
the search space again in a branch and bound fashion leveraging the upper bound 
estimation model.  

2 Mining Techniques 

2.1 Simplifying the Problem 

The main idea of algorithms in this category is to simplify the mining problem. 

2.1.1 Dividing the Input Dataset (graphSig) 

Feature Vector Generation 

GraphSig predefines a set of simple structural features such as nodes and edges 
with specific labels. It represents each node in each graph with a feature vector 
based on the predefined features. As a result, a graph with n nodes is represented 
with n feature vectors. The feature vector for a node reflects the distribution of 
features around the node.  

The algorithm begins with generating feature vectors. A feature vector is 
generated by performing RWR (Random Walk with Restarts) on a node in each 
graph. RWR simulates the trajectory of a walker that begins from the starting node 
and moves from one node to a randomly selected neighbor. Each neighbor has the 
same probability of being selected for next move. In addition, graphSig limits the 
distance of random walk by having a restart probability to bring the walker back to 
the starting node. Each feature value is the probability of it being traversed in 
RWR. Therefore, a high feature value means the feature is close to the starting 
node. When the feature values converge, RWR terminates.  

Significant Sub-feature Vectors 

Given two feature vectors x = <x1, x2, ..., xm> and y = <y1, y2, ..., ym>, graphSig 
defines that x is called a sub-feature vector of y if and only if xi ≤ yi, for i =  
1, ..., m. 

The probability of a feature vector x occurring in a random feature vector y is 
calculated as follows:  

 P(x) = P(yi ≥ xi )
i=1

m

∏
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Once the probability of feature vector x occurring in a random feature vector is 
known, the p-value of feature vector x can be calculated. The smaller the p-value 
of feature vector x, the more statistically significant the vector is. 

GraphSig searches all feature vectors generated by RWR for common 
statistically significant sub-feature vectors. A statistically significant sub-feature 
vector indicates potential existence of discriminative subgraph patterns around the 
corresponding node. Therefore, for each significant sub-feature vector, graphSig 
invokes frequent subgraph pattern mining to search the supporting graphs for 
highly frequent subgraph patterns around the node associated with the sub-feature 
vector. This frequent subgraph mining process is highly efficient because the 
number of supporting graphs is very small and the search is limited to the 
neighborhood around the node associated with the sub-feature vector. In the end, 
discriminative subgraph patterns can be selected from the frequent subgraph 
patterns. 

Overall Framework 

The overall framework of graphSig is as follows: 

Step 1: Calculate feature vectors for all graphs with Random Walk with Restarts, 
Step 2: Use feature vector mining to find significant and frequent sub-feature 
vectors with user-specified frequency and p-value thresholds, 
Step 3: Use frequent subgraph pattern mining to search graphs that share 
significant sub-feature vectors for discriminative subgraph patterns. 

The algorithm is described as below. 
 

Algorithm: graphSig 
Input: 
Gp: a set of positive graphs 
Gn: a set of negative graphs 
minFreq: frequency threshold for frequent subgraph mining 
maxPvalue: p-value threshold for selecting significant sub-feature vectors 
radius: radius for extracting subgraphs around a given node 
Output: 
P: a set of discriminative subgraph patterns 

1. P = ∅; 
2. F = ∅; 
3. for each g  Gp  Gn 
4.     R = {feature vectors generated by RWR in g with p-values < 

maxPvalue}; 
5.     F = F  R; 
6.     S = S - {p}; 
7. for each node label a in Gp  Gn 
8.     Fa = {f | f  F, f was generated by RWR on nodes whose labels were 

a};  

∈ ∪

∪

∪
∈
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9.     S = {significant sub-feature vectors in Fa}; 
10.     for each f  S 
11.         Vf = {v | ∃g  Gp  Gn, v g.V, l(v) equals a and f is a sub-feature 

vector of the feature vector of v}; 
12.         C = ∅; 
13.         for each v  Vf 
14.            C = C  {g' | g' is a subgraph centered at v within distance radius}; 
15.         P = P  frequent_subgraph_mining(C, minFreq); 

16. return P; 

2.1.2 Choosing Discrimination Power Measurement (CORK) 

A Submodular Discrimination Score Function 

The goal of CORK is to find a subgraph pattern set that can discriminate two sets 
of graphs instead of individually discriminative subgraph patterns. Therefore, the 
discrimination score function used by CORK evaluates the discrimination power 
of a set of subgraph patterns rather than individual patterns. 

CORK uses a greedy algorithm to search for the target pattern set. It begins 
with an empty pattern set and gradually adds one subgraph pattern to the set at a 
time. Each time it adds a subgraph pattern to the pattern set, CORK chooses the 
subgraph pattern that can maximize the discrimination score function of the new 
pattern set. In general, this greedy algorithm does not guarantee the optimal 
solution. However, it can guarantee a near-optimal solution if the discrimination 
score function is submodular. Submodularity is defined as follows: 

Given a search space D, a pattern p ∈ D, and two candidate pattern set T and T', 
T' ⊂ T ⊆ D, a scoring function score is submodular if: 

score(T' ∪ {p}) - score(T') ≥ score(T ∪ {p}) - score(T) 

If the scoring function is submodular, it has been proved that the greedy algorithm 

yields a near-optimal solution and its score achieves at least  of the 

score of the optimal solution. 
Therefore, CORK uses the product of -1 and the number of correspondences as 

its scoring function, which is submodular. Given a set of subgraph patterns, the 
number of correspondences is the total number of pairs of graphs that these 
subgraphs cannot discriminate. As a result, pattern sets with higher discrimination 
power have less number of correspondences and thus higher scores. For example, 
in Figure 2, for pattern set {A-B, B-C}, the pairs of graphs it cannot discriminate 
are: (g1, g5), (g1, g6), (g2, g5), (g2, g6), (g3, g5), (g3, g6), so the number of 
correspondences is 6 and the score is -6. For another example, for pattern set  
{A-B-C}, the pairs of graphs it cannot discriminate are: (g1, g5), (g2, g5), (g3, g5), 
so the number of correspondences is 3 and the score is -3. 

∈
∈ ∪ ∈

∈
∪

∪

(1− 1

e
) ≈ 63%
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Fig. 2 An example of input positive set and negative set 

Overall Framework 

The overall framework of CORK is as follows:  

Step 1: Initialize the resulting pattern set T as empty, 

Step 2: Select subgraph pattern p that maximizes score(T ∪ {p}), 

Step 3: If score(T ∪ {p}) > score(T), then insert p into T and go to Step 2; 
otherwise, return the resulting subgraph pattern set T 

2.2 Branch and Bound Mining 

The main idea of algorithms in this category is to use branch-and-bound search 
with different techniques for upper-bound estimation.  

2.2.1 Leap Search and Frequency Descending Mining 

Structural Leap Search  

Yan et al. [24] made an observation in branch and bound search for discriminative 
subgraphs: if two subgraph patterns are highly similar in their structures, then 
there is usually strong similarity in their positive and negative frequencies as well. 
This is an inevitable result of huge redundancy existing in the graph pattern space. 
Given |Gp| positive graphs and |Gn| negative graphs, the possible positive 
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frequency values are in {0, , , ..., , 1} and the possible 

negative frequency values are in {0, , , ..., , 1}. As we know, 

the number of subgraphs could easily reach an astronomic number when their 
frequency decreases. Therefore, an exponential number of subgraphs have to be 
crowded in a small frequency rectangle area |Gp|*|Gn|. 

Figure 3 depicts the subgraph frequency distribution of the AIDS anti-viral 
dataset2 with minimum frequency (0.03, 0.03). The color represents the number of 
subgraphs in each cell. As we can see, most of subgraphs are crowded in the left-
lower corner, sharing the same frequency and the same G-test score. 

 

Fig. 3 Frequency distribution 

According to this observation, if a subgraph pattern p has already been explored 
and subgraph pattern q is similar to p, pattern q can be skipped because the 
frequencies of q are similar to the frequencies of p and thus the G-test score of q is 
similar to the G-test score of p.  

                                                           
2 http://pubchem.ncbi.nlm.nih.gov 

1

| Gp |

2

| Gp |

| Gp | −1

| Gp |

1

| Gn |

2

| Gn |

| Gn | −1

| Gn |



128 N. Jin and W. Wang 

 

The similarity between two subgraph patterns p and q is measured by the ratio 
of the maximum frequency difference that p and q can have to the sum of 
frequencies of p and q. If the ratio is less than a user specified threshold σ, then 
the two subgraph patterns are considered highly similar and there is no need to 
explore the other if one is already explored. Let Δp(p, q) be the maximum positive 
frequency difference that p and q can have and Δn(p, q) be the maximum negative 
frequency difference that p and q can have. After one pattern is explored, the other 
can be skipped if: 

 

This subgraph pattern pruning can be further extended to prune a whole search 
branch instead of an individual subgraph pattern. 

The algorithm of structural leap search is described as below. 
 

Algorithm: Structural_Leap_Search 
Input: 
Gp: a set of positive graphs 
Gn: a set of negative graphs 
σ: difference threshold 
Output: 
p*: optimal subgraph pattern candidate 
17. S = {1-edge subgraph patterns}; 
18. p* ＝ ∅; 
19. G-test(p*) = -∞; 
20. while S ≠ ∅ 
21.     p = next subgraph pattern in S; 
22.     S = S - {p}; 
23.     if p was examined 
24.         continue; 
25.     if ∃ q, q was examined and  

            
26.          continue;      
27.     if G-test(p) > G-test(p*) 
28.         p* = p; 
29.     if upper bound of G-test(p) ≤ G-test(p*) 
30.         continue; 
31.     S = S  {supergraphs of p with one more edge}; 
32. return p*; 

 
 

2Δp (p, q)

pfreq(p)+ pfreq(q)
≤ σ and

2Δn (p,q)

nfreq(p)+ nfreq(q)
≤ σ

2Δp (p, q)

pfreq(p) + pfreq(q)
≤ σ and

2Δn (p, q)

nfreq(p)+ nfreq(q)
≤ σ

∪
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Frequency Descending Mining 

Yan et al. [24] discovered that if all subgraphs are sorted in ascending order of 
their frequency, discriminative subgraph patterns are often in the high-end range.  

 

Fig. 4 Frequency vs. G-test score 

Figure 4 illustrates the relationship between frequency and G-test score for the 
AIDS Anti-viral dataset3. It is a contour plot displaying isolines of G-test score in 
two dimensions. The X axis is the frequency of a subgraph in the positive dataset, 
while the Y axis is the frequency of the same subgraph in the negative dataset. The 
curves depict G-test score (to avoid infinite G-test score, a default minimum 
frequency is assumed for any pattern whose frequency is 0 in the data). Left upper 
corner and right lower corner have the higher G-test scores. The “circle” marks the 
highest G-test score subgraph discovered in this dataset. As one can see, its 
positive frequency is higher than most of subgraphs. Similar results are also 
observed in other graph datasets. 

To profit from this discovery, the authors proposed an iterative frequency 
descending mining method. 

Frequency descending mining begins the mining process with high frequency 
threshold θ = 1.0 and it searches for the most discriminative subgraph pattern p* 
whose frequency is at least θ. Then frequency descending mining repeatedly lower 
the frequency threshold θ to check whether it can find better p* whose frequency 
is at least θ. It terminates when θ reaches either 0 or a user-specified threshold. 
                                                           
3 http://pubchem.ncbi.nlm.nih.gov 
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The algorithm of frequency descending mining is described as below. 
 
Algorithm: Frequency_Descending_Mine 

Input: 

Gp: a set of positive graphs 

Gn: a set of negative graphs 

ε: converging threshold 

Output: 

p*: optimal subgraph pattern candidate 

1. θ = 1; 
2. p ＝ ∅; 
3. G-test(p) = -∞; 
4. do 
5.     p* = p; 
6.     S = {subgraph patterns in Gp and Gn with frequency no less than θ}; 
7.     p = ; 

8.     θ = θ / 2; 
9. while (G-test(p) - G-test(p) ≥ ε); 
10. return p* = p; 

 

Overall Framework 

The overall framework of LEAP is as follows: 

Step 1: Use structural leap search to find the most discriminative subgraph pattern 
p* with frequency threshold θ = 1.0, 

Step 2: Repeat Step 1 with θ = θ / 2 until score(p*) converges, 

Step 3: Take score(p*) as a seed score; use structural leap search to find the most 
discriminative subgraph pattern without frequency threshold. 

2.2.2   Upper-Bound Estimation by Learning from Search History (LTS) 

Pattern Exploration Order 

Almost all efficient subgraph pattern exploration methods, such as gSpan [23] and 
FFSM [11], start with subgraphs having only one edge and extend them to larger 
subgraphs by adding one edge at a time. Each large subgraph pattern can be 
directly extended from more than one smaller subgraph patterns. For example, in 
Figure 5, subgraph pattern A-B-C can be extended from either A-B or B-C. 

 
 

argmax p '∈S G − test(p ')
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Fig. 5 An example of input positive set and negative set 

Definition (Lineage). In a pattern exploration method M, a lineage of pattern p is 
a sequence of patterns: l(p) = p1p2...pk-1pk, where pk = p, p1 has only one edge and 
∀i∈[1, k-1], pi+1 can be directly extended from pi by adding one more edge. 

If a pattern exploration method allows a pattern to have multiple lineages,  
this exploration method is called a multiple-lineage exploration; otherwise, it is 
called a single-lineage exploration. Figure 6 shows examples of multiple-lineage 
exploration and single-lineage exploration for the graph sets in Figure 5.  
Each node represents a subgraph pattern (only patterns with less than 3 edges are 
shown for illustration) in the graph sets and there is a directed edge from node p to 
node q if in the exploration method pattern q is allowed to be reached by 
extending p. 

A subgraph pattern may have multiple possible lineages. Thus, multiple-lineage 
exploration is more natural than single-lineage exploration. To achieve single-
lineage exploration, an algorithm needs to define an enumeration order < on all 
subgraph patterns in the search space. If pattern p < pattern q, then p is 
enumerated before q. The resulting lineages become the canonical lineages of the 
respective patterns. Both gSpan and FFSM are single-lineage exploration 
methods. 

The major advantage of single-lineage exploration is that it is more efficient 
than multiple-lineage exploration in subgraph pattern enumeration without 
missing any pattern. In a single-lineage exploration method, each subgraph pattern 
is enumerated only once while a multiple-lineage exploration method may visit a 
pattern multiple times through different lineages. For example, in Figure 6, the 
 

 
 



132 N. Jin and W. Wang 

 

 

Fig. 6 An example of multiple-lineage exploration and single-lineage exploration for 
graphs in Figure 5 

multiple-lineage exploration visits pattern A-B-B twice while the single-lineage 
exploration visits it only once. In addition, the average number of subgraph 
extensions performed for each subgraph pattern in single-lineage exploration is 
less than that in multiple-lineage exploration. For example, in Figure 6, each 
subgraph pattern with one edge performs three extension operations on average in 
multiple-lineage exploration while the average number of extension operations in 
single-lineage exploration is 1.5. Extension operation is the most costly operation 
in subgraph enumeration, thus algorithms requiring fewer extensions are highly 
favorable. In applications where subgraph patterns are much larger and more 
complex, the difference in number of extension operations becomes even larger. 
As a result, single-lineage exploration is preferred in most subgraph mining 
algorithms. 

However, single-lineage exploration has the problem that its result is sensitive 
to subgraph pruning. Since each subgraph pattern can only be reached through a 
single lineage, the algorithm will miss a subgraph pattern if any subgraph on its 
lineage is pruned. On the contrary, multiple-lineage exploration is much more 
tolerant of subgraph pruning because a subgraph pattern can be reached through 
more than one lineage. This difference does not create any problem for using 
single-lineage exploration in frequent subgraph mining because of the 
antimonotonicity property of pattern frequency. In frequent subgraph mining, if 
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pattern p is in the lineage of pattern q and q is a frequent pattern, then p must also 
be frequent by the mining algorithm. However, in discriminative subgraph pattern 
mining, the redundancy in multiple-lineage exploration becomes its advantage 
over single-lineage exploration. Objective functions to measure discrimination 
power of subgraphs are usually not antimonotonic. If pattern p is in the lineage of 
pattern q and q is a discriminative pattern, p is not necessarily discriminative. 
Under such circumstances, multiple-lineage exploration can be aggressive in 
pruning patterns with low discrimination scores while single-lineage exploration 
cannot afford to prune any pattern unless it is absolutely certain that the pattern 
will not lead to any discriminative pattern. 

For example, in Figure 5, A-B-C is a highly discriminative subgraph pattern in 
the positive set while A-B is not discriminative as it appears in every positive and 
negative graph. The single-lineage exploration shown in Figure 6 cannot prune A-
B because otherwise A-B-C will be missed. The multiple-lineage exploration in 
Figure 6 can afford to prune A-B since A-B-C can also be reached from B-C. 

In the proposed algorithm, LTS, Jin et al. adopted multiple-lineage exploration 
to reduce the risk of missing the most discriminative subgraph patterns due to 
pruning. Jin et al. used CCAM code  to encode subgraph patterns and maintain a 
lookup table for subgraph patterns that have been extended to avoid extending a 
subgraph pattern repeatedly. Embeddings of subgraph patterns in the graph sets 
are also maintained to facilitate subgraph extension and frequency calculation. 

Fast Probing Subgraph Pattern Space 

As mentioned earlier in this chapter, a greedy algorithm can often reach a 
(relatively) discriminative subgraph quickly. Even though it may not be the 
optimal one, its score can be used to prune the search space. The higher the score, 
the better the pruning power. For example, let the estimated upper-bound for 
descendants of p be 1.0. By the time p is visited, if the best score so far is 1.2, all 
descendants of p can be pruned. But if the best score found so far is only 0.5, the 
algorithm is unable to perform any pruning. 

In [16], Jin et al. proposed a greedy algorithm called fast-probe to generate a 
good sample of discriminative subgraphs to facilitate the subsequent branch-and-
bound search. Fast-probe maintains a list of candidate subgraph patterns to be 
processed. The candidate list is initialized with all single-edge subgraph patterns 
in Gp. It repeatedly draws and processes a candidate pattern p from the list as long 
as the list is not empty. If pattern p is the optimal pattern for any positive graph at 
the time it is processed, fast-probe computes all extensions of p in the positive set 
with one more edge and put an extension into the candidate list if the extension 
has not be generated before; otherwise, p is discarded. Fast-probe terminates 
when the candidate list becomes empty. This process is efficient since only the 
best subgraphs are extended to generate candidate patterns.  

The fast-probe algorithm is described as below. 
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Algorithm: fast-probe  

Input: 

Gp: positive graph set 

Gn: negative graph set 

Output: 

the optimal pattern for each positive graph 

1. Put all single-edge subgraph patterns into candidate set C 
2. while (C is not empty) 
3.     p  get next pattern and remove it from C 
4.     updated  false 
5.     for each graph g in Gp 
6.         if ( ) > optimal score for g so far 
7.             update the optimal pattern and optimal score for g 
8.             updated  true 
9.     if (not updated) 
10.         continue 
11.     C  all subgraph patterns with one more edge attached to  
12.     for each pattern q in C 
13.         if q has not been generated before 
14.             put q into C 
15. return the optimal pattern for each g in Gp 

 
An indicator function for a subgraph pattern p is defined as follows: 

 

If function d is antimonotonic as patterns are extended, then when a pattern p is 
visited and it fails to be the optimal pattern for any positive graph (i.e. d(p)= 0), 
the search process can safely prune p and any lineages extended from . No 
supergraph of p will be the optimal pattern for any positive graph because of the 
antimonotonicity property that once d(p) = 0 no supergraph q of p will have d(q) = 
1. If this assumption is true, then the search process would become very efficient 
as only good patterns need to be considered. And single lineage exploration would 
have been sufficient. 

However, this assumption is not always true because discrimination scores of 
patterns may increase as patterns become larger. Therefore, even if a pattern p is 
not the optimal pattern for any positive graph, a supergraph of p may be the 
optimal pattern for some positive graph because its score is greater than the score 
of p. 

Nevertheless, the assumption does not have to hold for all subgraph patterns to 
make fast-probe work. In fact, for the most discriminative subgraph pattern, as 

d(p) =
1, ∃g ∈ Gp, score(p) > optimal score for g so far

0, otherwise
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long as the assumption holds for at least one of its lineages, the optimal pattern 
will be found. Using multiple-lineage exploration helps because the likelihood of 
the assumption being true for at least one lineage is much larger in multiple-
lineage exploration than in single-lineage exploration. In addition, the most 
discriminative subgraph pattern will not be missed as long as patterns in its 
lineages are optimal patterns for one positive graph at the time they are visited. 
This is very likely to be true: it is typical that some positive graphs are covered by 
multiple highly discriminative subgraphs while others do not have highly 
discriminative subgraphs. The former are called as “rich” graphs and the latter are 
called as “poor” graphs. Ancestors for the highly discriminative subgraphs for 
“rich” graphs may cover “poor” graphs when their positive frequencies are still 
high. Let p be the most discriminative subgraph for a “rich” graph g and q be 
another highly discriminative subgraph for g. Let q be visited before any ancestor 
of p is visited. Patterns in the lineages of p may not be the optimal patterns for g 
when they are visited because they may not be as discriminative as q. However 
they may be the optimal patterns for some “poor” graphs and thus survive and 
produce a lineage to p. The most discriminative subgraphs for “poor” graphs may 
be missed when there are no “poorer” graphs for their ancestors to survive. In this 
case, a subsequent (branch and bound) search may be needed to recover the most 
discriminative subgraphs missed by fast-probe. 

Upper-Bound Estimation by Learning from Search History 

A tight estimated upper-bound of scores may improve the efficiency of branch-
and-bound algorithms. For example, when p is visited, let the optimal score of any 
patterns visited so far be 1.2. If the estimated upper-bound is 1.5 (loose), then the 
algorithm cannot prune any descendants of p; but if the estimated upper-bound is 
1.1 (tight), then the algorithm can prune all descendants of p. 

In [16], the authors first studied a simple way for upper-bound estimation. 
According to the definition, the discrimination score increases as the negative 
frequency decreases, and decreases as the positive frequency decreases. A simple 
estimation of upper-bound for scores of descendants of p is achieved when the 
positive frequency remains the same as that of p and the negative frequency is 
zero: 

 

This is a very loose upper-bound especially when the positive and negative 
frequencies of p are high. In most cases, adding edges to p causes both positive 
and negative frequencies to decrease. If the negative frequency decreases faster 
than the positive frequency, then the pattern becomes more and more 
discriminative; otherwise, the pattern becomes less discriminative. If the negative 
frequency of  is high, many edges need to be added to it to achieve zero negative 
frequency and as a result the positive frequency drops significantly as well. For 
example, in chemical compound graphs, C-C has positive and negative 

B̂(p) = log
pfreq(p)

ε
, where ε is a small value to replace 0
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frequencies almost equal to 100% as it is prevalent in chemical compounds. 
However, its most discriminative descendants typically have positive frequency 
less than 15% and negative frequency close to zero. Therefore, the optimal 
discrimination score is much lower than the estimated upper-bound, which results 
in inefficient pruning. 

Previous discriminative subgraph mining algorithms takes advantage of the 
correlations between score (or frequency) of a pattern and the largest score that the 
descendants of the pattern may have in designing exploration orders, in order to 
approach the optimal score as fast as possible. However, such correlations are 
qualitative and can only serve as a heuristic guidance. Jin et al. proposed to learn 
quantitative correlations from search history and use them to estimate tight upper-
bounds. 

Definition (score record). Given a lineage of pattern p, l(p) = p1p2...pk-1pk, the 
score record for l(p) is a sequence of scores for the patterns in the lineage: 

h(p) = score(p1), score(p2), ..., score(pk-1), score(pk) 

A discriminative subgraph mining process always generates many score records, 
which can be organized into a prefix tree, called prediction tree. Figure 7 shows 
an example of score records and the corresponding prediction tree.  

 

Fig. 7 An example of search records and the corresponding prediction tree and prediction 
table 
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Each tree node is labeled with score and the root node is labeled with 0.0, 
which is the score of an empty subgraph. In their implementation, Jin et al. 
discretized scores evenly into 10 bins and used the discretized scores as labels. In 
the example, the original scores are used as labels for the sake of intuitive 
illustration. In addition to the score label, each tree node is also associated with the 
maximum score in the sub-tree rooted at this node. The score records and the 
corresponding prediction tree can be considered as a sample of the whole search 
space. Therefore, the maximum score at each tree node is an estimated upper-
bound in the search space. For example, for a pattern p with score record (0.5, 0.7, 
1.0), its maximum score in the prediction tree is 1.5 and thus its estimated upper-
bound in the search space is 1.5. LTS organizes the sample space by scores (rather 
than by subgraph structures in the search space) because it is much easier to 
compare scores than structures. Sometimes the score record of a pattern p is absent 
in the tree, so LTS additionally generates a lookup table, named prediction table, 
to aggregate the information in the tree. The key for each entry in the prediction 
table is composed of the number of edges in the pattern and the score of the 
pattern. The value stored at each entry is the maximum score of the descendants of 
the patterns with the corresponding size and score in the sample space. For 
example, if the score record of  is (0.4, 0.8), which cannot be found in the 
prediction tree, then LTS uses the key <2, 0.8> to look for an upper-bound 
estimation in the prediction table, which returns 1.0. The search history H is 
composed of the prediction tree and the prediction table. If neither the score 
record nor the <size, score> pair of  can be found in H, then LTS uses the loose 
upper-bound estimation discussed earlier in this section.  

Using search history to estimate upper-bound bears the risk of underestimating 
upper-bound if the discriminative subgraph mining process, which provides the 
score records, fails to capture a good sample of high discrimination scores. This 
will result in inefficient pruning and thus prolonged execution time. However, 
there is little impact to the mining process if the greedy sampling misses many 
low discrimination scores because, although these score records may be absent in 
the prediction tree, the prediction table can still provide a reasonably tight upper-
bound estimation and the algorithm always has the last resort to the loose 
estimation. 

LTS first uses fast-probe to collect score records and generates search history 
H, which includes a prediction tree of score records and a prediction table 
aggregating the score records. LTS utilizes a vector F to keep track of the optimal 
pattern for each positive graph: F[i] stores the optimal pattern for positive graph 
gi. Vector F is updated with the optimal patterns found by fast-probe, which 
compose a better starting point than single-edge subgraphs, before the following 
branch-and-bound search. Then LTS performs a branch-and-bound search in the 
subgraph search space and uses a candidate list to keep track of candidate 
subgraph patterns. Its goal is to find the most discriminative subgraph for each 
positive graph. When the branch-and-bound search begins, the candidate list is 
initialized with all subgraphs with one edge. LTS repeatedly pops one subgraph 
from the candidate list at a time until the candidate list becomes empty. LTS uses 
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CCAM code [15] to encode subgraphs and maintains a lookup table to keep track 
of processed subgraphs. For each subgraph p from the candidate list, LTS updates 
F[i] if positive graph gi supports p and score(p) is greater than score(F[i]). 
Meanwhile, LTS estimates the upper-bound of p based on search history H and 
checks whether the upper-bound is greater than any score(F[i]) with gi supporting 
p. If the upper-bound is not greater than the optimal score of any positive graph 
supporting p, then p is discarded from further extension. Note that for each 
pattern, the algorithm only considers the positive graphs supporting this pattern 
when updating optimal scores and pruning with the estimated upper-bound 
because the algorithm is looking for the optimal pattern for each positive graph. If 
p is preserved, LTS computes all of its extensions with one more edge in the 
positive set. The extensions that have not been visited before are put into the 
candidate list. 

2.3 Heuristic Search 

The main idea of algorithms in this category is to use heuristic search. 

2.3.1 Using Evolutionary Computation (GAIA) 

Mining Discriminative Subgraph Patterns Using Evolutionary Computation 

Evolutionary computation can be viewed as a generic search process for solutions 
of high quality or fitness, which begins with a set of sample points in the search 
space and gradually biases to regions of high fitness. In the problem of 
discriminative pattern mining, discrimination score is used to evaluate the fitness 
of a subgraph pattern.  As a result, the evolutionary search process here is directed 
toward subgraph patterns with high discrimination power. 

Framework of the Pattern Evolution: Organization and Resources 

For each graph gi in the positive graph set Gp, the algorithm stores a representative 
subgraph pattern and a list of up to s candidate subgraph patterns, where s is 
bounded (from above) by the available memory space divided by the number of 
graphs. Figure 8 illustrates the organization of candidate patterns and 
representative patterns. Only subgraphs of gi with discrimination scores greater 
than 1 can be its representative or in its candidate list. The representative pattern 
has the highest discrimination score among all patterns that are subgraphs of gi 
found during pattern evolution. Although one pattern can be subgraphs of several 
positive graphs, each pattern can only be in one candidate list at any time. The 
candidate lists are initialized with one-edge patterns.  

The total number of subgraph patterns that the candidate lists can hold at any 
time is the product of s and | Gp|. The motivation of the design of this framework 
is to cause selection pressure which can significantly speed up the convergence of 
evolutionary search. When the total size of candidate lists is less than the total 
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number of patterns that can be found in positive graphs, not all patterns can be 
held in the candidate lists at the same time. As a result, one resource that candidate 
patterns need to compete for is a slot in candidate lists. In other words, patterns 
have to compete for survival and not all patterns are considered in the search 
process. Generally speaking, the larger the candidate lists are, the less selection 
pressure there is and thereby the more patterns are considered in the search. When 
the candidate lists are infinitely large, the search process becomes an exhaustive 
search. 

 

Fig. 8 An illustration of candidate pattern organization 

Another resource that candidate patterns compete for is the opportunity to 
extend or, analogous to biological evolution, to produce offspring. All subgraph 
pattern mining algorithms start with small subgraph patterns and then extend them 
into larger patterns. However, pattern extension is a costly operation and not every 
pattern extension leads to a discriminative pattern. In an evolutionary search 
process, candidate patterns compete for the opportunity of pattern extension 
according to their fitness, which enables the search process to focus on candidate 
patterns that are more likely to lead to discriminative patterns. Although it does 
not guarantee that it reaches the globally optimal solution faster because of the 
existence of local optimal solutions, experiments show that in reality it has 
significant speed advantage over other methods [15]. 
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Pattern Extension 

All candidate patterns currently in the candidate lists have a non-zero probability 
of being selected for pattern extension. To perform pattern evolution, GAIA runs 
for n iterations, where n is a parameter set by the user. During each iteration, 
GAIA selects one pattern from each candidate list for extension. The probability 
of pattern p in candidate list of gi to be selected for extension is proportional to the 
log ratio score of p and is calculated as follows: (   ) = ( )∑ ( ′)       

The probability is always between 0 and 1 because only patterns with positive log 
ratio scores are allowed in candidate lists as described in Subsection 3.2. This 
selection method is commonly used in evolutionary algorithms. The intuition here 
is that candidate patterns with higher scores are more likely to be extended to 
patterns with high scores because structurally similar subgraph patterns have 
similar discrimination power [24]. Note that when s = 1, each candidate list only 
holds 1 pattern. The probability of this pattern being selected for extension is 1. 
When s > 1, multiple patterns may be held in a candidate list. A random number 
generator is used to determine which pattern is selected for extension according to 
their probabilities. 

For an extension operation of pattern p, GAIA generates a pattern set X(p) and 
each pattern p’ in X(p) has one new edge attached to p. This new edge is not 
present in p and it can be either between two existing nodes in p or between one 
node in p and a new node. Unlike many previous subgraph pattern mining 
algorithms that only extend patterns with certain types of edges in order to 
efficiently maintain their canonical codes, GAIA considers all one-edge 
extensions of pattern p that occur in the positive graphs. This difference in 
extension operation is essential to GAIA because evolutionary computation is 
essentially a heuristic search for optimal solution. This difference enables GAIA 
to explore the candidate pattern space in any direction that appears promising. 

Extensions of different patterns can produce the same pattern because a pattern 
p with k edges can be directly extended from all of its subgraphs with k-1 edges. 
Therefore, a lookup table is needed by GAIA to determine whether a pattern has 
already been generated to avoid repetitive examination of the same pattern.  

Pattern Migration and Competition 

In most cases, an extension operation on one pattern generates many new patterns 
and as a result the number of patterns found by the algorithm grows. Sooner or 
later the number of patterns will exceed the number of available positions in the 
candidate lists. It is also possible that the number of one-edge patterns already 
exceeds the number of available positions in the candidate lists at the very 
beginning if s is small. Therefore some rules are needed to determine which 
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patterns should survive in the candidate lists and which candidate list they should 
dwell in. 

First, a pattern that has already been extended should not “live” in the candidate 
lists any longer because it has served its role in generating new patterns. 

Second, some pattern in the candidate list may migrate to the candidate  
list of another graph if such migration will increase its chance of survival.  
Let p be the candidate pattern for migration and G(p) be the set of graphs 
containing p. Let gi be the graph in G(p) which has the lowest value of ∑ ( ′)      . p will migrate to the candidate list of gi. 
The rationale for this pattern migration is that if a pattern wants to survive then it 
should go to a candidate list with the least fierce competition. In GAIA, the 
fierceness of competition of a candidate list is measured by the sum of scores of 
patterns in the list. 

If the candidate list of gi still has vacant positions, then p can move into one 
vacant position directly. However, if the candidate list is already full, then p has to 
compete with the “resident” patterns in the list. One straightforward approach to 
let p compete with “resident” patterns is to compare the log ratio score of p and 
the minimum log ratio score among “resident” patterns. If the score of p is greater 
than the minimum score among “resident” patterns, then p takes the position of 
pattern p’ with the minimum score and p’ no longer exists in any candidate list; 
otherwise, p fails to survive and will not exist in any candidate list. The 
disadvantage of this greedy approach is that it ignores the fact that patterns with 
low log ratio scores may still have some potential to extend into patterns with high 
log ratio scores and patterns with high log ratio scores at the time may have 
reached their limits and will never extend to better patterns. Therefore, GAIA 
adopts a randomized method for pattern competition which is commonly used by 
evolutionary algorithms. The score of p is compared against the score of a pattern 
p’, which is randomly selected with probability 1/s from the candidate list.  If the 
score of p is higher, then p’ is eliminated and p takes the position of p’; otherwise, 
p is eliminated. By doing so, GAIA can at least have a chance to protect some of 
the “weak” patterns and give them an opportunity to extend into “strong” patterns. 
The benefit of this randomized approach is more evident when s is reasonably 
large. Note that when s = 1 the randomized strategy is essentially the same as the 
greedy strategy. 

Again, the exhaustive extension operation is of great importance to allow 
pattern competition and elimination. When GAIA eliminates a pattern p, the real 
loss is not only this pattern but also the patterns generated by extending p. In 
previous subgraph pattern mining algorithms, such as gSpan [23] and FFSM [11], 
a pattern p can only be extended from one of its subpatterns, p’. If p’ is lost, then 
the algorithms will never find p. As a result, for these algorithms, allowing pattern 
elimination will surely lose many patterns, some of which are discriminative 
patterns. But in GAIA, eliminating p’ does not necessarily lead to the loss of p 
because the exhaustive extension operation allows p to be extended from many 
different patterns. As a result, the risk of missing discriminative patterns is much 
lower than other subgraph mining algorithms. 



142 N. Jin and W. Wang 

 

The algorithms of pattern migration and evolution are described as below. 
 

Algorithm: Pattern_Migrate  

Input: 

p: a subgraph pattern 

T: candidate lists 

1. g =  (∑ ( )       ) 

2. if (the candidate list of g has vacant positions) 

3.     insert p into the candidate list of g 

4. else 

5.     randomly select a pattern p’ in the candidate list of g 

6.     if (score (p) > score (p’)) 

7.         replace p’ with p 

 
 

Algorithm: Pattern_Evolution  
Input: 
Gp: positive graph set 
Gn: negative graph set 
s: maximum size of each candidate list, by default equal to available_space/|Gp| 
n: maximum number of iterations, by default the maximum interger value in the 
system 
Output:  
representative patterns: the best pattern for each positive graph 
D = {all edges that occur in Gp } 
1. for each edge e in D 
2.     Pattern_Migrate (e, T) 
3. for k = 1:n  
4.     if (all candidate lists are empty) 
5.         break 
6.     for each g in Gp 
7.         randomly select a pattern p in the candidate list of g  
8.         X (p) = {all patterns in Gp with one more edge attached to p} 
9.             for each pattern p’ in X (p) 
10.                if (CCAM code of p’ is in H) 
11.                    continue 
12.                insert p’ into H 
13.                Migrate (p’, T) 
14.                update representative patterns 
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Generating Consensus Results 

Because GAIA is a randomized algorithm (when s > 1), each single run of pattern 
evolution may generate different representative patterns and consume varying 
amount of CPU time. Some runs of pattern evolution may find better 
representative patterns than others and thus lead to classifiers with higher 
normalized accuracy. Therefore, if GAIA runs many instances of pattern evolution 
in parallel and selects the best subgraph patterns from all representative patterns 
found by these instances of pattern evolution, it is very likely that GAIA can get a 
better set of discriminative subgraph patterns than using representative patterns 
from one instance of pattern evolution alone. Therefore, by generating a consensus 
model based on many parallel instances of pattern evolution and only using the 
fastest instances of pattern evolution, GAIA can improve the discrimination power 
of its results and achieve faster expected response by taking advantage of parallel 
computing. 

2.3.2 Mining Co-occurrences of Small Patterns Instead of Large Patterns 
              (COM) 

Pattern Exploration Order Based on CAM 

All patterns in a graph set can be organized in a tree structure. Each tree node 
represents a pattern and is a supergraph of its parent node, with the root node 
being an empty graph. Traversing this tree can enumerate all distinct patterns 
without repetition. To facilitate this, a graph canonical code is often employed. 
Several graph-coding methods have been proposed for this purpose. COM adopted 
the CAM (Canonical Adjacency Matrix) code [11], but this method can be easily 
applied to other graph coding strategies. 

The code of a graph g is not unique because g may have up to (n!) different 
adjacency matrices. So COM used standard lexicographic order on sequences to 
define a total order on all possible codes. The matrix that produces the maximal 
code for a graph g is called the Canonical Adjacency Matrix of g and the 
corresponding code is the CAM code of g. The CAM code of a graph g is unique. 
It is proved that exploring a pattern tree with the CAM codes can enumerate all 
patterns without repetition.  

For example, A-D-E is a pattern in graph P1 in Figure 9. Figure 10 shows two 
different adjacency matrices of A-D-E. A “1” indicates the existence of an edge 
between two nodes while a “0” indicates the absence of an edge. Adjacency 
matrix M leads to code A1D01E and adjacency matrix N leads to code D1A10E. 
Although both of them are correct codes of A-D-E, D1A10E is less than A1D01E 
lexicographically. In fact, A1D01E is the largest code for A-D-E, so it is the CAM 
code and adjacency matrix M is the canonical adjacency matrix. 
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Fig. 9 An example of two sets of graphs 

 

Fig. 10 An example of adjacency matrices 

A Better Pattern Exploration Order 

With a given scoring function, COM can rank all patterns by their scores. COM 
reorganizes the pattern tree to increase the probability that COM visits patterns 
with higher score ranks earlier than those with lower score ranks. The need for a 
more effective pattern exploration order is due to the fact that most pattern 
enumeration algorithms tend to visit patterns with similar conformations together 
since they usually have similar codes. This does not cause any side effect on 
effectiveness of pattern enumeration, but it has a huge negative impact on finding 
complementary discriminative patterns because patterns with similar 
conformations are much more likely to have overlapping supporting sets.  

COM takes advantage of the following observation: let p be a pattern in the 
pattern tree and p' be the parent pattern of p, the score rank of p is correlated with 
the value of ∆(p)=score(p) – 2score(p'). For patterns with two nodes, COM sets 
their Δ values equal to their scores score(p). 
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Therefore, when COM explores the pattern space, it first enumerates all 
patterns with 2 nodes as candidates and inserts them into a heap structure with the 
candidate having the highest ∆ value at the top. Ties are broken by favoring higher 
positive frequency and then by CAM code order. Then COM always takes the 
pattern at the top of the heap and generates all of its super-patterns with one more 
edge by performing the CAM extension operation. COM inserts new patterns into 
the heap structure. In this way, COM is able to visit patterns with high score ranks 
early and patterns with overlapping supporting sets late. The enumeration 
algorithm is described as follows.  

 
Algorithm: COM_enumerate_subgraphs 

Input: 

G: input graph dataset 

1. P  {all subgraphs with 2 nodes in G} 

2. p  argmax p’ ∈ P (∆(p’))  

3. while (p ≠ NULL) 

4.     e  {CAM_extension(p)} 

5.     for each p’ ∈ e 

6.         if p’ has not been visited 

7.             P  P ∪ {p’} 

8.     P  P – {p} 

9.     p  argmax p’ ∈ P (∆(p’)) 

 

Generating Co-occurrences 

Any set of subgraph patterns can form a co-occurrence, but not all of them have 
high discrimination power. Ideally, the algorithm can find co-occurrences 
consisting of subgraph patterns with high frequency in the positive graph set and 
low frequency in the negative graph set. Therefore, COM used two user-specified 
parameters tp and tn to quantify the quality of a co-occurrence, where tp is the 
minimal positive frequency allowed for a resulting co-occurrence and tn is the 
maximal negative frequency permitted. The goal of COM is to find a co-
occurrence set R such that each positive graph contains at least one co-occurrence, 
where each co-occurrence in R has positive frequency no less than tp and negative 
frequency no greater than tn. 

This problem can be proved to be equivalent to the set cover problem and is 
therefore NP complete. It is intractable to find an optimal solution in the enormous 
pattern space. Therefore, COM adopted a greedy approach for rule generation. Let 
the candidate co-occurrence set be Rt and the resulting co-occurrence set be R. The 
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algorithm explores the pattern space with the heuristic order in Chapter 0 and 
whenever it comes to a new pattern p that has not been processed before, if there 
exists one positive graph that contains p but none of the existing co-occurrences, 
the algorithm generates a new candidate co-occurrence containing only p and 
examines the possibility of merging this new co-occurrence into existing candidate 
co-occurrences. Given a new pattern p and a candidate co-occurrence rt, Δ(p, rt) = 
score(rt ∪ {p}) – score(p). Pattern p is to be inserted into candidate co-occurrence 
r’, r’ = argmax(Δ(p, rt)), Δ(p, rt) ≥ 0. If there are patterns in r’ whose supporting 
sets are supersets of the supporting set of p, then inclusion of p into r’ will make 
these patterns redundant. These patterns will be removed from r’ when p is 
inserted. Then, for either the newly generated co-occurrence {p} or the updated r’, 
if it has pfreq(p) ≥ tp and nfreq(p) ≤ tn and it is present in at least one positive 
graph that does not contain any co-occurrence in R, it will be removed from Rt and 
inserted into R. The algorithm terminates either when all patterns are explored or 
when each positive graph contains at least one resulting co-occurrence. Although 
in the worst case the algorithm is still exhaustive, experiments show that it is time 
efficient in practice. 

For example, let tp = 50% and tn = 0%, in Figure 9, the frequent subgraphs of 2 
nodes in the positive set are A-B, B-C, D-E, D-G, and G-H. Only positive patterns 
with frequency no less than tp need to be considered because (1) as mentioned 
earlier the algorithm only considers positive patterns and (2) the frequency of a 
co-occurrence with patterns less frequent than tp must be less than tp as well. The 
algorithm initializes the rule sets to be empty: R’ = {} and R = {}. 

According to the pattern exploration order introduced in Chapter 0, A-B is the 
first pattern to process. For simplicity, the example is designed so that these edges 
cannot extend to any larger patterns with positive frequency no less than tp. A new 
candidate co-occurrence {A-B} is added into R’. Note that R’ was empty and thus 
there does not exist any rule in R’ to insert A-B. Next, {B-C} is added into R’ and 
B-C is added into candidate co-occurrence {A-B} because Δ({B-C}, {A-B}) is no 
less than 0. The modified candidate co-occurrence {A-B, B-C} have pfreq ≥ tp and 
nfreq ≤ tn, therefore it is removed from R’ and added into R. Next, D-E is at the top 
of the heap, but there is no need to consider it because both of its supporting 
graphs, P1 and P2, contain co-occurrence {A-B, B-C} and therefore considering D-
E cannot lead to a better classifier. Then, following a similar procedure, the 
algorithm can generate co-occurrence {D-G, G-H} and add it into R. Now the 
algorithm terminates because: 1) the heap structure for candidate patterns is empty 
and 2) {A-B, B-C} and {D-G, G-H} are sufficient to cover all graphs in the 
positive set. For each step, the initial status of R’, R, the pattern at the heap top and 
the set of positive graphs that contain none of the co-occurrences in R are shown 
in Figure 11. 

 



Mining Discriminative Subgraph Patterns from Structural Data 147 

 

 

Fig. 11 An example of co-occurrence generation 

3 Evaluation 

3.1 Experiment Setup 

We used protein datasets and chemical compound datasets in our experiments for 
evaluation. We evaluated the performance of GAIA, COM, LTS and LEAP, 
whose efficient implementations are available, by their run time efficiency and the 
g-test scores of the best patterns they found. The g-test score of a pattern p is 
defined as: 

 

The protein datasets consist of protein structures from Protein Data Bank4 
classified by SCOP5 (Structural Classification of Proteins). We selected all large 
SCOP families with more than 25 members. In each dataset, protein structures in a 
selected family are taken as the positive set. Unless otherwise specified, we 
randomly selected 250 outsider proteins (i.e., not members of the 16 families) as a 
common negative set used by all 16 protein datasets. To generate a protein graph, 
each graph node denotes an amino acid, whose location is represented by the 
location of its alpha carbon. There is an edge between two nodes if the distance 
between the alpha carbons of two amino acids is less than 11.5 angstroms. Nodes 
are labeled with their amino acid type and edges are labeled with the discretized 
distance between the alpha carbons. On average, each protein graph has 
approximately 250 nodes and 2700 edges.  
                                                           
4 http://www.rcsb.org/pdb  
5 http://scop.mrc-lmb.cam.ac.uk/scop/ 

G-test score of p = pfreq(p)* log
pfreq(p)

nfreq(p)
+ (1− pfreq(p))* log

1− pfreq(p)

1− nfreq(p)
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The chemical compound datasets consist of chemical compound structures 
from PubChem6 classified by their biological activities. Each compound can be 
either active or inactive in a bioassay. For each bioassay, we randomly selected 
400 active compounds as the positive set and 400 inactive compounds as the 
negative set. In chemical compound graphs, each atom is represented by a graph 
node labeled with the atom type and each chemical bond is represented by a graph 
edge labeled with the bond type. On average, each compound graph has 54.76 
nodes and 57.24 edges. 

Table 1 List of selected SCOP families 

SCOP ID Family name # of proteins 
46463 Globins 51 
47617 Glutathione S-transferase (GST) 36 
48623 Vertebrate phospholipase A2 29 
48942 C1 set domains 38 
50514 Eukaryotic proteases 44 
51012 alpha-Amylases, C-terminal beta-sheet domain 26 
51487 beta-glycanases 32 
51751 Tyrosine-dependent oxidoreductases 65 
51800 Glyceraldehyde-3-phosphate dehydrogenase-like 34 
52541 Nucleotide and nucleoside kinases 27 
52592 G proteins 33 
53851 Phosphate binding protein-like 32 
56251 Proteasome subunits 35 
56437 C-type lectin domains 38 
88634 Picornaviridae-like VP 39 
88854 Protein kinases, catalytic subunit 41 

Table 2 List of selected bioassay IDs 

Bioassay 
ID 

Tumor description # of actives 
# of 

inactives 
1 Non-Small Cell Lung 2047 38410 
33 Melanoma 1642 38456 
41 Prostate 1568 25967 
47 Central Nerv Sys 2018 38350 
81 Colon 2401 38236 
83 Breast 2287 25510 

109 Ovarian 2072 38551 
123 Leukemia 3123 36741 
145 Renal 1948 38157 
167 Yeast anticancer 9467 69998 
330 Leukemia 2194 38799 

                                                           
6 http://pubchem.ncbi.nlm.nih.org 
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3.2 Comparison 

For chemical datasets, LEAP finds the most discriminative subgraph patterns 
among the four algorithms, but it is almost two orders of magnitude slower than 
the other three algorithms. Therefore, if optimizing pattern discrimination power is 
crucial and dataset is relatively small, LEAP is the best choice for discriminative 
subgraph pattern mining. However, when the dataset is large, LEAP cannot finish 
in a reasonable amount of time. GAIA and LTS offer better trade-off between 
pattern quality and runtime efficiency. Between the two, LTS finds better patterns 
in less time than GAIA. COM is faster than LEAP, but it does not find 
competitive subgraph patterns compared with LEAP. 

Table 3 Performance comparison between GAIA, LTS, COM and LEAP 

 GAIA LTS COM LEAP 

protein 
datasets 

runtime 
(sec) 2.63 3.27 5.70 421 

best  
score 

7.06 7.45 5.15 5.55 

chemical 
datasets 

runtime 
(sec) 

1.21 0.720 5.25 62.9 

best  
score 

0.803 0.813 0.06 0.847 

 
 

For protein datasets, LEAP does not find the most discriminative subgraph 
patterns among the four algorithms, even though it still takes much longer time 
because its structural leap search is less efficient when the candidate patterns are 
less similar to each other. Both LTS and GAIA are significantly faster than LEAP 
and find more discriminative subgraph patterns. LTS finds more discriminative 
subgraph patterns than GAIA, but takes slightly longer time than GAIA. COM is 
faster than LEAP, but its patterns are not as discriminative as that of LEAP. 

In general, the strength of LEAP and CORK is to find subgraph patterns with 
optimal discrimination scores and the cost is significantly longer runtime. In 
addition, experiments show that LEAP is more capable at processing graphs 
whose subgraphs are more similar to each other. We did not have access to the 
original implementation of CORK and thus were unable to evaluate CORK in 
experiments, but CORK can only use a specific measurement for discrimination 
power and the measurement can be undesirable in certain applications.  

The strength of GAIA, LTS, graphSig and COM is to provide better trade-off 
between subgraph discrimination power and runtime efficiency. Among the four, 
graphSig has the advantage of making good use of domain knowledge because 
well studied substructures can be used as features to facilitate the mining process. 
Experiments show that COM is faster than LEAP but its pattern quality is not 
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competitive, at least for the protein and chemical datasets we tested. The 
advantage of LTS is its fast speed and highly competitive pattern quality. In fact, it 
outperforms LEAP for the protein datasets and only trails LEAP slightly for the 
chemical datasets in terms of pattern discrimination power. The advantage of 
GAIA is that it can be run in parallel to further improve runtime efficiency. 

4 Summary 

Discriminative subgraph patterns can be used to identify feature substructures and 
perform structure classification. Many research studies have been devoted to 
developing efficient and effective discriminative subgraph mining algorithms. 
Higher efficiency allows users to process larger graph datasets and higher 
effectiveness enables users to achieve better results in applications including 
protein classification, protein active site identification, chemical compound 
activity prediction, etc. Various techniques to improve efficiency and 
effectiveness are introduced and evaluated in this chapter.  
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Path Knowledge Discovery: Multilevel Text
Mining as a Methodology for Phenomics

Chen Liu, Wesley W. Chu, Fred Sabb, D. Stott Parker, and Robert Bilder

Abstract. Transdisciplinary research is a rapidly expanding part of science and engi-
neering, demanding new methods for connecting results across fields. In biomedicine
for example, modeling complex biological systems requires linking knowledge
across multi-level of science, from genes to disease. The move to multilevel research
requires new strategies; in this discussion we present path knowledge discovery, a
novel methodology for linking published research findings.

The development of path knowledge discovery was motivated by problems in
neuropsychiatry, where researchers need to discover interrelationships extending
across brain biology that link genotype (such as dopamine gene mutations) to
phenotype (observable characteristics of organisms such as cognitive performance
measures). To advance an understanding of the complex bases of neuropsychiatric
diseases, researchers need to search and discover relations among the many man-
ifestations of these diseases across multiple biological and behavioral levels (i.e.,
genotypes and phenotypes at levels from molecular expression through complex
syndromes). Phenomics — the study of phenotypes on a genome-wide scale —
requires close collaboration among specialists in multiple fields. We developed a
computer-aided path knowledge discovery methodology to accomplish this goal.

Path knowledge discovery consists of two integral tasks: 1) association path min-
ing among concepts in multipart phenotypes that cross disciplines, and 2) fine-
granularity knowledge-based content retrieval along the path(s) to permit deeper
analysis. Implementing this methodology with our PhenoMining tools has required
development of innovative measures of association strength for pairwise associa-
tions, as well as the strength for sequences of associations, in addition to powerful
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lexicon-based association expansion to increase the scope of matching. In our dis-
cussions we describe the validation of the methodology using a published heritabil-
ity study from cognition research, and we obtain comparable results. We show how
PhenoMining tools can greatly reduce a domain expert’s time (by several orders of
magnitude) when searching and gathering knowledge from the published literature,
and can facilitate derivation of interpretable results.

We built these PhenoMining tools on an existing knowledge base (PhenoWiki.
org), now called PhenoWiki+, which can greatly speed up the knowledge acquisi-
tion process. Further, using the Resource Description Framework (RDF) data model
in the PhenoWiki knowledge repository allows us to connect with different knowl-
edge sources to enlarge the knowledge scope. The knowledge base also supports
annotation, an important capability for collaborative knowledge discovery.

1 Introduction

Increasingly, scientific discovery requires the connection of concepts across disci-
plines, as well as systematizing their interrelationships. Doing this can require link-
ing vast amounts of knowledge from very different domains. Experts in different
fields still publish their discoveries in specialized journals, and even with the in-
creasing availability of scientific literature in electronic media, it remains difficult
to connect these discoveries. For example, an expert in cognitive assessment may
know little about signaling pathways or genes, while an expert in genetics may lack
knowledge about cognitive phenotypes. Although informatics tools such as search
engines are very successful when it comes to helping people search for and retrieve
information, these systems unfortunately lack the capability to connect the knowl-
edge. To overcome this basic problem, new methodologies are needed for scalable
and effective knowledge discovery and integration.

This work was motivated specifically by research on complex neuropsychi-
atric syndromes such as schizophrenia, ADHD and bipolar disorder. A multilevel
framework has been proposed by the Consortium for Neuropsychiatric Phenomics
at UCLA (www.phenomics.ucla.edu) to help systematize discovery [9]. Figure 1
presents a multilevel concept schema, with sample concepts at different levels. Un-
der such a multilevel framework, it is important to understand the relationships
among concepts at different levels, which form “paths” across the multilevel struc-
ture. For example, under the multilevel framework, one may be interested in a set
of related questions as the following: What symptoms are related to schizophrenia?
Which parts of the brain would be affected? What signaling pathway is related?
And finally, which genes are related to this pathway? In recent studies, researchers
discovered that schizophrenia patients usually have deficits in their working mem-
ory function, and working memory is related to neuroanatomic concepts such as
prefrontal cortex. Further, genes such as COMT affect dopamine signaling and thus
affect working memory functionality [14]. We can describe such a sequence of re-
lationships with a path “schizophrenia→ working memory→ prefrontal cortex→
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Fig. 1 The multilevel schema proposed by the Consortium for Neuropsychiatric Phenomics,
at left, with a sample hierarchy of concepts at right that include phenotypes related to three
syndromes

dopamine→ COMT.” Thus, paths are able to describe interactions among concepts
and associations across disciplines.

The path schema shown in Figure 1 is both a hierarchy of relevant concepts and a
hierarchy of phenotypes. Phenotypes are observable characteristics of organisms —
such as color, shape, and experimentally-measured quantities. Although the space
of human genetic variation is large, the space of human phenomic variation is much
larger and more diverse, ranging across many science disciplines. Furthermore, phe-
notypes are influenced by the environment. Phenomics — the systematic study of
phenotypes on a genome-wide scale [8] — requires consideration of experimen-
tal findings across a broad schema of phenotypes. By nature, then, phenomics is a
transdisciplinary undertaking that requires new methodologies.

Perhaps the most essential result of this work is that paths can serve as the basis
of a scalable methodology for multilevel knowledge discovery, so that in particu-
lar, when the path schema defines a hierarchy of phenotypes, the path knowledge
discovery methodology can be useful for phenomics.

The path knowledge discovery problem is challenging for the following reasons.
First, a path describes a sequence of associations across multiple levels of knowl-
edge. Although existing data mining methods such as Apriori [3] perform well when
identifying high-confidence pairwise associations, mining interrelated associations



156 C. Liu et al.

still remains an open problem. Second, associations alone do not provide sufficient
information for knowledge discovery. It is important to understand how the concepts
are interrelated and necessary for retrieving information that can support the associ-
ations. However, a traditional information retrieval system is unable to answer such
a specific query. As described above, the path knowledge discovery problem can be
decomposed into two integral parts: 1) identifying paths describing relations among
concepts at multiple concept levels, and 2) retrieving content corresponding to the
paths from the corpus to explain the interrelations.

We developed PhenoMining tools to solve the path knowledge discovery problem
in phenomics. The tools are built based on a multilevel phenotype lexicon that is
constructed using domain knowledge from experts, and on a corresponding corpus
of scientific literature selected by experts. Two tools have been developed to solve
the two problems in path knowledge discovery above: 1) the PathMining tool is able
to identify associations among concepts in the lexicon in order to construct a path
based on their co-occurrence in the corpus, and it provides a quantitative way to
measure the strength of associations. 2) The Document Content Explorer tool finds
relevant published information for a specific path at fine granularity, so as to explain
the interrelations.

These PhenoMining tools can aid in constructing a phenotype knowledge base
such as PhenoWiki [25] by providing efficient path knowledge discovery. A knowl-
edge base extension called PhenoWiki+ that integrates mining results with the
knowledge base has also been developed to facilitate storage, retrieval and update of
path knowledge discovered with PhenoMining tools. Figure 2 describes the process
of path knowledge discovery and management using our methodology.

Section 2 presents the infrastructure that facilitates path knowledge discovery,
including the multilevel lexicon and the corpus data set, and the index for association
analysis and content retrieval. In Section 3 and 4 we introduce our approach for
path knowledge discovery, which consists of path mining with multiple associations
and relevant content retrieval. We demonstrate an application of path knowledge
discovery in examination of the heritability of cognitive control in Section 5. In
Section 6, we present PhenoWiki+, a knowledge repository that integrates mining
results with the hierarchical multilevel framework. We then review related work in
Section 7 and conclude our discussion in Section 8.

2 Infrastructure for Path Knowledge Discovery

Our path knowledge discovery tools are based on a lexicon of concepts at multiple
levels of scientific inquiry and a corpus of scientific papers. The multilevel lexicon is
a controlled vocabulary of concepts at different levels; this provides the knowledge
of synonyms and the concept hierarchy. The corpus is stored in a semi-structured
format so that information content with different granularity can be retrieved. Two
indexes, the association index and document index, answer path queries and content
retrieval queries, respectively.
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Fig. 2 Process flow of Path Knowledge Discovery and Management

2.1 Multilevel Lexicon

The multilevel lexicon provides a controlled vocabulary of concepts for the system.
The lexicon is developed by domain experts according to a multilevel schema, such
as the Consortium of Neuropsychiatric Phenomics (CNP) schema, which includes
levels for syndromes, symptoms, cognitive concepts, neuroanatomy, cognitive tasks,
brain signaling, and genes (Figure 1). In addition to these schema categories, other
types of concepts are included, such as indicators, sample characteristics and subject
species. These categories are used for classification of content to answer specific
queries (see Section 4.3).

In the lexicon, each concept has a list of synonyms that specifies the common
terms used in the literature. Because of the ongoing development of behavioral
neuroscience research, some behavioral elements of the vocabulary are not as sys-
tematically defined as the neural or genetic elements, and different acronyms and
synonyms are used. The synonyms listed in the lexicon reduce such variances. In
addition, the lexicon also defines a hierarchy of relations among concepts. Concepts
are organized in a tree structure so that more specific concepts can be defined as
subconcepts of more general ones. For example, Figure 3 presents a sample hierar-
chy in the neuroanatomy category. Prefrontal cortex (PFC) and orbitofrontal cortex
(OFC) are sub-concepts of frontal lobe, and have four concepts above them in the hi-
erarchy. In the system the lexicon is stored in a tree structure in which sub-concepts
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Fig. 3 Hierarchy of neuroanatomical concepts

and super-concepts of every concept can be accessed. The hierarchical structure
of the lexicon is useful for query preprocessing, such as query expansion (Section
4.1). The lexicon defines 463 concepts and a hierarchy of relations among them. A
complete lexicon can be found in [1].

The field of phenomics currently lacks a comprehensive ontology (like the Gene
Ontology [5] for genomics) from which this multilevel hierarchy might be con-
structed, although existing hierarchies can certainly help, as discussed below. On the
other hand, unlike comprehensive ontologies, a domain-specific lexicon can be very
flexible and easy to modify. Our multilevel lexicon only includes the hierarchical
structure describing the “is-a” relations, thus avoiding complexity and controversy
in more complex interactions between concepts. Synonyms of concepts do not de-
pend on one another and thus can be easier to maintain. Other relations between
concepts are revealed over time by text mining in the corpus. With the advantage
of domain knowledge, more features can be included in the lexicon, thus increasing
the power of text mining.

Multilevel vocabularies are common in biomedical research, such as sets of terms
used in scientific publications. For instance, Medical Subject Headings (MeSH) is
a controlled vocabulary thesaurus used for indexing articles in the PubMed/MED-
LINE database. MeSH is a tree structure containing sixteen root categories and in-
cludes in total about 25,000 descriptors [18]. These descriptors define topics covered
in the literature, and are similar to the concepts in our lexicon. MeSH also includes
about 200,000 entry terms that are related to the descriptors, and are similar in func-
tion to our synonym terms list. By extending the multilevel lexicon used here to a
larger multilevel vocabulary such as MeSH, this work can potentially be applied to
a broader scope. Indeed, MeSH is sparse at the behavioral/mental processes level,
where we have invested much development.
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2.2 A Corpus of Scientific Papers

Our corpus consists of a large number of full-text peer-reviewed publications. In
the past decade, the availability of digitized scientific publications has significantly
increased, and many scientific journals have opened access to the public. Moreover,
PubMed Central (PMC)[2] is an open-access database of full-text papers and re-
searchers with NIH funding are now required to submit publications to this database.
PMC provides a collection of papers in Extensible Markup Language (XML) for-
mat, and these are downloadable for researchers. Compared to traditional pure text
documents, XML formatted papers provide each of the different elements in the
paper with different markup tags. Therefore, we are able to preserve the structural
information of the document, such as paragraphs and sections. Moreover, we can
extend from the text content to pictorial content, such as figures and tables. There
are also papers available online in the form of web pages in HyperText Markup Lan-
guage (HTML). Similar to an XML file, HTML is semi-structured. Content in the
webpage can be extracted by specifying a pattern of tags. In the PhenoMining sys-
tem, we convert different formats to a uniform XML format file called PhenoMining
Document (PMDoc).

In the PMDoc file, tags are used to represent and organize general elements in a
paper. We define the most basic element as a sentence, which represents a natural
sentence in the text of the paper. Each sentence is assigned a sentence id, as well
as a set of attributes to specify the location of the sentence with different granular-
ity, such as section, subsection and paragraph. There are other types of elements,
including figures and tables. Figure and table elements include a link to the graphic
file via the publisher when available, the title of the figure or table, and the caption
text from the paper. In addition, each figure and table is assigned an id, and its id will
be included in the reference attribute of a sentence element where it is mentioned
in the main text. Figure 4 presents an example of a sentence element in a PMDoc
file. From the structure of the XML file, we can reconstruct the hierarchy of a paper
(as shown in Figure 5) with the PMDoc file. Since the PMDoc file presents the text
content, but also the position information in different granularity, we are able to lo-
cate the context of the sentence in different granularity; this is useful in finding the
most relevant content (See Section 4.2).

The corpus is collected according to the domain of the lexicon. In PhenoMining
we focus on the neuroscience domain. The initial corpus included 9000 papers re-
trieved from PubMed Central using the search query ((Schizophrenia OR Bipolar
Disorder OR Attention Deficit Disorder) OR (Working Memory or Response Inhi-
bition)) AND (Stop-Signal Task OR Go NoGo Task OR Spatial Capacity Task OR
Digit Span Task OR Probabilistic Reversal Learning Task OR Spatial Manipulation
Task OR Stroop Task). This query, designed by domain experts, includes important
concepts at different levels so as to cover interactions among concepts and facilitate
path knowledge discovery.
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<a r t i c l e
authors =” Robert M. B i l d e r , Fred w. Sabb , D. S t o t t Parker ,

Donald Kalar
Wesley W. Chu , Jared Fox , Nelson B. Freimer , and Russe l l

A . Poldrack ”
date =” Ju ly 2009” j o u r n a l =” Cogn i t i ve neuropsych ia t ry ”
pmcid =”2752634” pmid=”19634038”
t i t l e =” Cogn i t i ve Onto log ies f o r Neuropsych ia t r i c Phenomics

Research”>
. . .
<se c t i o n i d =”3 ” t i t l e =”Managing comp lex i t y i n the Human

Phenome Pro j e c t ”>
. . .
<paragraph i d =”6”>

. . .
<sentence i d =”33” paragraphId =”6 ” r e f s =”F1”>
With in the Consortium f o r Neuropsych ia t r i c Phenomics a t UCLA

(www. phenomics . ucla . edu ) , we have used a simple schematic
s c a f f o l d f o r t r a n s l a t i o n a l n e u r o psych i a t r i c research from

genome
to syndrome , using seven l e v e l s ( see Figure 1) .

</sentence>
</paragraph>
. . .
</ sec t ion>
. . .
< f i g u r e i d =”F1 ” r e f s =”33” u r l = ” / pmc / a r t i c l e s / PMC2752634 /

f i g u r e / F1 / ”
smallThumb = ” /pmc / a r t i c l e s / PMC2752634 / b in / nihms−134130−f0001 .

g i f ”
t i t l e =” F igure 1”>

S i m p l i f i e d schematic o f m u l t i l v e l e d −nomics domains f o r
c o g n i t i v e neuropsych ia t ry .

</ f i gu re>
. . .
</ a r t i c l e >

Fig. 4 The PMDoc presentation of document elements for the paper “Cognitive Ontologies
for Neuropsychiatric Phenomics Research” [9]

2.3 Index for Path Knowledge Discovery

Indexing is an essential infrastructure component for efficient retrieval of con-
tent and query answering. We developed two types of indexing to facilitate path
knowledge discovery. The document element index has been developed for con-
tent retrieval, and the association index for discovery of relations across concepts at
different levels.
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Fig. 5 The structure of the PMDoc file corresponding to the XML presented in Figure 4

2.3.1 Document Element Index

Document elements represent different components of papers that contain
information describing the concepts. We store document elements at different gran-
ularity — sentence, paragraph, section and entire paper. By capturing the occurrence
of synonyms of concepts in the text, we obtain an index for document elements that
can track occurrences of concepts. The document index includes three fields: the
document element id (e.g., article id, section id, paragraph id, sentence id, figure
id, etc.), concept id, and occurrence frequency of the concept appearing in the doc-
ument element. Both the document element id and concept id are indexed so that
we can retrieve the occurrence frequency of a concept in a document element ef-
ficiently. Indexing at multiple granularity levels facilitates search and retrieval of
content at different levels of detail.

2.3.2 Association Index

The other type of index we build is the concept association index. It records co-
occurrences of concepts in the same document elements, which naturally suggests
certain relations between the concepts. If we envision a graph of concepts, where
concepts are vertices and an edge exists between two vertices if and only if the
corresponding concepts co-occur in some document element, then our association
index is equivalent to the edge list of this graph. The association index describes
relations between concepts. By combining such associations, we are able to answer
path queries for interrelations across multiple concepts at different levels.

The association index for two concepts can be derived from the document el-
ement index by taking intersections of document elements for the concepts. Sim-
ilar to the document element index, the association index is built at multiple
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granularities. If two concepts co-occur in a fine-granularity document element such
as a sentence, they will also co-occur in corresponding coarser-granularity docu-
ment elements such as the paragraph containing the sentence.

3 Path Mining: Discovering Sequences of Associations

Identifying relations between concepts is important in research, whether for es-
tablishing the cause of a disease in biomedicine, identifying connections between
purchases in marketing/sales, or uncovering factors affecting the outcome of elec-
tions. Such problems involve concepts from multiple layers and the examination of
their interactions. For example, in neuropsychiatric phenomics, instead of asking for
simple and direct associations between gene and syndrome, researchers and psychi-
atrists would like to ask a series of questions involving intermediate factors such
as the following: Which forms of behavior can be used for diagnosing syndromes?
Which regions of the brain are linked to this behavior? Which genes have signif-
icant expression in these regions? These intermediate factors cut across different
levels of biomedical research. Answering questions like these requires connecting
relations among concepts from different levels that will form a “path”. For exam-
ple, the path “schizophrenia → working memory → prefrontal cortex → DRD1”
describes a chain of dependencies linking a specific gene (DRD1) to effects in a re-
gion of the brain (prefrontal cortex), changes in cognitive ability (working memory),
and ultimately a syndrome (schizophrenia).

A path should satisfy two types of constraints. First, the concepts in the path
should follow a certain pattern according to the specific research problem. For ex-
ample, in our previous example of schizophrenia, the path follows the pattern “syn-
drome → cognitive concepts → neuroanatomy→ genes”. The other constraint is
that associations in the path should be strong enough to be considered relevant. The
association strength of a path indicates the “interestingness” of the knowledge as
well as confidence in its significance (e.g., unlikeliness of the association arising at
random). It is possible that more than one path satisfies the pattern, and the strength
constraints try to guarantee that only highly relevant paths are selected. Therefore,
the objective of path mining is to find those paths that satisfy the pattern and strength
constraints.

In the sections that follow, we present our approach to solving the path mining
problem — including posing queries so as to specify the pattern constraint, measur-
ing associations towards meeting the strength constraint, and discovering paths in a
corpus with the use of a multilevel lexicon.

3.1 Path Mining Query

A path mining query indicates a pattern of interaction among concepts at different
levels, and thus specifies a pattern of concepts in a path. Formally, a query specifies
k sets of concepts C1,C2, . . . ,Ck, and denotes the set of all possible patterns c1 →
c2→ . . .→ ck satisfying the patterns where concept ci ∈Ci and i = 1,2, . . . ,k.
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Posing a path mining query requires some prior knowledge of the field; i.e., which
concepts should be specified in which levels. More importantly, the results are lim-
ited by the number of levels in the query. If the query misses a specific level of
concepts, then the information in that level will not be discovered.

To address this problem, we introduced the idea of “wildcard queries” in path
mining, where queries can leave multiple intermediate concept levels unspecified. If
wildcard levels are used, all concept elements from the corresponding levels of the
lexicon are considered. When specifying the query, the user may put the wildcard
connectors between concept levels. We support three types of wildcard connectors
in the query: “-” specifies no wildcard levels. “?” specifies zero or one wildcard
levels, and “*” specifies arbitrarily many wildcard levels, respectively.

The query interface for the PathMining tool is presented in Figure 6. Three levels
are specified in this example, where the first level includes syndromes, the second
level includes neuroanatomical regions, and the third level includes genes. Users can
use the drop-down menu to the right of the query concept for each level to indicate
whether or not to include the subconcepts in the level. In this example, all three
levels include all subconcepts of the query, and the query also includes any number
of wildcard levels between level 2 (neuroanatomy) and level 3 (genes).

Fig. 6 Using the PathMining query interface to specify a path query. The radio buttons on the
right are options for wildcard levels, where “-”, “?” and “*” indicate no wildcard levels, zero
or one wildcard levels, and any number of wildcard levels, respectively. This query searches
for paths that match the pattern “syndrome→ *→ neuroanatomy→ *→ genes”.

3.2 Measures for Path Strength

A path reveals the knowledge of relations among concepts in different levels. It is
important to understand whether such relations exist with a high probability. On the
other hand, if there are multiple paths that satisfy the query, we seek the one that
is most relevant. Based on co-occurrence frequencies, we evaluate the strength of
pairwise associations and evaluate relevance of the whole path.

3.2.1 Measuring the Strengths of Pairwise Associations

An association between two concepts is the simplest path. Measuring the strength
of pairwise associations is the first step towards measuring the strength of a more
complex path. In the context of text mining, the co-occurrence of concepts is an
indicator of association. If two concepts tend to appear in the same paper, the prob-
ability is higher that these two concepts are related to each other. The association
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index records the co-occurrences of pairs of concepts in the document elements. The
association strength can be further computed from co-occurrence frequencies. The
data mining community uses support and confidence to measure the strength of an
association A→ B between concepts A and B [3]:

support(A→ B) = σ(A∩B) (1)

con f idence(A→ B) =
σ(A∩B)

σ(A)
(2)

where σ(A) stands for the proportion of the documents in the corpus containing the
concept A, and σ(A∩B) stands for the proportion of the documents in the corpus
containing both concepts A and B.

Support measures the proportion of documents in which two concepts co-occur,
and represents the probability of co-occurrence across the whole corpus. Confidence
estimates the conditional probability of occurrence of B given A’s occurrence. If
we consider the occurrence of A and B as random events, we can also measure the
strength of the association using the Pearson correlation ρA,B between the two events

ρA,B =
E(A,B)−E(A)E(B)√

E(A)(1−E(A))
√

E(B)(1−E(B))
(3)

where E(A) is the expectation of the probability of occurrence for the concept A
(i.e. σ(A)). Tan et al [32] pointed out that ρ(A,B) can be approximated by IS(A, B)

ρA,B ≈ IS(A,B) =
√

I(A,B)×σ(A,B) (4)

where I(A,B) = p(A,B)
p(A)p(B) is the interest factor [29]. The interest factor computes

the ratio of the probability of co-occurrence and the expected probability of co-
occurrence given that X and Y are independent of one another. The above approxi-
mation holds when I(A,B) is high, and both p(A) and p(B) are very small, which in
general fits the case of occurrences of concepts in a large text corpus. We can regard
IS as an alternative interpretation of the association rule that does not indicate an in-
ference from antecedents to consequents, but rather a measure of closeness between
two concepts.

The conventional association rule mining problem is to find all associations
whose strength indicators, such as support, confidence, and IS measure, are above
given thresholds. Algorithms such as Apriori [3] solve the problem by generating
the frequent item sets and then counting the support for the candidates in a bottom-
up fashion. The FP-growth algorithm [12] solves the problem with the efficient data
structure, frequent pattern tree (FP-Tree). In order to address the path mining prob-
lem, instead of finding individual associations, we need to measure the strength of a
sequence of associations among the concepts in a path.
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3.2.2 Measuring Strength of Associations in the Path

A path consists of a sequence of associations. In order to find paths with high associ-
ation strength, we can impose a strength threshold on all the associations in the path.
As with pairwise associations, each association in the path connects two concepts.
However, since there are multiple associations in the path, measuring the strength of
associations is more complicated. We use two approaches to measure the strength
of associations: local strength and global strength.

Local Strength

The local strength measure considers the strength of individual associations as a
“local” property. Each association in the path is independent of other associations
and thus is only related to its direct antecedents and consequents. Therefore, the
computation of association strength as a local strength measure is identical to the
computation for pairwise relations (Equations (1), (2), and (4)).

Global Strength

The global strength measure considers the strength of individual associations as
a “global” property of the entire path. In this setting, each association is related
to the preceding associations. To compute association strength, we group all the
concepts involved in previous associations in a path as the antecedent. For example,
the second link of A→ B→ C→ D would be regarded as AB→ C.

In this case, the measurement of support and confidence differs from simple pair-
wise association mining. Specifically, support of the second link of A→ B→ C→
D is σ(A∩B∩C), and the confidence can be computed as

Con f idence(AB→C) =
σ(A∩B∩C)

σ(A∩B)
(5)

With this definition, the confidence is the conditional probability that C is part of
the path given that A→ B is part of the path.

The correlation measure of the link can be derived by computing the correlation
between two random events: the co-occurrence of all previous antecedents as one
random event and the occurrence of the consequent as the other. According to this
definition, the correlation score of the second link of A → B → C → D can be
computed as IS(AB,C).

Comparison of Local and Global Strength

Figure 7 presents an example path measured by the two different approaches. The
support, confidence and IS measure are computed using local strength measure
and global strength measure in Figure 7(a) and Figure 7(b), respectively. For the
global strength measure, since the association takes all preceding concepts as an
antecedent, the support value of the association decreases when the path length in-
creases, and confidence and IS scores change correspondingly. This property makes
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Fig. 7 Two different approaches for measuring the strength of associations for the path
“schizophrenia → working memory → PFC→ dopamine”: (a) the local strength measure,
(b) the global strength measure. The thickness of the links in the path is proportional to the
IS score of the corresponding associations.

it more difficult to find a high-support path when more concepts are included in the
path.

The major difference between the two approaches lies in the different require-
ments for co-occurrence of concepts in the paths. In the global approach, all the
concepts are required to appear at least once in the same document element in order
to ensure a non-zero confidence. On the other hand, the local approach only requires
adjacent concepts in the path to appear in the same document elements. This differ-
ence leads to two different types of applications for path discovery. For the global
approach, since there is at least one item of literature that explicitly discusses all the
concepts in the paths, path mining reveals existing investigations in the literature
covering the path. The local approach forms a path by stitching high-strength pair-
wise associations together. The paths discovered with the local approach have not
necessarily been studied previously in literature, but may have a good potential for
future study since each pair of concepts in the paths is well related. Therefore, the
local approach can be applied to scenarios focusing on discovery of new paths and
generating new hypotheses.

3.3 Path Mining Algorithms

Based on the choice of the association strength measurement, the path mining prob-
lem can be transformed into two different problems and solved by corresponding
algorithms. When using the local strength measure, the path mining problem is
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equivalent to a graph search problem. For the global approach, the path mining
problem can be viewed as an extension of traditional association rule mining.

3.3.1 Path Mining as a Graph Search Problem

For the local strength measure, the path discovery process is that of finding strongly
connected pairwise associations across the levels specified in the path query. We
can construct a graph of concepts whose edges are these associations. Then the path
mining problem is equivalent to a graph search problem which finds paths in the
graph that satisfy the path query, and the strengths of associations meet the desired
threshold.

We can use the graph traversal algorithms such as depth-first search or breadth-
first search to examine the candidate associations. For example, assume concepts
a1,a2, . . . ,am are in level 1, concepts b1,b2, . . . ,bn are in level 2, and concepts
c1,c2, . . . ,cl are in level 3. Then we can first draw an edge a1→ b1→ c1, then draw
an edge a1→ b1→ c2, and so on. We can then pick the paths that meet the thresh-
olds of association strength for measures such as support, confidence, and IS. In the
case of answering wildcard queries, we will add wildcard levels between each level.
The complexity of the computation can be O(bk) where b is the number of concepts
in the level and k is the number of levels involved (including wildcard levels). This
process can be computationally expensive when b or k is large. However, this high
computational cost can be reduced significantly by introducing pruning steps when
traversing the graph. According to our definition of association strength measures,
computation of the strength of an association in a path is only affected by preceding
associations (e.g., in A→ B→C→D, computation for strength of B→C would be
affected by the strength of A→ B, but not by C→D). For the local strength measure,
since all the associations are independent of each other, the measurements of path
strengths are also independent. For the global strength measure, the computation of
strength of association only considers all the preceding concepts and the concepts
that directly following. When a new association is added to the path, the strength
of existing associations is fixed. Therefore, in either of the strength-measuring ap-
proaches, if a link fails to meet the strength constraint, we can drop the link and
all the possible paths containing the link. Although the worst-case time complexity
is not reduced by this pruning process, in practice the computation time is largely
reduced.

3.3.2 Path Mining as Extension of Association Rule Mining

When using the global approach to measure the strength of association, we can also
use existing association rule mining algorithms to solve the problem. The Apriori al-
gorithm [3] generates the frequent patterns in a bottom-up fashion. As we discussed
in Section 3.2.2, when taking the global approach, all the concepts in the path must
appear in at least one document element, which is equivalent to the frequent pattern
in the Apriori algorithm. The support measure for the association path monotoni-
cally decreases as path length increases. Thus the path will not be extended if one of
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its associations fails to meet the threshold. This property makes the path equivalent
to the frequent item sets in the Apriori algorithm.

The difference between path mining and traditional association rule mining is
that a path has more than one association involved, and we need to check and main-
tain the strengths of all the associations in the path (such as confidence and IS).
Although path mining provides more information, the computation cost is the same
as traditional association rule mining. According to the definition, the computation
of confidence and correlation is only affected by preceding links in the paths. There-
fore, as the path grows, we only need to compute the strength of newly added links,
which makes the complexity equivalent to conventional association rule mining us-
ing the Apriori algorithm.

3.3.3 Ranking Path Relevance via Association Strength

When multiple paths exist, one goal is to determine which path is most relevant to
the query. The association strength can be a good indicator of path relevance. So far,
however, all the measurements focus on individual associations in the path. We still
lack a uniform measure that we can use to evaluate the relevance of the entire path.

In our algorithms we take a heuristic approach to rank the paths by comparing
the “weakest link” of each path. For example, a path A→ (0.4)B→ (0.4)C would
be ranked higher than a path A′ → (0.6)B′ → (0.3)C′ (numbers in the parentheses
indicate the strength of the link) because the weakest link in the first path (0.4) is
stronger than the weakest link in the second one (0.3). This approach guarantees
that higher ranked paths have reasonably high strength in all the links. In addition,
this ranking approach can be exploited for pruning in the path discovery process.
Consider the case for finding the top K paths satisfying a query. For any path con-
taining a link whose strength is weaker than the weakest links of K existing paths,
then no paths involving the link could be included in the result, and thus the path
can be pruned. If we sort the associations by their strength before performing the
search, then we can prune all the links with lower strength as well.

3.3.4 Interpreting Path Mining Results

After a path query is issued, a list of relevant paths are returned. Figure 8 presents
an example of the results. By clicking the “detail” link, we are able to examine the
strength of the associations in the paths. Figure 7 shows one of the paths returned
with a four-layer query involving schizophrenia, working memory, neuroanatomical
concepts, and dopamine. In this example, PFC (prefrontal cortex) is a neuroanatom-
ical concept.

Path mining results return all paths that satisfy the pattern and strength con-
straints. The aggregation of the paths form a graph called a PhenoGraph, which
visually summarizes the associations among concepts in different levels. The Pheno-
Graph is useful for further analysis involving multiple paths. In real applications, a
single path is often insufficient to provide a perfect solution to the problem. Instead,
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Fig. 8 The seven most relevant paths for path query “syndrome→ *→ cognitive concept→
*→ genes” (as specified in Figure 6). Based on the lexicon, schizophrenia is a syndrome-level
concept, working memory and executive function are cognitive-level concepts, dopamine,
and DAR1 and COMT are gene-level concepts. These concepts match the pattern specified
explicitly in the path query. Meanwhile, Cognitive deficits and PFC are symptom-level and
neuroanatomy-level concepts, which are introduced as wildcard levels in the paths. As a re-
sult, the returned paths have four or five concepts where one or two among them are wildcard
concepts.

a consensus of multiple paths can provide a more complete picture. Figure 9 presents
a graph structure aggregated by top paths returned in Figure 8.

4 Path Content Retrieval

In the previous section we discussed our approach to identifying the paths and mea-
suring path relevancy via association strengths. After obtaining a list of paths, the
next challenge is to study the path in order to obtain more detailed knowledge about
the interactions among the concepts. Since our path knowledge discovery is derived
from text mining over a corpus of scientific literature, the relevant content from the
literature would be useful in presenting the details of path knowledge. We refer to
relevant document elements with knowledge about a path as “path content” and the
process of searching for path content as “path content retrieval.”

Compared to traditional information retrieval, path content retrieval has many
new challenges. First, we need to translate a path to a query so that it is digestible
for an information retrieval system to find the relevant content describing relations
between concepts. Second, the retrieved content should be in fine granularity so
that specific information about the relations can be revealed. Third, according to the
different demands of the biomedical field, specific types of results are demanded
in path content retrieval — such as quantitative experimental results or experiment
sample characteristics.

We developed a content retrieval tool called Document Content Explorer to han-
dle these problems. Figure 10 presents the process of path content retrieval. First,
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Fig. 9 A PhenoGraph can be generated by combining the paths returned from a path query.
The above PhenoGraph is generated for the path query “syndrome *→ cognitive concept *→
genes”, as shown in Figure 6. In the PhenoGraph, Attention Deficit Disorder with Hyperac-
tivity and Schizophrenia are syndrome concepts, executive function and working memory are
cognitive concepts, and COMT, DAR1, DRD2 and Dopamine are gene/signaling pathways
concepts. In addition, cognitive deficits, Wisconsin card sorting and PFC are symptom-level,
task-level and neuroanatomy-level concepts respectively. These three concepts were inserted
into the paths as wildcard intermediate levels.

the path is converted to a query for document retrieval. Then, based on the docu-
ment element index, contents at various granularities are matched to the query and
the most relevant ones are returned to users. Finally, the results are classified and
presented to the user for further analysis. The Document Content Explorer works in
concert with path mining to conduct path knowledge discovery. For each path result
returned from the PathMining tool, a user can use the “Retrieve Relevant Content”
link to connect to the Document Content Explorer and retrieve path content. In this
section we will present our approach to completing these tasks. The preprocessing,
content matching and post-processing of retrieved content for paths are discussed in
Sections 4.1, 4.2 and 4.3, respectively.
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Fig. 10 The process flow of path content retrieval

4.1 Query Processing for Path Content Retrieval

The first step of path content retrieval is to create a proper query. Since path knowl-
edge presents relations between concepts at different levels, the goal of path con-
tent query is to retrieve the content describing these relations. According to this
goal, the path is translated into a content retrieval query by applying Boolean oper-
ators (e.g., AND, OR) among concepts to reveal the relations. For example, a path
“schizophrenia→ working memory→ PFC → dopamine” will be translated to a
query “(schizophrenia AND working memory) OR (working memory AND PFC)
OR (PFC AND dopamine).” With the translation, the query will retrieve all the doc-
uments relevant to at least one of the associations in the path.

The query can be further refined with the query interface of the Document Con-
tent Explorer tool. If the “match all concepts” option is selected, the query will be
transferred into “schizophrenia AND working memory AND PFC AND dopamine,”
which then retrieves the documents covering all concepts in the path.

Lexicon-Based Query Expansion

Queries in the Document Content Explorer are concept-based. Each query word
is translated to a concept and matches all concept synonyms. This approach helps
match more relevant content. However, in some situations, simple synonym-based
expansion is inadequate. Fortunately, using the lexicon hierarchy, we may be able
to further expand the query.

As described in Section 2.1, concepts are organized in a hierarchical structure.
From the structure, we will be able to obtain subconcepts for a given concept. For ex-
ample, “DRD1”, “DRD2” and “D5-like” are sub-concepts of “dopamine receptors”.
The hierarchical structure is strictly defined by an “is-a” relation. Users searching
for content about dopamine receptors could also be interested in content about spe-
cific types of receptors. We can use the hierarchy to rewrite the query to search this
larger scope, and this may obtain better results. For general queries, we can expand
the original query by including subconcepts. For instance, the query “dopamine
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receptors” might be expanded into “dopamine receptors OR DRD1 OR DRD2 OR
D5-like” so that more content can be retrieved. The expansion may continue to still
deeper levels if the expanded concepts also have subconcepts. The Document Con-
tent Explorer provides an option for specifying the depth of expansion.

4.2 Finding Relevant Path Content

After translating a path to a query for content retrieval, standard information re-
trieval methods can be employed to return the most relevant content. In path content
retrieval, we want to retrieve document elements that include relations between con-
cepts, such as sentences describing such a relationship, tables presenting experimen-
tal results explaining the correlation, or figures illustrating the interactions between
concepts.

As described in Section 2.3, document elements and queries can be represented
as vectors, and we can apply the vector space model (VSM) [26] to match relevant
content. There are different ranking functions available for measuring relevancy of
the content. In the PhenoMining system, we implemented the BM25 function based
on the probabilistic relevance framework [23], which can be viewed as a variant of
the standard TF-IDF weighting scheme [27].

Path content is more likely to describe relations between concepts when it is
specific, with fine-granularity elements such as sentences, figures and tables. As
in Figure 5, the document elements for each paper are organized in a hierarchical
structure, which enables retrieval of contents in different granularity. However, due
to the short length of fine-granularity content, the number of hits of concepts in
fine-granularity document elements is usually very low (most fine-granularity con-
cepts hit the query only once or twice) and these elements tend to be similar (many
document elements have the same number of hits). Therefore, it is difficult to rank
fine-granularity elements. To remedy the problem, we take a two-step approach to
finding relevant path content. We first rank coarse-granularity content such as pa-
pers, then for each coarse-granularity element, we match fine-granularity content
such as sentences and figures and display these to users. Since fine-granularity con-
tent is included within coarse-granularity content (e.g., a sentence is part of a para-
graph, section and so on), highly ranked coarse-granularity content most likely also
contains relevant fine-granularity content. Such a two-step ranking schema enables
users to find the most relevant content.

Figure 11 presents the interface for the first step in content matching. Given a
query, a list of relevant papers is returned. For each paper, basic information such
as title, authors, journal, and published date are displayed, along with basic occur-
rence statistics. By selecting each paper, its fine-granularity content is displayed in
the document details panel as shown in Figure 12. Based on automated results clas-
sification (Section 4.3), extracted content is also displayed in separate tabs. In each
tab, results are broken down by sections and kept in the same order as in original
document, so that users can read them just as when reading the original paper. The
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Fig. 11 User interface of the Document Content Explorer. User specifies the query in the
“input panel” on the right and the relevant papers are displayed in the “results panel” on the
left. The query shown includes four concepts: schizophrenia, working memory, prefrontal
cortex and dopamine, translated from the path “schizophrenia → working memory → PFC
→ dopamine”.

detailed view of a paper provides a quick summary that permits users to quickly
grasp the relevance of the results.

4.3 Results Classification for Specific Research Goals

Based on different research goals, users may be interested in different types of con-
tent. For example, in phenomics, researchers are typically interested in quantitative
experimental results (phenotype measurements) and experiment descriptions such
as sample characteristics. To satisfy the demand of different users, we further clas-
sify our results and filter them according to different research goals. The results are
classified using the category information from the concept lexicon. For each doc-
ument element, we create a histogram vector by aggregating the count of concepts
for different concept categories. The histogram of concept categories can be viewed
as a feature that indicates the focus of the document element. In our lexicon, there
are several special categories introduced for content classification, such as sample
characteristics, indicators, and sample species. We classify the content based on the
majority category of its concepts. For example, in the sentence, “We tested WM
[working memory] in infants at 6.5 and 9 months of age in a task that challenged
them to remember the location of social and non-social targets.” WM is a cognitive
concept, and infants and months of age are concepts related to sample character-
istics. In this case, the majority of the concepts are in the sample characteristics
category, so the content is classified as sample characteristics.
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Fig. 12 Detailed view of Document Content Explorer. The paper “Cognitive control deficits
in schizophrenia: mechanisms and meaning” [16] has been retrieved with the path query
“schizophrenia → working memory → PFC→ dopamine”. Fine-granularity content in the
paper is classified into different categories such as task description, sample characteristics
and quantitative results. Content of different categories is presented in different tabs. The
selected tab (task figures) shows figures in the paper that include task descriptions. Both the
task descriptor keywords (“Stroop”) and the query keywords (“prefrontal cortex, PFC”) are
highlighted.

In our PhenoMining tool, we classify results into three categories, “task descrip-
tion,” “sample characteristics” and “quantitative indicators” to facilitate different
research purposes. If no concepts corresponding to these categories are found in a
document element, it is classified as “general content.” With proper training data,
it is possible to extend such simple rule-based classifications to machine-learning-
based classifiers to improve the accuracy of classification.

In the document detailed view of Document Content Explorer (Figure 12), we
can observe that the results are classified into different categories and are displayed
by the corresponding tabs to permit users to choose content of interest. In the list of
papers returned for a query, the numbers of results classified into different categories
in the paper are also presented; this helps users select the papers relevant to their
interests.
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Table 1 Path content for the path “working memory → PFC→ D1 Receptors” discovered
by the Document Content Explorer. The discovered content describes relationships among
the concepts working memory (WM), D1 receptors, and prefrontal cortex (PFC), which are
highlighted in the extracted assertions.

Paper Title Assertions
A role for prefrontal ·Within the PFC, depletion of dopamine or inhibition
calcium-sensitive protein of dopamine D1/D5 receptor activity results in an
phosphatase and kinase impairment in working memory tasks
activities in working memory [24] (Brozoski et al. 1979; Kozlov et al. 2001)

· local infusion of a dopamine D1/D5 receptor antagonist
into the PFC interferes with delay period activity and
working memory (Sawaguchi and Goldman-Rakic 1991;
Sawaguchi 2001)
· This dose was based on previous studies demonstrating
that intra-mPFC infusion impairs working memory and
disrupts D1 receptor activity (Seamans et al. 1998)

Dopamine D1 and D5 Receptors ·Working memory (WM) is a core cognitive process
Are Localized to Discrete that depends upon activation of D1 family receptors
Populations of Interneurons and inhibitory interneurons in the prefrontal cortex.
in Primate Prefrontal Cortex [11] · Dopamine activation of D1 family receptors in the

prefrontal cortex (PFC) regulates PFC functions,
especially working memory (WM) (Brozoski et al.
1979; Sawaguchi and Goldman-Rakic 1991;
Muller et al. 1998).

Differential Contributions of · Spatial working memory accuracy was reduced
Dopaminergic D1-like and to a greater extent by raclopride than by SCH
D2-like Receptors to which was unexpected, given prior reports on the
Cognitive Function involvement of D1 signaling for spatial
in Rhesus Monkeys[34] working memory in monkeys.

· The oculo-motor version of the spatial delayed
response task has provided evidence for an optimal
range of D1 signaling in primate prefrontal cortex
for spatial working memory (Williams and
Goldman-Rakic 1995).

Dopamine D1/D5 receptor · Dopamine acts mainly through the D1/D5 receptor
modulation of excitatory in the prefrontal cortex (PFC) to modulate neural
synaptic inputs to layer V activity and behaviors associated with working memory.
prefrontal cortex neurons [28] · Dopamine levels are elevated in the PFC during

performance of working memory tasks (1), and task
performance is generally modulated by the D1, but not
D2, class of dopamine receptors (2–5).
· Therefore, understanding how D1 receptor activation
affects synaptic responses in PFC neurons is critical for
understanding the functional neuromodulation of sustained
activity patterns underlying working memory processes
within the PFC.
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Fig. 13 Components of the construct “cognitive control”. This figure from [25] displays a
graphical representation of the construct “cognitive control” as defined by the literature and
expert review of behavioral tasks.

4.4 An Example of Path Content Retrieval

By compiling results from Document Content Explorer, a sample of path content de-
rived for the path “Working Memory→ PFC→ Dopamine Receptors” is presented
in Table 1. Coarse-granularity content (papers) is first selected from search results
(Figure 11) and fine-granularity content (assertions) is extracted from the selected
paper (Figure 12). In this example, the retrieved assertions describe relations among
working memory (WM), D1 receptors (gene DRD1), and prefrontal cortex (PFC).

5 A Sample Application of Path Knowledge Discovery

In this section we will present an example of using PhenoMining tools for knowl-
edge discovery in phenomics. More specifically, we plan to answer the question of
heritability for cognitive control phenotypes which was previously presented in [25].

“Cognitive control” is a complex process that involves different phenotype
components. Deficits in cognitive control are apparent in many neuropsychiatric
disorders with strong genetic components. Different behavioral tasks are used for
measuring the performance of those components with specific indicators. Know-
ing whether these components are also under strong genetic control is impor-
tant for neuropsychiatric research. As an example, “working memory” is a latent
component of cognitive control associated with schizophrenia and bipolar disor-
der [25]. “N-back test” is a behavioral test measuring a person’s working memory
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cognitive control

working memory

(91,0.41)

task switching

(50,0.32)

response inhibition

(36,0.24)

response selection

(24,0.15)

spatial working memory
(43,0.42)

wisconsin card sorting

(39,0.28)

stroop

(28,0.19)

digit span

(17,0.20)

anti saccade

(5,0.11)

delayed match

(10,0.19)

sternberg

(10,0.17)

response mapping
(8,0.14)

(12,0.17)

(40,0.41)

SST

(6,0.10)

(23,0.22)

(7,0.12)

color task(8,0.20)

(6,0.15)

(16,0.17)

(19,0.34)

(25,0.25)

go nogo
(7,0.21)

(6,0.20)

(8,0.11)

(4,0.11)

(11,0.26)

choice reaction

(12,0.21)

(6,0.15)

Fig. 14 A PhenoGraph generated from path query “cognitive control → subprocesses →
cognitive tests”. The strength of associations are computed based on the local strength mea-
sure. The numbers next to the links in the graph show the support (in absolute value of co-
occurrence) and correlation scores of associations represented by the corresponding link. The
thickness of links is proportional to their correlation score.

performance. One important indicator for the n-back test is accuracy. The heritabil-
ity of cognitive control is associated with the heritability of the indicators of be-
havioral tasks (e.g., the heritability for accuracy in the n-back test). Formalizing the
nature of cognitive control requires studying relations among cognitive control, its
subprocesses, and phenotypes such as heritability scores and indicators of behav-
ioral tasks. This can be viewed as a path knowledge discovery problem. With the
pattern “cognitive control→ subprocess→ task→ indicator” we can gather known
results about cognitive control. The results of path knowledge discovery provide a
basis for interdisciplinary analysis of the heritability of cognitive control.
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Table 2 Subprocesses and their corresponding cognitive tests. The matching is based on the
correlation score of the associations between subprocesses and cognitive tasks. The associa-
tion with the highest correlation score for each task is selected. The name in the parenthesis
are the names of the tasks appeared in [25].

Latent Subprocess Cognitive Tests
Response inhibition GoNoGo, SST (SSRT), Stroop, Anti Saccade (Anti-Sac)

Task switching Wisconsin Card Sorting (WCST), Color Task, ID/ED
Working Memory digit span (DS), spatial working memory, Delayed Match (delayed M2S)

Response Selection Response Mapping (RM Tasks), Sternberg, Choice Reaction (Choice RT)

Therefore, we can view the problem of path knowledge discovery as a three-step
process. First, we complete a query schema to operationally define the construct
of cognitive control by identifying candidate components, tasks, and indicators that
exist in the literature (such as those in Figure 13). Then, we use path queries to
obtain quantitative heritability results for the task indicators in the corpus. Finally,
we explore this content and extract discoveries about the heritability of cognitive
control.

Such an analysis requires effort, even from domain experts. For instance, as re-
ported in [25], although papers can be searched and retrieved using PubMed, do-
main experts still have to perform a deeper analysis, such as operationally defining
the construct of cognitive control, digesting the content of papers to find the heri-
tability scores, and conducting further analysis — which can be exceedingly time-
prohibitive, especially as the literature base grows. Utilizing our path knowledge
discovery tools, findings that relate cognitive control, its subprocesses, behavioral
tasks, and indicators can be compiled automatically. Further, the path content, in-
cluding the heritability score, can be retrieved for users. The actual derivation of
results concerning the heritability of cognitive control cannot be automated, as the
selection of which evidence to include/exclude requires domain expertise. By em-
ploying our tools, however, the whole process can be greatly accelerated.

Prior to performing path knowledge discovery, we first created a lexicon from the
concepts covered in PhenoWiki [25]. The lexicon consisted of concepts from four
levels — latent complex constructs, latent processes, cognitive tasks and indicators.

Figure 14 shows the result of top paths returned by a path query of three layers
that included cognitive control as the first layer, concepts in latent processes as the
second layer, and cognitive tasks as the third layer. This PhenoGraph demonstrates
the matching between tasks and the subprocesses of cognitive control that the tasks
measure. In the figure, each task has relations with multiple subprocesses. For clar-
ity in the presentation, we choose a higher threshold to generate the PhenoGraph.
Table 2 presents the results obtained by choosing the most highly correlated sub-
processes for each task, which are derived using a lower threshold and thus match
more tasks (e.g., ID/ED task). Compared to Figure 13 in [25], which was created
by domain experts, the mining tool achieved very promising results; 12 out of 15
tasks are correctly associated with their corresponding subprocesses. Compared to
the results from domain experts (as shown in Figure 13), Figure 14 includes extra
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links since some tasks match multiple subprocesses. False positives exist because
the co-occurrence of tasks and subprocesses in a document element (using para-
graph granularity in this example) does not necessarily indicate that the subpro-
cesses are measured by the task. Also, it is entirely possible that two subprocesses
are discussed in the same document element, and our system is unable to separate
them. On the other hand, some tasks are not included in the top paths because the
occurrences of those tasks in the corpus is so low that the correlation with subpro-
cesses is too low to be included in the results. By setting the threshold lower, the
missing tasks may appear but may also introduce more noise. Choosing the proper
threshold to trade off precision and recall would be a decision for users to make.
Overall, using our proposed tools, the time spent on collecting the relevant litera-
ture and deriving the knowledge structure is greatly reduced, and the results from
the tools are comparable to human-derived results.

Figure 15 extends the query to indicator-level concepts, which gives us the com-
plete structure of the cognitive control construct. From the figure, we can observe
the highly correlated indicators for the tasks. For clarity of presentation, we only
present the top paths in Figure 15. By lowering the association strength threshold, a
more complete compilation of findings on cognitive control can be obtained.

After retrieving the paths, the next step is to find the heritability values for indi-
cators. To retrieve information about heritability, we add a “heritability” concept to
the query in the Document Content Explorer. Table 3 shows some sample results of
relevant path content, including assertions, figures, and tables containing the heri-
tability result. These results are analyzed by domain experts to extract discoveries
concerning the heritability of cognitive control.

Compared to traditional approaches, which require a significant amount of man-
ual work by domain experts, our approach provides a much more efficient way to
find paths that match the tasks and indicators to subprocesses, as well as extract
heritability scores from the relevant literature. Our experience is that the mining
results are comparable to human-generated results. It takes seconds to retrieve the
content and a few minutes for a user to browse and select the relevant content. The
traditional manual approach may take several orders of magnitude longer to exe-
cute the same steps and becomes infeasible when the number of papers to examine
becomes large. This typically results in severe reductionist approaches by domain
experts when trying to identify a significant but manageable subset of the literature.
Our tools eliminate the need for drastic a priori approaches to reduce the scope of
literature for review. Thus, with the aid of mining tools, the scope of research can
be enlarged into a corpus of thousands of papers instead of the 150 papers used in
[25]. Our tool greatly improves the scalability of such a complex analysis. Mean-
while, human intelligence still plays an important role in the process; selecting the
best paths and the best content are quite subjective and different users may use the
results differently. It is unrealistic to automate the entire research process, but it is
clearly beneficial to use text mining and information retrieval techniques to replace
the mechanical aspects and speed up the process.
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Table 3 Samples of path content that contains heritability data extracted for paths with se-
lected task/indicators

Task / Indicator Heritability Paper Relevant Content
Stroop 0.5 Heritability of Stroop In the Stroop task we found high heritabilities
/ RT and flanker performance of overall reaction time and - more important -

in 12-year old children [31] Stroop inference (h2 = nearly 50%).
Forward 0.542 ± (0.08) A Multimodal Assessment Table 2, working memory, gray matter and

Digit of the Genetic Control over white matter tract measures.
Span Working Memory [14]

Backward 0.475 ± (0.09)
Digit
Span

Forward 0.22 Storage and Executive In this model, heritabilities were
Digit CI(0.15 Components of Working 0.22 (CI = 0.150.65) for digits forward,
Span -0.65) Memory: Integerating 0.45 (CI = 0.130.54) for add-3 trials,

Cognitive Psychology and and 0.50 (CI = 0.410.58) for
Backward 0.50 Behavior Genetics in add-4 trials (see Figure 2).

Digit CI(0.41- the Study of Aging [15]
Span 0.58

WCST/ Developmental and genetic Table 2 heritability of
perseverative influences on prefrontal WCST performance

errors function in adolescents:
a longitudinal twin
study of WCST
performance [4]

Sternberg 0.38 (pos. trials) Individual Differences in Heritability was 38% for
0.32 (neg. trials) Processing Speed and positive and 32% for negative trials.

Working Memory Speed
as Assessed with the
Sternberg Memory
Scanning Task [33]

6 PhenoWiki+: Integrating Data Mining with Knowledge Base

6.1 PhenoWiki: A Collaborative Knowledge Base for Cognitive
Phenomics

Compared to the rapidly developed genomic-level knowledge bases stimulated by
the success of the human genome project, higher-level knowledge bases that in-
clude cognitive and behavioral data are relatively underdeveloped. In particular, in
the realm of neuropsychiatric disease, few databases have been developed to main-
tain knowledge about phenotypes at the syndrome, symptom, cognitive, and neu-
ral systems level. PhenoWiki[25] is a collaborative annotation database that enables
representation and sharing of empirical information about phenotypes for neuropsy-
chiatric research.

PhenoWiki stores the empirical results extracted from papers by domain experts
and provides references for cognitive tasks and results. Such a database is very use-
ful in that it enables investigators to select and prioritize the endophenotypes.

However, constructing such a knowledge base can be difficult, and it faces two
three roadblocks. First, populating the knowledge base requires a large amount of
manual work by human experts, making it expensive and also introducing noise.
Second, multiple levels of phenotypes make linking different knowledge in the
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knowledge base very difficult. Third, even when each phenotype concept has its
entry in the knowledge base, summarizing related knowledge for concepts is a man-
ual process.

To resolve the shortcomings of the preexisting PhenoWiki system, we developed
the PhenoWiki+ system for integrating our more advanced and automated mining
techniques in order to more efficiently construct and manage a large repository of
phenotype knowledge. Taking advantage of the knowledge discovery abilities of
PhenoMining tools , we are able to build the knowledge base content faster and
on a larger scale. The PhenoWiki+ system is implemented using the Resource De-
scription Framework (RDF) data model, which enables the storage and retrieval
of knowledge with the relationship information preserved, connects knowledge of
different concepts to complete the knowledge structure, and integrates with exter-
nal knowledge sources. Furthermore, by incorporating the annotations generated by
users, the knowledge quality can be further improved and will ease the management
of the knowledge base.

6.2 Populating the Knowledge Base with Mining Results

Populating a knowledge base like PhenoWiki requires enormous effort by domain
experts, making the process of constructing the database expensive and time-
consuming. Using our path knowledge discovery tools, we can accelerate the pro-
cess and improve the usefulness of such a knowledge base. Path knowledge includes
two integral parts: the associations among concepts at different levels and the con-
tent describing such interrelationships. Both parts of the path knowledge are useful
in the construction of the database. The relevant content can be populated to the
knowledge base (e.g., the heritability of certain phenotypes).

By using the automatic knowledge discovery with PhenoMining tools, the knowl-
edge acquisition process can be accelerated and can be scaled to a large corpus. In
PhenoWiki+, users input the data into a knowledge base with assistance from au-
tomatic mining tools. For example, Figure 16 shows the interface for adding quan-
titative findings from an empirical study. When the user is editing the quantitative
data (quants), relevant assertions, figures or tables are extracted by the Document
Content Explorer and are provided as suggested candidates. Using the content re-
trieval technique provided by Document Content Explorer, users are able to find
the information faster and more easily, and can populate the knowledge base more
conveniently.

The quantitative data discovered by the mining tools are stored with a specific
data model (Figure 17). Even complex data models can be represented by Resource
Description Framework (RDF). The RDF data adopts a subject::predicates::object
model, known as “triples,” to represent different entities and relationship among
them. In our implementation, each entity has its own identifier (concept ids for con-
cepts, document element ids for documents, and identifiers for quant data and sam-
ple groups). The relations between entities are defined using triples that include the
identifiers. For instance, a quantitative finding (id: quant1) about an experimental
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Fig. 16 User interface for inputting quantitative experimental results in PhenoWiki+. On the
left, users can specify the characteristics of the sample group in the experiment, the task and
indicators used and the quantitative results. Using our mining results, we are able to make
suggestions to the user with content extracted from the paper. The two screen shots on the
right present the content extracted from the paper.

2sec reaction time in an n-back test can be specified as quant1 :: has-task :: 〈 nback
〉, quant1:: measured-by :: 〈 reaction time 〉 and quant1 :: data :: “2 seconds,” where
nback and reaction time are concepts in the lexicon, 〈 nback 〉 and 〈 reaction time
〉 are the concept ids of concepts “nback” and “reaction time” respectively. Each
piece of quantitative data is linked with a sample group. One sample group can be
shared by multiple quantitative data when there are multiple experiments performed
on the sample. A sample group can have multiple sample characteristics such as
age, gender, etc., which can also be conveniently represented with RDF. Each piece
of quantitative data is also linked with the document elements from which it was
obtained.

Query languages such as SPARQL [22] enable users to query an RDF data store
with patterns of triples. Quantitative data can be queried with different criteria, such
as the tasks or indicators used in the experiments, range limits on experimental
results, or certain sample characteristics. In our implementation of PhenoWiki+,
the quant search functionality enables users to search quantitative results by tasks,
indicators, and sample characteristics.

6.3 Connecting Knowledge with Paths Using the RDF Data
Model

Path knowledge reveals relations among concepts, which is useful for connecting
different knowledge in the knowledge base. For example, when constructing a Wiki
page for a concept such as “working memory,” knowledge about which genes have
been linked with working memory ability is relevant. The paths generated by Phe-
noMining tools provide this knowledge. In the implementation of the PhenoWiki+
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Fig. 17 Data model for quantitative data. The squares represent the entities in the knowledge
base. (each entity is specified with identifiers) The arrows represent the relationships defined
among different types of entities. The ellipses linked by dashed arrows represent the attributes
of specified entities. All the data are represented with RDF triples with the pattern “entity1
:: relation :: entity2”. Using an RDF database supporting SPARQL queries can efficiently
retrieve quantitative data by various criteria such as indicators, tasks or sample characteristics.

system, we record the top paths for each concept entry in the knowledge base. Con-
cepts appearing in the same paths are defined as “related concepts” in the knowledge
base. Users can conveniently navigate the knowledge from one concept to related
concepts in the knowledge base.

The Resource Description Framework (RDF) is a data format widely used in rep-
resenting knowledge involving relations among entities. In PhenoWiki+, we store
the relations of concepts in triples, e.g., “working memory :: is related to :: pre-
frontal cortex.” Some relations are defined in the lexicon. For example, the con-
cept hierarchy presented in Figure 3 can be represented as “PFC :: is-subconcept
:: Frontal Lobe.” Moreover, by using path knowledge discovery tools, association
paths among concepts can be identified. Such relationships can also be stored in the
knowledge base and represented as triples in RDF. In our implementation, each path
is defined as an entity in the RDF data model and has a sequence of associations. For
each association, the antecedent and consequent concepts and strength measures are
defined as properties. Furthermore, the path content, such as documents and quan-
titative data, can be also linked to the associations and the path. Figure 18 presents
the data model of a path.

Furthermore, since RDF is a well-adopted standard in knowledge representation,
we can link our knowledge with many external knowledge bases — including the
Cognitive Atlas [21] and GO [5]. This capability can greatly enlarge our scope of
knowledge acquisition. For example, in the implementation of PhenoWiki+, by in-
cluding the knowledge graph of the Cognitive Atlas, we were able to include the
“is-part-of” relations and the “is-a-kind-of” relations among concepts, as well as the
concepts defined by domain experts in the Cognitive Atlas.

PhenoWiki+ summarizes various relations about a concept in its concept sum-
marization page (Figure 19). From this page, users can navigate to other related
concepts, look for related literature, and find related paths.
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Fig. 18 Path data model. A path consists of an ordered sequence of associations. For each
association, the antecedent and consequent concepts, and the strengths measures such as sup-
port, confidence and correlations, are defined as properties. As an example, the figure shows
the properties for the association schizophrenia→ working memory in the path presented in
Figure 7. Path content is linked with a path via the “has-content” relationship referenced by
the identifiers of the corresponding content.

6.4 Annotations: Complementing Mining Results with Human
Knowledge

In the PhenoWiki+ system, along with the content generated by the automatic min-
ing results, user-added annotations are also supported. These annotations are pieces
of free text attached to information in the knowledge base, such as a concept, a pa-
per, or a quantitative result. The annotation text is indexed and searchable in the
knowledge base. Annotation has two major functions in PhenoWiki+ — providing
additional knowledge and helping index data in the knowledge base.

Annotations provide additional domain expert knowledge to the mining results.
Not all knowledge can be extracted by automated mining. For example, a paper
may discuss the gene COMT but do so in the absence of any specific discussion
about disease-relevance. In this case, an annotation can be added to the paper to
suggest related syndromes. In addition, quantitative results may depend on specific
experimental conditions, which can be documented by annotations. Since all anno-
tations are indexed in the knowledge base, the augmented information can improve
the search.
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Fig. 19 Concept summarization page for working memory. Various types of data related to
the concept are presented, including concepts, content (documents and quants) and related
paths.

Annotations can also be used as an organizational tool, i.e., as a “user-generated
index.” For example, annotations on neuroanatomical concepts can link them with
putatively related syndrome concepts. In this way, annotations can help the system
understand the connections between concepts which are not identified by automatic
text mining techniques. The PhenoWiki+ system supports two types of annotations
— personal and public. Personal annotations are only visible and searchable by the
current user; these can be used as a “personal index”. Public annotations are visible
to all users for collaborative development of the knowledge base. Figure 20 presents
examples of two types of annotations.
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Fig. 20 Private and public annotation examples for different concepts. Private annotations
are like personal bookmarks on concepts. In this figure, a concept is privately annotated with
a project name. The public associations are used for collaborative development of knowledge
bases. In this example, the user contributes the MeSH term link of the concept as a public
annotation.

7 Related Work

The path knowledge discovery problem comprises two integral parts — discovery
of the relations among concepts in different levels and retrieval of the path content
describing such relationships. To the best of our knowledge, there is no existing pub-
lished work covering both aspects of the problem. In the following, we will discuss
the related work in association rule mining and relation discovery, knowledge-based
content retrieval, and related studies from the Consortium for Neuropsychiatric
Phenomics.

7.1 Association Rule Mining and Relation Discovery

Traditional association rule mining studies [3, 12] have focused on finding recur-
ring patterns. As described in [29], the association rules discovered are primarily
intended to identify rules such as, “a customer purchasing item A is likely to also
purchase item B.” Extending this approach to the bioinformatics field, association
rule mining has been used to profile gene expression [10] and study protein-protein
interaction [19]. These studies focus on the discovery of individual associations.

In [32], Tan et al. studied indirect associations, which are a special type of asso-
ciation rule describing associations A→ B→C: “A customer purchasing item A is
likely to also purchase item Bi ∈ B, and a customer purchasing item Bi is likely to
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also purchase item C,” where i = 1,2, . . . ,n. By introducing the intermediate item
sets B, the rules reveal a “higher-order” (indirect) data dependency between A and
C. This higher-order dependency is similar to the idea of path in our work. How-
ever, there are some major differences in path knowledge discovery. First, the goal
of mining is different. The high-order dependency focuses on identifying pairs of
indirectly related item sets connected by an intermediate item set. Our path mining
not only identifies such indirect relations, but also requires that the intermediate re-
lations satisfy a certain pattern specified in the path query. Second, our path mining
is closely integrated with content retrieval. Instead of only identifying relations, our
path knowledge discovery process also provides relevant content describing such
relations.

Association analysis involving intermediate concepts has been applied in bioin-
formatics. Baker et al. [6] developed a method for mining connections between
chemicals, proteins and diseases using the biomedical literature as a knowledge
source. Voytek et al. [35] developed a semi-automatic way to extract the “cognome”
— relationships between brain structure, function and disease. Both works essen-
tially followed the model that “if A is related to B, and B is related to C, then A
is likely to be related with C”. These authors empirically evaluated their results by
comparing them with human-generated ones. However they did not employ quan-
titative measurements in these relations, or extend their methods to an association
with more than three concepts. Our work presents a methodology to evaluate se-
quences of associations and discover path associations with a multilevel lexicon
from a large text corpus. Moreover, the introduction of wildcard concept levels
greatly increases the path discovery scope and can lead to new hypotheses for fur-
ther research.

There are also other literature-based discovery tools based on association rule
mining. BITOLOA [13] is a tool mining the association pattern X → Y → Z when
two of the three concepts are specified by the user (e.g., the user may specify X and Y
or X and Z). Arrowsmith [30] is a tool that finds the links between two separate sets
of documents via common title words and phrases. Both of these tools are based on
patterns of pairwise associations between three concept sets. By contrast, our tools
provide not only the ability to mine more complex path patterns, but also the ability
to retrieve relevant path content.

7.2 Knowledge Based Information Retrieval and Path Content
Discovery

In comparison to existing work that focuses on revealing the relations among con-
cepts, our work defines path knowledge in a broader scope. Not only does it include
relationships among concepts, but it also includes content mining to describe such
relationships and facilitate deeper analysis; this naturally leads to connections with
knowledge-based information retrieval systems.

Our approach for content retrieval is an extension of traditional information re-
trieval vector-space models [26] and term indexing and ranking methods [27, 23].
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Using the concept hierarchy provided in the lexicon, we are able to achieve bet-
ter information retrieval performance and preprocessing and post-processing of the
query to facilitate various research goals. The utilization of domain knowledge in
information retrieval systems has been studied by e.g., Liu et al. [17], who per-
formed scenario-based knowledge expansion using the Unified Medical Language
System (UMLS) — a well-defined medical ontology. Since our system relies on a
lightweight multilevel hierarchy lexicon, we use the knowledge hierarchy to perform
knowledge expansion, which is similar to approaches in ontology-based knowledge
expansion [7].

The novel contributions of our approach to content retrieval are: 1) The query
is translated based on a path and focuses on the content describing the relations
among concepts; 2) Our content retrieval focuses on finer-granularity content such
as sentences and figures, and the classification of the content provides a deeper
understanding of the content based on knowledge from the lexicon. As a result, such
mining greatly reduces the human labor involved in reading papers and digesting
content, and improves the scalability and quality of the findings.

7.3 Relations to Other CNP Projects

Motivated by the multilevel schema proposed by the Consortium for Neuropsychi-
atric Phenomics [8, 9], information systems for the study of multilevel phenomics
can be constructed. PubAtlas [20] is a web service and standalone program extend-
ing PubMed by exploring the associations between concepts with temporal analy-
sis. PhenoWiki [25] and Cognitive Atlas [21] are open collaborative projects that
provide knowledge bases for cognitive neuroscience. Unlike these existing tools,
PhenoMining focuses on efficient discovery of relations among concepts under a
multilevel schema, and on providing finer-granularity knowledge. For example, Phe-
noMining tools can be used to facilitate research on relationships among multiple
levels of concepts (e.g., the heritability of complex phenotypes such as cognitive
control), but also can be used for populating knowledge bases such as PhenoWiki.
Along with other applications developed for CNP, path knowledge discovery en-
ables comprehensive and systematic study of neuropsychiatric phenomics with a
multilevel schema.

8 Conclusion

Path knowledge discovery consists of two integral parts — path discovery and path
content retrieval — and focuses on the study of relations among concepts at multiple
levels. This is useful in many research fields where a vast number of concepts are
involved, and establishing relations among concepts across levels is important.

Our path discovery identifies and measures a path of knowledge, i.e., a se-
quence of associations among concepts at different levels. We have proposed two
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approaches for measuring the strength of these path associations — the local
strength measure in which associations are considered independent, and the global
strength measure in which the preceding path associations are considered precon-
ditions of following associations. We have also extended support, confidence, and
correlation measures from traditional association rule mining to the context of path
discovery.

Path content retrieval is a process of searching for relevant content describing
the relations specified in the paths from a particular corpus. Path content reveals
the semantics of relations represented in the paths and provides a basis for deeper
analysis and further study. With the knowledge from the multilevel lexicon, we are
able to preprocess the query by expanding queries using the synonyms list and the
concept hierarchy, and post-process the query by classifying content according to
different research goals.

We presented an example of using path knowledge discovery to examine a rele-
vant research question in neuropsychiatric phenomics: What is the heritability of the
complex phenotype cognitive control? Compared to manual marathons by human
domain experts, path knowledge discovery can greatly reduce labor and achieve
results of comparable quality. Preliminary results show the benefit of using data
mining for path knowledge discovery in order to study complex problems. We also
applied our mining results to the construction of a knowledge base. By extending the
PhenoWiki system, the PhenoWiki+ system overcomes the difficulties of knowledge
acquisition for traditional knowledge base systems by accelerating the data populat-
ing process and connecting scattered knowledge with paths.

Although our work on path knowledge discovery represents a significant step
forward, further work is needed to improve the accuracy of our methodology. First,
path discovery is currently based on association strengths used to satisfy strength
constraints for the paths. The threshold setting can be difficult for users. If training
data with labeled paths is available, machine learning techniques may be used to
automatically set the thresholds. Second, currently the associations between con-
cepts are based on statistical co-occurrence, but where more complete ontologies
are available, more sophisticated computations based on the ontological structure
can expose relations between concepts. Third, advanced information retrieval tech-
niques, such as relevance feedback, may be used to improve search quality. We be-
lieve our approach to path knowledge discovery provides the framework for building
sophisticated discovery tools for complex knowledge areas such as phenomics.
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InfoSearch: A Social Search Engine

Prantik Bhattacharyya and Shyhtsun Felix Wu

Abstract. The staggering growth of online social networking platforms has also
propelled information sharing among users in the network. This has helped develop
the user-to-content link structure in addition to the already present user-to-user link
structure. These two data structures has provided us with a wealth of dataset that
can be exploited to develop a social search engine and significantly improve our
search for relevant information. Every user in a social networking platform has their
own unique view of the network. Given this, the aim of a social search engine is
to analyze the relationship shared between friends of an individual user and the
information shared to compute the most socially relevant result set for a search
query.

In this work, we present InfoSearch: a social search engine. We focus on how we
can retrieve and rank information shared by the direct friend of a user in a social
search engine. We ask the question, within the boundary of only one hop in a so-
cial network topology, how can we rank the results shared by friends. We develop
InfoSearch over the Facebook platform to leverage information shared by users in
Facebook. We provide a comprehensive study of factors that may have a potential
impact on social search engine results. We identify six different ranking factors and
invite users to carry out search queries through InfoSearch. The ranking factors are:
‘diversity’, ‘degree’, ‘betweenness centrality’, ‘closeness centrality’, ‘clustering co-
efficient’ and ‘time’. In addition to the InfoSearch interface, we also conduct user
studies to analyze the impact of ranking factors on the social value of result sets.

Keywords: Online Social Network, Social Search.

1 Introduction

Users in online social networks have surpassed hundreds of millions in number.
With this staggering growth in the network size, social network platforms like
Facebook and Twitter have introduced various software tools to engage users. In
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addition to connecting and exchanging messages with friends on a regular basis, so-
cial network platforms also provide a great place to share useful information. Con-
sequently, people have become very good at sharing the information that they value,
support, endorse and think their friends might benefit from. Users share their favorite
web-page(s) on current affairs, news, technology updates, programming, cooking,
music and so on by sharing Internet URLs with their friends through the social net-
work platform. Facebook has introduced ‘Like’, ‘Share’ and ‘Recommend’ buttons
that content providers of any website can include on their website to help visitors
share the URLs with their friends in a fast and easy way. Twitter has also intro-
duced similar technologies to let users ‘Tweet’ the URL in addition to their personal
comment about the URL.

Fig. 1 Example of Information Sharing over Online Social Network (Facebook in this
example)

The simplicity and ubiquitousness of this technology has propelled the integra-
tion of the web graph with the social graph. The additional information present
in each individual’s personal network can be utilized to develop search engines that
include social context in information retrieval and ranking. In typical web search en-
gines, users are restricted to search for information from the global web and retrieve
results that are ranked relevant by a search engine’s algorithm. For example, web
search engines like Google, Yahoo! and Bing traditionally analyzes the information
present in the form of hyper-link structures to rank results during a typical query.
The intuitive justification for utilizing the hyperlink structure to rank web-pages is
based on the idea that one web-page links to another web-page to indicate usefulness
and relevance. During the process of crawling, indexing and ranking, each search
engine formulates result set(s) for a set of keyword that are unique in nature and are
identical to every user visiting the search engine. For example, when users search
for queries related to ‘programming’ or ‘cooking recipes’, search results are similar
in nature to every individual performing a query on the engine.

A search engine result set, however, can be significantly updated to incorporate
social context as a factor during the ranking process. The social context in retrieving
results will allow users to identify results based on the way their friends have shared
and endorsed similar information. Each search query from a user will thus retrieve a
unique set of result. The exclusive nature of each result set will thus be based on the
large volume of information available in each individual user’s personal network.
The search process thus not only enables a user to access a set of information that
has a distinct social component attached to it but also to gain from the collective
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knowledge of their respective social network. In other words, a search process is no
longer limited to retrieving a random piece of information from the Internet with
no trust value attached to it but extends to a retrieval process that includes a trusted
source, that is, their friends’ personal attachment or endorsement of that piece of
information. Providing search results exclusively from the personal network of users
creates a scope of unique challenges. How do we understand the relative importance
of one user to another user in the network? How do we rank individual users? What
are the primary factors that exemplify social relationship semantics?

The growth in the volume of shared information has also altered the way major
search engine providers like Google and Microsoft rank web-search results. In 2011,
the search engine companies introduced signals in their ranking algorithms to reflect
patterns of information share across the social graph [25, 40]. The primary efforts
are concentrated to introduce signals from social sharing to explore popularly shared
URLs and boost their corresponding rankings in a result set that continues to be
identical for all users with respect to a specific query.

Fig. 2 Screenshot of InfoSearch Application on Facebook: Results for the query ‘privacy’
appear for one of the authors

In this work, we develop a search engine to demonstrate how user shared in-
formation can be exploited to deliver search results. Our work can be described in
two parts. In the first part, we develop the social search engine system based on the
Facebook platform that leverages the information shared by users in Facebook as an
extension of our previous work [6]. The search engine is called InfoSearch and is
available at https://apps.facebook.com/infosearch. In the second
part of our work, we discuss key issues that influence result ranking. We explore
questions on how we can define the best result in a social context. In the absence
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of ground truth data about the relationship shared between two users (in real or on-
line life), we investigate different ranking factors to analyze the social relationship
between two users and rank search results. We provide a comprehensive study of
factors that impact social search engine results. The ranking factors are based on an
analysis of the structure of the social relationship between friends of a given user: so-
cial diversity, three different measures of centrality: degree, betweenness centrality
and closeness centrality, a measure of clustering: clustering coefficient and finally
a factor based on the time property of a shared information. We derive the social
relationship between two users (friends) of a given user based on the social group
structure shared between them in the user’s individual social network. We present
results based on the impact of the above ranking factors in retrieving information
through user studies.

In section 2, we discuss related work. We formally describe the problem state-
ment related to social search in section 3 and follow up with a discussion of social
network relationship semantics in section 4. In section 5, we discuss the ranking fac-
tors and corresponding algorithms and section 6 describes the system development
process. Section 7 presents statistics on usage. In section 8, we present our findings
obtained through user studies and section 9 concludes with a discussion of future
research directions.

2 Related Work

We discuss related work in this section. First, we discuss work in the area of search
in social networks. Second, we discuss research related to the study of social rela-
tionship semantics. We primarily focus on research related to group and community
formation in social networks.

Several projects have looked into the area of search in social networks. The re-
search problems have broadly fallen into the following categories. First, the identity
or profile search problem in which social network information is used to connect and
subsequently search for users. Dodds et. al. [14] conducted a global social-search ex-
periment to connect 60,000 users to 18 target persons in 13 countries and validated
the claims of small-world theory. Adamic et. al. [1] conducted a similar project on
the email network inside an organization. More recently, Facebook has introduced
‘Graph Search’ [15] that aims to help user search for content linked by their friends.
Facebook defines a content as any object on the open graph api. Examples of ob-
ject in the open graph api include facebook-pages (e.g. a facebook account created
by a local business, musician, artist) , facebook-apps (e.g. social games), facebook
groups (e.g. university course groups, athletic group), photos shared by its users and
geographic locations shared by the users.

In the second category, social networks have been leveraged to search for ex-
perts in specific domains and find answer to user questions. Lappas et. al. [23] ad-
dressed the problem of searching a set of users suitable to perform a job based on
the information available about user abilities and compatibility with other users. The
work in [11] attempted at automated FAQ generation based on message routing in a
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social network through users with knowledge in specific areas. Other works in sim-
ilar directions have also been presented, e.g. [10, 33]. Query models [2] based on
social network of users with different levels of expertize for the purpose of decen-
tralized search have also been developed. Horowitz et. al. [21] presented Aardvark,
a social network based system to route user questions into their extended network
to users most likely knowledgeable in the context of the question.

In the third category, social networks are considered to improve search result
relevancy. User connections are interpreted as a graph such that a user can be rep-
resented as a node and each friend connection can be treated as an edge between
two nodes. Haynes et. al. [20] studied the impact of social distance between users
to improve search result relevancy in a large social networking website, LinkedIn.
The author defined the social distance between users based on the tie structure of
the social graph and aims to provide improved relevance and order in profile iden-
tity entries. Link analysis algorithms, like PageRank [7, 9, 13], are also not suitable
for application since during the search process of an individual user, results from
members of their social circle should not be ranked based on a generalized analysis
of the relative importance of those members in the larger network but rather on their
local importance to the querying user [24, 38]. Mislove et. al. [26] considered the
problem of information search through social network analysis. They compare the
mechanisms for locating information through web and social networking platforms
and discuss the possibility of integrating web search with social network through a
HTTP proxy.

A primary way to understand social relationships is by analyzing social group
formation in social networks. Work in group detection in graphs are primarily asso-
ciated with community detection and graph partitioning problems. Past works [29]
describe the motivation and technical differences between the two approaches. De-
tailed discussions can also be found in the recent survey [16]. Here, we discuss
works related to community detection in social networks.

A common approach for finding sub-communities in networks uses a percolation
method [12, 32, 31]. Here, k-clique percolation is used to detect communities in the
graphs. Cliques in the graph are defined as complete and fully connected subgraphs
of k vertices. Individual vertices can belong to multiple cliques provided that the
overlapping subgroups don’t also share a (k−1) clique. The work in [17] uses cen-
trality indices to find community boundaries in networks. The proposed algorithm
uses betweenness between all edges in the network to detect groups inside the graph.
The worst-case runtime of the algorithm is O(m2n) for a graph of m edges and n ver-
tices and is unsuitable for large networks. Improvements in the runtime have been
suggested in later works [34, 36]. Impact of network centrality on egocentric and
socio-centric measures have also been studied [24].

The betweenness approach places nodes in such a way that they exist only in a
single community, restricting the possibility of overlapping communities and detect-
ing disjoint groups in the network. To overcome this shortfall, algorithms in [18, 19]
have proposed the duplication of nodes and local betweenness as a factor in detec-
tion of communities. Other approaches to identify overlapping communities have
also been proposed [5, 4]. The above works describe the community structure based
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on relative comparison with the graph segment not included in the community [28]
or based on comparisons with random graphs of similar number of nodes and ver-
tices but different topological structures. For example, the definition of modularity
[30] as an indicator of the community strength defines the measure as a fraction of
the edges in the community minus the edges in a community created by the same al-
gorithm on a random graph. Community definitions also include detection of groups
within the network such that the interconnection between the different groups are
sparse [18, 19]. In this work, we build the social search system on Facebook, uti-
lizing the existing social graph as well as the information database being built by
users. We discuss the details next.

3 Social Search – Problem Statement

In this section, we start with a discussion of the benefits of a social search engine
and end by introducing the key information structures.

A user introduces an article to his/her friends by sharing the article URL on Face-
book. It can be intuitively theorized that the user shared the article because he/she
found the article to be relevant and beneficial in a particular context. Through the
sharing process, the user extends the information database of his/her social network
with the context of the shared article and consequently other friends in their network
can benefit from this endorsement. In the example of Figure 1 the primary context
of the article is ‘privacy’. Users in the network benefit from this shared knowledge
when they try to find information related to ‘privacy’. Furthermore, the social con-
text in this case i.e. the person who shared this information can help querying user(s)
to disambiguate and choose from a large number of articles available on ‘privacy’
in general on the web.

It is important to understand that the subjectiveness of social relationships make it
extremely difficult to correctly predict the value of each relationship. Furthermore,
in the absence of ground truth data, it is also difficult to accurately postulate that
one friend or user is more important compared to another user. In this direction, we
focus on computing the most socially relevant “result set” rather than emphasizing
on ranking individual results in a result set. Thus, in this work the relevance of a
comprehensive result set is given a higher priority over the ranking of individual
results during a search query and relevance values of each result sets are determined
to select the best result set for a given user query. Next, we formally define the key
information structures required to develop a social search engine and rank query
results.

Definition 1. Social Network: A social network is a graph G = (V,E), where V is
a set of nodes and E is a set of edges among V . A node stands for a user in the social
network, and an edge e stands for a connection between two users u and v. In our
work, we consider undirected edges. The shortest geodesic distance between two
nodes n1 and n2 in the network is defined as d(n1,n2). Let d(n1,n2) = ∞ if no path
exists between the nodes in the network.
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Definition 2. Ego Network: For a user u, ego network is a graph G(u) = (V (u),
E(u)), where V (u) is a set of nodes that includes all friends of u, F(u) and the
node u itself. E(u) is a set of edges among (V (u)− u) such that ∀v ∈ (V (u)− u), v
and u are friends and share an edge in E . Additionally, all edges between nodes in
(V (u)− u) that existed in E are also included in E(u).

Definition 3. Mutual Friend Network: A mutual friend network of an user u is
defined as a subset of the ego network, represented as MF(u) = (F(u),E ′(u)). F(u)
is the set of all friends of user u and E ′(u) is a subset of the edges from E(u) with
the edges between user u and nodes in F(u) absent.

Definition 4. Shared Information: A shared information in a social network can
be identified as an URL or a document. An URL or document shared by a user u
is denoted by the tuple (u,d). Each shared URL or document is tagged by a set of
keywords K(d) = (kd

1 ,k
d
2 , ...,k

d
m). Additionally, each information is also tagged by a

time-stamp, T (d), based on the time the information was shared by the user in the
social network platform.

Definition 5. Query: A query q by a user u is defined as Q(u,q). The query q can
be a single keyword or a set of keywords i.e. a key-phrase. We discuss details about
how we distinguish keywords and key-phrases during the search process later in
section 6.

Definition 6. Factor: The term ‘factor’ is used to define a ranking factor that orders
and ranks results in the search process. The factors used in this work are defined in
section 5.

Definition 7. Result Candidates: The result candidates, RC(Q(u,q)) for a query
Q(u,q) is defined as the set of shared document tuples (vi,d j) such that vi ∈ F(u)
and ∀d j,q ∈ K(d j).

Let the number of results in RC(Q(u,q)) be represented as λ such that λ =
|RC(Q(u,q))|. Lets also denote the number of users in result candidates tuple list
as λv and the number of documents by λd . Also, lets assume the number of unique
users in the above list as λ ′v.

Definition 8. Result Set: A result set, RS(Q(u,q)), for a query Q(u,q) is defined
as a set of ρ document tuples (vi,d j) such that vi ∈ F(u) and ∀d j,q ∈ K(d j). Thus,
for a query Q(u,q) with result candidates, RC(Q(u,q)), the number of result sets

possible is given by α = � |RC(Q(u,q))|
ρ �.

Definition 9. Result Value: The result value of a result set for a given f actor is
defined as RV(RS(Q(u,q)),Factor). The method to compute the result value of a
result set will vary according to the factor and will be described in section 5 along
with each factor.

Definition 10. Result Final: The result final is a collection of result sets, or-
dered by decreasing result value. Thus, the result final for query Q(u,q) can be
defined as RF(Q(u,q))={RS1(Q(u,q)),RS2(Q(u,q)), ..,RSα(Q(u,q))} such that
RV(RS1(Q(u,q)),Factor)≥RV(RS2(Q(u,q)),Factor)≥..RV(RSα(Q(u,q)), Factor).
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In the next section, we will discuss and define the semantics of social relationship
to formalize contribution of each user as they impart social context to formulate the
final result set.

4 Semantics of Social Relationships

There are multiple ways to understand the relationship between two users, v and w,
in a social network. The analysis can be based on the understanding of the social
groups present in the graph or measures of centrality or the clustering properties of
the social network graph. In the absence of ground truth data about the relationship
shared between two users (in real or online life), in this work we explore multiple
properties to analyze the social relationship between two users and provide a com-
prehensive study of factors that may have a potential impact on social search engine
results.

(a) userA (b) userB

Fig. 3 Mutual friend network visualizations

We base our analysis of the relationship between two users from the point of
view of the user, u, performing a search query through the search engine. Thus, we
analyze the relationship shared between users, v and w, through the mutual friend
network of the user u i.e. MF(u). For different users, u1 and u2 with respective mu-
tual friend networks, MF(u1) and MF(u2) such that the graphs are distinct either in
terms of topology or based on the number of users present in the network, the rela-
tionship shared between two users v and w where both v,w ∈MF(u1) and MF(u2)
may vary accordingly. We present example mutual friend network visualizations
in Figure 3. The visualizations represents the mutual friend networks of ‘userA’
and ‘userB’ (details about the users and the network properties are mentioned in
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section 8.2), respectively, from their Facebook profile. The visualizations were cre-
ated using the Gephi platform [3].

We empirically determine the social groups of a user’s network by analyzing the
mutual friend network of the user. In centrality based methods, we use the factors
of degree, betweenness centrality and closeness centrality. We further explore clus-
tering based methods, namely local clustering coefficient property, to determine the
social relationship semantics between two users, v and w. We present an example
in Figure 4. Ego e is connected to all the other nodes in the graph and shown us-
ing a broken line between the vertices and ego e. The mutual friend network of the
ego e is shown by the connected lines between the other vertices of the figure. We
introduce the formal definition of each relationship characteristic and compare and
contrast the merits of each property next.

A social group in the ego-network of user u can be defined as a set of friends who
are connected among themselves, share a common identity and represents a dimen-
sion in the social life of the user u. A social group can be defined in multiple ways.
In this work, we base our definition on mutuality [38] and the formal definition is
presented next.

Fig. 4 Example ego-network of ego e

Definition 11. Social Group: A social group of a user u is defined as sg(u) = (V ′′)
where V ′′ is a set of vertices such that V ′′ ⊆ F(u) and for two users v and w in V ′′,
d(v,w) ≤ k in the mutual friend graph, MF(u). The set of all such social groups
formed from the mutual friend graph of a user u is represented as SG(u).

4.1 Social Groups

The above definition allows for duplication of users across different social groups
since a user can belong to multiple social groups as it satisfies the geodesic require-
ment with other users of each group.

Let user u’s social circle be divided into a set of groups represented as SGu =
{sgi

u}, where 1≤ i≤ ngu, ngu represents the number of social groups formed. Based
on two different parameter values, examples of such groups are presented in Figure
5 and Figure 6. We observe that four social groups are discovered for k = 1. Nodes
c and g overlap in both the two groups. Now, when we inspect the graph for k = 2,
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Fig. 5 Social Groups for an ego e at k = 1 Fig. 6 Social Groups for an ego e at k = 2

we discover only 2 social groups with no overlapping vertices. It is also important
to note here that further increase in the value of k has no effect in group generation.
Thus, in a way the group formation gives a sense of separation or distance between
the users based on the value of k for the group formation process.

We use the set of all social groups formed from the mutual friend graph of an user
u to next define the social distance between two users present in the ego network of
user u. Let user v belong to the set of social groups gv such that gv ⊂ SG(u). Let ηv

represent the cardinality of gv and let each element of set of groups gv be represented
as gi

v such that 1 ≤ i≤ ηv. We utilize the group member information to next define
group distance and user distance.

Definition 12. Social Group Distance: The distance between two social groups
is defined to be equal to the Jaccard distance between the groups. For two social
groups, sg(u)i and sg(u) j, from the set SG(u) of user u, distance is defined as:

dist(sg(u)i,sg(u) j) = 1−
( |sg(u)i∩ sg(u) j|
|sg(u)i∪ sg(u) j|

)
(1)

Definition 13. User Distance in Ego Network: User distance between two users, v
and w, in the ego network of user u is defined as the mean distance between the two
user’s associated group(s). For users v and w associated with ηv and ηw number of
social groups represented by gi

v and g j
w such that 1 ≤ ηv and 1 ≤ ηw respectively,

user distance is defined as:

ω(v,w) =

∑
1≤i≤ηv
1≤ j≤ηw

dist(gi
v,g

j
w)

ηu×ηw
(2)

The social group distance and user distance formula as proposed above paves
the way for us to understand the social relationship between two users based on
mutuality and creates scope for us to distinguish how distant (or close) users are
to each other from the point of view of a single user. A high value in the user dis-
tance thus empirically suggests a separation (possibly to an extent of unfamiliarity)
and furthermore existence of multiple facets to an individual’s social life. For ex-
ample, a typical individual has friends from their place of employment (which can



InfoSearch: A Social Search Engine 203

be multiple and fairly distinct as individuals move through phases of professional
career growth), place of education (with strong possibilities of multiple and distinct
groups again as individuals go through high school, college, graduate school, etc.)
and so on. The concepts related to social groups and multiple sections of a user’s so-
cial network are analogous and the terms have been used interchangeably in rest of
the paper. The ‘diversity’ factor as will be introduced in section 5.1 tries to capture
the underlying hypothesis from the above discussion and helps build search engine
results by exploiting the information present in a dormant format in social group
information.

The semantics described next are more direct in this approach to capture social
relationships and are used more explicitly to define respective factors and rank re-
sults in the social search engine.

4.2 Degree

In this factor, we consider the degree of user v in MF(u) i.e. the factor that indi-
cates the number of users in F(u) connect to v. Let, this value be represented as
deg(v,MF(u)), for all v ∈ F(u). In the example of Figure 4, users a,b and g has a
degree of 2, user c has a degree of 3 and users d, f and h has a value of 1. The num-
ber indicates the strength of connectivity of a particular vertex in the mutual friend
network. A high value can be interpreted as a signal of support for the friend and
reflects their relative importance in MF(u) and thus stands as an important signal to
represent the social relationship shared between users.

While the value of degree (indegree and outdegree values in directional graphs)
have been a signal of significant importance in graph based methodology develop-
ments, e.g. HITS, PageRank, in the context of social relationships and the mutual
friend network of a user, the degree property can often formulate results to indicate
biasness towards a few social relationships. For example, friends from a particular
group (say place of work) can all know each other and can form complete graph,
thus leading towards every user in the said group to have high and similar degree
values and constraining the result set to include results from only one group. Other
properties described next, e.g. betweenness, closeness centrality and clustering co-
efficient also tends to address these issues and thus, we believe ‘diversity’ offers a
certain level of contrast to other social relationship characteristics and hence has the
potential to offer interesting results in a social search engine result set.

4.3 Betweenness Centrality

The betweenness centrality characteristic of a node in a graph is used to quantify
the extent to which a node lies between other nodes in the network [38]. The be-
tweenness of a user v is represented as CB(v,MF(u)) for all v ∈ F(u). The measure
based on the connectivity of a node’s neighbors, assigns a higher value for nodes
that bridge clusters in the graph. The measure indicates the number of users that
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an individual user connects through to connect to other users in the graph and is
another important signal to understand the semantics of social relationships.

The betweenness centrality of a node v is computed as [8]: CB(v,MF(u)) =

∑s �=v�=t∈V
σst (v)

σst
where σst is total number of shortest paths from node s to node t

and σst(v) is the number of those paths that pass through v. In the example of Figure
4, users a,b,d, f and h has a betweenness centrality value of 0.0, user c has a value
of 0.13 and g has a value of 0.067.

4.4 Closeness Centrality

The closeness centrality characteristic is a measure of how a node is central in a
given network. The measure is defined as the sum of (geodesic) distance of a given
node to all other nodes in the network [35, 8, 38]. Consequently, a user is termed as
more central in the network if the total distance to all other users is lower relative to
other user’s respective value.

The closeness centrality for a user v in the mutual friend network of user u is
defined as [8]: CC(v,MF(u)) = ∑t∈V\v 2−dMF(u)(v,t). In the example of Figure 4, users
a and b has a closeness centrality value of 0.375, user c has a value of 0.50, user d
has a value of 0.30, user g has a value of 0.33 and users f and h has a value of 0.22.

4.5 Clustering Coefficient

The clustering factor captures the tendency of nodes to form a clique [39]. We par-
ticularly focus on the local clustering coefficient property of each user in the graph.
For a user v in the mutual friend network of user u, let the neighborhood of the
user be defined as Nv,MF(u) = wi where wi is a user directly connected to user v
and d(v,wi) = 1 in MF(u). Lets define kv as the number of users, |Nv,MF(u)|, in the
neighborhood, Nv,MF(u) of user v in MF(u).

The local clustering coefficient of each user v in the mutual friend network

MF(u) is defined as: CL(v,MF(u)) =
2×|ewi ,w j |
kv(kv−1) such that wi,wj ∈ Nv and ewi,w j ∈

E ′(u). In the example of Figure 4, user a and b has a local clustering coefficient
value of 1.0, user c has a value of 0.33 and users d, f ,g and h has a value of 0.0.

The details of how the ranking algorithms satisfy the requirement of decreasing
result value for each result set in result final are simple and intuitive and left to
the reader. Based on the above factors to identify the social relationship semantics
between two users, we next define the ranking factors and present the associated
ranking algorithms to compute results in a social search engine.

5 Ranking Factors and Algorithms

In this section, we expand on our discussion of semantics of social relationships to
introduce ranking factors. In the first subsection, we describe the ranking factors
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and also describe methods to evaluate the result value of any result set for a given
ranking factor. In the final subsection, we talk about the ranking algorithm employed
to rank results and determine the final result set(s) from the result candidates. We
start by introducing the ‘diversity’ factor based on the definition of social groups as
discussed in section 4.1.

5.1 Diversity

The ‘diversity’ factor is based on the social group information of the querying user.
The purpose of this factor is to maximize group representation in a result set such
that the social diversity in a result set is maximized and a higher user distance be-
tween the users present in the result set can help user u to inspect results that mem-
bers from the various groups of the network share on the platform. The diversity
value is based on the user-distance method defined in section 4.1 and is defined
next.

Definition 14. Diversity. The diversity of a result set, RS(Q(u,q)), consisting of ρ
results is defined as the mean user distance(s) between each pair of users.

�(RS(Q(u,q))) =

∑
v,w∈RS(Q(u,q))

ω(v,w)

|ρ |2 (3)

Definition 15. Diversity Result Value. The result value of a result set for the ‘di-
versity’ factor is defined as equal to the diversity value of the result set itself. Thus,

RV(RS(Q(u,q)), ‘Diversity’) =�(u,RS(Q(u,q))) =

∑
v,w∈RS(Q(u,q))

ω(v,w)

|ρ |2 (4)

5.2 Degree

The ‘degree’ factor is based on the definition of ‘degree’ from section 4.2. The
purpose of this factor is to select friends of the user performing a query who have
the highest number of connections in the mutual friend network and define relevance
in a social context as related to each contributing user’s popularity in the network.

Definition 16. Degree Result Value. The result value of a result set for the ‘degree’
factor is defined as the average of the degree value of all users present in the result
set. Thus,

RV (RS(Q(u,q)), ‘Degeee’) =

∑
v∈RS(Q(u,q))

deg(v,MF(u))

ρ
(5)
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5.3 Betweenness Centrality

The ‘between centrality’ factor is based on the definition of betweenness centrality
of individual users in the mutual friend network, section 4.3. The primary goal of
this factor is to provide scope to build result sets such that users with highest values
of betweenness centrality are ranked higher and provide relevancy to search engine
results.

Definition 17. Betweenness Centrality Result Value. The result value of a result
set for the ‘betweenness centrality’ factor is defined as the average of the between-
ness centrality value of all users present in the result set. Thus,

RV(RS(Q(u,q)), ‘Betweenness Centrality’) =

∑
v∈RS(Q(u,q))

CB(v,MF(u))

ρ
(6)

5.4 Closeness Centrality

Similar to betweenness centrality, the ranking factor ‘closeness centrality’ is based
on the definition of closeness centrality from section 4.4. The motivation here is
to include results from users with higher values of closeness centrality in the top
ranked result set.

Definition 18. Closeness Centrality Result Value. The result value of a result set
for the ‘closeness centrality’ factor is defined as the average of the closeness cen-
trality value of all users present in the result set. Thus,

RV(RS(Q(u,q)), ‘Closeness Centrality’) =

∑
v∈RS(Q(u,q))

CC(v,MF(u))

ρ
(7)

5.5 Clustering Coefficient

Clustering coefficient is introduced as a ranking factor based on the definition pro-
vided in section 4.5. The purpose here is include results from users with higher
local clustering coefficients first and continue the process till all entries from result
candidates are placed in result sets of decreasing value.

Definition 19. Clustering Coefficient Result Value. The result value of a result
set for the ‘clustering coefficient’ factor is defined as the average of the clustering
coefficient value of all users present in the result set. Thus,

RV(RS(Q(u,q)), ‘Clustering Coefficient’) =

∑
v∈RS(Q(u,q))

CL(v,MF(u))

ρ
(8)
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5.6 Time

We introduce ‘time’ as the final factor to rank results. The time-stamp of each shared
information, T (d) is considered to rank the result candidates to compute the final
result. In contrast to the previous factors that were based on the social relationship
shared between users, the ‘time’ fator is established to reflect the most recent activity
by users in the context of the query. For example, in the context of a query related
to ‘budget’, the ‘time’ factor can successfully determine search results that link to
the most recently shared information related to ‘budget’.

Definition 20. Time Result Value. The result value of a result set for the ‘time’
factor is defined as the average time-stamp of the information set present in the
result set. Thus,

RV (RS(Q(u,q)), ‘Time’) =

∑
d∈RS(Q(u,q))

T (d)

ρ
(9)

In addition to the above definition of a result value for the factor ‘time’, we also
measure the standard deviation in time-stamp values of the information set present
in the result set. The standard deviation value helps us understand the extent of
‘freshness’ or ‘real-time’ nature of the results. In the next section, we discuss the
algorithms employed to compute final result set for each ranking factor.

5.7 Ranking Algorithms

The ranking algorithm generates the set of final results, RF(Q(u,q))={RS1(Q(u,q)),
RS2(Q(u,q)), ..,RSα(Q(u,q))} from the set of result candidates, RC(Q(u,q)). The
steps associated with the ranking algorithms for each ranking factor are described
next. We will start by recounting the terminologies associated with the set of result
candidates, RC(Q(u,q)). The number of results in RC(Q(u,q)) is represented as λ ,
i.e. λ = |RC(Q(u,q))|. Also, the number of users in result candidates tuple list is
denoted as λv and the number of documents by λd . The number of unique users
in the above list is assumed as λ ′v. A result set, RS(Q(u,q)), contains ρ tuples of
information.

Each information has a time-stamp data marked by T (d). If a user has shared
multiple pieces of information, the information set is sorted by the time-stamp,
T (d). The most recently shared information is ranked highest followed by informa-
tion shared at later dates. The algorithm associated for ‘diversity’ factor is described
next.

5.7.1 Diversity

The result value for the ‘diversity’ factor is based on the relationship shared between
two users (user distance property) present in the result set. The steps involved in the
ranking algorithm for ‘diversity’ are described next.
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1. If the number of result candidates is less than or equal to the size of a result set,
i.e. if λ ≤ ρ , then only one result set is possible and RF(Q(u,q)) = RC(Q(u,q)).

2. If the number of result candidates is greater than the result size set and the num-
ber of unique users is equal to the result set size, i.e. if λ > ρ and λ ′v = ρ , then
RS(Q(u,q)) is constructed using the most recently shared post (using information
from T (d)) of λ ′v users. This automatically ensures that maximum value of diver-
sity is achieved in the result set. If the starting condition of result candidates pro-
cessing is this step, then the result set becomes the first result set of the final result
set, i.e. RS1(Q(u,q)). Now, RCnew(Q(u,q)) = RC(Q(u,q))−RS1(Q(u,q))}. The
values related to λ and λ ′v are updated accordingly and in the next iterations
to construct result set RS2(Q(u,q)), ...,RSα(Q(u,q)), the applicable steps are
followed.

3. If the number of result candidates is greater than the result size set and the num-
ber of unique users is less than the result set size, i.e. if λ > ρ and λ ′v < ρ ,

(λ
ρ
)

possible result sets are constructed and using the user information available in
each result set, result value for the ‘diversity’ factor is computed. The result set
with the highest value of diversity is selected and RC(Q(u,q)) is updated to re-
peat the steps to compute next set of results. A user may contribute multiple times
in the result set but the process ensures that the result set has the highest value
of diversity. In the case of multiple result sets with equal value of ‘diversity’,
knowledge about time-stamps of each shared information included in the result
set is used to break the tie and the result set with the highest value of time-stamp
(i.e. the result set with the most recently shared documents) is selected as the
result.

4. If the number of result candidates is greater than the size of a result set and
the number of unique users is also greater than the result set size, i.e. if λ >

ρ and λ ′v > ρ , we start by first constructing
(λ ′v

ρ
)

number of sets and compute
the diversity value of each set. The set with the highest value of diversity is
selected and documents associated with each user is selected to formulate the
result set. The most recently shared document by users are used and in case of tie
in diversity values, time-stamp values are used to break the tie and the set of most
recently shared documents are declared as winner. The set of result candidates,
RC(Q(u,q)), is updated and the steps are repeated till the set of result candidates
has no more entries.

Based on the relationship shared between two users in a result set, the algorithm
to rank results for the ‘diversity’ factor contrasts the corresponding ranking algo-
rithm of other factors. Algorithm for other factors are presented next.

5.7.2 Degree, Betweenness Centrality, Closeness Centrality and Clustering
Coefficient

The algorithm to rank results for ‘degree’, ‘betweenness centrality’, ‘closeness cen-
trality’ and ‘clustering coefficient’ factors is similar in nature and the steps are
described next:
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1. If the number of result candidates is less than or equal to the size of a result set,
i.e. if λ ≤ ρ , then only one result set is possible and RF(Q(u,q)) = RC(Q(u,q)).

2. If the number of result candidates is greater than the result size set i.e. if λ > ρ ,
the results are ordered by the respective value (degree, betweenness central-
ity, closeness centrality or clustering coefficient value) of each user present in
RC(Q(u,q)) and the user with highest value is ranked first. Multiple entries by a
user of higher value are placed in the final result set before entries from a user
with lower degree value are considered.

5.7.3 Time

The algorithm to rank results based on the ‘time’ factor is the simplest among all
the factors. The set of information present in RC(Q(u,q)) is ordered according to
their time-stamp value. The document shared most recently is ranked first followed
by documents in decreasing value of time-stamp. The ordered set is finally used to
construct α results sets and the final result set, RF(Q(u,q)).

This concludes our discussion on the ranking factors and the associated algo-
rithms. In the next section, we discuss details about the implementation of the social
search engine.

6 Social Search System Development

We built InfoSearch as a prototype social search engine over Facebook. InfoSearch is
built as a Facebook application using the Facebook platform APIs and is available at
http://apps.facebook.com/infosearch. Users are requested to autho-
rize the application in order to use it. Once authorized, the three primary components
of the application work together to deliver search results. The system architecture for
the search engine is presented in Figure 7 and the components are described next.

Fig. 7 Social Search Engine Architecture
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6.1 Crawler

The purpose of the Crawler is to pull out information from the Facebook feed of
each signed-in user using the Facebook API. The Facebook feed of a user consists
of links, photos, and other updates from friends. In this work, the Crawler focuses
on crawling the shared links to connect the web graph with the social graph. The
Crawler is executed on a daily basis for each authorized user to retrieve the following
data from their feed.

In our work, the Crawler employs the ‘links’ API provided by Facebook to crawl
the various ‘links’ i.e. internet URLs shared by users on the Facebook platform.
When called by the Crawler, the ‘links’ API returns a set of fields related to each
link entry. Among the returned fields, we consider the following fields: a) ‘id’, b)
‘from’, c) ‘link’, d) ‘name’, e) ‘description’, f) ‘message’ and g) ‘created time’ for
the next component of our search engine. The Crawler also retrieves information
about a user’s friend list to build the ego and mutual friend network of a user. The
Crawler uses the ‘friends’ and ‘friends.getMutualFriends’ API to retrieve informa-
tion about the nodes and edges, respectively to build the ego network of a user. The
Crawler also provides scope to expand our architecture to include other social net-
work platforms by mapping the field lists of each returned link with fields used by
the next two components of the architecture.

6.2 Indexer

The Indexer has two primary tasks. First, it analyzes the information retrieved by the
Crawler to build an index of keywords for each shared URL. Second, the Indexer
also performs the task of analyzing the mutual friend network of each user and build
the corresponding user relationship data. Details of each task are described next.

Once the shared URLs are retrieved from the feed of each signed-in user, the
next step is to build a keyword table for each URL with keywords extracted from
the text retrieved from the URL. We use Yahoo!’s term extraction engine [27] for
this purpose. The term extraction engine takes a string as input and outputs a result
set of extracted terms. Additionally, we also use the Python-based topia.termextract
library [22] to expand the keyword table. This library is based on text term extraction
using the parts-of-speech tagging algorithm. We retrieve text from each URL and
interpret the text using the aforementioned methods to finalize the set of keywords
for each shared link. The second task of the Indexer is to analyze each signed-user’s
mutual friend network and determine the user property information (i.e. values of
degree, betweenness centrality, etc) of each friend in the network. We use the ‘R’
implementation of ‘kCliques’ to build the social group information set [37].

To understand the impact of k in social group formation and accurate construction
of social groups as users interact with InfoSearch, we built a Facebook application
and surveyed users response for different values of k. We varied the value of k be-
tween 1 and 5 and asked users for their thoughts on the accuracy of social groups
formed at different values of k. Conclusions from user responses were then used to
determine the appropriate value of k for final result formulation in InfoSearch. In
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our current implementation, we use a value of k equal to 3 to generate results for
queries. We discuss details of this application and user feedback in Section 8.1.

The Indexer accomplishes the above two tasks by running data analytics back-
ground jobs on the raw data crawled from Facebook. The final processed data sub-
sequently interacts with the third and final component, the result generator which is
described next.

6.3 Result Generator

This is the final component in the system development. The purpose of this com-
ponent is to a) process the user input query(ies), b) determine the result candidates,
and c) formulate the final result set. In the first step, the user enters a query through
the search engine web interface. At this step, users are also given the option to select
their preferred way of ranking the possible results. In the next step, all documents
related to the input query that originated from the friends of the user are retrieved.
If no related documents are found and the query includes multiple keywords, the
query is broken into multiple sub-queries and the search process is repeated to de-
termine the related documents. If no documents are found at this stage, a ‘no results
found’ message is sent to the user and the process stops. Otherwise, the set of re-
lated documents are promoted to potential result candidates and sent for processing
by the ranking algorithms to determine the final result set. Based on the ranking fac-
tor selected by the user, the corresponding ranking algorithm is applied to the result
candidates and the final result set is pushed forward to the application interface for
display to the user.

In our current implementation, we set the number of results per result set, i.e. ρ as
equal to 8. We implement a pagination style such that every result set of ρ results,
i.e. RS1(Q(u,q)),RS2(Q(u,q)), ...,RSα(Q(u,q)) are placed on consecutive pages.
Thus, the result sets are displayed to the user in the form of consecutive pages such
that the first page displays the result set with highest value and decreases on later
pages.

It is important to emphasize on the computational complexity involved in the final
result construction at this stage. In traditional web search engines, final results for a
variety of query keywords are pre-computed and result sets are cached for delivery
to the user. In contrast, in a social search engine, as the number of result candidates
and social context information present for each query varies, a result construction on
the fly becomes a necessity and offers significant challenges to develop efficient and
fast solutions. For example, during the process of determining final result sets using
the ‘diversity’ factor, the number of sets possible for λ ′v unique users in the result

candidates is
(λ ′v

ρ
)
. The number of potential result sets for a relatively small num-

ber of unique users, say λ ′v = 16, the number of sets possible is
(16

8

)
= 12,870. This

number increases exponentially for higher number of users in result candidates. Iter-
ation through such a large number of possible result sets takes a considerable amount
of time and renders the search experience slow and inefficient. In the current devel-
opment phase of InfoSearch, we focus on highlighting the challenges of building
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social search engines and leave exploration of efficient algorithms for future works.
However, as we will see during our user case studies in Section 8.2, Table 3, as the
number of unique users in result candidates for a query can be substantially high,
we resorted to using heuristic methods during the development process. In the final
result set construction step, if the number of results, λ , and number of unique users,
λ ′v, are both greater than the size of a result set, ρ , we consider the most recent 12
results sorted by ‘time’ and originating from 12 different users as constituent of the
starting result candidates to construct the first final result set, introducing the next
8 results into result candidates list in addition to the remaining 4 results to generate
the second final result set and so on. This step ensures we only have to construct(12

8

)
= 495 possible result sets before we decide the final result set at each iteration

and users can enjoy the experience of receiving a quick result set for their query.
We also implement an additional feature to help users find information related to

a specific friend or set of friends. This feature is implemented at the query step and
the user has to specify the name of his/her friend(s) in conjunction with the query.
In this particular situation, the retrieval process is limited to the set of information
related to the specified user(s) only and the time factor is used to rank the results
at this step. In the following section, we discuss the deployment of InfoSearch and
present a few statistics on its current usage and performance.

7 User Statistics

We invited colleagues from our lab to use the application. InfoSearch was made
available in March 2011. We present the following statistics analyzing the usage be-
tween March and December 2011. InfoSearch gained 25 signed-in users and through
the signed-in user’s Facebook feed, it has access to regular updates of 5,250 users.
Each user has an average of 210 users in their ego network and their mutual friend
graph has an average of 1414 edges.

During the time InfoSearch has been active, we have crawled links shared by
3,159 users. This is a very significant number because it tells us that, among the
users InfoSearch has access to, 60% shared a web link with their friends in the
social network. It is evident that the integration of web and social network graphs is
taking place at a rapid pace and that the growth can have a significant impact on the
way users search for information on the Internet.

The number of links shared by the users during this period is 31,075. The num-
ber of keywords extracted using the Yahoo! term extraction engine and the Python
topia.termextract library is 1,065,835, which amounts to an average of 34 terms for
each link. Additionally, we also consider the number of unique terms present in this
pool to form a picture about the uniqueness in the shared content. We observe that
the number of unique terms shared across all the links is 130,900, which results
in an average of 4 terms per link. We next discuss case studies to understand the
performance of social search engine results under different ranking factors and al-
gorithms. We start by discussing results from our user study to determine the best
value of k to formulate social groups.
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8 User Studies

8.1 Social Group Analysis

An interpretation of the number and qualitative properties of social groups proposed
by any method is a matter of subjective analysis to a particular user. In our definition
of social groups, we mention the permissible upper-bound geodesic distance of k for
two users to be a part a social group in the ego network of a user. A variation in the
values of k can thus determine different social groups and consequently can lead to
different (favorable or unfavorable) appreciation of the quantitative and qualitative
properties of the social groups. To understand the value of k at which the users feel
the social groups formed are best representative of their social network, we built a
Facebook application1 and sought out user feedback. We next describe the details.

A user must approve an application before the application can interact with the
user. Once a user u approves the application to read their respective social data,
information about their friends are fetched. In the second step, the fetched friend
information is used to construct the mutual friend graph, MF(u). Next, we con-
struct social groups, SG(u), starting with value of k equal to 1. We display the group
formed to the user and sought out their feedback on two questions. In the first ques-
tion, we asked users their opinion on the number of groups formed. The answer
scores and their corresponding labels were a) 5, ‘Too Many’ b) 4, ‘Many’ c) 3,
‘Perfect’ d) 2, ‘Less’ and e) 1, ‘Too Less’. In the second question, we asked partici-
pants of their feedback on the quality of the groups formed i.e. if the social groups
formed were accurate representation of their real life groups. To obtain feedback for
this question, we provide the participants the following scores along with the corre-
sponding labels: a) 5, ‘Yes, Perfectly’ b) 4, ‘To a good extent’ c) 3, ‘Average, could
be better’ d) 2, ‘Too many related friends in separate groups’ and e) 1, ‘Too many
unrelated friends in the same group’. We repeat the above step by incrementing the
value of k for an upper limit of k = 5.

Table 1 User feedback scores on number
of social groups detected

Feedback
Value

Standard
Deviation

k = 1 3.84 0.84
k = 2 3.41 0.85
k = 3 3.03 0.67
k = 4 3.12 0.92
k = 5 2.25 1.14

Table 2 User feedback scores on quality
of social groups detected

Feedback
Value

Standard
Deviation

k = 1 3.54 0.91
k = 2 3.41 1.28
k = 3 3.80 1.31
k = 4 3.31 1.38
k = 5 2.88 1.46

Thirty users with varying size of friend lists signed into the application. Mea-
surements from the logged-in user’s egocentric networks are presented in Figure 8.

1 The application is available at http://apps.facebook.com/group friends
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(a) Number of Social Groups (b) Average Size of Social Groups

Fig. 8 Logged-in user dataset analysis

We present results on the number of groups formed along with the average size of
the groups for varying values of k for different user degrees in each of the figures.
At k = 1, the number of groups formed grows linearly with the degree of the user.
At higher values of k, we observe that the number of groups formed significantly
drops with larger average group sizes. For example, at k = 1, number of groups is
equal to 60 and average group size is equal to 5 for users with degree equal to 100.
However, at k = 2, for the same users, the average size of the groups have risen to
15 while the number of groups has dropped to only 20. This happens because as
we increase the value of k and correspondingly relax the requirements of member
inclusion into a group, higher number of members are included into a single group
including overlapping members. However, the more interesting observation comes
when we compare the values obtained for k = 4 and k = 5. Since, we allow overlaps
to exist across groups, if certain users exist over multiple groups for a given k, when
we would allow a larger k, this overlapping user would cause the groups to collapse
into a single group. Contrary to this assumption, we see only small changes in the
values observed for k = 4 and k = 5 than for changes in values observed for k = 3
and k = 4, indicating that members in the mutual friend graph exist in small clusters
that can be separated from each other at a certain cutoff level; k = 4 in this case.

Scores from the feedback analysis for the above two questions are presented in
Table 1 and Table 2, respectively. We see the feedbacks on the number of social
groups formed at k = 3 is approximately equal to 3, a score indicating a ‘Perfect’
division of the egocentric networks of the users into how they perceive their own
social relationships to be divided in real life. It is also interesting to note in this
section that the standard deviation at this instance is the least of all the feedbacks
received.

User feedbacks on quality of the social groups formed are presented in Table 2.
It is interesting to note that at values of k equal to 1,2 and 3, feedbacks indicate
a score between ‘Average, could be better’ and ‘To a good extend’ indicating that
the social groups detected are indeed accurate representation of how users perceive
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their friends to be members of different sections in the real life. We thus conclude
that a value of k equal to 3 is a good choice to compute social groups and form the
basis of providing diversity based results to users in InfoSearch during any query.

8.2 Search Result Analysis

A social search engine generates unique results for every user. The subjective nature
of results make it pointless to qualitatively compare with results from other search
engines that generate identical results for all users. Thus, we cannot evaluate the
results shown by InfoSearch for a query based on the results obtained from other
web search engines. Instead, we focus on analyzing the impact of the ranking fac-
tors in the final result set for different users. We ask the following question: If a
result set, RSi(Q(u,q)), was generated using a particular ranking factor, what will
be the result value of this result set for other ranking factors and how will the result
value hold against similar values of result sets generated by other ranking factors?
For example, in Figure 9, we compare diversity values of result sets generated by
each ranking factor. We start by computing the final result for a given ranking fac-
tor and it’s respective ranking algorithm. Once the final result has been computed
and ranked result sets are available, we also evaluate the result value of each such
result set for other ranking factors. Thus, for the example in Figure 9, we start by
building the final result from the available result candidates for each ranking factor
(i.e. ‘diversity’, ‘degree’, etc.) using the corresponding ranking algorithm. Once the
result sets are ready, we compute the ‘diversity’ result value of the result set to com-
pare and contrast the values in Figure 9. We perform similar actions to evaluate and
discuss the result values for other ranking factors between Figures 10 and 14.

We perform user studies based on the information shared in the ego network of
two authors of this work. The first author is labeled as ‘userA’ and the second author
is labeled as ‘userB’. userA has 246 members in his ego network. The number of
edges shared between the members are 2235, that is, an average of 9.08 edges per
member. userB has 1129 friends and the number of edges between the members are
7071, that results in an average of 6.26 members. Furthermore, the average cluster-
ing coefficient of each of the networks is 0.606 and 0.431 for ‘userA’ and ‘userB’
respectively. Aided with the visualizations presented in Figure 3, it is evident from
these statistics that the respective ego networks are very different in topological
characteristics and our next step is to understand how the ranking factors impact
the final result set formation. We compare the results based on how the result value
of each ranking factor holds up against the other ranking factors. For each ranking
factor, we start by computing the final result set, RF(Q(u,q)). In the following dis-
cussions, we discuss the result value for the result set ranked highest i.e. we discuss
the attributes of RS1(Q(u,q)). We consider two queries for the user study: ‘budget’
and ‘privacy’ because of their relevancy among a large number of users in the social
network. We present statistics related to each query for both users in Table 3.

The statistics in the table also illustrates the computation challenges to construct
result set(s) in a social search engine setup as discussed in Section 6.3. In the above
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Table 3 Statistics on results candidates for query

Query Total number of results Unique number of users shar-
ing results

userA
‘Privacy’ 199 60
‘Budget’ 30 13

userB
‘Privacy’ 1008 246
‘Budget’ 121 49

examples, the worst case scenario is to construct a result set of ρ results from a
possible result candidate of 1008 results originating from 246 unique users where
we can construct

(246
8

)
= 2.96× 1014 sets to select the best result set. Clearly, this

is a situation we want to avoid when we compute result for users on the fly. A
consideration of this issue motivated us to exploit methods that will help us scale
the computation and thus, finally in our result generation process, we consider only
the 12 most recent result in the result candidate set to construct each result set. Next,
we discuss the result values. We start by evaluating result values for the diversity
factor.

Diversity result value of a result set is given by RV(RS(Q(u,q)), ‘Diversity’) and
the values are plotted in Figure 9. The diversity values in the plot have been com-
puted for k = 3. It is expected that the result sets produced using the diversity factor
and it’s corresponding ranking algorithms that aims to select the result set with the
maximum value of diversity, has the highest values of diversity compared to the
values of result sets generated by other factors. The plots confirm this hypothesis,
however, it is interesting to note the difference in values of result sets computed
using other factors. The consistency in decreasing values is best exemplified in the
case of userB and query ‘Budget’. userB’s relatively large network (1129 friends)
helps in retrieving results from a vast section of the network with high values of
distance and corresponding diversity between the users. In contrast, diversity values
for result sets formulated using the clustering and centrality measures are lowest in
nature and shows signs of partiality in result formulation by contributions from only
a few segments in the network.

We also observe the lowest diversity value related to any result set in the case
for the result set computed by ‘time’ factor. In the context of a large number of
possible result candidates for query ‘privacy’ for userB, diversity value is only 0.03
compared to the diversity value of 0.12 for the result set determined by the diver-
sity factor itself. Similar patterns can also be observed for query ‘Budget’, values of
0.09 and 0.39 for results ranked by time and diversity respectively. We infer from
this observation that information once shared by a member in a social group, has
a tendency to flow between the members of the particular social group before it
is shared by members of other social groups. This leads us to believe that result
sets formed based on time of sharing can lead to information sources that origi-
nate within particular social groups and will have the lowest social diversity value.
While the diversity based algorithm tries to maximize the value of social diversity in
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(a) userA (b) userB

Fig. 9 Analysis for ranking factor ‘Diversity’

(a) userA (b) userB

Fig. 10 Analysis for ranking factor ‘Degree’

results, time factor, among the other factors mostly retrieve results that have the least
value of social context present. We next discuss the degree values of result sets.

The degree value of a result set is given by RV(RS(Q(u,q)), ‘Degree’) and the
values are plotted in Figure 10. Similar to results ranked by ‘diversity’ factor which
were expected to generate result sets with the highest values of diversity among any
of the factors, the ‘degree’ value is also expected to be the highest among all the
result sets for the result set generated by the ‘degree’ factor and it’s corresponding
ranking algorithm. The plots confirm the expectation. The values for queries ‘Bud-
get’ and ‘Privacy’ for userA are 22.25 and 23.87 respectively compared to the sec-
ond highest values generated by ‘diversity’ factor at 18.87 and 20.87, respectively.
Similar trends are also observed for userB in Figure 10b. However, it is surpris-
ing to notice the difference between values when compared to the values generated
by the ‘degree’ factor. The values for query ‘Budget’ for factors ‘time’, ‘clustering
coefficient’, ‘closeness centrality’ and ‘betweenness centrality’, 14.25, 15, 15, 15
for userA and 6.25, 3.25, 3.12, 3.12 for userB, respectively, are significantly lower
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(a) userA (b) userB

Fig. 11 Analysis for ranking factor ‘Betweenness Centrality’

(a) userA (b) userB

Fig. 12 Analysis for ranking factor ‘Closeness Centrality’

while the ‘diversity’ factor, 18.87 for userA and 11.75 for userB, is able to rela-
tively match up with the values of the ‘degree’ factor, 22.25 for userA and 11.875
for userB. The relative matching in the results is significant because although de-
veloped for a different reason, the ‘diversity’ factor is successful in capturing the
essence of the ‘degree’ factor and provide comparable values for the ‘degree’ metric,
thus showcasing itself as a strong candidate to power social search engine ranking
algorithms.

We next analyze the result values for the ranking factors based on centrality mea-
sures, i.e. ‘betweenness centrality’ and ‘closeness centrality’. Analogous to the ‘di-
versity’ and ‘degree’ factors, result sets are also expected to have the maximum
value of betweenness centrality and closeness centrality when the result sets were
computed based on the respective factor and associated algorithm. We notice the
phenomenon in the plots in Figures 11 and 12. Furthermore, we observe that the
measures also generate similar result values for other factors. The highest value of
betweenness centrality is observed to be 0.0345 for userA and 0.0033 for userB
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(a) userA (b) userB

Fig. 13 Analysis for ranking factor ‘Clustering Coefficient’

(a) userA (b) userB

Fig. 14 Analysis for ranking factor ‘Time’

during analysis for query ‘Budget’ and 0.0301 for userA and 0.0082 for userB for
query ‘Privacy’ the betweenness centrality factor (among other factors with equal
values).

We see relatively low fluctuation in result values except for in the values gen-
erated by the ‘time’ factor based result set. The respective value for ‘time’ factor
is 0.0339, 0.0029, 0.0267 and 0.0082, a percentage difference of 1.74%, 12.12%,
11.30% and 0%, respectively. This strengthens our previous argument that informa-
tion has a tendency to flow between social groups before it spreads into a broader
section of the ego network and a social search engine based solely on the ‘time’
factor thus fails to offer any advantage in terms of exploiting the prevalent social
information. Next, we look at the ‘clustering coefficient’ result values. Unsurpris-
ingly, we find a repeat of the same behavior here too with the ‘time’ factor offering
the least value among all factors and failing to capture the social relationship based
information into the result set. Finally, we investigate the ‘time’ characteristic of
result sets.
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We analyze time value of result sets from a reference date such that we can un-
derstand the relative ‘freshness’ of the data shared in the network. For example, if
we observe two result set(s), we observe the average time-stamp value of shared
information is 10 and 100 days in the future from the reference date, we term the
result with the average time-stamp value of 100 days since the reference date to be
more relevant and fresh to the user. Moreover, we also look at the standard devi-
ation in the time-stamp values of the shared information and we term a result set
with minimum values of deviation as the relevant result. Result values for the ‘time’
factor is presented in Figure 14.

The reference point for ‘time’ value analysis is placed on January 1st ,2011 and
the plots showcase number of days since the reference point. Thus, expectedly we
observe the results generated based on ‘time’ factor has the maximum value com-
pared to the respective value of result sets built using other factors. In the example of
userA for query ‘Budget’, the value of result ranked using ‘time’ factor is 108 days
whereas in contrast the lowest value is offered by the result set ranked by the ‘de-
gree’ factor at 78 days. Furthermore, the corresponding deviation in the time-values
are 30 days and 45 days respectively. Similar trends can also be observed in other
cases. This happens because when results are ranked according to social relation-
ship based factors, results that were shared a significantly long time ago are ranked
higher in order to enrich the social value of the result set. Although not unexpected,
a time based ranking of results thus, fails to accommodate social relationship se-
mantics and provides a result set that is mostly partial to only a sub-section of the
user’s ego network. In the next section, we conclude our work with a discussion
about future work.

9 Concluding Remarks

In this chapter, we described our efforts to build InfoSearch over the Facebook
platform as a prototype social search engine and provide scope to users to search
through the posts shared by their friends. In the process, we identified six important
factors related to ranking search results for social search systems. Users can employ
either one of the factors to rank results as they search through InfoSearch. Based
on data collected through the Facebook feeds of two authors, we also performed
user studies to understand the impact of ranking factors in the formation of result
sets. We observed that ‘time’ based ranking of results, while providing the latest
posts, fails to include sufficient social information in the result based on the value
generated for both ‘degree’ and ‘diversity’ factors.

Among the factors based on semantics of social relationships between a user per-
forming a query and a user sharing a piece of information, ‘diversity’ based factor
provides sufficient social context into the result set as well as performs well in com-
parison to ‘degree’ factor to include time characteristics in the result set. We believe
the area of social search engines has an immense potential in the area of information
search and retrieval and we want to expand this work into multiple directions. First,
we want to grow the usage of InfoSearch by inviting more users to use our system on
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a regular basis and provide us feedback on their opinion about the quality of results
formulated. Second, we want to extend the system architecture to include the scope
of distributed databases and develop the application into a distributed system capa-
ble of handling thousands of queries at any given time. Third, we want to extend
the factors involved in the ranking process to include other online social network
platform focused factors like ‘interaction intensity between users’. Finally, we aim
to develop methodologies and standards to objectively evaluate social search engine
results.
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Social Media in Disaster Relief 
Usage Patterns, Data Mining Tools, and Current  
Research Directions 

Peter M. Landwehr and Kathleen M. Carley* 

Abstract. As social media has become more integrated into peoples’ daily lives, 
its users have begun turning to it in times of distress. People use Twitter, 
Facebook, YouTube, and other social media platforms to broadcast their needs, 
propagate rumors and news, and stay abreast of evolving crisis situations. Disaster 
relief organizations have begun to craft their efforts around pulling data about 
where aid is needed from social media and broadcasting their own needs and 
perceptions of the situation. They have begun deploying new software platforms 
to better analyze incoming data from social media, as well as to deploy new 
technologies to specifically harvest messages from disaster situations. 

1 Introduction 

In this chapter, we review the ways in which individuals and organizations have 
used social media in past disaster events and discuss ways in which the field will 
progress. In the first section, we cover the how both individuals and organizations 
have used social media in disaster situations. Our discussion emphasizes how both 
types of groups focus on searching for new information and disseminating 
information that they find to be useful. In general, facts about disasters collected 
from the small number of individuals located near the scene of a disaster are the 
most useful when dealing with specific disaster situations. Unfortunately, this data 
is rare and difficult to locate within the greater sea of social media postings related 
to the disaster. 

We follow this by discussing a framework for considering how to analyze and 
use social media. This framework consists of several different use cases and  
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analytic steps: collecting social media data; managing a workflow for analyzing 
social media data; constructing a narrative from social media data; processing 
social media data to find relevant information; working with geolocation data; 
analyzing the text of social media postings; and broadcasting information using 
social media. Along with each step we provide reference examples of tools and 
libraries that can be used by analysts and first responders. 

The chapter concludes with a section looking at current research into how we 
can better analyze and understand social media. Our discussion centers on  
methods for automatically classifying text and using visual analytics to gain new 
insights.  

2 Usage Patterns in Disaster 

The questions confronting people in a disaster are almost always the same: What 
happened? Are my friends and possessions safe? How can we remain safe? Social 
media is a new resource for addressing these old needs. 

Locals at the site of the disaster who are posting information about what they 
are witnessing are in many ways the gold of the social media world, providing 
new, actionable information to their followers. They are few in number, and while 
their messages are sometimes reposted they often don’t circulate broadly. 
Locating their content is an ongoing challenge akin to finding a needle in a 
haystack. Such local information can serve as an early alert system, leading 
traditional news sources [1]. 

While non-local users cannot provide reportage on the disaster, they can 
propagate local stories across the network and help them gain traction. By simply 
discussing a disaster or using hashtags associated with it they can contribute to 
other users’ perception that the disaster is relevant. They can also collate data from 
other media sources, ferret out local users, and debunk false rumors as they begin 
to propagate. They can also serve as a workforce to sort through postings for the 
few that are cries for help, identify locations based on photos, find missing people 
in scanned video, and create maps where there are none. 

Organizations fill a different role in the social media ecosystem. While 
individuals seek out information to preserve their own well-being, news media and 
aid groups use social media to help carry out their missions. Reporters look to 
social media to find stories and get feedback on their coverage. They and their 
parent organizations also often post links to breaking stories hosted on their own 
websites or being broadcast in the traditional media. Relief groups post requests 
for resources, announcements about their activities, and monitor social media for  
information they can use in their relief work. 

Individuals within organizations are often charged with monitoring social 
media for any and all content that might be relevant to understanding the disaster 
as it relates to the organization’s mission. This is a free-form search for 
information, conditioned only on the organization’s role. It’s similarly difficult to 
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constrain what an organization might post to their account beyond that it be 
relevant to this mission. 

Along with press-releases and information about services, organizations may 
engage in “beaconing” behaviors by trying to solicit particular information or 
resources from individuals in their communities. Organizations will also carry out 
immediate dialogue with users, responding to their comments directly and via the 
same medium. Such efforts can help with the success of things like beaconing by 
making it clear that the organization takes the medium and its users seriously. 

It is important to note that not all usage during a disaster is benign. Some social 
media users will start spreading false information to create additional panic. The 
occurrence of a cascade of damaging rumors (a “virtual firestorm”) during a crisis 
can serve to undermine a first responder, hamper the relief effort, and lead to 
innocent victims being harmed [2]. Organizations have set up “fake” meeting 
places to identify those whom they wished to contain.  

As we explore these different ways in which social media have been used in 
disaster, bear in mind that this framing is not necessarily crucial for any of these 
activities to occur. Individuals and organizations use social media to find and 
share information in standard contexts as well. In a disaster and its aftermath these 
activities are heightened in particular ways but should not be construed as 
necessarily restricted to it. 

2.1 Individuals 

Disasters rarely end instantaneously. Aftermaths can drag on for days, weeks, 
months, or years. (As we write this, three years after Haiti was struck by a 
devastating earthquake, thousands of individuals remain in tent cities [3].) Disaster 
researchers often divide disasters and disaster response into four phases: 
preparedness; response to the event; recovery, including rebuilding after the 
response; and mitigation, including enacting changes to minimize the impact of 
future events [4]. 

When people are confronted with a disaster they don’t just seek to preserve 
their lives at a single critical moment. Users actively seek out information that can 
help them understand what’s happening for a prolonged period of time. They try 
and connect with other members of local communities for support, aid, and 
understanding. Often, they will use technology to do so. ([5] as cited by [6].) 

Shklovski et al. documented this process for individuals in California who were 
afflicted by wildfires in 2007 [6]. These fires dragged on for weeks, covering large 
swathes of rural countryside. Californians in at-risk areas found the news media 
unhelpful, citing a focus on stories about damage to celebrity homes. What locals 
wanted was general information about where fires were occurring and who was in 
danger. To combat this lack of knowledge, the Californians being studied had set 
up two different online forums for posting news and warnings. At the end of 
wildfire season, one of the subject forums was closed because it was no longer 
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useful. The other remained open as a community hub and remained part of its 
users’ lives. 

These researchers later witnessed a similar phenomenon among a community 
of musicians in New Orleans in the aftermath of Hurricane Katrina [7]. The 
musicians adopted SMS messaging, more regular cell phone use, and posting to 
online forums in order to stay in touch during the disaster. Like the Californians 
living in range of the wildfires, these New Orleans natives felt that the television 
media focused on the most dramatic aspects of the disaster while ignoring the 
majority of the afflicted. The victims used satellite images and message boards set 
up by the local newspaper to find information that was relevant to them. They 
turned to previously unused technologies to socialize in disaster, and in many 
cases adopted these new practices into their regular lives. 

In both California and New Orleans, individuals turned to technological 
resources carry out established information seeking patterns via new media. Since 
these studies were carried out, we have seen the advent of Web 2.0 and the 
plethora of social media platforms that exist today. It is easier than ever to search 
the web for information about disaster, but filtering out rumor, falsehood, and off-
topic discussion from the ocean of online content remains difficult. The 
outstanding research challenge remains helping people to find information they 
need and to post information so that it can be found. 

While people don’t intentionally confine themselves to a particular medium, 
they naturally favor those with which they are comfortable and those from which 
they believe they can gain more information. Since its introduction in 2007, 
Twitter has benefitted from generally positive media coverage [8]. Thanks to both 
this positive portrayal and its widespread adoption, the microblogging platform 
has become seen as an important source for disaster information. Leading up to 
Superstorm Sandy in 2012, blogs published guides for how to best search Twitter 
for data [9]. In the storm’s wake, blogs and news media published stories about 
how much Twitter had been used [10, 11]. 

Despite the press coverage, Twitter isn’t the dominant means of electronic 
communication. Its usage is the barest fraction of SMS and email [12]. While a 
personal email is often rich in meaningful content, Twitter’s broadcast nature has 
meant that the relevant tweets sent during any event are buried in a sea of off-topic 
noise. Nonetheless, the ready availability of data, as well as the perception that the 
service is the “new thing” has made it a popular choice for academic research. 
Twitter is by no means insignificant – its millions of users are real- but it is 
perhaps overvalued. Even as we focus heavily on it in this chapter, we advise that 
you consider the platforms relative position and situate your findings 
correspondingly. 

The ready availability of data from the platform has also made it a popular 
choice for academic research. This doesn’t mean that Twitter is a particularly 
dominant communications platform: its usage is the barest fraction of SMS and 
email and it suffers as a data source from a great deal of noise generated by third 
party users. This also doesn’t mean that Twitter should be dismissed as 
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insignificant. Rather, it highlights the fact that other platforms, especially SMS, 
should be given additional research more in keeping with their usage patterns. 

The vast pool of research on how Twitter has been used outside of disaster is 
generally beyond this chapter’s scope. However, it is useful for understanding the 
how the service has been generally used, so we provide a brief overview here. 

Kwak et al. collected a very large corpus of Twitter users, tweets, trending 
topics, and social relations between users, and provide a large collection of 
summary statistics for each. The researchers make a variety of observations, not 
least of which is that there is little overlap in their data between the most followed 
users on Twitter and the users who are most retweeted. They also find that 
following has a low degree of reciprocity, and that users who follow each other 
tend to be in the same time zone [13]. Java et al. have used network methods to 
analyze Twitter to try and identify meaningful user communities. In the process, 
they categorized the bulk of twitter interactions as consisting of “Daily Chatter” 
(descriptions of routine life), conversations, information sharing, and reporting 
news. They also characterized users as primarily being defined as information 
sources, information seekers, and friends [14]. Naaman et al. collected tweets 
from approximately 125000 users over a prolonged period, developed nine 
overlapping categories for the tweets, and then identified two clusters of users: 
meformers, who often broadcast personal information, and informers, who 
generally shared different types of information [15]. Bakshy et al. tried to identify 
how one could successfully inject a particular idea into Twitter by influencing a 
particular user. The researchers consider a user to have “influence” based on when 
users retweet a URL that they have posted; the researchers caution that this 
requires a relatively strong signal to detect influence, but is also precisely 
measurable. While they identified certain users as possessing influence and 
causing cascades of information, they found it difficult to predict when a cascade 
would occur or which of these potentials might cause a cascade. The researchers 
concluded that the most cost-effective for propagating a particular URL or idea on 
twitter would be to seed many non-influential users. These users would have the 
potential to create many small information cascades which might then add up to 
one of relatively rare large cascades [16]. 

Research on how Twitter is used in disaster often takes the form of looking at 
data collected from a particular subset of users commenting on a disaster and 
looks at the particular features of their discussion. For example, Starbird et al. 
attempted to understand usage patterns during the 2009 Red River flood by 
qualitatively analyzing tweets collected during the flood period that used the terms 
“red river” and “redriver”. The researchers identified two overlapping types of 
useful tweets by users: generative and synthetic. Generative tweets introduce new 
information via description of lived experience or factual commentary on an 
extant tweet [17]. Synthetic tweets pull in a variety of outside information and 
repackage it specifically for Twitter: a 140-character summary of a news story, for 
example, as might be produced by a news organization. While the authors noted 
other types of tweets, the generative and synthetic made up the kernel of the useful 
data that arrived during the disaster. Original tweets are also hard to find. They 
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made up less than 10% of the sample used by the researchers, and more than 80% 
of that small number were produced by individuals located within 6 hours driving 
time of the afflicted area. 

Similarly, Sinappan et al. attempted to categorize tweets broadcast by 
Australians during the 2009 Black Saturday brush fires. Using another search-
based approach, the authors coded the tweets using a modified version of Naaman 
et al.’s general tweet categorization scheme specifically for disasters. When 
looking at 1684 tweets captured, the researchers found that only 5% contained 
directly actionable information [18]. Similarly, only 4% of messages posted to the 
Chinese microblog service Sina Weibo after the Yushu Earthquake in 2010 related 
to actions that individuals could or needed to take [19]. Roughly 25% of the 
messages were tied to situation updates about Yushu, but a large number of them 
were from secondary sources, something also true for the data analyzed by 
Sinappan et al. 

In her thesis research, Sarah Vieweg developed a new categorization system for 
the subset of tweets that contain useful information. Synthesizing tweets from four 
disasters and referencing the disaster research literature, she created three 
overarching categories (social, built, and physical environment) for useful tweets. 
These categories are themselves split into 35 subcategories that capture the 
message’s content [20]. Sample categories include “Status – Hazard”, “Advice – 
Information Space”, and “Evacuation”. 

These phenomena (a small number of actionable tweets, a small number of tweets 
from locals providing primary source data) play out repeatedly in analyses of 
different disasters. The non-local tweets often play secondary roles that are 
important in the broader context of the disaster. Sutton witnessed this when 
researching Twitter discussions of the 2008 spill of 5.4 million cubic yards of coal 
ash into the Tennessee River [21]. While many of the Twitterers were local, Sutton 
describes them as using the medium as a “grassroots mechanism” for getting 
national media attention aimed at the disaster. They are the non-influential users 
trying to start local cascades.  

While demanding that a retweet must include a particular URL is stringent, the 
basic idea of using retweets as a measure of endorsement is natural and useful. 
Starbird & Palin found this to be true in the tweets broadcast during the 2011 
Egyptian uprising [22]. (Bear in mind that an uprising differs from conventional 
disasters as it features two opposing forces, not simply people in distress.) The 
researchers draw the same lines that they have before between locals and non-
locals and the relative importance of these tweets for knowing the condition on the 
ground. However, they also note that retweets make up 58% of the corpus they 
collected, and that the most circulated tweets were all variants of a particular 
“progress bar” meme about uninstalling a dictator or installing democracy. The 
meme originated with Twitterers outside of Cairo but eventually made its way into 
the city proper, getting picked up by other Twitterers nearer the heart of the 
protest. The researchers characterize the meme as the “complex contagion” 
described by Centola & Macy, arguing that the remixing of the different meme 
elements “show some degree of shared understanding of its purpose”. ([23] as 
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cited by [22].) Meme retweeting and remixing kept the protesters involved, and 
can be seen as a way that even those outside a developing crisis situation can try to 
connect themselves to it, possibly as a precursor to additional action. 

In addition to trying to raise awareness of the disaster, the Twitterers 
responding to the coal ash spill in Tennessee also tried to debunk false rumors 
about the disaster’s scope. Indeed, the segment of the twitter community affiliated 
with any particular disaster has taken on the job of suppressing rumors relating to 
it. NPR Reporter Andy Carvin, who gained acclaim covering global news events 
solely on Twitter, has likened his many followers to the staff of a news room: 
“rather than having news staff fulfilling the roles of producers, editors, 
researchers, etc., I have my Twitter followers playing all of those roles [24].” 
Carvin relies on the platform to eventually provide him with access to domain 
experts who can verify content or help him debunk it. For example, Carvin was 
able to work with his followers to determine that a prominent blog ostensibly 
written by a Syrian lesbian documenting the local unrest was actually a hoax [25]. 
Similarly, during Superstorm Sandy reporter Jack Stuef exposed user 
@comfortablysmug as spreading false information about what was happening in 
New York City. Many of @comfortablysmug’s tweets were identified as false by 
other Twitter users, while Stuef found images from @comfortablysmug’s Twitter 
profile in his YouTube and was able to determine the user’s true identity [26, 27]. 

Mendoza et al. attempted to systematically analyze the practice of individual 
Twitterers debunking and supporting the various rumors that can arise as a disaster 
progresses [28]. The researchers identified tweets sent in the wake of the 2010 
Chilean earthquake that been retweeted at least one thousand times and that were 
promulgating ideas externally verified as either true or false. They then looked at 
the responses that these tweets had elicited. None of the verified truths were 
substantially contested by Twitterers, while all of the falsehoods saw a number of 
tweets denying their accuracy. Additionally, the falsehoods were generally 
affirmed as true in other tweets more rarely than were the genuine truths. The 
exception to this was the widespread reporting of looting in certain areas of 
Santiago; tweets about this topic performed similarly to the other true tweets. The 
suggests that while generally rumors can be expected to be called out on Twitter, 
particular types of rumor will still fly under the radar and be hard to detect. The 
study suggests that true reports of disasters will not be regarded as controversial, 
which may be useful in automatically confirming their accuracy from social media 
data. 

Contra the Mendoza et al. study, however, we emphasize that even if eventually 
corrected, falsehoods have been propagated on social networks for long enough to 
enter the mass media. @comfortablysmug’s stories of flooding at the NYSE were 
rebroadcast by several major news outlets before Stuef outed him. In the aftermath 
of the 2013 Boston Marathon Bombings, Twitter users and Redditors incorrectly 
identified a missing Brown University student and individual mentioned on a 
police scanner as the bombing suspects [29, 30]. This caused a brief but potent 
online witch-hunt for which Reddit administration apologized [31]. The Boston 
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Police, which has made extensive use of Twitter before and after the bombing, 
published the facts of the case to the platform to counter the rumors [32]. 

We have mentioned that Twitter has gotten a great deal of research attention 
relative to other media used in disaster. While it remains the focus of this chapter, 
it is important that we acknowledge the ways that individuals are leveraging other 
social media in these circumstances. To simply focus on Twitter, when the reality 
is that an individual equipped with a smartphone can already function on any 
number of social media platforms at once. Technologies for analyzing social 
media will not remain confined to a single platform but will exploit as many as 
possible for data. They will leverage not just Twitter, but also RSS feeds, 
Facebook, SMS, Sina Weibo, Four Square, and others from a variety of different 
nations. 

As mentioned at the start of this section, musicians in New Orleans adopted 
SMS messaging in the aftermath of Katrina to stay in touch. SMS’s ability to 
directly connect individuals and the widespread availability of the technology on 
low-tech cellphones has made it critical in emergency situations. In the immediate 
aftermath of the 2010 Haiti Earthquake, a small group of actors from relief 
organizations and the US Government got DigiCel, Haiti’s main cellular service 
provider, to reserve the SMS short code 4636 as a dedicated number for 
processing distress messages. These messages were archived and translated into 
English by Haitian expatriates mobilized by the organizers of “Mission 4636”. 
Both expatriates and Haitians still on the island worked to promote the short code 
as a useful resource. By Week 3, Mission 4636 was dealing with such a volume of 
messages that it began working with the CrowdFlower and Samasource 
crowdsourcing platforms to better coordinate message translation [33]. 

From our perspective on how individuals use social media, SMS was key in 
this disaster because significant numbers of Haitians used low-tech cellphones that 
could access SMS services in the wake of the earthquake, and because the SMS 
infrastructure itself was still working. In that sense, it was the right medium for the 
time. AS has occurred with Twitter data in other disasters, the SMS data was rife 
with falsehoods despite being sent to a dedicated help line. According to the 
Harvard Humanitarian Initiative’s (HHI’s) study of relief organization responses 
to the Haiti earthquake, perhaps as many as 70% of the 4636 messages contained 
errors, such as requests to locate victims by people who knew the victims to be 
dead [34]. 

Photo sharing during disaster has also seen some degree of academic study, 
though more work is needed. In 2008, Liu et al. looked at how Flickr had been 
used in response to seven different disasters [35]. They observed that individuals 
were posting photos of damaged areas for a variety of different reasons, united by 
an over-arching theme of documenting the crisis. The different photographs can 
generally be categorized as depicting a particular event, capturing on-line social 
convergence (e.g. screen shots of Facebook posts), listing the missing, and 
showing personal belongings (taken for inventory purposes). 

Flickr can be understood as fulfilling some of the same needs as text-based 
services: individuals post representative images of disaster sharing information 
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about what they understand the situation to be. It’s used to help communities 
organize and share information. It’s also used to serve practical, individual needs, 
such as inventorying possessions. The authors tie this back to the medium itself: a 
photograph is a richer data source than a 140 character message. Twitter isn’t an 
efficient tool for cataloging possessions. 

Regardless of precise intent, when placed in disaster situations individuals 
broadcast and examine data using social media. Academic research has tried to 
categorize these usages, often noting that actionable information is hard to find, 
that information can be false, and that primary source information from local users 
can be rare. Additionally, platform-specific practices can potentially be subverted 
for additional information: we can characterize true and false statements seen 
during a disaster based on the number of debunking statements noticed in 
response. We can infer that photographs taken in disasters of peoples’ possessions 
are being used to inventory property. 

Just as social media are being leveraged by individuals during disasters, so too 
are they being used by relief organizations, both government affiliated and 
independent. While the specific purposes behind the uses may be different and 
complementary, the uses of the platforms are similar. We discuss these in the next 
section. 

2.2 Organizations 

First responder organizations, which include government agencies, police, 
firemen, medical and public health organizations, military responders and not-for-
profits play critical roles in disaster response. These groups generally have access 
to data and analytical tools that are not available to the public, as well as the 
resources needed to rescue and aid individuals who are in distress. While people 
may distrust the accounts of unknown strangers reporting rumors, these 
organizations have established brands that often temper or heighten critical 
attitudes towards their own postings. First responder organizations are 
increasingly turning to social media to identify actionable needs and orient the 
response, gauge the scope of impact of the event, provide information to the 
public, track an mitigate firestorms and counter false information, and to try to 
identify potential secondary disasters before they occur [36]. 

Where social media has provided individuals with new spaces in which to 
mingle and interact, it has provided organizations with new spaces in which to 
research ongoing disasters and communicate with both victims and the general 
public. St. Denis et al. explored this phenomenon by looking at how a Virtual 
Operations Support Team (VOST) dealt with the 2011 Shadow Lake Fire [37]. 
The concept of the VOST was developed by emergency manager Jeff Phillips as a 
way for an organization to coordinate its responses on and to social media 
coverage of a disaster, and has been propagated by other emergency managers 
[38–40]. According to Phillips, the VOST should “integrate[e] ‘trusted agents’ 
into [emergency management] operations by creating a virtual team whose focus 
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is to establish and monitor social media communication, manage communication 
channels with the public, and handle matters that can be executed remotely 
through digital means such as the management of donations or volunteers.” This 
list of the roles taken on by the VOST encapsulates the ways that organizations 
active in the relief sphere must address social media when disasters strike. 

After the start of the 2011 Shadow Lake Fire, the Portland branch of the 
National Incident Management Organization (NIMO) recruited an all-volunteer 
VOST in order to help coordinate their online responses. In their postmortem 
interviews, St. Denis and her fellow researchers found that the groups settled into 
a routine: NIMO would draft a press release each evening, consult with the VOST 
about the need for updates or amendments in the morning, and then release the 
statement with according changes. Meanwhile, the VOST took charge of updating 
a blog, Facebook page, and Twitter account set up by NIMO to provide updates on 
the fire. The VOST provided feedback to Facebook users who posted to group’s 
wall, relaying information back to NIMO and did its best to maintain some sense 
of community among those coming to the page. Still, according to Eriksen, the 
VOST’s most important accomplishment was locating a blogger who was 
concerned about fire trucks getting routed over unsuitable back roads. This 
blogger possessed niche, critical knowledge that couldn’t have been found without 
the VOST, and NIMO was able to contact the blogger directly to get more 
information from him. 

During the 2011 London riots, local police authorities used Twitter as a way to 
communicate with citizens. The bulk of the posted tweets, as analyzed by 
Panagiotopolous et al., encouraged people to participate in “cleanup” activities 
after the riots head ended, commented on how well communities were doing in 
coming together after the riots had ended, and described the situation on the 
ground; they also posted requests for information, albeit much more rarely. The 
researchers suggest that the authorities’ posting about clean up actions may have 
played a role in getting the public out to help clean, though definitively proving 
this is beyond the paper’s scope [41]. 

When Sarcevic et al. examined the practices of individuals affiliated with 
medical organizations using Twitter in Haiti, they observed a widespread 
phenomenon they termed “beaconing”: the broadcasting of requests for 
information or material to Twitter because of uncertainty about how to obtain 
them [42]. While this practice is also used by individuals as a general facet of 
information-seeking, its application by individuals affiliated with organizations 
tied to the crisis is important because it suggests that the organization itself has a 
need that it can’t address internally or through established contacts. 

The Haiti earthquake itself was a critical proving ground for social media’s use 
in disaster. In its immediate wake Haiti saw an influx of aid workers and 
organizations, many of which planned to use sophisticated technological solutions 
in order to help provide disaster relief. Meanwhile, other volunteer organizations 
operating remotely helped to collate social media data arriving from victims, 
analyze it, and get the results to other organizations on Haiti. 
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In the previous section, we briefly mentioned the Harvard Humanitarian 
Initiative’s (HHI’s) study of responses to the Haiti earthquake. This study focused 
on the responses of and relationship between official relief organizations (such as 
those operated by the UN) and these “volunteer and technical communities” 
(V&TCs), an umbrella term covering both volunteer, not-for-profit, and for-profit 
groups active in the disaster [34]. V&TCs outside of Haiti played a key role 
parsing and analyzing local distress. That said, the critical problem on the ground 
in Haiti was lack of access to the Internet and the aid organizations’ lack of a 
single, unifying platform. Difficulty integrating the output of different programs 
made it hard to combine results and merge workflows. Unlike with the VOST, the 
interface between the V&TCs and humanitarian organizations was less well 
defined. 

We mentioned Mission 4636 in the previous section as an example of how 
individuals used social media during disaster. It bears revisiting here from an 
organizational standpoint, as the project fits the HHI’s description of a V&TC, and 
played a key role in addressing the disaster. It was also essentially a one-time 
effort; while it can be replicated, these particular volunteers have separated. 

Ralph Munro, one of the lead organizers of Mission 4636, has emphasized the 
front-facing aspect of 4636. He stresses that the project’s success was due to its 
being a largely Haitian initiative. Without a robust group of Haitian expatriates, 
neither the back-end translation nor the SMS shortcode would have been useful. 
Indeed, he suggests that the primary role of social media other than SMS during 
the crisis was as a recruiting and advertising platform. Volunteers working for 
4636 claimed to have been posting alerts about the project to Facebook so often 
that they were being threatened with bans for acting like spammers [43]. If 
Mission 4636 wished to reorganize, the leaders would need to turn to social media 
to again advertise the service and recruit volunteers for support. 

The critical accomplishments of Mission 4636 were getting promoted to the 
Haitian community for local use, organizing and motivating volunteers, and 
providing a consistent pipeline of data to other V&TCs and relief organizations. It 
was specifically intended to connect victims and relief organizations; they 
provided little in the way of feedback to those outside of the relief loop. While 
victims were aware of Mission 4636 through the existence of the short code, other 
relief groups operating off the ground were effectively individual to Haitians, 
interacting only with responders and the public. As such, we want to briefly 
highlight Haiti Ushahidi, one of the V&TCs that received data from Mission 4636 
and had no specific on-the-ground presence. 

Ushahidi is an online platform to which individuals can post reports about 
distress in disaster situations. These reports can then be coded to fit particular 
categories and get pinned to locations on a map. Developed by Ory Okolloh for 
use during the Kenyan election crisis of 2009, the platform has since been 
deployed in other crisis situations [44]. Haiti Ushahidi was a particular instance of 
the Ushahidi platform set up by students at Tufts University. In marked contrast 
with Mission 4636, the Haiti Ushahidi project was less well known to average 
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Haitians. The maps produced by the project, however, were used by groups on the 
ground, and the project is often mentioned in close connection with Mission 4636 
despite functioning independently [34]. The Haiti Ushahidi project presented a 
better public face than did Mission 4636 despite processing significantly less 
information. Further, by choosing to release a large subset of the disaster messages 
they were working with to the public, they helped put a face on the disaster in a 
way that the directed channel of SMS generally does not. 

During the 2011 East Japan earthquake, a group of computer scientists and 
engineers formed a new, one-off aid group called ANPI_NLP to help get relevant 
information from tweets [45]. The researchers sought to parse tweets to find 
references to individuals who had gone missing or been found and then updating 
records in Google Person Finder, a missing persons database.  

While a one-time effort like Mission 4636, in general ANPI_NLP is a V&TC 
effort in the Ushahidi Haiti mold. The researchers didn’t present themselves in a 
way that would be perceived by the Japanese populace, and the results that they 
produced were stored in a database maintained by another V&TC (Google) which 
then dealt with relief organizations. Where ANPI_NLP differed from Ushahidi 
Haiti was in using up-to-date natural language processing to speed up the task of 
extracting information from tweets. The researchers rapidly created a pipeline for 
morphologically analyzing tweets and that both extracted named entities and 
locations, and classified the nature of the information expressed. The researchers 
had to perform some manual coding to create gold standard data and to vet results, 
but in general this was an automated process. They also point out the existence of 
problems similar to those described by Munro: translation is difficult, and human 
resources are critical. To the members of ANPI_NLP, the solution lies in better 
automated systems, and in tools that can more rapidly adapt to training data.  

Our discussion of how organizations used social media is framed by the 
understanding that at some level they use social media the same way individuals 
do: they search for information, and contribute in order to participate in the 
conversation as fits their mission. Relief organizations must deal with the larger 
challenge of managing their presence in particular social media spaces and must 
understand the information that is coming to them via the different interfaces. One 
way to deal with this is through a dedicated group such as a VOST. Further, a host 
of small organizations are appearing to help work with social media data  
in particular crises, leveraging local knowledge and deploying new technologies. 
In its report, the HHI both noted the importance of this small organization in  
the Haitian Earthquake’s aftermath while also airing the concerns of relief  
workers that in Haiti it that few of these tools had an established, dependable 
reputation. 

It is impossible to review all of the tools that exist to help relief organizations 
and analysts mine meaning from social media data. In this next section, we 
approach this challenge by provide a useful framework for considering them, as 
well as descriptions of different tools that fit into the framework. 
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3 A Data Analytics Framework and Associated Tools 

A variety of different tools have been and are being developed and deployed to 
help people and institutions work with social media. In this section, our primary 
focus is on those that are useful to analysts trying to mine social media data, 
particularly from Twitter, in disaster response situations. They range from libraries 
for programming languages to sophisticated GUI-based tools for responders who 
need quick assessments of information to platforms for recruiting other workers to 
help with tasks. Technically savvy responders and analysts chain the output 
produced by multiple tools together in order to create meaningful results. 

In this section we describe a mix of these tools, broken down into a rough 
framework corresponding to different data mining tasks. Some of our distinctions 
would not exist in a conventional data mining text, but speak to our particular 
focus on social media in disaster. More specifically, in this section we discuss 
tools that support data collection; that support workflow management by way of 
third-party tool interoperability and enabling data retrieval; that support narrative 
construction from fragments of social media data; that support data processing for 
quantitative analysis and disaster response; that support pining social media data 
to maps based on geolocation data; and that support quantitative text analysis for 
use with machine learning. We also cover an additional, slightly different 
category: those used to broadcast on social media and to manage collection and 
publication of data. These won’t be relevant to analysts or investigators looking at 
specific data published on social media services, but can be important for 
developing a holistic understanding of how different platforms are being used. 
Such tools are of particular interest to organizations doing their best to manage all 
aspects of their social media presence. 

3.1 Data Collection 

The central problem for researches wanting to take a quantitative, data mining 
approach to analyzing social media data is that it can be hard to obtain, store, or 
trade. In Twitter’s case, few canonical data sets are available for study due to the 
company’s restrictions on data storage. The corpus of tweets made available for 
the 2011 TREC Twitter competition1 is a useful exception, but is limited in scope. 

While archives of data are useful, analysts and relief workers also need 
methods for gleaning facts from Twitter in real time, that limit the amount of 
effort that they have to put into monitoring social media. 

If an analyst is skilled at programming, the basic way of approaching social 
media data is to obtain it using a website’s API. Twitter2, Flickr3, and many other 
social media platforms invite developers to access some portion of the website’s 

                                                           
1 http://trec.nist.gov/data/tweets/ 
2 https://dev.twitter.com 
3 https://secure.flickr.com/services/api/ 
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data programmatically. In the case of Twitter, roughly 1% of tweets are made 
available via the API. These limits depend on the site and API. In the case of 
Twitter, if a researcher wants to access a larger percentage of the Twitter stream 
than is available from the API they must deal with a data warehouse such as 
Spinn3r4 or GNIP5, which provide access blog data, the full Twitter stream, and a 
variety of other social media data. Limitations on data consumption via API are 
dependent on each site’s Terms of Use. 

If an analyst doesn’t wish to work directly with the API they can turn to third 
party tools that will obtain the data for them and possibly provide some analysis. 
For example, TweetTracker, developed at Arizona State University, allows users 
to filter the stream of tweets in real-time based on keyword and location [46]. 
These tweets are then archived and stored for future analysis. The ORA network 
analysis tool6 supports importing ego network data from both individual Facebook 
accounts and email boxes [47–49]. Ushahidi (the company behind the platform of 
the same name) has worked on its own tool, SwiftRiver7, which uses crowd-based 
validation of data. As different RSS and Twitter streams are passed into the 
platform, users can remotely coordinate to annotate particular items regarding 
their accuracy or inaccuracy. Tools such as Social Radar, CRAFT, and SORASCS 
(discussed in more detail in the next section) provide platforms in which multiple 
tools can interoperate to create flexible disaster response systems and scalable data 
storage systems that support social media collection and analysis. Within these 
platforms, third-party tools can be used as components of larger workflows; a data 
collection tool such as TweetTracker can be paired with different analytical tools 
such as ORA to provide richer insights into data. 

Yahoo!’s Pipes platform8 is another option in this area, albeit a middle ground 
between pure coding and pure GUI solutions. It allows users to tie together a 
mixture of data from different RSS feeds, conditioned on different events 
occurring. Different pipes can be configured via an API or a graphical user 
interface. In a similar vein, CMU’s Rapid Ethnographic Assessment (REA) 
system allows users to pull in data from Facebook, RSS feeds and Lexis-Nexis. 

3.2 Workflow Management 

Researchers wanting to take a “big data” approach to dealing with social media 
are faced with a plethora of challenges. As described above, social media data can 
be difficult to store, obtain, or trade. Additionally, the quantity of data makes it 
difficult to intuit critical patterns and characteristics when exploring. There is also 
no inherent guarantee of accuracy regarding the data’s provenance. A fourth 
problem is that the data providers often do not maintain archives of the messages, 
                                                           
4 http://spinn3r.com 
5 http://gnip.com 
6 http://www.casos.cs.cmu.edu/projects/ora/ 
7 http://www.ushahidi.com/products/swiftriver-platform 
8 http://pipes.yahoo.com 
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so if all messages back to a particular date are needed, a database needs to be built 
and maintained with the relevant data and all associated meta-data. No one tool 
exists to address all these challenges. As we will see in subsequent parts of this 
section, many different tools are emerging to handle pieces of these tasks. 
Correspondingly, new tools are emerging to manage workflows between these 
more focused tools and the larger process of cleaning and analyzing social media 
data. 

Social Radar, CRAFT, and SORASCS9 are three tools that address this 
problem. Each is a web-based system that supports disaster response by helping 
analysts and responders chain together third-party tools for sequential data 
analyses. All three tools work by collecting social media data from a data 
warehouse or via a particular third-party tool that access a social media platform’s 
API. The collected data is then archived and can be sent to different integrated 
tools (or sequences of tools) for further processing. These tools often address text-
mining, network analysis, sentiment analysis, geo-spatial analysis, and 
visualization. While some are used interactively, others process data in a silent and 
opaque manner, converting them from one form to another. 

Many of the tools incorporated in Social Radar, developed by MITRE, are 
aimed at detecting sentiment in Twitter [50, 51]. It provides a web interface for 
looking at trends in Twitter over time such as total sentiment (derived from the 
presence of particular sentiment charged terms), heavily retweeted users, and the 
prevalence of particular keywords.  

CRAFT, developed by General Dynamics, is similar to these other workflow 
management tools but also supports an associated environment for general 
mashups. Files can be linked to Google Drive, and the platform supports a 
“playback” mode that allows disaster response training exercises to be run with 
archived social media data collected during prior disasters. 

SORASCS, developed at the CASOS Center at Carnegie Mellon University, 
supports workflow management and sharing [52, 53]. Unlike CRAFT and Social 
Radar, which require outside tools to be integrated before deployment, SORASCS 
is an open architecture to which analysts can independently attach their own tools. 
It allows analysts to preserve, share, and modify particular workflows by saving 
them to files. SORASCS’s open design would make it eligible to serve as a 
coordinating under-structure behind CRAFT or Social Radar. While the latter 
tools have stronger user interfaces from a crisis responder’s perspective, they 
provide no facilities to preserve particular workflows for future use. Unlike 
CRAFT and Social Radar, SORASCS does not necessarily convert all data into a 
common database; the user is responsible for supplying a database component 
themselves. In a sense, SORASCS is at a different level of application hierarchy 
than CRAFT and Social Radar. It could serve as middleware using either platform 
as a front end. This could provide some benefits to analysts because Social Radar 
 

                                                           
9
 http://www.casos.cs.cmu.edu/projects/project.php? 
 ID=20&Name=SORASCS 
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and CRAFT put the third-party tools in an open unstructured environment and 
don’t support the development of automated and streamlined workflows as does 
SORASCS. 

3.3 Narrative Construction 

Social media data, composed of textual and other artifacts produced by millions of 
individuals, can be construed as a digital history of some aspects of the modern 
world. To parse the history of a particular disaster –or any other event- requires 
tools for composing narratives. 

Appropriately aggregated data can naturally lend itself to this end. Indeed, data 
mining’s focus on using big data demands that analysts use a combination of 
aggregation and culling for story-telling. Tools such as TweetTracker, ORA, and 
Social Radar can be used to plot the use of particular keywords and topics over 
time. As these terms fall into and out of use, they tell the story of what issues 
matter to particular users. ORA, as a network visualization tool, can be used to 
display the changing relationships between sets of entities graphically. In the case 
of Twitter data, this may refer to the relationships between individuals, individuals 
and the topics or keywords they have mentioned, and the topics and keywords 
themselves. These relationships can be rendered as a static snapshot or as a series 
of networks evolving over time. Newspapers have also turned to sophisticated 
visualization programming libraries in order to tell stories. The New York Times, 
for example, uses the D3.js JavaScript library10 to create graphics for data-driven 
news stories [54–57].  

It can also important to understand the course of an event through a collection 
of specific tweets or other social media postings, each of which provides a 
fragment of the story. Andy Carvin of NPR has made heavy use of the Storify11 
platform to collate individual social media postings to document news events [58]. 
Blogging tools such as Blogger12, WordPress13, and Tumblr14 can be used solely 
for reposting entries, thus providing some measure of the service provided by 
Storify. Timeline publishing services such as Dipity15 provide another alternative 
for describing the chronology of a particular event. By focusing on the specific 
rather than the aggregate these methods differ from conventional data mining 
approaches. However, given the emotional appeal of individual stories over 
general descriptions, analysts may want to direct some of their efforts towards 
finding those individual stories within the larger collection of data that can best 
serve as representatives of the whole. 

                                                           
10 http://d3js.org 
11 http://storify.com 
12 http://www.blogger.com 
13 http://www.wordpress.com 
14 http://www.tumblr.com 
15 http://www.dipity.com 
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3.4 Data Processing for Relevance 

Collected social media data must be processed to determine its meaning. There are 
a variety of ways in which data can be processed, and relief workers must focus on 
those that can best cater to a particular set of needs: predicting if a disaster is 
going to occur, assessing the scope of an ongoing disaster, identifying the key 
entities and actors involved in a disaster, and a variety of case-specific needs. 
Many of the tools we have already been discussed have been used by relief 
workers to address different parts of these challenges. Several critical methods for 
helping resolve this challenge are by leveraging keywords, annotating the data 
using crowdsourcing, using sentiment dictionaries to code text, and leveraging 
network analysis to identify key entities 

3.4.1   Keyword-Based Labeling 

Searching social media for particular disaster-related keywords is a simple but 
often effective technique for tracking disaster information. Because people often 
post news relating to disasters before it is reported in the mass media, a keyword 
search on a social network can provide early news about a disaster. Twitter 
determines its “trending topics” by processing large numbers of tweets to 
determine when keywords move into and out of currency [59]. When using a tool 
like TweetTracker to find disaster news, the underlying calls to the API are often 
simply looking for words mentioning certain keywords. Similarly, data 
warehouses like GNIP will often provide a separate listing of keywords that they 
have determined to be relevant in the requested tweets. While crude, individuals in 
distress who engaging in beaconing behaviors on Twitter to seek aid aren’t trying 
to be deceitful and so will likely use the obvious and expected keywords. That 
said, keyword based searches have limits: individuals can make typos and spelling 
mistakes, and the particular keywords relevant to a disaster can evolve and 
change. It is a static approach to a dynamic situation. 

For social media that isn’t text based, an analyst can attempt to initially reduce 
the quantity of data by using any sort of qualitative textual label assigned to the 
particular object – the tags assigned to a Flickr image, for example. The 
assumption is that even if the choice of a particular tag or keyword will cause us to 
miss a few images, because the vast majority will be retained the amount of useful 
structure lost will be insignificant. This assumption needs additional empirical 
study. Martin et al found that tags are acceptable for the general flow but miss 
local information [60]. In crisis response, such local information may be critical. 

3.4.2   Crowdsourcing-Based Labeling 

While keyword-based coding can be useful for culling data down to general 
matches, the reduced data must often still be codified for relevance, actionability, 
and accuracy. This can be partially accomplished by automated processing of the 
data using trained machine learning algorithms, as in the ANPI_NLP project, but 
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is often handled manually. A human workforce with domain expertise can be used 
to provide sophisticated labeling to disaster data. 

We’ve discussed the role played by Ushahidi in Haiti, but the platform bears 
revisiting here. Individual Ushahidi deployments can be used to categorize 
disaster reports and then post them to a map. This system provides a basic 
architecture for splitting the coding task across a group of individuals in order to 
streamline the completion of particular tasks. Analysts can also label messages 
post-facto, making Ushahidi a useful system for individuals seeking to place 
particular messages onto a map. The QuickNets platform16, built using Ushahidi’s 
source code as a base, further subdivides the crowdsourcing process in order to 
make coding tasks easier for individuals to complete. 

When a crowdsourcing workforce for coding data must be raised quickly, the 
fastest method is to use a dedicated crowdsourcing platform. Amazon Mechanical 
Turk17 is the archetypal example of an online labor market but there are many 
alternatives. As Mission 43636’s popularity increased during the Haiti 
earthquake’s aftermath, it switched from its informal organization system over to 
using CrowdFlower18 and Samasource19 to managing their many volunteer 
workers who spoke Kreyol and could translate the text. 

Volunteers will often feel motivated to contribute time and energy to 
addressing disasters and working with disaster data, particularly for very large 
disasters. Dedicated communities of “Crisis Mappers” have formed around the 
idea of collecting geospatial data from afflicted regions and annotating it with 
relevant information20. Similarly, sparked.com21 has focused on recruiting 
volunteers interested in contributing to meaningful causes. The best annotators for 
data may not be those obtained from a crowdsourcing marketplace but rather from 
within these and other communities of skilled volunteers with a specific 
investment in helping to resolve disasters. 

3.4.3   Sentiment-Based Labeling 

By measuring sentiment first responders can gauge the attitudes of populations to 
the ongoing disaster response and determine how they should adapt their 
activities. The field is very broad, and its state as of 2008 is described in detail by 
Pang and Lee [61]. The TweetTracker-ORA combination, Social Radar, Ushahidi, 
Google Crisis Maps, and ESRI ArcGIS are all being adapted to better incorporate 
methods for dealing with sentiment data. (We discuss the latter two programs 
further in the Geolocation section.) 

                                                           
16 http://www.quick-nets.org 
17 http://www.mturk.com 
18 http://crowdflower.com 
19 http://samasource.org 
20 http://crisismappers.net 
21 http://sparked.com 
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While training an algorithm to code social media data with sentiment 
information tool may be beyond the scope of most analysts working during a 
disaster, a dictionary labeling of terms with defined sentiment analysis is not. 
While simple and potentially prone to error, the method is rapid and lends itself to 
the brevity of social media. Several different dictionaries exist, but notably ones 
include: Linguistic Inquiry and Word Count (LIWC), developed by a team of 
judges evaluating large lists of words22; the dictionaries of affective meanings 
collected by Heise when surveying different populations23; and SentiWordNet24, 
developed by Baccianella, Esuli, and Sebastiani by choosing a collecting of seed 
words on WordNet and carrying out random walks across the network. 

3.4.4   Network Analysis for Relevance 

As noted at the start of this section, responders must be able to identify the key 
entities and players in responding to the disaster. While the coding methods 
described above can help users filter social media data, network methods can help 
analysts and responders look at the structure of social media data in order to infer 
relevant structural information in the communications themselves. 

 
Fig. 1 A network diagram of 
hashtags used in New York 
City related to Hurricane 
Sandy on October 29, 2012. 
Hashtags are linked if they 
co-occurred at least five 
times. (Reproduced from 
http://www.pfeffer.at/sandy/) 

 

 

 

 
 
 
 
 
 
 
Network data connects victims and responders to both locations and the needs 

they mentioned. These expressions can be used to identify critical actors and 
places that must be reached by responders.  For ease of use, the ORA network 
                                                           
22 http://www.liwc.net 
23 http://www.indiana.edu/~socpsy/ACT/data.html 
24 http://sentiwordnet.isti.cnr.it 
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analysis tool bakes a variety of useful social network metrics into reports to 
provide overall assessments of different situations. One of these reports has been 
designed to work with data from TweetTracker. It transforms the data to extract 
networks of retweets, hashtag co-occurrences, users and content, user and 
locations, and popular keyword distributions. It then processes these networks to 
identify influential Twitter users, core topics, and changing regions of concern. A 
similar technology has been built with ORA using REA for analyzing Lexis-Nexis 
data25. This technology has been use with respect to natural and man-initiated 
crises [62]. Its simplicity lends itself to first response. Figure 1 shows a network 
created from Twitter data using ORA. 

For analysts who wish to go deeper and possibly conduct richer data mining on 
network structures, ORA supports the extraction of a variety of different social 
network metrics. Other GUI-based tools such as Gephi26 and Cytoscape27 also 
provide methods for analysts to approach the data, but a variety exist. In contrast, 
if the analyst wants to take a programming approach and develop their own 
network metrics they may want to work with the statnet package28 for R or the 
NetworkX library29 for Python. 

3.5 Geolocation 

The classic tool used for geo-spatial analysis in the crisis mapping area is ESRI 
ArcGIS30. ArcGIS is widely used by large number of response units including 
many police departments and military units. It supports pinning a variety of 
latitude/longitude data to maps, as well as visualizing changes in its distribution 
over time. In addition, ArcGIS supports a full complement of spatial analytics, and 
a layered visualization scheme. ArcGIS can import and export shapefiles, 
demarcations of geographic shapes, and KML, the XML-based markup language 
developed for use with Google Earth31. An increasing number of crisis-mapping 
tools, particularly those used by the large first responders, are exporting data in 
KML to support interoperability. Open source GIS tools are appearing that contain 
many of the features inherent in ArcGIS. 

However, since the advent of Google Maps32 eight years ago, an increasing 
number of crisis response tools are making use of it as an alternative. Since then, 
the quantity of data and tools available for working with geospatial data has only 
 

                                                           
25 Illustrative results generating using ORA with Sandy data can be seen at  
    http://www.pfeffer.at/sandy/ 
26 http://gephi.org 
27 http://www.cytoscape.org 
28 https://statnet.csde.washington.edu/trac 
29 http://networkx.lanl.gov 
30 http://www.esri.com/software/arcgis 
31 http://www.google.com/earth/index.html 
32 http://maps.google.com 
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increased. According to the HHI’s report, the V&TC community active in the 
Haiti earthquake particularly shone in its use of geospatial data. This is due to the 
dedicated work of the crisis mapping community and the willing participation of 
organizations with access to satellite imagery in crisis situations. In Haiti, a 
partnership between Google and GeoEye provided high-resolution images of the 
disaster area from above. With the right data, communities could annotate maps 
and workers on the ground could plan their activities. 

Even when corporate entities do not provide such useful material, the 
community is able to rely on open platforms like the mapping site Open 
StreetMap33, which has become a staple of the crisis community. All of the 
mapping data on OpenStreetMap has been contributed by volunteers; individuals 
upload GPS data to the site, and then annotate and edit it to keep it current. To 
deal with situations where internet access is limited or where users don’t have 
access to GPS equipment, Michael Magurski released first the Walking Papers34 
and then Field Papers35 tools. These allow users to download, print, annotate, and 
then upload the annotations to OpenStreetMap. 

Google Maps has a growing presence in the crisis mapping community as well, 
and Google has itself devoted resources to creating maps specifically of crisis 
situations. They’ve provided crisis maps for specific incidents such as Superstorm 
Sandy that have been annotated with a variety of user data culled from the web 
[63]. Google also maintains a real-time crisis map36 that uses similar culling of 
data to provide updates about potential and on-going crisis situations. 

The TweetTracker tool developed at ASU visualizes extracted tweets on maps 
and lets users set spatial bounding boxes for selecting tweets by placing squares 
on maps. (See Figure 2 for an example of an exported map.) ORA also supports 
visualizing networks and other data on maps. It can import and export shape files 
and KML. In addition ORA allows users to cluster entities based on their 
particular region and then use that clustering as an element of a social network 
analysis.  

While it would be incorrect to consider the challenge of properly representing 
data that has been connected with physical locations a solved problem, at this 
point there are a variety of tools that allow users to place information with specific 
latitudes and longitudes on a map. The research challenges are no longer about 
rendering these points in an informative manner. They are about developing new 
algorithms for deriving data from geographical clusters, and analyzing and 
forecasting the geographic distributions of social media postings in specific 
disasters. 

 

                                                           
33 http://www.openstreetmap.org 
34 http://walking-papers.org 
35 http://fieldpapers.org 
36 http://google.org/crisismap/ 
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A large variety of machine learning models for working with text have been 
implement as packages for the statistical language R. The tm package42 bundles 
together standard natural language processing features for working with 
unstructured text. Once parsed, other packages oriented specifically towards data 
mining can be used with the text. 

GUI-based tools for working with text data also exist, and may be easier for 
first responders to integrate into their workflows than a coding solution. One good 
example is AutoMap43, a tool developed at the CASOS Center at Carnegie Mellon 
University that supports both GUI-based cleaning and an XML-based scripting 
language [65]. Like NLTK and other tools mentioned, AutoMap provides a 
number of methods for cleaning text documents like stemming words to their base 
forms, deleting stop words, and calculating the frequency of different multi-word 
sequences. AutoMap’s scripting GUI makes it relatively easy to improvise and 
modify cleaning processes on the fly. The program has also been significantly 
integrated with ORA, allowing analysts to use network metrics to identify 
prominent co-occurrences of particular words or entities mentioned in documents. 
These networks of texts can also be visualized and –if referencing geospatial data- 
can be pinned to maps. This approach was used by a team of Arizona State 
University and Carnegie Mellon University researchers with data from Superstorm 
Sandy to compare the difference in content between Twitter and the news media. 

One difficulty of working with text data posted to Twitter and other microblogs 
is that it often doesn’t fit the conventions expected in ordinary text. When 
ANPI_NLP developed their named entity recognizer, for example, they had to 
first train a morphological analyzer to correctly split a tweet into names. Analysts 
generally expect to have to train their own parsers when working with microblog 
syntax. While not a general purpose named entity recognizer, Gimpel et al. have 
developed a tokenizer and part-of-speech tagger for Twitter44 that has since been 
improved by Owaputi et al. [66, 67]. The POS tagger correctly classifies 
emoticons and the roles of various acronyms (“lol”, “srsly”). While not critical for 
disaster on its own, in combination with the methods used by ANPI_NLP this 
could improve the speed and accuracy of other algorithms.  

Translation of messages posted to social media in other countries remains a 
pressing problem, as we have discussed when describing the SMS messages 
translated by Mission 4636. This problem was also seen during the Egyptian 
Revolution and in the Yushu earthquake in China. While crowdsourcing markets 
are a proven solution for this problem, machine translation can also be used for 
potentially faster results. Google, for example, provides access to an API for 
automatic translation.45 These will be less effective than native speakers of a 
particular language, but if it isn’t possible to reasonably mobilize (or afford to 
mobilize) such a platform, machine translation is one possible alternative. 

                                                           
42 http://tm.r-forge.r-project.org 
43 http://www.casos.cs.cmu.edu/projects/automap/ 
44 http://www.ark.cs.cmu.edu/TweetNLP/ 
45 http://developers.google.com/translate/ 
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3.7 Broadcasting 

Broadcasting tools largely fall outside of the practical use case for analysts. They 
are, however, relevant for first responders attempting to leverage social media, so 
we mention them here briefly. One example of a broadcasting tool is HootSuite46, 
which allows users to manage profiles on multiple social networks, time the 
broadcasting of particular tweets, and perform some analytics similar to those 
mentioned in our discussion of tools that can be used for data retrieval. 
TweetDeck47, an application provided by Twitter, provides a few similar functions 
but only for Twitter: users can use the software to control multiple Twitter 
accounts, subdivide followers into different groups, and schedule particular tweets 
to be posted at certain times.  

Regardless of these relatively sophisticated tools, first responders will often 
interact with followers through the main interfaces of whatever particular social 
media service they are using. If Twitter, it may simply be their organization’s 
account from the web, or the smartphone application of an organization member 
on the ground. 

4 Research Directions 

A common need felt by both people and organizations who turn to social media in 
disaster is knowing what is happening on the ground as rapidly as possible. 
Solving this problem has become the thrust of many ongoing research projects in 
the field. That being said, it is important to recognize that there are two very 
different audiences to whom this chapter is speaking: first-responders and disaster 
researchers. Each group needs different tools to pursue their own ends. First 
responders need easy to use simple tools with pre-defined workflows, specialized 
interfaces, dashboards, and maps. The time constraints of disasters prevent them 
from turning to powerful but less intuitive or rapid tools such as programming 
languages. In contrast, disaster researchers need to be able to use and create new 
methods, new types of visualizations, with workflows that they develop as part of 
the research. In this case, real-time performance is less important than the ability 
to perform sophisticated analyses. A particular type of research, translational 
research is needed in the disaster response area that supports the movement of 
those findings and tools discovered or invented by disaster researchers that are the 
most valuable to first responder from the laboratory into the field [68]. 

We now discuss two families of approaches to this challenge. We will begin 
with attempts to leverage machine learning and crowdsourcing to automatically 
classify individuals based on whether they provide useful information. We will 
then move on to discussing several different methods for visualizing social media 
data to provide immediate, intuitive feedback. 

                                                           
46 http://hootsuite.com 
47 http://tweetdeck.com 
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In our section on individuals, we discussed the challenge of locating tweets that 
contributed to situational awareness and brought up the work of several 
researchers who have developed different categorizations for twitter messages. As 
mentioned earlier, Vieweg has developed a hierarchy of three overarching 
categories and 35 specific categories for situationally aware tweets [20]. She also 
experimented with the possibility of using VerbNet to automatically categorize 
tweets according to her model. 

VerbNet is a lexicon of English verbs. It is a collection of verbs linked together 
based on a variety of different features including word senses, syntactic frames, 
and thematic roles, similar to both WordNet [69, 70]. Because tweets are generally 
only one or two sentences long, the verb can often be used as a critical identifier 
of a tweet’s meaning. Vieweg identified nine VerbNet classes that were routinely 
present in her collection of situationally aware tweets. Testing on a large sample 
of both situationally aware and ordinary tweets, she found that 32.6% of a random 
sample of 4000 coded tweets contained SA data. While not perfect, systems 
incorporating these VerbNet codes is one step towards correctly validating data 
without human intervention. 

Verma, along with Vieweg and several other researchers, tested the possibility 
of training a machine learning classifier to identify situationally aware tweets in a 
variety of disasters [71]. Working with the same Twitter data used by Vieweg, the 
researchers trained a Maximum Entropy classifier to reach between 84.1% and 
88.8% accuracy on each data set. Prior to training, the researchers generated not 
only unigram and bigram features but also predicted subjectivity/objectivity, 
formal/informal register, and personal/impersonal tone as predicted by several 
other classifiers. The data were also coded with parts of speech tags, with a 
primary focus on identifying adjective use. 

Similarly, Starbird et al. have experimented with using Support Vector 
Machines to try and identify the small number of individuals tweeting locally [72]. 
Using tweets broadcast during Occupy Wall Street, the researchers trained their 
classifier on a set of profile features such as times retweeted, number of followers, 
and whether stated profile location changed over time. Their final classifier still 
only correctly classifies 67.9% of those tweeting locally. While useful, there is 
still significant room for improvement. 

Given the effectiveness of using crowdsourcing to classify disaster data, there 
is a strong argument to be made for feeding volunteers that has been classified 
with some level of error and expecting them to filter out the bad from the good. 
Another possibility is to integrate the volunteer crowd with the algorithm itself, 
having the users correct and retrain the algorithm on the fly. Settles has 
implemented an example of one such system, Dualist [73]. Users interact with the 
program by both coding documents with correct labels and by correcting labels 
assigned by the classifier. The importance of the accomplishment in this case is 
not simply the integration of a user into a conventional machine learning classifier 
but also the interface for the classification. This is not just a problem of algorithm 
design but also of constructing a useful interface. 
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The research projects we have discussed so far have focused on trying to find 
the useful tweets within the broader pool of data. Some researchers have taken an 
alternate approach, opting to find general information from the general mass of 
tweets. For example, Sakaki et al. have used Twitter data to detect earthquake 
epicenters [74]. Using the small number of tweets that have location data for 
references to earthquakes, they combine both support vector machines and particle 
filters to account for the uncertainty of the reported physical locations and then 
calculate the likely epicenter. Their system is effective but contingent on having a 
large number of tweets tagged with particular locations. 

Similarly, the Google Flu Trends project48 uses search queries made to Google 
to identify outbreaks of influenza [75]. Flu Trends is a specialized version of 
Google Trends in general, which tries to identify trending searches on Google just 
as Twitter tries to identify trending topics discussed by its users. The tool’s 
success depends on both the large number of searches and also a lack of bias in the 
search data. 

Going beyond microblog text, Fontugne et al. have investigated Flickr’s 
potential for disaster detection [76]. The researchers have developed a prototype 
system that tracks uploaded photographs, highlighting particular labels that are 
being uploaded by multiple users at once. Their method captured large bursts of 
activity in Miyagi prefecture in Japan after the Tohoku earthquake. While the 
system shows potency as an alarm system, the researchers also point out that only 
7% of the photographs taken within 24 hours of the earthquake were uploaded 
within that 24 hours. This is a dramatically different usage pattern from Twitter, 
and one that should impact proposed research to leverage Flickr data. 

Visualizations of social media data is another ongoing challenge for helping 
users comprehend the sea of social media information. While crowdsourcing and 
machine learning can help us prepare data, it is often a visualization that helps 
individuals understand what the data is saying.  

Word clouds have become a staple of modern visualization, as websites such as 
Wordle49 have made them easy to create from any readily available text. 
Researchers have also looked into optimizing the patterns of words in word clouds 
to make them easier to interpret [77]. One notable example of their practical use is 
the Eddi system developed by Bernstein et al. [78]. Eddi assigns a set of topic 
labels to particular tweets by treating them as web search queries and then 
identifying prominent terms in the resultant searches. These topic labels are 
displayed as tag clouds that can be used to identify prominent subject of 
discussion. Note that Eddi’s primary achievement is its insightful method of 
finding categorizations for tweets. However, the system relies on simple tag cloud 
systems as a key component of its visualization scheme. 

ORA also incorporates a word cloud visualization. When fed longitudinal data, 
it allows the user to render a sequence of word clouds as networks that can be 
monitored changing over time. This is then supplemented with the ability to track 

                                                           
48 http://www.google.org/flutrends/ 
49 http://www.wordle.net/ 
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the criticality of topics (e.g., Hashtags) and actors (e.g. Tweeters) in the different 
clouds, tracking how different topics have come into or dropped out of 
prominence over the course of an event. 

Kas et al. have had success using tree maps to display tweets prominently 
associated with particular topics [79]. The researchers calculate the co-occurrences 
of all words in tweets collected on particular topics, filter words based on how 
often they co-occur, and then calculate popularity within particular topics. The 
most prominent topic keywords are then placed in a tree map, sized based on the 
square roots of their overall frequencies. The researchers carried out a small user 
study comparing the effectiveness of using word clouds and tree maps to display 
the ranked words from Twitter. They found that in general tree maps were 
significantly more useful; test subjects both better identified data presented in the 
tree maps relative to that presented in the word clouds but also significantly 
preferred using the tree map visualization. 

Word clouds and tree maps are both relatively established forms of visualization. 
Both methods are constrained by only displaying a static view of the world. Social 
media, however, is often in flux. To understand a particular sequence of events it can 
be useful to get back to the originator of a particular comment, tweet, or image in 
order to understand how it has come to have significance. Shahaf et al. have 
developed a new, alternative visualization, the metro map, that addresses this 
problem for longer documents but has potential for being adapted to the Twitter 
space [80]. The metro map visualization links together sequences of documents 
based on shared features. Documents are represented as “stations”, like a traditional 
metro map, arranged roughly chronologically. The documents are tied together by 
directed “tracks” derived from the amount of overlap in coherence, coverage and 
connectivity in the actual text of the documents. Coherence is measured based on the 
overlapping content of articles, coverage as the number of topics mentioned across 
the collection of documents, and connectivity as the number of connections that 
exist. 

The visualizations we have discussed have all focused on social media as a 
general source of data. We cannot point to particular examples of visualizations of 
social media data that are disaster specific. For example, there is no visualization 
scheme based on Vieweg’s categories for social media messages posted in 
disaster. This is a notable gap, and one that research needs to speak to. 
Visualizations that cater to a specific end can be much more effective than a 
general tool. For example, Kamvar and Harris’s “We Feel Fine”, a set of 
visualizations of individual emotions on Twitter, has caused users to engage in 
introspection and personal probing [81]. This is partly due to the text, which 
consists of personal statements, and partly due to the way in which the text has 
been represented. Visualizations designed to highlight the features of disaster 
could provoke similarly reach responses from users while also speaking to relief 
workers and analyst’s needs to understand the situation on the ground. 
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5 Conclusion 

In this chapter, we have reviewed how social media is used in disaster by 
individuals, first responders, and disaster researchers. We have also introduced a 
variety of software tools that can be used by analysts to work with social media, 
the utility of which will vary depending on whether the analyst is a first responder 
or a disaster researcher. We have concluded with a discussion of several different 
directions in which some of the research on social media usage in disaster is 
currently heading. 

For individuals impacted by the event, we have sought to highlight that in 
crises people turn to technology in order to find information and to find each 
other. Some malicious individuals will turn to social media to spread havoc. 
Social media platforms like Twitter become avenues for people to both seek 
information and express distress when they aren’t certain where else to go. It’s 
also a venue for publicizing disasters, for becoming involved in the large pool of 
social interactions surrounding a particular disaster, and for propagating false 
information related to a disaster.  

For first responders, a critical concern is that a small amount of locally 
actionable information is being lost within a large pool of irrelevant noise. 
Locating this information remains a key challenge. Researchers have been and 
continue to develop schemes for categorizing the different types of messages sent 
in disasters. They have also looked at how users of social media respond to the 
propagation of falsehoods, and at how groups of organized individuals can be 
mobilized to crowdsource the categorization of distress messages. 

When organizations impacted by the event turn to social media, they do so for 
similar reasons to individuals: to find new information about ongoing disasters, to 
communicate with individuals looking to them as authorities, and to stay in 
contact with followers. First responders and relief organizations use social media 
in these ways as well. In addition, they will use teams of individuals to monitor 
social media to find the critical pieces of information posted by niche users that 
they can use in planning disaster responses. They also post their own updates and 
information, providing authority in what is often a sea of rumors, and stopping 
firestorms of false information. Volunteer-based communities come together to 
analyze social media data, and a slew of new tools have been developed by 
organizations to help them turn this new data into actionable information. 

While some tools for handling social media data have been developed 
specifically in the context of helping to resolve disasters, many others have been 
developed for the broader market. For example, the same company that developed 
the Ushahidi platform for collating disaster information also created the 
SwiftRiver tool for collating different streams of social media information. While 
SwiftRiver has definite application during disaster, it can also be used in broader 
contexts to track the development of any sort of chain of events. Maintaining the 
distinction between disaster-focused tools and those that are more generally 
applicable can be counter-productive. Rather, we propose considering tools as 
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being situated in one of seven categories: data collection, workflow management, 
narrative construction, data processing, geolocation, text analysis, and 
broadcasting. 

Current research speaks to these issues by trying to speed up our ability to 
comprehend what is being said on social media. This often takes the form of 
attempting to fit automated classifiers to data sets, as with Vieweg’s fitting of 
VerbNet terms to tweets sent in distress. Given the large pools of volunteers 
interested in working with crisis data as well as the many markets for 
crowdsourced labor, other research has looked at the possibility of combining 
machine learning algorithms with human vetting, either by using machine learning 
to reduce the size of the data such that it can be handled by humans or by using 
humans to interactively train the machine learning algorithm. Researchers have 
also approached this problem from the standpoint of visualization. An insightful 
visual representation can rapidly summarize a large quantity of social media data. 
While word clouds and tree maps have been demonstrated to be useful, and metro 
maps provide an avenue for moving forward, the field remains open for new ideas 
in visualization. There is also a need for visualizations of disaster data that 
emphasizes the disaster aspect in tandem with that of social media. Researchers 
should look to these studies of communication in disaster and craft new 
visualizations that specifically highlight those interactions. 

These two research threads are not intended to be an exhaustive catalog of the 
future. Rather, they are two trends that have fallen out of some of the ways in 
which social media has been used by individuals and organizations. No matter 
how the field progresses, how social media is being used should remain its 
guiding star. Only by understanding the stresses on individuals and organizations 
during disaster can research help them improve. 
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Integration and Analysis with Privacy 
Preservation 
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Abstract. Social network analysis is very useful in discovering the embedded 
knowledge in social network structures, which is applicable in many practical 
domains including homeland security, publish safety, epidemiology, public health, 
electronic commerce, marketing, and social science. However, social network data 
is usually distributed and no single organization is able to capture the global social 
network. For example, a law enforcement unit in Region A has the criminal social 
network data of her region; similarly, another law enforcement unit in Region B 
has another criminal social network data of Region B. Unfortunately, due the 
privacy concerns, these law enforcement units may not be allowed to share the 
data, and therefore, neither of them can benefit by analyzing the integrated social 
network that combines the data from the social networks in Region A and Region 
B. In this chapter, we discuss aspects of sharing the insensitive and generalized 
information of social networks to support social network analysis while preserving 
the privacy at the same time. We discuss the generalization approach to construct 
a generalized social network in which only insensitive and generalized 
information is shared. We will also discuss the integration of the generalized 
information and how it can satisfy a prescribed level of privacy leakage tolerance 
which is measured independently to the privacy-preserving techniques. 

1 Introduction 

Social networks have drawn substantial attention in the recent years due to the 
advance of Web 2.0 technologies. Aggregating social network data becomes easier 
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through crawling the user interactions in Internet [77]. Social network analysis 
discovers knowledge hidden in the structure of social networks which is useful in 
many domains such as marketing, epidemiology, homeland security, sociology, 
psychology, and management. Social network data is usually owned by an 
individual organization or government agency. However, each organization or 
agency usually has a partial social network from the data aggregated in their own 
source. Knowledge cannot be extracted accurately if only partial information is 
available. Sharing of social networks between organizations enables knowledge 
discovery from an integrated social network obtained from multiple sources.  
However, the information sharing between organizations is usually prohibited due 
to the concern of privacy preservation; especially a social network often contains 
sensitive information of individuals. Early research on privacy preservation 
focuses on relational data and some recent researches extend it to social network 
data. Techniques such as k-degree anonymity and k-anonymity achieved by edge 
or node perturbation are proposed. However, the anonymized social network is 
designed for studying the global network properties. It is not applicable for 
integration of social networks or other social network analysis and mining tasks 
such as identifying the leading person or gateway. A recent study has also shown 
that a substantial distortion to the network structure can be caused by perturbation.  
Such distortion may cause errors in social network analysis and mining. In this 
chapter we discuss aspects of sharing the insensitive and generalized information 
to support social network analysis and mining while preserving the privacy at the 
same time.   

We will motivate the problem with the following scenario. Consider two local 
law enforcement units A and B which have their own criminal social networks, GA 
and GB. Each of these criminal social networks is a partial network of the regional 
criminal social networks covering the areas policed by A and B. The criminal 
intelligence officer of A may not be able to identify the close distance between 
suspects i and j by analyzing GA because i and j are connected through k in GB but 
k is not available in GA.  Similarly, the criminal intelligence officers of B may not 
be able to determine the significance of suspect k by conducting centrality analysis 
on GB because k makes little influence on the actors in GB but substantial influence 
on the actors in GA.  By integrating GA and GB, the criminal intelligence officers of 
A and B are able to discover the knowledge that otherwise they cannot.  

In this chapter, we will discuss our generalization approach for integrating 
social networks with privacy preservation. In Section 2 we will first provide some 
information on the application of social network for terrorism analysis and the 
need for privacy. Limitation of current approaches will be discussed in Section 3. 
Our approach is discussed in Section 4. Directions are discussed in Section 5.  

2 Social Network Analysis  

A social network is a network of actors with the edges corresponding to their ties.  
A social network is represented as a graph, G = (V, E), in which V is a set of nodes 
corresponding to actors and E is a set of edges (E ⊆ V × V) corresponding to the 
ties of the respective actors.      
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Many social network analysis techniques have been investigated in the 
literature. Centrality measures and similarity measures are two popular 
measurements. In general, centrality measures determine the relative significance 
of a node in a social network. In centrality measures, degree centrality, closeness 
centrality, and betweenness centrality are the typical measures. Degree centrality 
of a node (u) measures the ratio of the degree of u and the number of nodes other 
than u in the network.  Closeness centrality of u measures the inverse of the total 
distance between u and all other nodes in the network.  Betweenness centrality of 
u measures the number of shortest paths between any two nodes in the network 
that passes through u out of all the shortest paths between any two nodes. In 
general, centrality measures determine the relative significance of a node in a 
social network. Similarity measures compute the similarity between two 
subgroups within a social network. L1-Norm, L2-Norm, mutual information, and 
clustering coefficient are some common measures in similarity measures.   

Recent development in link mining [22] of social networks focuses on object 
ranking [6,32,54], object classification [9,25,36,43,52], group detection 
[1,33,34,51,65,67], entity resolution [6,7,15], link prediction [13,37,38,40,53], 
subgraph discovery [31,35,75], graph classification [20,21], and graph generative 
models [20,68].  Object ranking [6,32,54] utilizes the link structure of a network to 
prioritize the objects which are represented as nodes in a network.  The PageRank 
and HITS are the most prominent algorithms of link-based object ranking applied 
in Web information retrieval. Object classification [9,25,36,43,52] aims at labeling 
nodes of a social network from a set of categorical values by exploiting the 
correlation of related objects. Group detection [1,33,34,51,65,67] clusters nodes of 
a social network into distinct groups that share common characteristics using 
techniques such as graph partitioning [51], agglomerative clustering, edge 
betweenness [65], and stochastic modeling [67]. Entity resolution [6,7,15] 
determines the identity of a node that it is referring to in the real world. Such 
techniques are widely used in co-reference resolution, object consolidation, and 
deduplication. Link prediction [13,37,38,40,53] tries to predict the existence of a 
link between two nodes in a social network based on the attributes of the nodes 
and other related links. For example, it has been utilized to predict the potential 
interaction between actors in a social event such as blogs and forums. Subgraph 
discovery [31,35,75] recognizes interesting subgraphs with specific patterns in a 
set of social networks. Graph classification [20,21] determines if a social network 
is a positive or negative example of a specific class of network.  Graph generative 
modeling [20,68] develops different random graph distributions to study the 
structural properties of social networks such as World Wide Web, communication 
networks, citation networks, and biological networks.   

Some recent applications in epidemiology, expert identification, criminal/ 
terrorist social network, academic social network and social network visualization 
are found in the literature. For example, several models of social networks have 
been applied in epidemiology [46]. Population in an epidemiology social network 
can be divided into four groups: susceptible (S), exposed (E), infected (I), and 
recovered (R). SIR and SEIR models try to map bond percolation onto a social 
network. SIS model is used to model diseases where a long last immunity is not 
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investigators in determining the path between any two actors of interest. For 
example, Figure 1 illustrates the two sub-groups led by Bin Laden and Fateh and 
the connecting paths and gateways between the two leaders. Without this social 
network analysis and these visualization tools, the huge volume of aggregated data 
may not be meaningful to the agencies for their tasks.     

3 Limitations of Current Approaches for Privacy-Preserving 
Social Networks 

As discussed in Section 2, social network analysis is powerful in discovering 
embedded knowledge in the social network structure. However, extracting 
knowledge from a partial social network will indeed misinform us about the 
importance of actors or relationships between actors due to the missing 
information in the incomplete social network. Several attempts have been made to 
publish social network data for analysis. However, the k-anonymity approach to 
be discussed below does not allow social network integration so that social 
network analysis can be conducted on a global social network incorporating 
multiple social networks from different sources and yet preserve the privacy.   

In our approach, we do not intend to publish individual social networks with 
privacy preservation. Instead, our objectives are generalizing the individual social 
networks so that sensitive information is preserved and multiple generalized social 
networks are integrated as a global social network. In this case, social network 
analysis can be conducted on the integrated social network which combines the 
generalized information of multiple social networks. The result of analyzing the 
integrated social network will be more accurate and knowledge on the global 
network can be discovered.  

Privacy Preservation of Relational Data  

There is a desire to publish an anonymized version of relational data owned by an 
organization to the public so that data mining and analytics can be conducted 
while the identity of individuals cannot be determined so that no one can 
recognize the sensitive attribute values of a particular record. Privacy preservation 
is important in data publishing. A simple approach of privacy preservation of 
relational data is removing attributes that uniquely identifying a person, such as 
names and identification numbers. It is a typical approach of de-identification. 
However, given the knowledge of some private information of the person, such as 
a harmless set of attributes including ages, gender, and zip code, a trivial linking 
attack can identify this person again even if the names and identification numbers 
are removed. This set of attributes supporting linking attack is known as quasi-
identifiers. Below is an illustration of the linking attack.     

Charles is a registered voter. Table 1 shows the medical records in a hospital 
and the voter registration records in the state.  Both records include Charles.  If the 
medical records are de-identified, we will not be able to tell that Charles has HIV, 
which is considered as sensitive and private information. However, the voter 
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registration records are not de-identified.  If a hacker conducts a linking attack and 
cross check both the medical records and the voter registration records, he will be 
able to find that there is one person who have the same values in the set of quasi-
identifiers, [Age = 29, Sex = M, Location = 35667], and therefore, he is able to 
conclude that Charles has HIV.    

Table 1 Medical records and voter registration records in information sharing using 
attribute removing 

                 Medical Records – Removing Names 

Name Age Sex Location Disease 
Peter 8 M 00330 Viral Infection 
Paul  14 M 01540 Viral Infection 
Andrew 18 M 18533 Viral Infection 
Stephen 20 M 14666 Viral Infection 
Charles  29 M 35667 HIV 
Gordon 30 M 43986 Cancer 
Linda 35 F 31147 Cancer 
Mary  39 F 45246 Cancer 
Stella 45 F 85103 Heart Disease  
Angel 51 F 96214 HIV 

 
 

                            Voter Registration Records 

Name Age Sex Location 
Charles 29 M 35667 
Paul  14 M 01540 
David 25 M 00338 
…     

 

 

A number of approaches for privacy preservation of relational data have been 
developed, for example, k-anonymity [60], l-diversity [44], t-closeness [39], m-
invariance [72], δ-presence [50], and k-support anonymity [61].   

k-anonymity [60] is the first attempt of privacy preservation of relational data 
by ensuring at least k records with respect to every set of quasi-identifier attributes 
are indistinguishable. If every record in a table is indistinguishable from at least k-
1 other records with respect to every set of quasi-identifier attributes, this table 
satisfies the property of k-anonymity. Table 2 illustrates the de-identified medical 
records with k-anonymity. There are three quasi groups. In each quasi group, the 
age and location are generalized. For example, Age in quasi group A is 
generalized to [5,20], Age in quasi group B is generalized to [20,40], and Age in 
quasi group C is generalized to [41,60].  Similarly, Location in these quasi groups 
are also generalized to a range of values.  In this case, if a hacker knows the age of 
a person in the voter registration records, he will not be able to link to a particular 

  
sidentifierquasi

                                

−
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person in the medical records because there are k-1 other persons who has the age 
in the same range.  However, k-anonymity fails when there is a lack of diversity in 
the sensitive attributes. For example, there is a lack of diversity of the attribute 
values of disease in the quasi group with age = [5,20] and location = [00300, 
02000]. One can see that all the values of the attribute Sex are M and all the values 
of the attribute Disease are Viral Infection in this quasi group. As a result, a 
hacker is able to link Paul (Age = 14, Location = 00332) to quasi group A and 
determine that Paul has viral infection.    

Table 2 Medical records and voter registration records using k-anonymity 

         Medical Records – k-anonmity 

Age Sex Location Disease 

[5,20] 

M 

[00300,02000]

Viral Infection 
A group quasi







 

M Viral Infection 
M Viral Infection 
M Viral Infection 

[20,40] 

M [20001,50000] HIV 
B group quasi







 

M Cancer 
F Cancer 
F Cancer 

[41,60] F [80000,99999] Heart Disease 
C group quasi



  

F HIV 
 

                              Voter Registration Records 

Name Age Sex Location 
Peter 29 M 35667 
Paul 14 M 00332 
David 25 M 00338 
…     

 

l-diversity [44] ensures that there are at least l well-represented values of the 
attributes for every set of quasi-identifier attributes.  The weakness is that one can 
still estimate the probability of a particular sensitive value. m-invariance [72] 
ensures that each set of quasi-identifier attributes has at least m tuples, each with a 
unique set of sensitive values. There is at most 1/m confidence in determining the 
sensitive values. Others enhanced techniques of k-anonymity and l-diversity with 
personalization, such as personalized anonymity [71] and (α,k)-anonymity [70], 
allow users to specify the degree of privacy protection or specify a threshold α on 
the relative frequency of the sensitive data. Versatile publishing [28] anonymizes 
sub-table to guarantees privacy rules.   

Privacy preservation of relational data has also been applied in statistical 
database. Query restriction [29,48], output perturbation [8,14,16], and data 
modification [2,47,73] are three major approaches. Query restriction [29,48] 
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rejects certain queries when a leak of sensitive values is possible by combining the 
results of previous queries.  Output perturbation [8,14,16] adds noise to the result 
of a query to produce a perturbed version. Data modification [2,47,73] prepares an 
adequately anonymized version of relational data to a query. Cryptography 
approach of privacy preservation of relational data aims at developing a protocol 
of data exchange between multiple private parties. It tries to minimize the 
information revealed by each party. For example, top-k search [66] reports the top-
k tuples in the union of the data in several parties. However, the techniques on 
preserving the privacy of relational data cannot be directly applied on social 
network data.  In the recent years, these techniques were extended for preserving 
the privacy of social network data. 

Privacy Preservation of Social Network Data 

The current research on privacy preservation of social network data (or graphs) 
focuses on the purpose of data publishing. A naïve approach is removing the 
identities of all nodes but only revealing the edges of a social network. In this 
case, the global network properties are preserved for other research applications 
assuming that the identities of nodes are not of interest in the research 
applications. However, Backstorm et al. [4] proved that it is possible to discover 
whether edges between specific targeted pairs of nodes exist or not by active or 
passive attacks. Based on the uniqueness of small random subgraphs embedded in 
a social network, one can infer the identities of nodes by solving a set of restricted 
isomorphism problems. Active attacks refer to planting well structured subgraphs 
in a published social network and then discovering the links between targeted 
nodes by identifying the planted structures. Passive attacks refer to identifying a 
node by its association with neighbors and then identifying other nodes that are 
linked to this association. Such attacks can also be considered as neighborhood 
attacks. 

In order to tackle active and passive attacks and preserve the privacy of node 
identities in a social network, there are several anonymization models proposed in 
the recent literature: k-candidate anonymity [23], k-degree anonymity [42], and k-
anonymity [89]. Such anonymization models are proposed to increase the 
difficulty of being attacked based on the notion of k-anonymity in relational data.  
k-candidate anonymity [23] defines that there are at least k candidates in a graph G 
that satisfies a given query Q. k-degree anonymity [42] defines that, for every 
node v in a graph G, there are at least k-1 other nodes in G that have the same 
degree as v.  k-anonymity [89] has the strictest constraint. It defines that, for every 
node v in a graph G, there are at least k-1 other nodes in G such that their 
anonymized neighborhoods are isomorphic. Zheleva [88] proposed an edge 
anonymization model for social networks with labeled edges rather than labeled 
nodes.   

The technique to achieve the above anonymities is edge or node perturbation 
[23,42,89]. By adding and/or deleting edges and/or nodes, a perturbed graph is 
generated to satisfy the anonymity requirement. Adversaries can only have a 
confident of 1/k to discover the identity of a node by neighborhood attacks.   
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Since the current research on privacy preservation of social network data 
focuses on preserving the node identities in data publishing, the anonymized social 
network can only be used to study the global network properties but may not be 
applicable to other social network analysis tasks. In addition, the sets of nodes and 
edges in a perturbed social network are different from the set of nodes and edges 
in the original social network. As reported by Zhou and Pei [89], the number of 
edges added can be as high as 6% of the original number of edges in a social 
network. A recent study [87] has investigated how edge and node perturbation can 
change certain network properties. Such distortion may cause significant errors in 
certain social network analysis tasks such as centrality measurement although the 
global properties can be maintained. In this research, we not only preserve the 
identities of nodes, but also the social network structures (i.e. edges).   

The limitations of current social network privacy preservation techniques include: 
(a) It preserves the identities of nodes in a social network but it does not preserve the 
network structure (i.e. edges) of a social network, (b) the anonymization approach 
prohibits the integration of social networks, (c) the perturbation changes the 
connectivity of nodes and it can significantly distort the social network analysis 
result, (d) the existing privacy preservation techniques have not considered the 
application of social network analysis.      

Another approach of privacy-preserving social network analysis is secure 
multi-party computation (SMC) [86]. In SMC, there is a set of functions that 
multiple parties wish to jointly compute and each party has its own private inputs 
[41]. By preserving the private inputs, SMC uses cryptography technology to 
compute the joint function [9,18,30,56]. However, there are disadvantages of the 
cryptography approach. The encrypted data can be attacked and recovered by the 
malicious party. The complexity of SMC is high which may not be 
computationally feasible for large scale social network data.    

4 Our Approach 

Instead of using edge or node perturbation or secure multi-party computation 
approaches, we propose to use a subgraph generalization approach to preserve the 
sensitive data and yet share the insensitive data. The social network owned by 
each party will be decomposed to multiple subgraphs. Each subgraph will be 
generalized as a probabilistic model depending on the sensitive and insensitive 
data available as well as the objective of the social network analysis and mining 
tasks. The probabilistic models of the generalized subgraphs from multiple 
sources will then be integrated for social network analysis and mining. The social 
network analysis and mining will be conducted on the global and generalized 
social network rather than the partial social network owned by each party.  The 
knowledge that cannot be captured in individual social networks will be 
discovered in the integrated global social network. 

By using such approach, it will overcome the limitations of the errors produced 
by the perturbation approach and yet allow integration of multiple social networks.  
It also avoids the attack of the encrypted data in SMC approach because the shared 
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data are insensitive. The complexity of this approach will also be reduced 
substantially.   

Our Definition of Privacy 

Given two or more social networks (G1, G2, …) from different organizations (O1, 
O2, …), the objective is achieving more accurate social network analysis and 
mining results by integrating the shared crucial and insensitive information 
between these social networks and at the same time preserving the sensitive 
information with a prescribed level of privacy leakage tolerance. Each 
organization Oi has a piece of social network Gi, which is part of the whole picture 
– a social network G constructed by integrating all Gi. Conducting the social 
network analysis task on G, one can obtain the exact social network analysis result 
from the integrated information. However, conducting the social network analysis 
task on any Gi, one can never achieve the exact social network analysis result 
because of the missing information. By integrating Gi and some generalized 
information of Gj, Oi should be able to achieve more accurate social network 
analysis results although it is not the exact social network analysis result. That 
means if Oi can obtain generalized information from all other organizations, Oi 
will be able to obtain a social network analysis result much closer to the exact 
social network analysis result than that obtained from Gi alone.   

The adversary attack can be active or passive attacks. Active attacks refer to 
planting well-structured subgraphs in a social network and then discovering the 
links between targeted nodes by identifying the planted structures. Passive attacks 
refer to identifying a node by its association with neighbors and then identifying 
other nodes that are linked to this association.  Such attacks can also be considered 
as neighborhood attacks.   

The generalized information in our approach is a probabilistic model of the 
general property of a social network. As a result, it does not release the sensitive 
information of a particular social network. In addition, not all information is useful 
for a particular social network analysis task. To determine how to generate the 
generalized information, one may decide what the crucial information for the 
designated social network analysis task is.    

Integration points are crucial to integrate the probabilistic models of multiple 
social networks. These integration points must be insensitive information to the 
parties that are involved in the process. A piece of information is not sensitive 
when it is known to both parties; however, other information that is related to such 
insensitive information is still considered sensitive. For example, when a suspect 
is referred from a law enforcement unit to another law enforcement unit, the 
identity of this suspect is insensitive to both units but the identities of other 
acquaintances who are associated with this suspect are sensitive. A piece of 
information can also be known to both parties when such information is available 
from a common source. For example, when a suspect is reported in the national 
news or his identity is available in a national database, the identity of this suspect 
is known to all law enforcement units.     
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Any generalized information is still subject to privacy leakage depending on the 
background knowledge owned by the other parties. As a result, we need to ensure 
that a specified tolerance of privacy leakage is satisfied. The measure of privacy 
leakage must be independent to the techniques in generating and integrating 
generalized information of social networks. Privacy means that no party should be 
able to learn anything more than the insensitive information shared by other parties 
and the prescribed output of the social network analysis tasks. If any adversary 
attack can be applied to learn any private and sensitive data, there is a privacy 
leakage. In this problem, the shared insensitive information is the generalized 
information and the identity of the insensitive nodes which are the integration points. 
The prescribed outputs of the social network analysis tasks are the centrality 
measures or similarity measures such as closeness centrality of a node.   

The leakage of private information includes the identities of sensitive nodes and 
the adjacency (i.e. edges) of any two nodes regardless if any of these nodes are 
sensitive or insensitive. If any of the active or passive attacks can be applied on the 
generalized information or the output of the social network analysis tasks to learn 
the abovementioned private information, there is a privacy leakage. Any privacy 
preservation technique should protect the exact identity of sensitive nodes or the 
adjacency between any two nodes. Table 3 presents the definitions of the tolerance 
of privacy leakage on a sensitive node, on the adjacency between an insensitive node 
and a sensitive node, and on the adjacency between two sensitive nodes: 

Table 3 Definitions of τ-tolerance of privacy leakage 

 

τ-tolerance of privacy leakage on an sensitive node: 

(1) The identity of a sensitive node cannot be identified as one of τ or 
fewer possible known identities.  

 

τ-tolerance of privacy leakage on the adjacency between an insensitive node 
and a sensitive node: 

(1) The identity of an insensitive node is known but its adjacency with 
other sensitive nodes is not known. 

(2) The adjacent nodes cannot be identified as one of τ or fewer possible 
sensitive nodes. 

 

τ1τ2-tolerance of privacy leakage on the adjacency between two sensitive 
nodes: 

(1) The identity of a sensitive node A cannot be identified as one of τ1 or 
fewer possible known identities. 

(2) The adjacent node of this sensitive node A cannot be identified as one 
of τ2 or fewer possible known identities 
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Most attacks cannot discover the exact identity or adjacency given a reasonable 
privacy preservation technique. However, many attacks are able to narrow down the 
identity to a few possible known identities. Ideally, a privacy-preserving technique 
should achieve ∞-tolerance, which means no attack can find a clue of the possible 
identity of a sensitive node. In reality, it is almost impossible to achieve ∞-tolerance 
due to the background knowledge possessed by the adversaries. However, a good 
privacy-preserving technique should reduce privacy leakage as much as possible, 
which means achieving a higher value of τ in privacy leakage.  

The generalized information in this problem is the probabilistic models of the 
generalized social networks instead of a perturbed model using the k-anonymity 
approach. As a result, the τ-tolerance of privacy leakage is independent to the 
generalization technique. In addition, it preserves both the identities and network 
structures. By integrating the probabilistic models of multiple generalized social 
networks, the objective is achieving a better performance of social network 
analysis tasks. At the same time, neither the probabilistic models nor the social 
network analysis results should release private information that may violate the 
prescribed τ-tolerance of privacy leakage when it is under adversary attacks.  

A Framework of Information Sharing and Privacy Preservation for 
Integrating Social Networks 

In this chapter, we use the framework of information sharing and privacy 
preservation for integrating social networks as shown in Figure 2.  

 

Fig. 2 A proposed framework of information sharing and privacy preservation for 
integrating social networks 

Assuming organization P (OP) and organization Q (OQ) have social networks 
GP and GQ respectively, OP needs to conduct a social network analysis task but GP 
is only a partial social network for the social network analysis task.  If there is not 
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any privacy concern, one can integrate GP and GQ to generate an integrated G and 
obtain a better social network analysis result. Due to privacy concern, OQ cannot 
release GQ to OP but only shares the generalized information of GQ to OP. At the 
same time, OP does not need all data from OQ but only those that are critical for 
the social network analysis task. The objectives are maximizing the information 
sharing that is useful for the social network analysis task but preserving the 
sensitive information to satisfy the pre-scribed τ-tolerance of privacy leakage and 
achieve more accurate social network analysis results. 

Sharing Insensitive Information 

Thuraisingham [63,64] discussed a coalition of dynamic data sharing, in which 
security and integrity policies are enforced.  As reported in the Washington Post in 
September 2008 [49], there was no systematic mechanism for sharing intelligence 
between private companies or between companies and the government. It also 
emphasized that the government should take actions on developing a mechanism 
to share unclassified information while some information should remain classified.  
Without information sharing, the US developed products and technology which 
could be easily stolen with little effort. The key point is differentiating the 
sensitive and insensitive information to permit necessary information sharing 
while protecting the privacy. A well-developed privacy policy provides a 
mechanism to determine what information should be shared based on the 
information needs and the trust degree of the information requesting party.   

In our framework as presented in Figure 1, we propose that the information 
shared between two parties should be based upon the information needs to satisfy 
the social network analysis task, the identification of insensitive information 
between the two parties, and the information available in the social network. 
When we perform social network data sharing, we need to consider what kinds of 
information has the highest utility to accomplish a particular social network 
analysis task. We need to determine the insensitive data to be shared and serve as 
the integration points between two social networks so that the generalized 
information can be integrated.    

In our research problem, both identities and network structure are considered 
sensitive but only generalized information is shared. However, we also consider a 
small number of identities are insensitive.  The identities of these nodes are known 
to the public or insensitive to both organizations who are sharing the information.  
we define the sensitivity of an identity u between two organizations Op and Oq as 
sensitivity (u, Op, Oq): 

sensitivity(u, Op, Oq) 

=
0   , = 1,  , = 1,   ( ) = 1 1  

where  ( , ) = 1 when x make a referral of u to y and Sourcex,y(u) = 1 
when u can be obtained from a common source of x and y 

In this work, we focus on the fundamental centrality analysis. To compute 
different centrality measures, attributes such as the degree of nodes and the 
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shortest distance between nodes [19,24] have high utilities. When information is 
shared with another organization, some sensitive information must be preserved 
but the generalized information can be released so that more accurate estimation 
of the required information for centrality measures can be obtained. Attributes for 
consideration in generalization includes number of nodes in a sub-group, the 
diameter of a sub-group, the distributions of node degrees, and the eccentricity of 
the insensitive nodes.   

Generalization 

A subgraph generalization generates a generalized version of a social network, in 
which a connected subgraph is transformed as a generalized node and only 
generalized information will be presented in the generalized node. The 
generalized information is the probabilistic model of the attributes.  A subgraph of 
G = (V, E) is denoted as G’ = (V’, E’) where V’ ⊂ V, E’ ⊂ E, E’ ⊆ V’ × V’.  G’ is a 
connected subgraph if there is a path for each pair of nodes in G’. We only 
consider a connected subgraph when we conduct subgraph generalization. The 
edge that links from other nodes in the network to any nodes of the subgraph will 
be connected to the generalized node. The generalized social network protects all 
sensitive information while releasing the crucial and non-sensitive information to 
the information requesting party for social network integration and the intended 
social network analysis task. A mechanism is needed to (i) identify the subgraphs 
for generalization, (ii) determine the connectivity between the set of generalized 
nodes in the generalized social network, and (iii) construct the generalized 
information to be shared. 

The constructed subgraphs must be mutually exclusive and exhaustive.  A node 
v can only be part of a subgraph but not any other subgraphs.  The union of nodes 
from all subgraphs V1’, V2’, …, Vn’ should be equal to V, the original set of nodes 
in G. To construct a subgraph for generalization, there are a few alternatives 
including n-neighborhood, and k-connectivity.  

n-neighborhood 

For a node v ∈ G, the ith neighbor of v is Ni(v) = {u ∈ G : d(u,v) = i} where d(u,v) 
is the distance between u and v.  Given a target node, v which can be an 
insensitive node, the n-neighborhood graph of v is denoted as n-Neighbor(v,G).  n-
Neighbor(v,G)  = (Vi, Ei

 ) such that Vi = { u ∈ G : d(u,v) ≤ n} and Ei ⊂ E, Ei ⊆ Vi × 
Vi.   

k-connectivity 

The connectivity κ(G) of a graph G is the minimum number of nodes whose 
removal results in a disconnected graph.  The edge connectivity κ’(G) of a graph 
G is the minimum number of edges whose removal results in a disconnected 
graph.  A graph is k-connected if κ(G) ≥ k and it is k-edge connected if κ’(G) ≥ k.  
If a graph is k-edge connected, two or more connected subgraphs (components) 
that are disconnected from each other are created after removing the k edges.  
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Subgraphs can further be generated if the subgraphs being created are also k-edge 
connected.   

We illustrate the sub-graph generalization using the K-nearest neighbor (KNN) 
method. Let SPD(v,  vi

C ) be the distance of the shortest path between v and  vi
C.  

When v is assigned to the subgraph Gi in subgraph generation, SPD(v,  vi
C ) must 

be shorter than or equal to SPD(v,  vj
C ) where j = 1, 2, .., K and j ≠ i.  Secondly, an 

edge exists between two generalized nodes Gi and Gj in the generalized graph G’ if 
and only if there is an edge between any two nodes in G such that one from each 
generalized node, Gi and Gj.  

The KNN subgraph generation algorithm is presented below: 
 
 
length=1;  
Step 1 
V= V - {v1

C, v2
C , … vK

C }; 
Step 2 
While V ≠ Ø  

Step 3 
       For each vj ∈  V   
Step 4 
       For each i = 1 to K  
              Step 5 
             IF(SPD(vj,  vi

C ) == length);     
Step 6 
                          Vi = Vi + vj;  
Step 7 
                          V= V – vj;   
Step 8 
            End For; 
                   Step 9 
         End For; 
                   Step 10 
length++;  
Step 11 
End While  
               Step 12 
For each (vi,vj) ∈ E   
Step 13 
     IF( Subgraph(vi) == Subgraph(vj) ) 
Step 14 
     // Subgraph(vi) is the subgraph such that vi ∈ Subgraph(vi) 
        Gk = Subgraph(vi)  
                 Step 15 
    Ek = Ek + (vi,vj)                                     
            Step 16 
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ELSE   
              Step 17 
        Create an edge between Subgraph(vi) and Subgraph(vj) and add it to E’    
         Step 18 
End For                                                                              
Step 19 
 
Figure 3 illustrates the subgraph generation by KNN method. G has seven nodes 

including v1 and v2. If we take v1 and v2 as the insensitive nodes and we are going 
to generate two subgraphs by 1NN method, all other nodes will be assigned to one 
of the two subgraphs depending on their shortest distances with v1 and v2. Two 
subgraphs G1 and G2 are generated as illustrated in Figure 3.  

 

Fig. 3 Illustrations of generating subgraphs 

The KNN subgraph generation algorithm creates K subgraphs G1, G2, …, GK 
from G. Each subgraph, Gi, has a set of nodes, Vi, and a set of edges, Ei. Edges 
between subgraphs, E’, are also created. A generalized graph, G’, is constructed 
where each generalized node corresponds a subgraph Gi and labeled by the 
insensitive node, vi

C
.   

Probabilistic Model of Generalized Information  

For each generalized node vj’ ∈ Vi’, we determine the generalized information to 
be shared. The generalized information should achieve the following objectives: 
(i) is useful for the social network analysis task after integration, (ii) preserves the 
sensitive information, and (iii) is minimal so that unnecessary information is not 
released.  The generalized information of Vi’ can be the probabilistic model of the 

G

G1 G2 Generalized Graph
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distance between any two nodes vj and vk in Vi’, P(Distance(vj, vj) = d), vj, vk ∈ Vi’ 
[82]. The construction of subgraphs plays an important role in determining the 
generalized information to be shared and the usefulness of the generalized 
information.     

In addition to the utility of the generalized information, the development of the 
subgraph construction algorithms must take the privacy leakage into consideration. 
By taking the generalized subgraphs and the generalized information of each 
subgraphs, attacks can be designed to discover identities and adjacencies of sensitive 
and insensitive nodes.   

Integrating Generalized Social Network for Social Network Analysis Task   

Figure 4 presents the overview of the subgraph generalization approach. Taking 
the generalized social network from the multiple organizations, we need to 
develop techniques to make use of the shared data with the existing social network 
to accomplish the intended social network analysis task as illustrated in Figure 3.  
For example, if the social network analysis task is computing the closeness 
centrality, we need to develop the technique to make use of the additional 
information from the generalized nodes to obtain accurate estimations of the 
distances between nodes in a social network [19,24].    

 

Fig. 4 Framework of subgraph generalization approach 

The result of a social network analysis task is denoted as ℑ(G) where G is a 
social network. The social network analysis result of Organization P is ℑ(GP).  If 
Organization Q shares its social network, GQ, with Organization P, P can integrate 
GP and GQ to G and obtain a social network analysis result ℑ(G).  The accuracy of 
ℑ(G) is much higher than that of ℑ(GP); however, Q cannot share GQ with P due 
the privacy concern but only the generalized social network, GQ’. The integration 
technique here should be capable to utilize the useful information in GQ’ and 
integrate with GP, which is denoted as I(GP, GQ’). The accuracy of ℑ(I(GP, GQ’) ) 
should be close to ℑ(G) and significantly better than ℑ(GP).    

We have conducted an experiment using the Global Salafi Jihad terrorist social 
network [81]. There are 366 nodes and 1275 ties in this network with four major 
terrorist groups including Central Staff of al Qaeda, Core Arab, Southeast Asia, 
and Maghreb Arab.  We have applied the KNN sub-graph generalization technique 



276 C. Yang and B. Thuraisingham 

and utilized the closeness centrality as the social network analysis task.  It is found 
that using the generalization approach can improve the performance of closeness 
centrality by over 35%. This result shows that the proposed approach of 
integrating social networks is promising.    

5 Conclusion 

Social network analysis is important for extracting hidden knowledge in a 
community. It is particularly important for investigating the terrorist and criminal 
communication patterns and the structure of their organization. Unfortunately, 
most law enforcement and intelligence units only own a small piece of the social 
network. Due to privacy concerns, these pieces of data cannot be shared among 
the units. Therefore, the utility of each piece of information is limited. In this 
chapter, we introduce a generalization approach for preserving privacy and 
integrating multiple social networks. The integrated social network will provide 
better information for us to conduct social network analysis such as computing the 
centrality. In this chapter, we have also discussed the τ-tolerance, which specifies 
the level of privacy leakage that must be protected.  Our experimental result also 
shows that the generalization approach and social network integration produce 
promising performance.   
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Abstract. In general, binary matrix factorization (BMF) refers to the prob-
lem of finding two binary matrices of low rank such that the difference be-
tween their matrix product and a given binary matrix is minimal. BMF has
served as an important tool in dimension reduction for high-dimensional data
sets with binary attributes and has been successfully employed in numerous
applications. In the existing literature on BMF, the matrix product is not re-
quired to be binary. We call this unconstrained BMF (UBMF) and similarly
constrained BMF (CBMF) if the matrix product is required to be binary.
In this paper, we first introduce two specific variants of CBMF and discuss
their relation to other dimensional reduction models such as UBMF. Then
we propose alternating update procedures for CBMF. In every iteration of
the proposed procedure, we solve a specific binary linear programming (BLP)
problem to update the involved matrix argument. We explore the relation-
ship between the BLP subproblem and clustering to develop an effective 2-
approximation algorithm for CBMF when the underlying matrix has very low
rank. The proposed algorithm can also provide a 2-approximation to rank-1
UBMF. We also develop a randomized algorithm for CBMF and estimate the
approximation ratio of the solution obtained. Numerical experiments show
that the proposed algorithm for UBMF finds better solutions in less CPU
time than several other algorithms in the literature, and the solution ob-
tained from CBMF is very close to that of UBMF.
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1 Introduction

Given a binary matrixG ∈ {0, 1}m×n, the problem of binary matrix factoriza-
tion (BMF) is to find two binary matrices U ∈ {0, 1}m×k and W ∈ {0, 1}k×n

so that the distance betweenG and the matrix product UW is minimal. In the
existing literature, the distance is measured by the square of the Frobenius
norm, leading to an objective function ‖G−UW‖2F . BMF arises naturally in
applications involving binary data sets, such as association rule mining for
agaricus-lepiota mushroom data sets [11], biclustering structure identification
for gene expression data sets [28, 29], pattern discovery for gene expression
pattern images [24], digits reconstruction for USPS data sets [21], mining
high-dimensional discrete-attribute data [12, 13], market basket data cluster-
ing [16], and document clustering [29].

Binary data sets occupy a special place in data analysis [16], and it is of
great interest to discover underlying clusters and discrete patterns. Numerous
techniques such as Principal Component Analysis (PCA) [25] have been pro-
posed to deal with continuous data. For nonnegative matrices, nonnegative
matrix factorization (NMF) [14, 15, 17, 30] is used to discover meaningful
patterns in data sets. However, these methods cannot be directly applied to
analyze binary data sets. The presence of binary features poses a great chal-
lenge in the analysis of binary data sets, and it generally leads to NP-hard
problems.

In 2003, Koyutürk et al. [11] first proposed an algorithm called PROX-
IMUS to solve BMF via recursive partitioning. Koyutürk et al. [12] further
showed that BMF is NP-hard because it can be formulated as an integer
programming problem with 2m+n feasible solutions, even for rank-1 BMF.
They showed in [13] that there is no theoretical guarantee on the quality of
the solution produced by PROXIMUS. Lin et al. [18] proposed an algorithm
theoretically equivalent to PROXIMUS but with lower computation cost.
Shen et al. [24] proposed a 2-approximation algorithm for rank-1 BMF by
reformulating it as a 0-1 integer linear problem (ILP). Gillis and Glineur [7]
gave an upper bound for BMF by finding the maximum edge bicliques in the
bipartite graph whose adjacency matrix is G. They also proved that rank-1
BMF is NP-hard.

As discussed above, the matrix product UW is generally not required to
be binary for BMF. We call this unconstrained BMF (UBMF). Since the
matrix G is binary, it is often desirable to have a matrix product that is
also binary. We call the resulting problem constrained BMF (CBMF), where
the matrix product is restricted to the class of binary matrices. CBMF is
well suited for certain classes of applications. For example, given a collection
of text documents, one may be interested in classifying the documents into
groups or clusters based on similarity of content. When CBMF is used for
the classification, it is natural to stipulate that each document in the corpus
be assigned to only one cluster, in which case the resulting matrix product
must be binary.
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We note that when the matrix product UW is binary, then there is no
difference between the squared Frobenius norm and the l1 norm of the matrix
G− UW . As shown in recent study [2], use of the l1 norm is very helpful in
the pursuit of sparse solutions to various problems. However, in the present
literature on BMF, the squared Frobenius norm has been used as the objective
function. Since in BMF, we are seeking an solution that minimizes the number
of nonzero elements of the matrix G−UW whenever UW is binary, we thus
propose to use the l1 norm as the objective function in our new BMF model.
As we shall see later, while such a change will not change the objective
function value, it will change substantially the solution process.

While CBMF is appealing both in theory and in practical applications, it
introduces many quadratic constraints into the corresponding optimization
problem, making it extremely hard to solve. The primary target of this work is
to introduce two variants of CBMF that involve only linear constraints to en-
sure that the resulting matrix product is binary. In particular, we explore the
relationship between the two variants of CBMF and special classes of clustering
problems and use this relation to develop effective approximation algorithms
for CBMF. As a byproduct, we also develop an effective approximation algo-
rithm for rank-1UBMF. A randomized algorithm for CBMF is proposed, along
with an estimate of the quality of the solution obtained. Our numerical exper-
iments show that the proposed CBMF models can provide good solutions to
classification problems with binary data. Compared with other existing solvers
for UBMF in the literature, the algorithms proposed in this work can provide
solutions of competitive quality in less computational time.

We note that in [22], Miettinen et al. proposed another way to decompose
a binary matrix by solving the so-called discrete basis problem (DBP), where
the standard matrix product UW in UBMF is replaced by the boolean prod-
uct U ⊗ W . They also considered a special variant of DBP (called binary
k-median problem (BKMP)), and suggested a 10-approximation algorithm
for BKMP. As we shall see later, BKMP can be viewed as a more restric-
tive version of a specific variant of CBMF. Consequently, the less restrictive
CBMF can always lead to a better objective value. The great flexibility of
CBMF also allows us to align the sparse rows or columns of the matrix G
with the origin in a suitable space associated with the input data and fo-
cus mainly on the identification of some large and dense submatrices of G,
which is the primary target in UBMF. Moreover, we propose to solve two
variants of CBMF to obtain a better matrix factorization. Such a strategy
allows us to effectively obtain a 2-approximation to rank-1 UBMF (which
is still NP-hard, as shown in [12]), and the proposed algorithm for rank-1
UBMF is a substantial improvement over several existing algorithms for the
same problem in the literature [12, 24].

The paper is organized as follows. In Section 2, we introduce the CBMF
problem and present two special variants of CBMF. We also discuss various
relationships between UBMF and CBMF. In Section 3, we explore the rela-
tionships between the two variants of CBMF and special classes of clustering
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problems. A simple way to obtain the so-called l1 center of a given cluster
is also proposed. In Section 4, we present two effective approximation algo-
rithms for CBMF: one deterministic and one randomized. In Section 5, we
introduce further variants of CBMF, and these extended CBMF models form
a hierarchical approach to UBMF. A simple iterative update scheme is pro-
posed to solve the subproblems in UBMF and extended CBMF. In Section 6,
we present test results for the proposed algorithms on both synthetic and
real data sets and compare them with existing algorithms. Finally, we offer
concluding remarks in Section 7.

A brief note about the notation we use: For any matrix G, gi denotes its
i-th column, and Gji (or gi(j)) denotes the j-th element of gi. We also use g0
to denote the origin in a suitable space.

2 Unconstrained and Constrained BMF

Given G ∈ {0, 1}m×n and integer k � min(m,n), the unconstrained binary
matrix factorization (UBMF) problem of rank k is defined as

min
U,W

‖G− UW‖2F (1)

s.t. U ∈ {0, 1}m×k, W ∈ {0, 1}k×n.

Note that in the above model, the matrix product UW is not required to
be binary. As pointed out in the introduction, since the matrix G is binary,
it is often desirable to have a binary matrix product, which leads to the
constrained binary matrix factorization (CBMF) problem

min
U,W

‖G− UW‖2F (2)

s.t. U ∈ {0, 1}m×k, W ∈ {0, 1}k×n,

UW ∈ {0, 1}m×n.

If we replace the squared Frobenius norm in problem (2) by the l1 norm, then
we end up with the optimization problem

min
U,W

‖G− UW‖1 (3)

s.t. U ∈ {0, 1}m×k, W ∈ {0, 1}k×n,

UW ∈ {0, 1}m×n.

The quadratic constraints make problem (3) very hard to solve. To see
this, let us temporarily fix one matrix, say U , then we end up with a BLP
with linear constraints, which is still nontrivial to solve [4]. One way to reduce
the difficulty of problem (3) is to replace the hard quadratic constraints by
linear constraints that will ensure that the resulting matrix product remains
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binary. For this purpose, we introduce the following two specific variants of
CBMF:

min
U,W

‖G− UW‖1 (4)

s.t. U ∈ {0, 1}m×k, W ∈ {0, 1}k×n,

Uek ≤ em.

min
U,W

‖G− UW‖1 (5)

s.t. U ∈ {0, 1}m×k, W ∈ {0, 1}k×n,

WT ek ≤ en.

Here ek ∈ R
k×1 and em ∈ R

m×1 are vectors of all ones. The constraint
Uek ≤ em (or WT ek ≤ en) ensures that every row of U (or every column of
W ) contains at most one nonzero element, and thus it guarantees that UW
is a binary matrix.

Another interesting observation is that for a binary matrix U , all its
columns are orthogonal to each other if and only if all the constraints
Uek ≤ em hold. In other words, the orthogonality of a binary matrix B can
be retained by imposing some linear constraints on the matrix itself. This
is very different from the case of generic matrices. For example, so-called
nonnegative principal component analysis [27] also imposes the orthogonal
requirement on the involved matrix argument, and it leads to a challenging
optimization problem.

Note that the product matrix is guaranteed to be a binary matrix when
k = 1. Therefore, we immediately have the following result.

Proposition 2.1. If k = 1, then problems (1) and (3) are equivalent.

Our next result establishes the relationship between the variants of CBMF
and general CBMF when k = 2.

Proposition 2.2. If k = 2, then problem (3) is equivalent to either prob-
lem (4) or (5).

Proof. It suffices to prove that if (U,W ) is a feasible pair for problem (3),
then it must satisfy either Uek ≤ em or WT ek ≤ en. Suppose to the contrary
that both constraints Uek ≤ em and WT ek ≤ en fail to hold, i.e., the i-th
row of U and the j-th column of W satisfy

Ui1 + Ui2 = 2, W1j +W2j = 2.

Then it follows immediately that

[UW ]ij = Ui1W1j + Ui2W2j = 2 > 1,
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contradicting to the assumption that (U,W ) is a feasible pair for problem (3).
Therefore, we have either Uek ≤ em or WT ek ≤ en. This completes the proof
of the proposition. ��
Inspired by Propositions 2.1 and 2.2, one may conjecture that problems (1)
and (3) are equivalent when k = 2. The following example disproves such a
conjecture. Let

G =

⎛
⎜⎜⎜⎜⎜⎜⎝

1 1 1 1 0 0
1 1 1 1 0 0
1 1 1 1 1 1
0 0 0 1 1 1
0 0 0 1 1 1
0 0 0 1 1 1

⎞
⎟⎟⎟⎟⎟⎟⎠

, U =

⎛
⎜⎜⎜⎜⎜⎜⎝

1 0
1 0
1 1
0 1
0 1
0 1

⎞
⎟⎟⎟⎟⎟⎟⎠

, W =

(
1 1 1 1 0 0
0 0 0 1 1 1

)
.

Then one can verify that the matrix pair (U,W ) is the unique optimal solution
to problem (1), but it is infeasible for problem (3).

We note that if k ≥ 3, then problem (3) is not equivalent to problem (4)
or (5). This can be seen from the following example. Consider the matrix pair
(U,W ) given by

U =

(
1 0 1
0 0 1

)
, WT =

(
0 1 1
1 1 0

)
.

One can easily see that (U,W ) is a feasible solution to problem (3) but not
a feasible solution to problem (4) or (5).

3 Equivalence between CBMF and Clustering

In this section, we explore the relationship between CBMF and classes of
special clustering problems. We first consider problem (5). Let us temporarily
fix U and consider the resulting subproblem

min f(W ) =

n∑
i=1

‖gi − Uwi‖1 (6)

s.t. eTkwi ≤ 1, i = 1, · · · , n;
wi ∈ {0, 1}k, i = 1, · · · , n.

It is easy to see that the optimal solution to the above problem can be
obtained as follows:

wi(j) =

{
1 if uj = argminl=0,1,··· ,k‖gi − ul‖1
0 otherwise

.

If wi(j) = 1, we say gi is assigned to uj , otherwise gi is assigned to u0, the
origin of the space Rm. Thus problem (6) amounts to assigning each point gi
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to the nearest centroid in the set S = {u0, u1, . . . , uk}. Consequentially, we
can cast CBMF (5) as the following specific clustering problem:

min
u1,...,uk

∑n
i=1 minl=0,1,··· ,k ‖gi − ul‖1 (7)

s.t. uj ∈ {0, 1}m, j = 1, . . . , k.

Though W is not explicitly defined in (7), it is trivial to verify the following
result.1

Theorem 3.1. Problems (5) and (7) are equivalent in the sense that they
have the same optimal solution set and objective value.

We remark that problem (7) is very close to classical k-means cluster-
ing [20] with two exceptions: One is that one additional center u0 is used in
the assignment process. This additional center allows CBMF to align many
sparse columns of G with u0 and perform the clustering task only for the rel-
atively dense columns of G. Intuitively, this will help to reduce the objective
function value in BMF. It is also interesting to note that in [22], the authors
consider a more restricted version of problem (5) with constraint WT ek = en
(called BKMP). In other words, every column of G must be assigned to a
cluster in BKMP, which shows a key difference between BKMP and CBMF.

Another difference between problem (7) and the classical k-means clus-
tering is that we use the l1 distance in (7), while the Euclidean distance is
used in k-means. A popular approach for k-means clustering is to update the
assignment matrix and the cluster center iteratively. Note that in classical
k-means clustering, the cluster center is simply the geometric center of all
the data points in that cluster.

We next discuss how to find a cluster center to minimize the sum of the
l1 distances. For convenience, we call it the l1 center of the cluster. Given a
cluster consisting of binary data points CV = {v1, · · · , vp}, we consider the
optimization problem

min

p∑
i=1

‖vi − vc‖1, (8)

for which we have

Theorem 3.2. Suppose that all the data points vi of a cluster CV are bi-
nary. Then the l1 center of the cluster is also binary and can be computed by
rounding the geometric center of the cluster to binary.

Proof. Since the l1 norm of a vector is defined as the sum of all the absolute
values of its elements, it suffices to consider the l1 center with respect to
every element of the data points. For example, suppose that

v1(1) = v2(1) = · · · = vl(1) = 0, vl+1(1) = · · · = vp(1) = 1, 1 ≤ l < p.

1 Problem (4) can also be reformulated as a clustering problem similarly.
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Then at the geometric center of the cluster, we have

vc̄(1) =
p− l

p
.

On the other hand, it is straightforward to verify that

vc(1) =

{
1 if l ≥ p/2
0 otherwise

.

This completes the proof of the theorem. ��
We mention that the l1 center is identical to a restricted binary variant of
the geometric cluster center considered in [18].

We conclude this section by presenting a sandwich theorem exploring the
relationship between the optimal solutions for problem (5) and BKMP in
[22].

Theorem 3.3. For a given matrix G, let f∗
c (k) and f∗

b (k) denote the values
of the objective function at the optimal solutions to problems (5) and BKMP
in [22], respectively. Then

f∗
b (k + 1) ≤ f∗

c (k) ≤ f∗
b (k).

Proof. The proof follows by observing that the optimal solution (k-centers)
to BKMP can be used as the starting centers for problem (5), and the optimal
solution (k-centers) of problem (5), together with the origin in the input data
space can be used as a starting solution for BKMP with k+1 centers. ��

4 Two Approximation Algorithms for CBMF

In this section, we present two algorithms for CBMF. In the first subsection,
we describe a deterministic 2-approximation algorithm for CBMF whose com-
plexity is exponential in terms of k. The algorithm is effective for small k,
but it becomes ineffective when k is large. For the latter case, in the sec-
ond subsection we present another approximation algorithm for CBMF with
randomized centers.

4.1 A Deterministic 2-Approximation Algorithm

There have been many effective algorithms proposed for k-means cluster-
ing [10]. In particular, Hasegawa et al. [9] introduced a 2-approximation al-
gorithm for k-means clustering that runs in O(nk+1) time. In what follows
we modify the algorithm in [9] for the CBMF problem. To describe the new
algorithm, we first cast every column of G as a data point in R

m and de-
note the resulting data set by VG, whose cardinality is n. Then we formulate
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another set SV (k) that consists of all subsets VG with a fixed size k. The
cardinality of SV (k) is

(
n
k

)
. We obtain a clustering algorithm for CBMF (5)

in Algorithm 1, which tries every subset in SV (k) as an initial U .

Algorithm 1: Clustering for CBMF (5)

1 for l ← 1 to
(
n
k

)
do

2 Choose the subset sl ∈ SV (k) and form initial U by casting every point in
sl as its column vector;

3 for i ← 1 to n do
4 Assign gi to the nearest centroid among u0, u1, . . . , uk;
5 for j ← 1 to k do
6 if gi is assigned to uj then
7 wi(j) = 1;
8 else
9 wi(j) = 0;

10 end

11 end

12 end
13 Compute the new l1 center for every cluster Cp based on the newly

assigned data points; if there is no change in the l1 center for every
p = 1, . . . , k then

14 Output U and the corresponding W as the solution;
15 else
16 Update the l1 center for every cluster and go to line 3;
17 end

18 end
19 Return U and W with the minimum objective value over all the runs.

We next consider the approximation ratio of Algorithm 1 for CBMF (5).

Theorem 4.1. Suppose that U∗ = [u∗
1, . . . , u

∗
k] is the global optimal solution

of problem (7) with an objective value fopt, and U = [u1, . . . , uk] is the solu-
tion output by Algorithm 1 with an objective value f(U). Then

f(U) ≤ 2fopt.

Proof. Let Cp = {gp1 , . . . , gpd
} denote the p-th cluster with the binary cen-

troid u∗
p at the optimal solution of CBMF for 1 ≤ p ≤ k, and C0 the optimal

cluster aligned with u0. Then we can rewrite the optimal objective value
of (7) as

fopt =

k∑
p=1

∑
gi∈Cp

‖gi − u∗
p‖1 +

∑
gi∈C0

‖gi‖1.
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Let
g∗p = arg min

i=1,...,d
‖gpi − u∗

p‖1. (9)

It follows that

d∑
i=1

‖gpi − g∗p‖1 =

d∑
i=1

m∑
j=1

|gpi(j)− g∗p(j)|

≤
d∑

i=1

m∑
j=1

|gpi(j)− u∗
p(j)|+ |u∗

p(j)− g∗p(j)|

=

d∑
i=1

‖gpi − u∗
p‖1 + d‖g∗p − u∗

p‖1

≤ 2

d∑
i=1

‖gpi − u∗
p‖1,

where the first inequality follows from the triangular inequality for l1 distance,
and the last inequality follows from (9). Therefore, we have

f(U) ≤
k∑

p=1

∑
gi∈Cp

‖gi − g∗p‖1 +
∑

gi∈C0

‖gi‖1

≤ 2

k∑
p=1

∑
gi∈Cp

‖gi − u∗
p‖1 +

∑
gi∈C0

‖gi‖1

≤ 2(
k∑

p=1

∑
gi∈Cp

‖gi − u∗
p‖1 +

∑
gi∈C0

‖gi‖1)

= 2fopt,

where the first inequality is implied by the optimality of U∗ and (9). The
second inequality holds due to (10). It is straightforward to verify the third
inequality, and the last equality follows from (9).

We remark that as one can see from the proof of Theorem 4.1, a 2-
approximation solution can also be obtained even when we do not update
the cluster centers. This implies that we can obtain a 2-approximation to
problem (7) in O(mnk+1) time. Similarly, we can modify Algorithm 1 slightly
to obtain a 2-approximation for CBMF (4) in O(nmk+1) time. This implies
that the proposed algorithm can find a 2-approximation to CBMF effectively
for small k. Moreover, combining Theorem 4.1 and Proposition 2.1, we can
derive the following result for UBMF.

Corollary 4.1. A 2-approximation to UBMF with k = 1 can be obtained
in O(nm2 + mn2) time by applying Algorithm 1 to problems (4) and (5),
clustering both by columns and by rows, respectively, and taking the best result.
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It is worth mentioning that in [24], Shen et al. proposed to solve rank-1
UBMF via reformulating it as an integer linear program that involves nm
variables. By solving the corresponding LP relaxation, a 2-approximate so-
lution to rank-1 UBMF was first reported in [24]. In the next subsection, we
shall discuss how to use a random starting strategy to improve the efficiency
of the algorithm and to obtain a good approximation to CBMF for large k.

4.2 A Randomized Approximation Algorithm

In this subsection we present a O(log k) approximation algorithm for CBMF
based on randomized centers. Instead of the exhaustive search procedure in
Algorithm 1, here we modify slightly the random seed selection process in
kmeans++ [1] to obtain the starting centers. Let D(x) denote the l1 distance
from a data point x to the closest center we have already chosen. We use the
following procedure to select the starting centers. Once the starting centers

Algorithm 2: Random Initialization

1.1 Take the origin of the space of the data set V to be the first center, u0;
1.2 Choose the next cluster center ui by selecting ui = v′ ∈ V with probability
D(v′)/(

∑
v∈V D(v));

1.3 Repeat Step 1.2 until all k centers are selected;

are chosen, we can proceed as steps 3-17 of Algorithm 1. For convenience, we
call the weighting used in the above procedure D1 weighting.

As in [1], we need several technical results to prove Theorem 4.2. For
notational convenience, let us denote Copt = {C0, C1, · · · , Ck} where every Ci
is the cluster in the optimal solution associated with cluster center u∗

i .
We first consider the cluster C0 aligned to u0 = u∗

0. We have

Lemma 4.1. Let C0 be the cluster in Copt associated with u0 = u∗
0, and let

f(C0) denote the objective function value after the clustering process. Then

f(C0) ≤ fopt(C0).

Proof. The lemma follows from (7) and the fact u0 = u∗
0. ��

The next result considers the cluster Ci for some i ≥ 1 whose center is selected
at random uniformly from the set itself. Though we do not use such a strategy
to select the starting centers, the result is helpful in our later analysis.

Lemma 4.2. Let A be an arbitrary cluster in the final optimal clusters Copt,
and let C be the clustering with the center selected at random uniformly from
A. Then

E(f(A)) ≤ 2fopt(A).



292 P. Jiang et al.

Proof. The proof follows a similar vein as the proof of Lemma 3.1 in [1]
with the exception that the Euclidean distance has been replaced by the l1
distance. Let c(A) be the l1 center of the cluster in the optimal solution. It
follows that

E(f(A)) =
∑
a0∈A

1

|A|
∑
a∈A

‖a− a0‖1

≤ 1

|A|
∑
a0∈A

(∑
a∈A

‖a− c(A)‖1 + |A| · ‖a0 − c(A)‖1
)

= 2
∑
a∈A

‖a− c(A)‖1. ��

It should be mentioned that the above lemma holds for the cluster C0 ∈ Copt,
where all the data points are aligned with u0. In such a case, we need only to
change the l1 center c(A) to u0 in the proof of the lemma. We next extend
the above result to the remaining centers chosen with the D1 weighting.

Lemma 4.3. Let A be an arbitrary cluster in the final optimal clusters Copt,
and let C be an arbitrary clustering. If we add a random center to C from A,
chosen with D1 weighting. Then

E(f(A)) ≤ 4fopt(A).

Proof. Note that for any a0 ∈ A, the probability that a0 is selected as the
center is D(a0)/(

∑
a∈AD(a)). It follows that

E(f(A)) =
∑

a0∈A

D(a0)∑
a∈A D(a)

∑

a∈A

min(D(a), ‖a− a0‖1)

≤ 1

|A|
∑

a0∈A

∑
a∈A(D(a) + ‖a− a0‖1)∑

a∈A D(a)

∑

a∈A

min(D(a), ‖a− a0‖1)

≤ 1

|A|
∑

a0∈A

∑
a∈A D(a)

∑
a∈A D(a)

∑

a∈A

‖a − a0‖1+ 1

|A|
∑

a0∈A

∑
a∈A ‖a− a0‖1∑

a∈A D(a)

∑

a∈A

D(a)

=
2

|A|
∑

a0∈A

∑

a∈A

‖a0 − a‖1 ≤ 4fopt(A),

where the first inequality follows from the triangle inequality for l1 distance,
and the last inequality follows from Lemma 4.2. ��
The following lemma resembles Lemma 3.3 in [1], with a minor difference
in the constant used in the estimate. For completeness, we include its proof
here.

Lemma 4.4. Let C be an arbitrary clustering. Choose T > 0 ‘uncovered’
clusters from Copt, and let Vu denote the set of points in these clusters, with
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Vc = V − Vu. Suppose we add t ≤ T random centers to C, chosen with D1

weighting. Let C′ denote the resulting clustering. Then

E(f(C′)) ≤ (1 +Ht)(f(Vc) + 4fopt(Vu)) + T − t

T
f(Vu),

where Ht denotes the harmonic sum, 1 + 1
2 + · · ·+ 1

t .

Proof. We prove this by induction, showing that if the result holds for (t −
1, T ) and (t− 1, T − 1), then it also holds for (t, T ). Thus, it suffices to check
the base cases t = 0, T > 0 and t = T = 1.

The case t = 0 follows easily from the fact that 1 + Ht = (T − t)/T = 1.
Suppose T = t = 1. We choose the new center from the one uncovered center
with probability f(Vu)/f(V). It follows from Lemma 4.3 that

E(f(C′)) ≤ f(Vc) + 4fopt(Vu).

Because f(C′) ≤ f(V), even if we choose a center from a covered cluster, we
thus have

E(f(C′)) ≤ f(Vu)
f(V) (f(Vc) + 4fopt(Vu)) + f(Vc)f(V)

f(V) ≤ 2f(Vc) + 4fopt(Vu).

Since 1 +Ht = 2, the lemma holds for both cases.
We next proceed to the inductive step. We first consider the case where

the center is chosen from a covered cluster, which happens with probability
f(Vc)/f(V). Since adding the new center will only decrease the objective
value, by applying the inductive hypothesis with the same choice of covered
clusters, but with t decreased by 1, we can conclude that the contribution to
E(f(C′)) in this case is at most

f(Vc)
f(V)

(
(f(Vc) + 4fopt(Vu)) (1 +Ht) +

T − t+ 1

T
f(Vu)

)
. (10)

Suppose that the first center is chosen from some uncovered cluster A, which
happens with probability f(A)/f(V)). Let pa be the conditional probability
that we choose a ∈ A as the center given the fact that the center is from A,
and fa(A) denotes the objective value when a is used as the center. Adding
A to the covered center (thus decreasing both T and t by 1) and applying
the inductive hypothesis again, we have

E(f(C′)) ≤ f(A)

f(V)
∑
a∈A

pa

(
(f(Vc) + fa(A) + 4fopt(Vu)− 4fopt(A)) (1 +Ht−1) +

T − t

T − 1
(f(Vu)− f(A))

)

≤ f(A)

f(V)
(
(f(Vc) + 4fopt(Vu)) (1 +Ht−1) +

T − t

T − 1
(f(Vu)− f(A))

)
,

where the last inequality follows from Lemma 4.3. Recalling the power-mean
inequality, we have
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∑
A∈Vu

f(A)2 ≥ 1

T
f(Vu)2.

Summing over all uncovered clusters, we obtain

E(f(C′)) ≤ f(Vu)

f(V)
(f(Vc) + 4fopt(Vu)) (1 + Ht−1) +

T − t

(T − 1)f(V)

(
f(Vu)

2 − f(Vu)
2)

T

)

=
f(Vu)

f(V)

(
(f(Vc) + 4fopt(Vu)) (1 + Ht−1) +

T − t

T
f(Vu)

)
. (11)

From (10) and (11) we derive

E(f(C′)) ≤ (f(Vc) + 4fopt(Vu)) (1 +Ht−1) +
T − t

T
f(Vu) + f(Vc)f(Vu)

Tf(V)
≤ (f(Vc) + 4fopt(Vu)) (1 +Ht−1 +

1

T
) +

T − t

T
f(Vu)

≤ (f(Vc) + 4fopt(Vu)) (1 +Ht−1 +
1

t
) +

T − t

T
f(Vu). (12)

This completes the proof of the lemma. ��
Now we are ready to state the main result in this subsection.

Theorem 4.2. If the starting centers are selected by the random initializa-
tion Algorithm 2, then the expected objective function value E(f) = E(f(U))
satisfies

E(f(U)) ≤ 4(log k + 2)fopt.

Proof. Consider the clustering C after all the starting centers have been se-
lected. Let A denote the cluster in Copt from which we choose u1. Applying
Lemma 4.4 with t = T = k − 1, and with C0 and A the only two possibly
covered clusters, we have

E(f(C)) ≤ (f(C0) + f(A) + 4f(Copt)− 4fopt(C0)− 4fopt(A)) (1 +Hk−1)

≤ 4(2 + log k)f(Copt),

where the last inequality follows from Lemma 4.1, Lemma 4.3, and the fact
that Hk−1 ≤ 1 + log k. ��
It is worth mentioning that compared with Theorem 3.1 in [1], the approxi-
mation ratio in the above theorem is sharper, due to the use of the l1 norm.

5 Extension of CBMF

In the previous sections, we have focused on two specific variants of CBMF,
(4) and (5). In this section we introduce several new variants of CBMF and
explore their relationships to UBMF. Note that if we use the l1 norm as the
objective function, then the optimization model for UBMF can be written as
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f(U,W ) = ‖G− UW‖1 =

n∑
i=1

‖gi −
k∑

j=1

wi(j)uj‖1. (13)

If we temporarily fix one matrix argument, say U , then we obtain the BLP
subproblem

min
wi

f(wi) = ‖gi −
k∑

j=1

wi(j)uj‖1 (14)

s.t. wi ∈ {0, 1}k.

As in our discussion of CBMF in Section 4, we can cast gi and ui as points
in R

m. Consequently, problem (13) reduces to the problem of assigning each
point gi to the nearest linear combination of u1, . . . , uk. Let S(u1, . . . , uk)
denote the set of all possible linear combinations, i.e., S = {s1, · · · , s2k}, with
sl =

∑k
j=1 αl(j)uj and αl(j) ∈ {0, 1}. It is easy to see that |S| = 2k. Using

the above notation, it is easy to see that the optimal solution to problem (13)
can be obtained as follows:

wi(j) =

{
1 if sl = argmins∈S ‖gi − s‖1 and αl(j) = 1

0 otherwise
, (15)

where j = 1, · · · , k. Based on this relation, we reformulate UBMF (1) as the
following clustering problem:

min
u1,...,uk

∑n
i=1 minc∈S(u1;...;uk) ‖gi − c‖1 (16)

s.t. uj ∈ {0, 1}m, ∀j = 1, . . . , k.

We next establish a sandwich theorem between the optimal objective val-
ues of CBMF and UBMF.

Theorem 5.1. For a given matrix G, let f∗
u(k) and f∗

c (k) denote the values
of the objective function at the optimal solutions to problems (1) and (5),
respectively, where k is the rank constraint on matrices U and W . Then

f∗
c (2

k − 1) ≤ f∗
u(k) ≤ f∗

c (k).

Proof. The relation f∗
u(k) ≤ f∗

c (k) holds because the optimal solution of
rank-k CBMF is also a feasible solution for rank-k UBMF.

Now we proceed to prove the relation f∗
c (2

k − 1) ≤ f∗
u(k). Denote U =

{u1, u2, · · · , uk} the matrix in the optimal solution to rank-k UBMF, and
S(u1, · · · , uk) the set of all possible combinations of the columns of U . It
follows immediately that the matrix W can be obtained from the assignment
process (15). Note that for every element sl ∈ S(u1, · · · , uk), l = 1, · · · , 2k,
we can construct another binary vector s̄l by
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s̄il =

{
1 if sil > 1
sil otherwise

, i = 1, · · · , n. (17)

Accordingly we obtain another set S̄ that contains all the elements s̄l. Since
the matrix G is binary, for every column gi of G, we have

‖gi − s̄l‖1 ≤ ‖gi − sl‖1.

Note that the set S̄ can be used as a starting matrix in CBMF with rank
2k − 1. It follows from (7) and (16) that f∗

c (2
k − 1) ≤ f∗

u(k). This completes
the proof of the theorem. ��
To illustrate, we recall Example (6). It is straightforward to verify the fol-
lowing relation

f∗
c (3) = 0 < f∗

u(2) = 1 < f∗
c (2) = 2.

We remark that from Theorem 5.1, one can see that there might be a large
gap between UBMF and the two variants of CBMF, in particular when k is
reasonably large. This is not surprising due to the extra constraint in CBMF.
For example, in problem (5) we imposed the constraint WT ek ≤ en. Note
that because W is binary, the relation WT ek ≤ ken always holds. In other
words, we can view UBMF as a special variant of CBMF where the constraint
WT ek ≤ ken is redundant. Based on this observation, we can also replace
the constraint in problem (5) by

WT ek ≤ ten, 1 < t < k.

Let us denote the corresponding optimization model by CBMF(t), and the
optimal objective value by f∗

CBMF (t). Then one can easily show that

f∗
CBMF (1) ≥ f∗

CBMF (2) · · · ≥ f∗
CBMF (k) = f∗

UBMF (k).

This shows that UBMF can be approached via a series of CBMF models.
On the other hand, though problem (13) can be solved via the assign-

ment (15) for a fixed U , the procedure has complexity 2k, which is still very
high for large k. In what follows we present a simple iterative procedure for
problem (13) that reduces the objective function value step by step. For this,
we first rewrite the objective in (13) as

f(U,W ) = ‖G−UW‖1=‖G−UW+u:iwi:−u:iwi:‖1=‖G̃−u:iwi:‖1 = f1(wi:),

where wi: denotes the i-th row of W , and u:i the i-th column of U . Note that
the matrix G̃ is independent of wi:, since the terms involving wi: cancel. Now
let us temporarily fix G̃ and consider the problem

min
wi:∈{0,1}n

f1(wi:). (18)
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Define w̃i: = uT
:iG̃/eTnu:i. From Theorem 3.2 we can obtain the optimal solu-

tion (of problem (18)) as follows

w∗
ij =

{
0 if w̃ij <

1
2

1 otherwise
. (19)

Algorithm 3: Iterative Algorithm for UBMF (13)

1 For i = 1, . . . , k;
2 Update wi: via (19);
3 Repeat above process until no improvement is obtained.

It should be pointed out that though the above procedure can reduce
the objective value of problem (13) and is easy to implement, the solution
provided might not be optimal.

6 Numerical Results

In this section we report numerical results for our proposed algorithms for
both CBMF and UBMF on some test data sets, and compare them with other
existing algorithms for UBMF. For efficiency considerations, we implemented
only the randomized algorithm for CBMF analyzed in Section 4.2. Since the
solution from CBMF is also feasible for UBMF, the output from CBMF can
be used as initial matrices for UBMF. Then we apply Algorithm 3 to obtain
a solution for UBMF. Accordingly, we call such an algorithm hybrid UBMF.
We also compare the solutions of UBMF and CBMF. All numerical tests
were conducted using MATLAB R2012 and performed on a 64-bit Windows
7 system with Intel Core2 Quad 2.66 GHz CPU and 4 GB RAM.

For numerical comparison, we apply PROXIMUS to UBMF [11], which
splits a data set based on the entries of a binary vector and performs recur-
sive partitioning in the direction of such vectors. When the rank is fixed, we
apply the rule proposed in [18] to find the best solution among all possible so-
lutions of the desired rank. We also coded the 2-approximation algorithm [24],
denoted by ILP, for rank-1 UBMF. ILP reformulates UBMF as a 0-1 integer
programming program and finds an approximate solution by using its linear
programming relaxation. We also implemented a penalty function algorithm
given in [29]. We chose the penalty function algorithm over the thresholding
algorithm in [29] because initial testing showed the thresholding algorithm
to be very time-consuming.

Data sets from three different categories were tested. Synthetic data sets
are first used to test the effectiveness and efficiency of the proposed algo-
rithms. We also use gene expression data sets to find bicluster structures. In
the last part of this section we apply the proposed algorithms in this work
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to document clustering and compare results with those from the standard
k-means algorithm and the PROXIMUS algorithm in [11].

6.1 Synthetic Dataset

First, we generated some synthetic data sets to test the effectiveness of the
proposed algorithms. We randomly generate two binary matrices U and V
and round all nonzero entries of the product matrix (G = UV ) to 1. Here
we use the l1 norm to measure the approximation error. Since the proposed
algorithm is randomized, to be fair we repeat the algorithm 20 times and
average the outputs.

Table 1 Numerical Results for Synthetic Data Set

Algorithm CBMF Hybrid UBMF PROXIMUS ILP

n m k Time Obj Time Obj Time Obj Time Obj

0.0999 16 0.2675 16 0.6617 42 3.0954 62
100 50 5 0.0918 18 0.1223 13 0.2454 42 1.8560 58

0.0587 24 0.1568 20.5 0.6031 43 1.3335 61

0.7285 27 4.5933 23 1.2405 200 3.7188 300
500 200 10 0.7379 32 5.4058 30 1.1135 74 4.4731 74

0.7592 36 4.6835 36 1.2614 89 4.4259 89

2.5793 100 26.8796 87 12.1947 317 24.1523 499
800 400 10 2.2930 122 29.6951 97 11.1525 317 37.0757 486

2.3735 100 30.1860 92 10.3123 141 22.0120 141

As can be observed in Table 1, the hybrid UBMF algorithm always pro-
duced the best recovery matrix among all algorithms tested. Also, the CBMF
algorithm significantly outperforms the PROXIMUS and ILP algorithms.

6.2 Metagene Pattern Discovery

Here we use the proposed algorithms to reduce the dimension of gene expres-
sion data and find metagene patterns. The goal is to find a small number of
metagenes such that the gene expression pattern of samples can be approx-
imated as a linear combination of these metagenes. We consider a data set
consisting of gene expression levels of N genes in M samples (where normally
N  M), represented by matrix G of size N ×M . The rows of G contain
the expression levels of the N genes in the M samples. We seek a rank k
approximation G = UV where U ∈ R

N×k and V ∈ R
k×M . Each column of

matrix U represents a metagene from N genes, and each column of V stands
for the metagene expression pattern of the corresponding sample. We are
mostly interested in the biclustering case, k = 2.
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The match score is used to evaluate clustering performance. If M1, M2 are
biclustering sets, then the match score in attribute dimension (gene dimen-
sion) of M1 with respect to M2 is given by

S(M1,M2) =
1

|M1|
∑

(G1,C1)∈M1

max
(G2,C2)∈M2

|G1 ∩G2|
|G1 ∪G2| ,

where {(G1, C1) ∈M1} is a gene-sample partition in M1. In the experiment,
we use the implanted/optimal biclustering structure asM1, and the computed
biclustering structure as M2. The data sets we employ are commonly used
in the bioinformatics community [3, 23]. Specifically, they are ALL/AML,
leukemia, and lung cancer data sets. A brief summary of the data sets is
given in Table 2. We follow the procedure described in [23] to generate the
data. Based on different discretization schemes, we have two different data
sets and will report their results separately. The match scores of the various

Table 2 Gene Expression Data Set

Data Set Gene Sample

ALL AML 3051 38
Leukemia No. 1 15060 30
Leukemia No. 2 15060 170
Lung Cancer 9036 82

algorithms are reported in Tables 3 and 4. As we can see from both tables,
the hybrid UBMF reports the highest match score among all algorithms
tested. PROXIMUS is consistently worse than CBMF. Sometimes the penalty
function algorithm is able to produce similar results as the Hybrid UBMF
does, but with significantly longer computational time. For all gene expression
data sets, ILP fails to report any reasonable outputs.

Table 3 Numerical Results for Gene Expression Data Set 1

Algorithm CBMF Hybrid UBMF PROXIMUS Penalty Function

Data Set Time Score Time Score Time Score Time Score

AML ALL 0.4906 0.7675 0.4272 0.7698 43.4760 0.7525 1.2970 0.8019

Leukemia-1 1.2762 0.8376 1.3501 0.8411 62.2387 0.8338 7.3132 0.8070

Leukemia-2 1.2521 0.8297 1.4421 0.8301 62.2819 0.8165 47.9095 0.8071

Lung Cancer 2.4525 0.8343 2.7295 0.8343 57.5884 0.7877 14.1992 0.7197
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Table 4 Numerical Results for Gene Expression Data Set 2

Algorithm CBMF Hybrid UBMF PROXIMUS Penalty Function

Data Set Time Score Time Score Time Score Time Score

AML ALL 0.3709 0.7050 0.3653 0.7258 44.0312 0.6986 1.4123 0.7350

Leukemia-1 1.3717 0.7478 1.5330 0.7550 43.9606 0.7397 11.3092 0.6801

Leukemia-2 10.015 0.7373 12.795 0.7400 150.189 0.7162 36.9800 0.6766

Lung Cancer 2.3814 0.7643 2.4908 0.7643 71.0308 0.7315 17.2165 0.6599

6.3 Document Clustering

In this experiment, we apply the proposed algorithms to some text mining
applications. We first choose the most frequent terms in the documents to
form the term space and project each document into the term space, which
will generate a binary matrix. In this way we represent the documents using
a binary vector space model where each document is a binary vector in the
term space. The terms are grouped into k different classes by definition. We
then apply our CBMF algorithm to obtain k clusters. The idea is to use the
resulting clusters to approximate those classes and predict new ones. A well-
known measure of the clustering performance is accuracy. For each cluster,
the accuracy is defined as the similarity between it and its closest class and
sum over all clusters:

accuracy =
∑
k

max
m

T (Ck, Lm)/N,

where the {Ck} is the set of clusters we obtain and {Lm} the set of labels, N
is the total number of documents, and T (·) is the number of entities belonging
to class m that are assigned to cluster k. All the data sets are from [6], as
summarized below.

• 20 newsgroups. The 20 Newsgroups data set is a collection of approxi-
mately 20000 newsgroup documents, partitioned evenly across 20 different
newsgroups. It was originally collected by Ken Lang. The 20 newsgroups
collection has become a popular data set for experiments in text applica-
tions of machine learning techniques, such as text classification and text
clustering. We adopt two subsets of this data set for our experiment.

• CNAE-9. This is a data set containing 1080 documents of free text busi-
ness descriptions of Brazilian companies categorized into a subset of nine
categories cataloged in a table called National Classification of Economic
Activities (CNAE). The number of attributes is 857. This data set is highly
sparse (99.22% of the matrix is filled with zeros).

• Internet Ads. This data set represents a set of possible advertisements on
Internet pages. The features encode the geometry of the image (if available)
as well as phrases occuring in the URL, the URL and alt text of the image,
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the anchor text, and words occuring near the anchor text. The task is to
predict whether an image is an advertisement or not.

A brief summary of the data sets is given in Table 5 and the results are
reported in Table 6. Each entry is the clustering accuracy of the column
method on the corresponding row data set and a result of averaging 10 runs.
The ILP and penalty function algorithms failed to report on these data sets.
Again, the hybrid UBMF beats other algorithms in terms of accuracy. Also
it is clear that CBMF and Hybrid UBMF algorithms work well on highly
sparse data sets.

Table 5 Text Mining Data Set

Name # documents # attributes # classes

20 newsgroups-1 11269 1000 20
20 newsgroups-2 7505 1000 20

CNAE-9 1080 856 9
Internet Ads 3279 1555 2

Table 6 Text Mining Results: Accuracy

Name CBMF Hybrid UBMF PROXIMUS k-means

20 newsgroups-1 0.3605 0.4257 0.0823 0.3371
20 newsgroups-2 0.3693 0.3947 0.0809 0.2945

CNAE-9 0.2888 0.3010 0.3000 0.3076
Internet Ads 0.2104 0.2252 0.1061 0.1876

7 Conclusions

There are several ways to extend the results in this paper. One possible di-
rection is to develop more effective algorithms for both CBMF and UBMF,
in particular for reasonably large k. For example, in Algorithm 3 we present
a simple iterative procedure to reduce the objective function in UBMF. Since
such a procedure might not provide an optimal solution to problem (13), it
is of interest to incorporate some local search heuristics to further reduce the
objective function. Another possible direction is to consider the scenario of
two different types of mismatched entries: 0-to-1 and 1-to-0. In the current
CBMF model, we minimize the sum of the two types of mismatched entries
without any preference between them. However, in many practical applica-
tions, it might be helpful to include such a preference in the optimization
model. In such a case, we can extend the current CBMF model by using
different weights for each type of error and then design effective algorithms
for the new model. More study is needed to address these issues.
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W., Hennig, L., Thiele, L., Zitzler, E.: A systematic comparison and evaluation
of biclustering methods for gene expression data. Bioinformatics 22(9), 1122–
1129 (2006)

[24] Shen, B.H., Ji, S., Ye, J.: Mining discrete patterns via binary matrix factor-
ization. In: ACM SIGKDD, pp. 757–766 (2009)

[25] Tenenbaum, J.B., de Silva, V., Langford, J.C.: A global geometric framework
for nonlinear dimensionality reduction. Science 290, 2319–2323 (2000)

[26] van Uitert, M., Meuleman, W., Wessels, L.: Biclustering sparse binary genomic
data. J. Comput. Biol. 15(10), 1329–1345 (2008)

[27] Zass, R., Shashua, A.: Non-negative sparse PCA. In: Advances in Neural In-
formation Processing Systems (NIPS), vol. 19, pp. 1561–1568 (2007)

[28] Zhang, Z.Y., Li, T., Ding, C., Ren, X.W., Zhang, X.S.: Binary matrix factor-
ization for analyzing gene expression data. Data Min. Knowl. Discov. 20(1),
28–52 (2010)

[29] Zhang, Z.Y., Li, T., Ding, C., Zhang, X.S.: Binary matrix factorization with
applications. In: ICDM, pp. 391–400 (2007)

[30] Zdunek, R.: Data clustering with semi-binary nonnegative matrix factoriza-
tion. In: Rutkowski, L., Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.)
ICAISC 2008. LNCS (LNAI), vol. 5097, pp. 705–716. Springer, Heidelberg
(2008)



Erratum: Data Mining and Knowledge Discovery for  
Big Data 
 
Wesley W. Chu 

Department of Computer Science, 
University of California, 
Los Angeles, 
USA 

 

  
W.W. Chu (ed.), Data Mining and Knowledge Discovery for Big Data, 
Studies in Big Data 1, 
DOI: 10.1007/978-3-642-40837-3,  © Springer-Verlag Berlin Heidelberg 2014 
 

 
DOI 10.1007/978-3-642-40837-3_10 
 
 
In the original online version of this volume, the foreword is missing. It is given on 
the  next page.  
 
 
 
 
 
 
 
 
 
 
 
 



Foreword

Modern science is characterized not only by a rapid development pace but a
necessity to transcend boundaries of traditional fields and a necessary bridg-
ing gaps between fields. This is a result of an increasing complication of the
present world in which all systems operate in a highly complex and interwo-
ven environment so that results from various fields of science, sometimes very
distant from one another, must be used for analysis and solution. An inherent
part of such a new reality in which science, and also technology, must operate
is that it has to discover new challenges and be able to respond to them both
quickly, and effectively and efficiently to stay competitive in the difficult en-
vironment in which various human activities, including research, must fight
for recognition and financing which are implied to a large extend by the fact
if they can to solve real problems of a crucial and growing relevance to the
society.

One of such problems we are facing in recent years, may be a decade, is
a so called Big Data. Big Data can be found more and more both in se-
rious scientific publications and presentations and in the media. Basically,
though various definitions can be found, Big Data is an emerging paradigm
that applies to what can and should be done with sets of data which are
beyond not only the human cognitive capabilities but also beyond what the
commonly employed software tools and packages can do in the sense of captur-
ing, managing, processing, displaying, etc. the data within a time that would
be acceptable for a practical use, for instance by the human user. Needless
to say that this problem has been triggered by an unprecedented growth of
data sets produced in any human activity as the cost of memory becomes
negligible, everything is stored, and sets of data stored become larger and
larger. Moreover, one should take into account that the complexity of those
data constantly increases as more and more the data stored contain in addi-
tion to traditional numeric data, also texts, pictures, videos, voice, etc. etc.
Most are unstructured which make the problem even more difficult. All that
data comes from various sources exemplified by social media, sensors, scien-
tific experiments, surveillance data, video and image archives, texts from the
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Internet, medical records, business transactions, web logs; etc. etc. It is quite
obvious that to effectively and efficiently handle problems with such kinds
of data, various solutions should be applied exemplified by broadly perceived
distributed computing, massively parallel processing databases, scalable stor-
age systems, cloud computing platforms, etc. which should preferably operate
in a synergistic way.

Scientific publishers are always trying to be a good“mirror”of the scientific
community and to keep themselves up-to-date with the main new research
developments. Therefore they have to respond timely and in an appropriate
way to any major new research directions and challenges that strongly emerge
and quickly become subjects of intensive research. The new field of Big Data
is a perfect example of such a new challenge that is taking by storm the
interest of scientific communities all over the world.

We have therefore decided to launch the new book series Studies in Big
Data in the Springer scientific program. This new series aims to serve the
needs of both prospective authors and readers by providing up to date account
and coverage of the newest developments in the broadly perceived“Big Data”
area, both in a foundational and theoretical and applied dimension. The new
book series will include both a state of the art, even textbook like text, and
highly advanced and specialized books and volumes. With such a broad we
hope to best serve the scientific and technological communities, and fulfill
needs of many readers, of different needs, backgrounds and credentials.

We are very happy to start this new series with the present volume “ Data
Mining and Knowledge Discovery for Big Data: Methodologies, Challenges,
and Opportunities” edited by Professor Wesley Chu from the University of
California at Los Angeles, USA. Professor Chu’s illustrious career spanned
over a couple of decades and it is difficult to even list all of his novel and
pioneering contributions. To just name a few, in the beginning of his ca-
reer he worked on the design of large-scale computers at IBM; on computer
communication and distributed databases at Bell Labs, and then he contin-
ued work on computer communication and networks, distributed databases,
memory management, real-time distributed processing systems, and statisti-
cal multiplexing, the development of ATM networks, etc. Among his pioneer-
ing works, one should mention those on file allocation and directory design for
distributed databases that helped develop of domain name servers for the web
and current cloud computing systems. Moreover, he has obtained many origi-
nal results in the area of broadly perceived intelligent systems exemplified by
intelligent (knowledge-based) information systems and knowledge acquisition
for large information systems, relaxation of query constraints that led to the
development of CoBase, a cooperative database system for structured data,
and KMed, a knowledge-based multimedia medical image system, etc. The
list of his original achievements is much longer, indeed.

This first volume, Data Mining and Knowledge Discovery for Big Data:
Methodologies, Challenges and Opportunities, is very proper for the launch-
ing of the new book series. First, it deals with the field of data mining and
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knowledge discovery, a field of science that has enjoyed a huge popularity
among researchers, scholars and practitioners due to its sheer usefulness for
virtually all areas of science and technology, even – as one can say – virtu-
ally all human activities as it tries to discover some relations that cannot be
seen by the humans but can be of use while solving problems. Clearly, such
a problem – which is simple to verbally state but difficult to formalize and
solve – has implied many foundational, analytic, and implementation chal-
lenges which have triggered new ideas and results by researchers and scholars,
followed by engineers and other practitioners.

As the field of data mining and knowledge discovery has matured, people
have started to apply their tools and techniques to more and more complex,
and less and less structured information exemplified by textual or multimedia
data, nonlinear dynamics of even spatiotemporal form, and to sets of data
and problems in more and more “soft sciences” in which such a complex and
unstructured information prevails. Moreover, due to the progress in IT/ICT,
better and better capabilities and specifications of hardware and software so-
lutions are available, and increased and general use of all kinds of distributed
computing systems, the “data sets” in question have become different that
they used to be. That is, big in size, complex, distributed, etc. This all has
triggered the emergence of the Big Data as a new discipline.

These aspects are well reflected in the contributions in this volume. Basi-
cally, they all are concerned with innovative tools and techniques for broadly
perceived data mining and knowledge discovery that would be effective and
efficient for solving problems a big data context as explained above. The au-
thors of the chapters address subjects ranging from mining data from opinion,
spatiotemporal databases, discriminative subgraph patterns, path knowledge
discovery, social media, and privacy issues. Therefore, the contributions cover
a comprehensive set of areas that are relevant, and in which the big data as-
pect is relevant.

We wish to congratulate Professor Chu for his vision to notice that the
time is right for such a relevant volume, and for his excellent job to select
relevant and challenging topics and bring together prominent contributors.
The contributors should be greatly appreciated for their papers which provide
both a coverage of the area and a presentation of their new results.

We sincerely hope that this great volume will be a very good start of the
new Studies in Big Data book series, and that the series will develop rapidly
in line with our other big and highly successful book series at Springer.

August 2013 Thomas Ditzinger
Heidelberg and Warsaw Janusz Kacprzyk
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