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Preface

These proceedings collect the papers presented at the Eighth European Con-
ference on Technology Enhanced Learning (EC-TEL) held in Paphos (Cyprus)
during September 17–21, 2013. In this edition, the interdisciplinary TEL com-
munity in Europe and Worldwide - has again recognized the conference as a
key venue for discussing and disseminating research outcomes in the field. Since
2006, EC-TEL has been a reference scene for relevant state-of-the-art research
in TEL; first in Crete (Greece also in 2007), and then in Maastricht (the Nether-
lands 2008), Nice (France 2009), Barcelona (Spain 2010), Palermo (Italy 2011),
and Saarbrücken (Germany 2012).

The theme of this year’s conference focused on the need of “Scaling up Learn-
ing for Sustained Impact”. TEL research outcomes have shown to be able to
achieve significant improvements in schools, universities, and at the workplaces.
However, these innovations have tended to be unsustainable. Too often, initia-
tives need a high degree of effort to be sustained, and are consequently endan-
gered when funding stops. At the same time, mobile and social information and
communication technologies are fundamentally changing our lives. Nowadays we
use them naturally to keep in contact with our friends, to seek information, to
buy things and to work. In many domains, these emerging technologies demon-
strate that scaling is possible, but few educational institutions or companies
have taken these technologies up in a systematic way to include them into their
learning strategy. The question of how to scale up learning is not trivial. To be
successful, scaling must be obtained on a number of different levels. Some of the
research questions that need to be addressed include:

– How can next generation social and mobile technologies be used to support
informal learning processes?

– How can TEL be better integrated within our daily work and learning prac-
tices?

– What are the pedagogical and technological challenges of massive open learn-
ing scenarios and how can TEL research address them?

– How can TEL support complex learning ecosystems involving multiple de-
vices, activities, resources, and agents?

– How can novel architectural solutions and social-semantic technologies help
us scale solutions beyond the immediate learning context?

Drawing on the core TEL disciplines of Computer Science, Network and Com-
munication Technologies, Education, Psychology, Cognitive Science, and Social
Science, research contributions presented in EC-TEL 2013 have tackled these
questions. Topics addressed include Open Educational Resources (OER), Mas-
sive Open Online Courses (MOOC), Schools of the Future, Orchestration of
Learning Activities, Learning Networks, Teacher Networks, Bring your own De-
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vice (BYOD), Social Media, Learning Analytics, Personalization, Mobile Learn-
ing, Computer-Supported Collaborative Learning, Game-based and Simulation-
based Learning, and Learning Design.

This 2013 edition has been extremely competitive, given the record number of
submissions generated. Out of the more than 200 initial abstract submissions, a
total of 194 valid paper submissions were received. 136 of them were full papers.
All submissions were assigned to three members of the Program Committee (PC)
for review. One of the reviewers had the role of leading reviewer and initiated
a discussion in case of conflicting reviews. All reviews as well as the discussions
were checked and discussed within the team of PC chairs, and additional reviews
or metareviews were elicited if necessary. Finally, 31 submissions were selected
as full papers (which resulted in an acceptance rate for full papers of 22.8%).
Additionally, 18 papers were presented as short papers, 14 as demonstrations
and 29 as posters. The dedicated work of all the PC members as well as the
additional reviewers must be acknowledged. Only with their help was it possible
to deal with the record number of submissions and still keep all deadlines as
originally planned.

Keynote presentations completed this competitive scientific program, Sir John
Daniel, one of the world’s most eminent practitioners and thinkers in open, dis-
tance, and technology mediated learning, and Ms Stamenka Uvalic-Trumbic,
Former Chief of the Higher Education Section of the United Nations Organiza-
tion for Education, Science and Culture (UNESCO), gave a talk entitled“Making
Sense of MOOCs: The Evolution of Online Learning in Higher Education”. An
extended abstract of their talk is included in these proceedings. Following the
conference tradition, the European Commission was also present in EC-TEL
2013 to introduce the strategic priorities and directions in the field. This year,
Liina Munari, senior research project officer at the European Commission, DG
Connect, Unit G4 ”Youth, Skills and Inclusion”, gave a talk with the title “Be-
yond Horizon: learning and technology in EC policies and programming”.

Continuing with the tradition started in EC-TEL 2012, demonstrations had a
pronounced role in the conference program. A plenary session was organized as a
“TEL Demo sprint contest” in which the demonstrations were shown “in action”
giving the audience the possibility to vote for the best demo. Demonstrations
and posters were also interactively exhibited during the conference, sparking dis-
cussions between different but complementary groups, bringing the community
closer to solving the manifold problems we are facing. Besides, representatives
from the industry presented and discussed their vision of the field in the Industry
Track.

The TEL community also proposed and organized a number of stimulating
workshops as part of the conference. 10 workshops and tutorials were organized,
ranging from Serious Games to Workplace Learning, addressing some particular
domains, such as Health Care, or focusing on cross-cutting issues in TEL, such
as motivation or reflection. A Doctoral Consortium was organized concurrently
with the workshops. It provided an opportunity for PhD students to discuss their
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work with experienced TEL researchers. Finally, a soccer tournament completed
the program as an informal community-building activity.

Many contributions have made the conference possible: the enthusiastic au-
thors, the supportive PC members, and the diligent Chairs forming the Executive
Committee. The conference has also been partially supported in one way or an-
other by the European Association of Technology-Enhanced Learning (EATEL),
the University of Cyprus, Online Educa Berlin (sponsor of the EC-TEL2013
Demo Award), Springer, EasyChair, and the IEEE Transactions on Learning
Technologies.

EC-TEL has always acknowledged the need for sustaining the impact of TEL
research outcomes. This year the potential of “scalability”has been brought into
focus as a means of reaching the required sustainability. Hopefully, while reading
these proceedings, you will also recognize the relevance of this perspective in TEL
and further contribute to “scale up” the herewith-reported research efforts “for
their sustained and enhanced impact”.

September 2013 Davinia Hernández-Leo
Tobias Ley

Ralf Klamma
George Papadopoulos
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1 Introduction  

To make sense of MOOCs and understand the evolution of online learning in higher 
education we must go back to times long before the Internet was invented. Only in 
this way can we understand the gradual evolution of open, distance and online 
learning in higher education. We shall look first at the evolution of methods for 
teaching at a distance and then at how the choice of the content of learning has 
increased.  

2 Teaching at a Distance 

Saint Paul was not a university professor. However, his letters to the young churches 
around the Mediterranean were an early form of distance learning using letters and 
donkeys as the media to carry the message. 

Priests would read out the letters and provide commentary, perhaps with 
discussion. Saint Paul’s system was open. There were no barriers to attending church 
and engaging with his thinking – unless you were discouraged by the danger of being 
thrown to the lions during one of the periodic Roman crackdowns on Christianity.  

This became a powerful educational movement. We can argue about the relative 
importance of Saint Paul to the worldwide spread of Christianity, but without question 
his early system of correspondence education gave the Church doctrinal consistency 
and later, with a new technology, doctrinal controversy. That new technology, 
printing, came over a millennium later. The fastidious hand copying of manuscripts 
was no long necessary. The written word came directly into the hands of ordinary 
people.  

By giving the written word to individuals, printing introduced another important 
concept in the evolution of education across space and time: independent study. 
People could now make up their own minds about what a book meant, which led to 
the upheavals of the Protestant Reformation and less deference to authority. There is a 
charming Korean saying that there is no nicer sound than the rustle of turning pages 
as someone reads a book late at night. The broad impact of printing was a first 
example of the truth of the famous statement by Marshall McLuhan that ‘the medium 
is the message’.  

The next key technological advance made the medium of print much more 
powerful. This was the development of railway networks in the nineteenth century. 
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You could now move print rapidly and reliably over distance. Postal services were 
transformed. When postal systems allowed documents to be exchanged more readily, 
education reacted quickly. The Penny Post, the first universal postal service, was 
introduced in Britain in 1840. Isaac Pitman exploited it immediately to teach 
shorthand by correspondence. He launched the commercial correspondence education 
industry, which defined distance education for more than a century. 

In the 20th century various new technologies came and stayed: radio, film, 
television, computing and computer assisted learning. Enthusiasts predicted that each 
new medium would revolutionise education. In 1940 the motion picture was hailed as 
the most revolutionary instrument introduced into education since the printing press. 
In 1962 programmed learning was the first major technological innovation since the 
invention of printing. Not long afterwards it was the impact of computers. Note that 
these prophets all took printing as their touchstone, not the previous technological 
marvel.  

Wise practitioners conclude from this story that there is no magic educational 
medium and doubt that there ever will be. No single technology is revolutionary but a 
combination can be. By the 1960s, the blending of technologies had begun to create a 
rich communications environment.  

At the foundation ceremony of the UK Open University in 1969 the Chancellor, 
Lord Crowther, captured this in these words: “The world is caught in a 
communications revolution, the effects of which will go beyond those of the industrial 
revolution of two centuries ago. Then the great advance was the invention of 
machines to multiply the potency of men's muscles. Now the great new advance is the 
invention of machines to multiply the potency of men's minds. As the steam engine 
was to the first revolution, so the computer is to the second.” 

It is hard to overstate the impact of the UK Open University. Established with 
strong political support it created a new synthesis of the technological, pedagogical 
and ideological strands of distance learning. This novel combination attracted 
worldwide attention. 

The OU slogan ‘open as to people, open as to places, open as to methods and open 
as to ideas’ encapsulates this. ‘Open to people’, means that there are no admission 
requirements for undergraduates. Today the Open University has 250,000 enrolled 
students. Yet despite its size it ranked 5th, one place above Oxford, in national 
assessments of teaching quality until the elite universities, which did not like this 
form of assessment, pleaded successfully with the authorities to stop it! 

Note also that the Open University came top in the 2012 nation-wide assessment of 
students’ satisfaction with their universities and has never come lower than third in 
this annual survey.  

We conclude from this first, that you can deliver high-quality education to large 
numbers using technology and, second, that using media in education is an 
evolutionary process. The Open University has not changed its mission of openness to 
people, places, methods and ideas. However, between 1970 and 2010 the way that it 
expressed and implemented those values steadily evolved.  

C.S. Lewis once wrote: “Humanity does not pass through phases as a train passes 
through stations: being alive, it has the privilege of always moving yet never leaving 
anything behind.” That is an important principle in the use of media in education. A 
great strength of the Open University is that ‘it is always moving on yet never leaving 
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anything behind’. In the 1970s it revolutionised correspondence education and used 
broadcast TV and radio to fulfil its mission. Today it is the largest presence on 
iTunesU, with 60 million downloads of its material in the last five years, one sixth of 
them in China. The large majority of its 250,000 students engage in online learning 
leading to academic qualifications 

3 Choice of Content  

We shall now examine how easier access to learning content has contributed to the 
development of online learning. In the 1970s, at the same time that the Open 
University opened the great American educator Ernie Boyer, then Chancellor of the 
State University of New York, set up Empire State College with the aim of opening 
up the curriculum. It allowed students to work with mentors to invent their own 
courses of study, captured in its slogan ‘my degree, my way’. With sound mentoring 
students could design credible programmes and courses for themselves. Thanks to the 
Internet and to the concept of Open Educational Resources the tools that students can 
use for this have expanded dramatically.  

The notion of making academic content freely available for re-use and adaptation 
made news in the late 1990s when MIT started putting its lecturers course notes on 
the Web. UNESCO held a forum in 2002 to explore the implications of MIT’s 
initiative for developing countries. The Forum coined the term Open Educational 
Resources (OER) and defined them as educational materials that may be freely 
accessed, re-used, modified and shared.  

Ten years later UNESCO held a World Congress on which approved the Paris 
Declaration on OER. Its key recommendation is to encourage the open licensing of 
educational materials produced with public funds. There are signs that some 
governments are already taking the Paris Declaration and the economic benefits of 
OER seriously. For example, the province of British Columbia will now offer free, 
online open textbooks for the 40 most popular postsecondary courses. 

4 Making Sense of MOOCs?  

MOOCs have generated more media interest in the use of technology in higher 
education than any development since the Open University. The question for us today 
is how MOOCs will contribute to the development of online learning generally.   

The term MOOC was invented in Canada in 2008 to describe an open online 
course at the University of Manitoba. The course, Connectivism and Connective 
Knowledge, was presented to 25 fee-paying students on campus and 2,300 other 
students from the general public who took the online class free of charge. The course 
was inspired by Ivan Illich’s philosophy in his book Deschooling Society that an 
educational system should ‘provide all who want to learn with access to available 
resources at any time in their lives; empower all who want to share what they know to 
find those who want to learn it from them; and, finally furnish all who want to present 
an issue to the public with the opportunity to make their challenge known’. In this 
spirit ‘all the course content was available through RSS feeds, and learners could 
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participate with their choice of tools: threaded discussions in Moodle, blog posts, 
Second Life and synchronous online meetings’. These courses were a logical 
development of the Open Educational Resources movement. 

These early MOOCs, which are now called cMOOCs (for ‘connecting’ MOOCs), 
are very different from the next phase of MOOCs, called xMOOCs after edX, the 
MIT, Harvard and UC Berkeley consortium offers them. Those first xMOOCs had 
nothing to do with Illich’s liberal educational philosophy and little relation to the 
pioneering cMOOC courses. However, MOOCs are now evolving rapidly, leading to 
some blending of the cMOOC and xMOOC approaches. 

MOOCs are an interesting development in higher education for various reasons. A 
first is that elite universities, which have always restricted student access, are offering 
open enrolment. A second is that MOOCs have high dropout rates and very low pass 
rates. The figures may improve somewhat over time as the novelty wears off but will 
remain a serious problem. A third feature is that most universities offering MOOCs 
do not award credit for them, even where curricula of the MOOC and the equivalent 
course on campus are identical.  

So where will MOOCs lead higher education? There are positives and negatives. 
One positive aspect is that the press coverage of MOOCs has created greater public 
awareness of open, distance and online learning. The downside is that few people 
complete MOOCs successfully and that even they do not get credit. Another positive 
is that we have a new pedagogy in higher education to augment or replace lecturing. 
But this requires MOOCs faculty to refine their online pedagogy as a mainstream 
teaching activity rather than a public relations sideline.  

These upsides and downsides bring us back to the fundamental contradiction of 
MOOCs, which is the tension between offering online learning openly while 
recruiting regular students selectively. The key to getting a degree from elite 
institutions is to be admitted. It is more difficult to secure admission than to exit with 
a degree. For such institutions to adopt the opposite open-university principles of 
open admission and rigorous exit requirements would require a tremendous paradigm 
shift. We stress that this shift is an issue of mentality, not of media, technology or 
practicalities, because the open universities have shown that degree-credit 
programmes can be offered successfully to thousands of students using online 
methods. 

Recently the authors have worked with two South African authors, Neil Butcher 
and Merridy Wilson-Strydom, to develop a Guide to Quality in Online Learning as an 
OER under a Creative Commons CC-BY-SA license [1]. The publisher, Academic 
Partnerships, specialises not in MOOCs but in helping universities to offer their 
regular degree programmes online for credit to larger numbers of students.  

The Guide draws on examples from all over the world and aims to help the process 
of bringing online learning into the mainstream of higher education. We hope that 
MOOCs, despite their current contradictions, will contribute to that process.  

Reference  

1. Butcher, N., Wilson-Strydom, M.: A Guide to Quality in Online Learning  
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Abstract. MOOCs have been a disruptive educational trend in the last months. 
Some MOOCs just replicate traditional teaching pedagogies, adding multimedia 
elements like video lectures. Others go beyond, trying to engage the massive 
number of participants by promoting discussions and relying on their contribu-
tions to the course. MOOC platforms usually provide some built-in social tools 
for this purpose, although instructors or participants may suggest others to fos-
ter discussions and crowdsourcing. This paper analyses the impact of two built-
in (Q&A and forum) and three external social tools (Facebook, Twitter and 
MentorMob) in a MOOC on educational technologies. Most of the participants 
agreed on the importance of social tools to be in touch with their partners and 
share information related to the course, the forum being the one preferred. Fur-
thermore, the lessons learned from the enactment of this MOOC employing so-
cial tools are summarized so that others may benefit from them. 

Keywords: MOOCs, Social Tools, Educational Technologies, Crowdsourcing. 

1 Introduction 

MOOCs (Massive Open Online Courses) are considered one of the main educational 
trends in the last months [1, 2]. Initiatives like Coursera, edX, Udacity or MiríadaX 
are changing the ways we teach and learn, going beyond traditional online courses, 
and reaching thousands of learners worldwide [3]. The opportunity for free training 
through courses taught by experts from major Universities in a ubiquitous context 
seems very attractive for learners, opening up new opportunities for defining new 
pedagogies [4] and business models [5].  

MOOCs are deployed in platforms that offer services for managing the massive 
amount of learners. The role of instructors in MOOCs is to design the initial contents, the 
assignments and the assessment activities that they later upload to these platforms. How-
ever, instructors play a secondary role during the enactment of MOOCs, compared  
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to traditional online courses, since they cannot provide personalized support to the 
massive number of participants [6, 7]. The community of learners registered in 
MOOCs is expected to assist their partners, and to enrich the course with discussions 
and related contents as a way of crowdsourcing [8]; that is called “learner as teacher 
as learner” model [9]. The instructor becomes a “guide on the side” [10] clarifying 
only those key questions that drive the debate [11].  

One of the main characteristics of current MOOCs is the high attrition rate among 
registered users [12], which can go up to 90-95% [1]. This is partially due to the free 
nature of most MOOCs, which attracts many observers that are not really interested in 
the contents delivered. However, many other users that are interested leave the course 
earlier than expected. Among their reasons, their difficulties to become self-learners 
and the lack of personalized support from instructors [8]. One approach to tackle this 
problem is to offer several social tools during the MOOC enactment in order to create 
a community of participants that provides support and advice to those with difficul-
ties, connecting learners at an emotional and value level [13]. 

 MOOC platforms normally include some built-in social tools like forums to cen-
tralize learners’ contributions, discussions and queries; but also, instructors may sug-
gest alternative tools, external to the platform. However, instead of introducing a pool 
of social tools randomly, it should be detected which ones are adequate to effectively 
build connections and collaboration among learners [7, 14]. Moreover, a proper selec-
tion of social tools can be a good mechanism to engage learners and promote their 
participation during the course, as outlined in recent guides for MOOCs design [15]. 
In summary, a proper selection of social tools can facilitate the community with the 
necessary support to advance in the course and may help reducing drop-outs from 
those learners that are interested in the course subject. 

This paper proposes a deep analysis of how social tools are perceived and utilised 
by MOOC learners to shed some light on their selection process. Particularly, this 
analysis involves five social tools used throughout six weeks in a MOOC on educa-
tional technologies taught in Spanish and deployed in the platform MiríadaX by Tele-
fónica Learning Services1. Two of the tools are built-in (a Q&A service and a forum), 
while three are external to the platform (Facebook2, Twitter3 and MentorMob4). The 
analysis on these tools includes their level of activity in order to detect which social 
tools are more actively employed, and the kind of information instructors and learners 
share through them.  

The remaining of this paper proceeds as follows: section 2 presents the design of 
the MOOC on educational technologies and its deployment in the MiríadaX platform, 
including the built-in and external social tools chosen; section 3 overviews the enact-
ment of the course, collecting information about learners’ profiles and performance; 
section 4 analyses the level of activity in the five social tools and learners’ perception 
on them; section 5 discusses the lessons learnt from the use of these social tools in the 
MOOC, with conclusions and future work in section 6. 

                                                           
1 http://miriadax.net/web/educacion_digital_futuro 
2 https://facebook.com 
3 https://twitter.com 
4 http://mentormob.com 
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2 Design and Deployment of the MOOC 

Five Professors and teaching assistants from the Universidad Carlos III de Madrid 
(Spain) participated in the design and deployment of the MOOC on educational tech-
nologies. The six weeks of this MOOC under analysis were structured into two mod-
ules covering two fields of knowledge: humanities and engineering. Thus, a wide 
range of learners could be reached no matter their backgrounds. Particularly, lectures 
on humanities (module 1) dealt with the concept of interaction and its application to 
the digital world, while those in engineering (module 2) were about the use of mobile 
devices in educational settings. Each module was taught during three consecutive 
weeks. An introductory module presenting the course context, structure, assessment 
and the social tools was released the day before the first module started. 

2.1 Design of the MOOC 

The MOOC was designed considering three different aspects in both modules: learn-
ing contents, assignments and assessment activities. Learning contents included 8-9 
short videos of about ten minutes each week (24-27 videos per module) and support-
ing materials (i.e. the slides used in some videos); the videos contained weekly inter-
views with experts on the delivered topics. Assignments included additional reading 
material and a set of open questions in form of a video showing the opinion of both 
students and teachers at the campus. Finally, assessment activities covered formative 
assessment with multiple choice tests after each video lecture to reinforce the ex-
plained concepts; and summative assessment with one multiple choice test every 
week, and a peer review activity at the end of each module, where learners had to 
submit a work related to the contents explained in that module and later review some 
peers’ works following a given rubric. The contents, assignments and assessment 
activities were available at the beginning of the week and remained open throughout 
the course, except for summative assessment activities, which were due at scheduled 
intervals. 

2.2 Deployment of the MOOC 

The MOOC was deployed in MiríadaX. This platform allows defining a course struc-
ture arranged in different modules, including multimedia resources, multiple choice 
tests and peer review activities. Videos were uploaded to Youtube and later embedded 
in MiríadaX as multimedia resources. The course could be followed from laptops, 
smartphones or tablets facilitating a ubiquitous participation and learning. The plat-
form also provides features to send massive emails to the registered learners, and to 
publish announcements related to the course in a blog. Also, MiríadaX offers the fol-
lowing built-in social tools that were added to the MOOC: 

• Q&A. This is a tool for learners to make questions about the enactment of the 
course, the contents of the modules or the platform. The instructors and other par-
ticipants may answer the questions or vote them as relevant to gain visibility. 
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• Forum. This is a tool for learners to participate in discussions on selected course 
topics. The learners must maintain it, but instructors can define a thread structure 
and make comments on relevant learners’ observations about course issues. 

Three extra external social tools were selected for this MOOC: 

• Facebook. Instructors can use this tool to send announcements, foster discussions 
and share additional multimedia resources with learners, who can contribute to the 
discussion and share new resources too. 

• Twitter. Instructors can employ this tool to send short announcements, links to 
additional resources and quotes extracted from video lectures and learners, who 
can contribute disseminating the course to their followers. 

• MentorMob. Instructors and learners can classify and share reading material and 
websites related to each of the modules through this tool. 

Finally, two other external tools were selected in this MOOC: Storify5 to arrange 
and share a collection of relevant tweets every week; and Google Drive6 to deliver 
questionnaires about learners’ profiles and degree of satisfaction with the course. 
These tools were only used for the instructors to collect and show the learners a sum-
mary of the activity in the social tools around the course. 

3 Enactment of the MOOC  

The two modules of this MOOC under analysis were enacted in February – March 
2013. The course was announced three weeks before starting in Spanish and Latin 
American universities, social networks and press. The first day of the course there 
were 3105 registered participants. Nevertheless, the registry was never disabled and 
many learners joined later. All the contents were available since the week they were 
released to the end of the course, except for summative assessment activities, which 
were due in scheduled intervals. Even though many latecomers missed some of the 
first summative assessment activities, the instructors encouraged them not to leave the 
course since they could pass it by successfully accomplishing the remaining ones.  
The number of registered users after the six weeks was 5455.  

3.1 Learners’ Profiles and Motivation 

Registered participants had to fill out a questionnaire to help instructors detect pro-
files and motivation as part of the introductory module. 3,362 learners submitted the 
answers to the questionnaire (44.6% men and 55.4% women). The range of ages was 
very varied with most participants between 25-35 years (37.5%) and 35-45 years 
(24.4%). Learners were located in 40 different countries (mainly Spain and Latin 
America), which represents a high impact of this MOOC reaching people through 
multiple frontiers, and at the same time a challenge to teach people with so many 
different cultural backgrounds. Top countries by number of participants were Spain 

                                                           
5 http://storify.com 
6 http://drive.google.com 
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After the second week, the number of participants leaving the course progressively 
decreased: 31.5% entering the third week; 25.6% the fourth week; 22.2% the fifth 
week; and 19.7% the sixth week. 830 (15.2%) learners answered the sixth week final 
test. Users that are initially interested but leave the course as the weeks go by can be 
classified as drop-ins [17, 18], and represented a 25.5% in this MOOC (see Figure 1). 
Their reasons to stop participating may be interest only in selected topics, disillu-
sionment with the course, lack of support from instructors, lack of time to complete 
the assignments, or bad experiences with the MOOC platform. Here, learners reported 
the tight schedule and some problems with MiríadaX as the main shortcomings.  

Those users that reach the end of the course can be classified in two groups: pas-
sive participants and active participants [17, 18]. Passive participants are those that 
consume video lectures and maybe take some tests, but that are reluctant to participate 
in discussions or complicated activities. On the contrary, active participants not only 
consume contents, but also contribute to the discussions using social tools, and regu-
larly take part in more elaborated activities such as peer-to-peer (P2P) assessments. In 
this MOOC we classified as active participants those that claimed to have worked 
more than two hours per week in the course (the time to see all the video lectures and 
complete the formative and summative multiple choice tests was estimated in about 
two hours per week). According to this criterion, 11.9% of the registered users were 
classified as active participants and 3.4% as passive participants (see Figure 1). These 
data were collected from a survey delivered after the end of the second module. The 
coherence of these figures was checked comparing them with the number of learners 
that completed the P2P assessment in the second module and with the use of social 
tools (see section 4). 

Figure 2 shows the number of learners that carried out the main milestones of the 
course in chronological order: the surveys about learners’ profiles and degree of satis-
faction with the course, the weekly multiple choice tests employed for summative 
assessment and the P2P activities also employed for summative assessment. It is 
noteworthy that while tests and P2P activities were due in scheduled timings, the 
surveys were open throughout the course. Differences between active and passive 
participants are denoted comparing those that carried out the tests and the P2P activi-
ties. The P2P activity in the second module received more learners than the same 
activity in the first module. A possible explanation for this is the initial confusion in 
the procedure for submitting and reviewing peers’ work, as noted from dozens of 
learners’ comments in this line within social tools. 

4 Analysis of the Social Tools Employed in the MOOC 

As explained in section 2.2, five social tools were employed for different purposes as 
part of this MOOC on educational technologies: two built-in MiríadaX tools (Q&A 
and forum) and three external tools (Facebook, Twitter and MentorMob). The analy-
sis of the impact of these social tools was carried out from two different points of 
view: learners’ perspective indicating the utilization of the social tools, and tools per-
spective, collecting quantitative data from their actual use. 
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Table 1. Learners‘ perception of their use of the social tools after modules 1 (M1) and 2 (M2) 

 Built-in External 

Q&A Forum Facebook Twitter MentorMob 

M1 M2 M1 M2 M1 M2 M1 M2 M1 M2 

1 (I did 
not use 
this tool) 

47.8% 47.1% 45.1% 39% 59.9% 54% 71.6% 65.4% 63.1% 63.3% 

2 21% 21.1% 23.6% 22.3% 17.3% 17.3% 10% 14.1% 15% 18.9% 

3 14.6% 14.1% 16.7% 21.3% 11.1% 13.7% 8% 9.1% 10.9% 9.7% 

4 6.1% 6.8% 8.3% 9.6% 5.7% 7.6% 4.5% 6.4% 5.2% 4.6% 

5 5.5% 5.4% 3.8% 5.5% 3.8% 4.2% 3.2% 2.7% 3.5% 2.5% 

6 (I used 
this tool 
very 
actively) 

5% 5.5% 2.5% 2.4% 2.1% 3.2% 2.6% 2.3% 2.1% 1% 

Number 
of     
answers 

1190 760 1188 764 1176 761 1173 749 1164 755 

4.2 Analysis from Tools Perspective 

Q&A had a moderate impact throughout this MOOC. It was frequently consulted by 
the learners, who mainly inquired about the course assignments, assessment activities 
and certification, occasionally setting out also questions related to the concepts ex-
plained in the theoretical video lectures. Also, it was the entry point for complaints 
about technical problems in the platform MiríadaX. The instructors regularly replied 
these questions, but also many learners further contributed with answers or stressing 
the same questions to gain visibility. At the end of the course there were 270 ques-
tions posted, and 464 contributions either questions or answers from 273 different 
learners. These questions and answers were visualized 6,485 times. 

The forum was the social tool with a higher impact during the enactment of this 
MOOC. It was employed for long discussions about the course topics and to exchange 
common interests within the community of participants. 730 different learners con-
tributed to the forum, posting 2,382 messages in 721 threads. Instructors played a 
secondary role adding another 138 messages to the most controversial threads. Inte-
restingly, several learners boosted the debates. One of the learners, for instance, post-
ed 155 messages and another participant 82; there were 42 learners with 10 or more 
contributions and 155 with five or more. The messages posted in the built-in forum 
were seen 20,901 times.  

Facebook produced a moderate impact on the learners of this MOOC on educa-
tional technologies. Figure 3 represents on top the number of unique users that talked 
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about the course website on Facebook per day (i.e. liked the page, posted a comment, 
liked a comment, or wrote about the site in another page). The bottom of Figure 3 
extracts the distribution of new likes per day, which reached a total of 1,297, follow-
ing a similar distribution worldwide to that of students’ profiles in section 3.1 (e.g. 
46% from Spain, 12% from Colombia, 11% from Mexico, 8% from Peru). Both 
graphs reflect an initial excitement and a progressive drop as it also happened with 
learners’ performance in section 3.2. Interestingly, peaks on likes correspond to the 
start of new weeks, when instructors posted messages on Facebook with instructions 
about new available materials and deadlines. Other peaks that can be seen, but only in 
users talking about the course (Figure 3 top), are a consequence of learners’ replies to 
instructors’ open questions aimed at fostering the debate. Instructors published 28 
messages on Facebook, and received 529 comments from 275 different learners (and 
874 likes on these messages and comments). 44,236 users visited this site considering 
unique users per day according to Facebook analytics. 

Twitter had a moderate impact on this MOOC, reaching 815 followers. It was 
mainly employed to send short announcements by the instructors, who posted 97 
tweets (21 retweeted from learners and 19 automatically generated from Facebook 
entries). The MOOC hashtags facilitated the easy aggregation of Twitter messages 
produced by participants. Learners shared their opinions in the form of tweets, but 
also linked videos and other resources related to the course topics. 165 different 
learners mentioned the course hashtags, although a few of them were particularly 
active with up to 26 posts. Figure 4 shows a distribution of the times the MOOC 
hashtags were mentioned per day. It is noteworthy that this distribution follows a 
similar structure compared to that of Facebook (Figure 3), since announcements and 
open questions were sent to both social tools at the same time. 

MentorMob did not reach the expected impact on this MOOC as a tool to share 
contents. Instructors created three lists with additional material: one for the presenta-
tion module with three personal sites, one for the first module with three readings 
related to the interaction topic, and one for the second module with 17 additional re-
sources about the use of mobile devices in education. Only 43 new contributions in 
total were received from 32 different learners. It was noted that students preferred 
other social tools like the forum or Facebook to share resources. The consumption of 
extra material was however significant with 20,590 visualizations among all the re-
sources provided by the instructors in MentorMob and those crowdsourced by the 
learners using this social tool. 

Table 2 summarizes the contributions from learners in the form of posts in the dif-
ferent social tools indicating also the number of posts from the most active learners, 
who turned out to be different in each social tool. The built-in MiríadaX forum was 
the tool with a higher popularity among the participants on this MOOC on educational 
technologies, followed by Facebook. These results are consistent with those presented 
in section 4.1 about learners’ perception of their use of social tools, although in that 
section both production and consumption were implicitly analysed, while here only 
production is taken into account. 
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Table 2. Contributions from learners in the different social tools 

 Built-in  External 

Q&A Forum Facebook Twitter MentorMob 

Number of learners that 
posted on this social tool 

273 730 275 165 32 

Number of posts 464 2,382 529 504 43 

Number of posts by the    
most active learner 

7 155 12 26 6 

5 Discussion about the Use of Social Tools 

The analysis of the impact of social tools in this MOOC suggests that built-in tools, 
and particularly the forum, are preferred by the learners to discuss and contribute to 
the MOOC. One possible explanation to this finding is that the centralization of tools 
and contents in one single platform allows participants to work in learning and as-
sessment activities without exposing their personal lives as usually occurs when em-
ploying external social tools like Facebook or Twitter. This explanation matches with 
the results obtained in the study by Kop et al. [7], where people employed more the 
forums than the Facebook groups for privacy and personal security reasons and for a 
sense of trust and feeling comfortable and confident to be able to participate. 

It is important to take into account that not all the tools cover the same purposes 
(i.e. while some social tools may be useful for short announcements or posing ques-
tions, others are specific for discussions). Further, learners may be used to several 
social tools in their daily lives, promoting their utilization when working in MOOCs. 
As an example, despite the low number of learners contributing in Twitter, their aver-
age number of posts was higher than the one in Facebook or Q&A, as it was also 
higher the number of posts of the most active learner. Therefore, it seems appropriate 
to offer multiple options of social tools when designing and enacting MOOCs in order 
to cover the wide range of expected learners. This is aligned with the conclusions 
extracted in [7], where authors point out the importance of different contexts in open 
courses to get different levels of participation and outcomes.  

However, offering multiple social tools has a counterpart, since it also means de-
centralizing discussion threads and increasing the number of places that learners may 
need to check to follow their peers’ contributions. Thus, it is important that both in-
structors and participants learn how to filter the massive amount of information that 
can be crowdsourced in a MOOC. MOOC platforms may include some services to 
facilitate this filtering (e.g. rankings for most voted posts); although external social 
tools does not always provide indicators of the quality of the contributions that help 
learners discard those with a lower relevance. Particularly, we received complaints of 
information overload diluted in several spaces (forum, Facebook, Twitter…) from 
some participants. One of them even pointed out that too much information may 
hinder the learning process. Thus, it would be recommendable to give advice to  
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learners about how to filter information at the beginning of the MOOC. Moreover, 
best practices about how to use forums and social tools in a clean and ordered way 
should be taught and reminded periodically (e.g. not creating unnecessary threads, 
reading first before writing, etc.). Even though we provided documentation for this 
purpose at the beginning of the MOOC, the guidelines were not followed by some of 
the users, who created a bit of mess favoured by the massive context, especially in the 
forum.  

Information overload together with a lack of appropriate searching mechanisms 
complicated that instructors could solve key questions related to the course topics and 
support students in advancing on the course. Results show that the students were who 
assumed the role of mentors, giving advice to those participants with higher problems 
to follow the course, and offering themselves for queries related to the assessment 
activities. This happened especially in Q&A, in the forum and in Facebook during the 
enactment of this MOOC. This supports the conclusions extracted in [7], which stress 
on building MOOCs based on the learner-in-dialogue model inspired in the conversa-
tional framework by Laurillard [19] and on the co-creation of the MOOC environ-
ment, with activities for reinforcing orientation for learners, coaching, mentoring and 
practices of peer facilitation. The role of volunteer mentor demands special features to 
those playing it, normally: advanced knowledge in the delivery subjects, engagement 
with the course structure and activities, flexible time to work in the course and atti-
tudes to help the others without financial reward in exchange. From the thousands of 
people registered in a MOOC it is likely to find a few of them that may voluntarily 
play the role of mentor, as it was the case here. All this matches with the conclusions 
in [14], which highlight the high number of student to student interactions that nor-
mally occur in MOOCs, to fill the gap regarding student to instructor interactions. 

Nonetheless, students do not always employ social tools in MOOCs to critically 
contribute to the discussions or to help learners in trouble. Their open nature makes 
that everyone can register and post comments, and so there is a risk that people with 
negative intentions try to divert attention from learning tasks. For instance, we de-
tected a few users that registered just to post complaints, most times about unrelated 
subjects (e.g. political nature). Others tried to advertise their products, looking for 
customers in the mass of participants. Finally, a couple of users made public the an-
swers to some of the multiple choice tests in the forum when others still had time to 
complete them. Of course, assessment is a very important weakness on current 
MOOCs that is under research with strategies like proctored exams [20]. However, 
our experience shows that a few scatterbrained or bad intentioned people may disturb 
the work of many others willing to learn. To fight against those undermining the 
learning process, MOOC platforms and external social tools should include options to 
unregister those users with a bad behaviour and to mark comments as inappropriate 
when proceeds. However, it is still an open challenge to see how to make these unre-
gistering options open to the community of participants, since instructors cannot face 
the huge amount of information generated. 

Finally, it is noteworthy that participants may decide to employ other social tools, 
apart from those selected by the instructors. For instance, in the MOOC on educa-
tional technologies one of the participants decided to share his work in a P2P activity 
in Google Documents posting later the URL in the forum to be assessed by his part-
ners. The motivation for this fact was that the deadline for submitting the P2P works 
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through the platform MiríadaX (as stated by the instructors), had expired and so, the 
corresponding submission feature was disabled. This is just one example, but there is 
a great potential in the community of learners for the selection of alternative tools for 
their communication and discussion within MOOCs.  

6 Conclusions and Future Work 

Current research points out that the community of learners registered in MOOCs 
should be responsible for assisting those peers with problems, who cannot find sup-
port from instructors due to the massive condition of these courses. Thus, a proper 
selection of social tools is needed to generate in the participants a sense of “place” 
and proximity that facilitates answering queries, fostering discussions, and contribut-
ing with new resources to the course. 

In this paper, we analysed five social tools employed in a MOOC on educational 
technologies. The forum has revealed as the tool preferred by the learners for social 
interactions and discussions followed by Facebook and Q&A, although the latter was 
mainly employed for specific questions about course procedures rather than for deep 
discussions related to course topics.   

One important lesson learnt from this analysis is the trade-off between providing 
multiple social tools to satisfy most learners’ needs during the MOOC enactment, and 
the information overload that the use of all these tools at the same time causes. This 
overload may hinder the real learning process if participants get lost in all their part-
ners’ posts without properly filtering those that are relevant.  

However, this study also poses a new set of open questions: 1) How to design 
MOOCs to foster and scaffold participation of novel learners while promoting the 
mentoring role of experts? 2) How to provide tools for supporting MOOC partici-
pants’ self-regulation to deal with those trying to undermine the learning process? 
Considering that the forum and Facebook were the tools that received more contribu-
tions, 3) Would the activity of participants in social tools increase if we could auto-
matically integrate those Facebook posts related with the forum open threads? These 
challenges open new research venues for other researchers involved in MOOCs. 

Apart from dealing with these open questions, future work will analyse other social 
tools in MOOCs of a different duration. A different research line will look for mecha-
nisms to engage more MOOC learners to contribute to the discussions in social tools. 
Finally, the connections between the actual use of social tools and the scores obtained 
by the learners in MOOCs will be researched. 
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Abstract. Over the past decade there has been an increasing attempt
to explore the potential of computer games in order to engage students’
towards foreign language learning. However, literature review has shown
that there are still few attempts to provide empiric evidence of the edu-
cational potential of computer games, whereas the present study aims to
address this lack. The purpose of our paper is to explore the possibilities
of using a highly interactive 3D online game, we previously designed ac-
cording to our student needs, in order to reinforce their foreign language
acquisition and communicative competence. The target groups are stu-
dents of a German foreign language course from the A1 level (CEFR).
For our project we designed a 3D online-game that is based on a role-
play, in which students need to cooperate in order to complete the game
successfully. The game is built upon the OpenSim platform, and cooper-
ation is conducted through game chats. Game chat interactions are being
registered in a log file that is later processed. Furthermore, by analyz-
ing different indicators we are able to obtain initial evidences to assess
students’ proficiency regarding their communicative competence in the
target language. We include some examples from a pilot study we did
with students of a German foreign language course (A1).

Keywords: Cooperative learning, virtual worlds, computer-supported
language learning.

1 Introduction

The current paper presents the results of an ongoing project which aims to
explore the possibilities of enhancing students’ foreign language acquisition and
communicative competence through the use of a 3D game-based environment.
The starting point of our research is the increasing need to provide students
with those learning tools which allow them to foster their foreign language skills
beyond the classroom. The reason is that our students are usually enrolled in very
large size German language courses, whereas they often lack opportunities to use
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and interact with other speakers in the target language. Hence, language practice
outside the classroom becomes extremely important in order to complement face-
to-face teaching and thus to guarantee that students reach the competences they
are expected to have at the end of the term.

With the increasing rise of the Information and Communications Technolo-
gies, teachers and academic institutions often integrate blended teaching prac-
tices based on the use of virtual learning environments (VLEs). The latter aim
to provide teacher and students with access to learning contents, services and
applications anytime, any place and at any pace. Most widely used LMSs offer
a huge variety of learning tools (i.e. wikis, discussion forums, blogs, chats and
messaging) which facilitate interaction beyond the classroom ([3,1]). There has
been furthermore an increasing attempt to explore the educational potential of
computer games in the area of foreign language learning ([16,23,7]). This has
been done both through adaptations of a variety of commercial games such as
World of Warcraft, The Sims, Wonderland, Lineage II or Ragnarok Online (see
amongst others [21,25,22]) as well as through the specific design of educational
games, also called serious games ([4,7]).

In recent years many research studies have made claims on the benefits of inte-
grating Multi-User Virtual Environments ([10]) and, especially, computer games
in the area of foreign language teaching and education, stressing their motiva-
tional as well as educational potential (see amongst others [30,21,1]). Nonethe-
less, a number of researchers have underlined that there are still very few empiric
studies which have directly investigated the effects of computer games on stu-
dents’ foreign language learning ([23,7,21]). In addition to this, literature review
has shown that computer games are often employed to address very specific
aspects such as vocabulary and grammar training ([8,9,5]). This is often done
through drill-based activities rather than through authentic and synchronous
peer-interaction in the target language.

Despite the still widespread use of drill-based computer games, there has been
recently an increasing trend to explore the potential of computer games to en-
hance foreign language learners’ interaction and communicative competence. As
outlined by Garcia-Montero [12] in order to acquire communicative competence
one needs to use the target language by interacting as much as possible with
other speakers.

The aforementioned aspects, together with the increasing need to engage stu-
dents in self-directed learning beyond the classroom, may explain the recent in-
terest in exploring the pedagogical as well as motivational potential of massive-
multiplayer-online games (MMPOG) as well as synthetic immersive environ-
ments (SIEs). Both are based on the interaction as well as collaboration with
other players, providing thus multiple opportunities for authentic synchronous
interaction, in and with the target language (recently [22,19,6,26,7,21]). A deeper
look at some of the key-principles of foreign language acquisition may shed some
further light on the learning potential of those computer games, which provide
highly interactive environments.



Language Acquisition and Communicative Competence 21

2 Theoretical Background

2.1 Computer Games and Foreign Language Acquisition

Taking into consideration that the development of a second language is almost
wholly dependent on the amount of comprehensible input that a learner receives
([14,31]), several researchers have underlined the importance of providing for-
eign language learners with those kinds of interactions that facilitate the intake
of comprehensible input ([15,20,11,13,2]), stimulate the production of language
output ([29]), encourages negotiation of meaning ([20]) and, last but not least,
facilitates noticing ([24]). According to Swain’s output hypothesis, ”output pro-
duction” is seen not only to enhance learners’ fluency in the target language, but
also to make learners ”conscious of their deficits (. . .)”. By doing so learners are
encouraged to reflect on their language ([27]) and hence to improve their lan-
guage skills. As stressed by Swain [29] ”pushed output” is an important factor
to focus learners’ attention on aspects such as form and feedback. The positive
and negative feedback learners get during their interaction with others is seen
as a key-issue for foreign language acquisition, since it provides learners with
the possibility to modify their language output and therefore to develop their
competences in the target language ([24,15,27]). The above mentioned aspects
make clear why versatile interaction with other speakers of the target language,
independently if these are native or non-native speakers, becomes a key issue for
a successful foreign language acquisition ([3]).

Bearing in mind the aforementioned aspects the current project aims to ex-
plore the potential of a 3D online game (The hidden room) to reinforce students’
communicative competence through versatile interaction. The game has been de-
signed by us within a virtual platform, called OpenSim, which allowed us to build
several islands (virtual spaces) and game levels. Taking into consideration that
our target students are from the A1 level (CEFR) we considered it extremely im-
portant to design a game that could easily be played by our students, providing
them with very clear tasks and goals. Furthermore, in order to design learning
tasks which meet our students’ language proficiency as well as needs regarding
language practice beyond the classroom, we -as a teacher and game-designer-
needed equally to control and administrate the game environment.

This is why we believe that neither virtual worlds (VWs) such as Second Life,
Active Worlds etc. nor MMPOGs are the most appropriate VLEs for our tar-
get group students. Whilst VWs are usually very open spaces which often lack
of clear goals ([1]), MMPOGs generally require both, certain game-expertise
and confidence with the target language ([21]). By designing our own game-
environment the current study aims to give some empiric evidence of the educa-
tional potential games may have for A1 level students’ foreign language learning,
when designed according to their needs. Our study focuses therefore mainly on
the following questions:

– How does participation in a cooperative online game affect students’ inter-
action and communicative competence in the target language?
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– Which factors influence students’ interaction and communication with others
while playing the game?

– Does the online game enhance students’ fluency and accuracy in the target
language?

2.2 Instructional Framework

The instructional framework used for the study and game design is based on the
principles of cooperative learning (CL). The CL strategy is based on grouping
students in small learning teams to work in cooperation with each other in or-
der to solve a problem, or to perform a task presented by the instructor. Since
its rise in the early 1970s many researchers have stressed that learners, who
work together, acquire more language and social skills than those who study
the same content under individualistic circumstances ([32]). Researchers have
equally stressed that to ensure the optimum of opportunities for interaction CL
should take place in small groups, since this usually works best. In order to
guarantee ideal conditions for CL Stenlev [28] and Oxford [18] underline the
importance of the following principles: Simultaneous interaction, equal partici-
pation, positive interdependence, individual accountability, cognitive development
as well as social development.

3 Methodology and Experimental Environment

As outlined before, the primary purpose of the current study is to analyse the
impact of a 3D online-game (The hidden room) on A1 level students’ foreign
language acquisition and communicative competence. In order to provide learn-
ers with a highly interactive learning environment we designed a 3-D online
game which requires students’ cooperation and thus interaction in the target
language. By hosting the game in our own server we were able to store and ana-
lyze students’ interactions within the text-chats. The game aims to give students
the opportunity to practise one of the most difficult grammar items of German
language, which refers to the use of changing prepositions. Depending on the
context in which these prepositions (under, over, behind, on the right side of,
at the back, at the front, etc.) are being employed, they need to be used in
combination with different cases (accusative or dative) and articles (masculine,
feminine or neuter). In order to familiarize our Spanish students with its correct
use, we designed a game-application, based on two different levels: A first level,
which aims to introduce the use of local prepositions through a game-based ac-
tivity, called Memory, and a second level, called The hidden room, which aims
to reinforce the previously introduced prepositions through a role-play activ-
ity. Whilst the first level can be performed solely individually, the second level
needs to be performed cooperatively (see Figs. 1 and 2). In the following we will
offer a more detailed description of each game level and the activities designed for
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it. Level one consists of a room with four different walls, each one of which is
divided into two different but connected panels.

By clicking on the left panel several situations are being displayed by means
of pictures (the hoover is on the right side of the table, the pizza is under the
table, etc.). By clicking on the right panel the same situations are then being dis-
played by means of texts and audio-files. The students’ task consists in exploring
and matching the correct pairs. Once the students have matched a correct pair
they get a score, that is immediately registered and displayed on the screen. In
order to make the game more challenging a score-system, a time limit, different
sound effects as well as feedback information (Well done. Go ahead! Please re-
peat the activity! or You need to get 48 scores. Please try it again!) have been
included. All of them aim to provide players both, with individual feedback on
their task performance and on how to perform the game successfully. Once the
students have passed successfully the first level, they are allowed to proceed to
the second game level. Unlike level one, level two aims to consolidate the pre-
viously (in level 1) acquired knowledge through a role-play activity. The second
level is therefore based on a room which contains a number of different objects:
clothes, furniture, food, beverages, toys and electronics. These are placed all
over the room and need to be put in their correct position reconstructing the
original room order. As the activity requires the cooperation of two players, we
designed two different game tools: a controller and a viewer with different views
of the room. At the beginning of the game the teacher or administrator pro-
vides each player with a different tool. In order to perform level 2 cooperatively
player A gets a ”controller” that enables her to move the objects within the
room (see Figure 1) and player B gets a viewer with several views of the room
(see Figure 2). Furthermore, in order to reconstruct jointly the correct position
of each object, players A and B need to communicate only by using the text
chat.

Fig. 1. View of player A with the con-
troller tool

Fig. 2. View of player B. Picture shows
the correct object positions.
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4 Experimental Setting

In this section we comment the methodology for selecting the participants, the
data collected (both from the platform and from pre- and post-tests) and its
analysis. Further information can be obtained on the website1 for this experi-
ment. The virtual learning environment used to deploy the game-based learning
experience is the OpenSim 3D virtual world (http://opensimulator.org/) open-
source application server, through which a number of people and robots can
interact according to computer programmed interaction rules. The 3D server is
augmented with a back-end service and a set of tools that enable to log the data
produced by interaction of avatars in the virtual world. The back-end service
delivers data logs in a format set up for further data analysis through statistical
and machine learning software tools, which can facilitate the observation of the
virtual game-environment based on traces left by users in their collaborative
activities ([17]).

4.1 Study Participants and Procedure

The observation of our students during more than 5 months allowed us to con-
clude that there are differences with regard to students’ willingness to cooperate
and interact with others in the target language. It was conspicuous that in gen-
eral those students who used to interact more in face-to-face teaching obtained
better learning results. Without the intention to analyze the games’ appropri-
ateness in terms of learning compared to more traditional method (as a control
group), we here lean on our previous observations to make a preliminary analysis
of the games’ impact on students’ willingness to interact. We therefore selected
for our pilot study 12 students of whom 6 students were amongst the most ac-
tive students and 6 amongst the less active ones. We then considered different
categories in which we placed the more active students (category 1), the less
active students (category 2) and a combination of both (category 3). Hence we
created 6 teams (1A, 1B, 2A, 2B, 3A and 3B), two for each category (1A and
1B in category 1, 2A and 2B in category 2 and 3A and 3B in category 3). Even
though we are aware that the sample size is extremely small to obtain final re-
sults, it represents an important first step within our ongoing study, which need
to be done with a larger amount of participants. Only in this way we are able
to investigate how the composition of different teams and the kind of feedback
affects foreign language acquisition in non face-to-face settings.

4.2 Data Collection and Analysis

Two types of data were collected: 1) transcripts of students’ produced chat di-
alogues were registered by the OpenSim platform and permit us to analyse stu-
dents’ interaction and use of the target language and 2) a pre- and post-test to

1 http://code.google.com/p/daifceale/wiki/April_2013_ECTEL_2013

http://code.google.com/p/daifceale/wiki/April_2013_ECTEL_2013
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analyse the impact on students’ foreign language acquisition and communicative
competence.

In Table 1, we can see the number of turns (considering a turn when a student
stops talking and the other starts), phrases (number of phrases used in the ac-
tivity), single words (single-word phrases), total words (total amount of written
words) and German-only total words (total amount of German written words).

Table 1. Number of words and number of phrases and turns in text-based chat

Category 1 2 3

Team 1A 1B 2A 2B 3A 3B

Number of turns 88 38 77 75 43 57

Phrases 171 68 134 146 115 102

Single words 92 45 60 77 46 65

Total words 456 220 288 378 234 322

German only total words 349 220 281 367 231 317

Table 2 shows the results of students’ interaction while playing the game.
During their interaction students use a variety of discourse functions such as
greetings, feedback, clarification requests, confirmation checks, paraphrasing,
self-correction, wh-question and exclamations which permit them to advance
jointly within the game and thus to complete the game task successfully.

Table 2. Discourse functions of clauses in the written interaction during the game-play

Category 1 2 3

Team 1A 1B 2A 2B 3A 3B

Greetings 4 1 4 1 0 2

Feedback 24 15 38 23 37 19

Clarification requests 5 2 11 7 0 3

Confirmation checks 9 6 4 3 5 7

Paraphrasing 5 0 4 0 3 4

Self-corrections 2 0 3 2 1 0

Wh-questions 17 1 4 9 0 7

Exclamations 10 2 9 3 1 3

Additionally, Table 3 gives some further inside view with regard to students’
interaction and use of the target language while playing the game and com-
municating within the text-chat. The results show that students seem to focus
more on performing the game task successfully rather than on using the target
language accurately. This may explain the relatively high percentage of gram-
mar and lexical mistakes we can observe within the text-chat. Nonetheless, it is
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noteworthy that even though all participating players were from the A1 level of
german language, almost all of them used solely the target language to commu-
nicate with the game-partner.

Table 3. Linguistic features of students foreign language production via text chat
during the online game

Category 1 2 3

Team 1A 1B 2A 2B 3A 3B

Grammar mistakes 28 14 29 18 25 35

Lexical mistakes (spelling) 43 30 53 76 28 26

Use of native language words 2 0 3 11 0 1

Total of words 456 220 288 378 234 322

4.3 Pre- and Post-tests

In order to analyse the games’ impact on students’ foreign language acquisition
and communicative competence we designed a three part pre- and post-test.
All students’ participants were asked to fill in the tests once before and once
after playing the game. Each test consists of three different exercises which all
aim to test students language skills before and after playing the online-game.
Whilst tests 1 and 2 focus on checking students’ grammar competence (in test
1 students have to write the name of different objects and in test 2 they need to
complete the missing prepositions), test 3 focuses on students’ writing skills and
communicative competence (students have to describe a picture and the position
of different objects). Fig. 3 shows the normalized results obtained by 12 students
who took three pre- and post-tests, consisting of 51 overall question items focused
on, respectively, the assessment of lexical (34 items), grammatical (7 items) and
written communication skills (10 items). Grades have been normalized in a 1.0-
base scale. The box-plots depict how grades are improved and dispersion is
reduced in all cases of assessment. A deeper statistical analysis on a greater data
set is, however, required to find reasonable evidences in favor of the virtual world
learning experience.

Fig. 4 shows the pre- and post-test results of grammatical and writing skills as-
sessments with regard to those categories whose members had previously shown
a low willingness to interact (i.e. category 2), and the mixed category formed
by students who were and are still not willing to interact (i.e. category 3). Fig.
5 shows a comparison of overall assessment results for all categories. However,
the small size of the categories and great dispersion do not allow to claim yet
if grammatical or writing skills as well as students communicative competence
have been improved. A higher sample size is therefore necessary to generalize
the obtained results.
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Fig. 3. Box-plots of results from the pre-test and post-test assessments

Fig. 4. Box-plots of results from the pre-test and post-test assessments for categories
2 and 3 (low willingness to interact and the mixed category)
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Fig. 5. Box-plots of results from the pre-test and post-test assessments of the overall
grades of every category

5 Results

At first sight, we can confirm that the study has shown positive results. All
students, no matter what category they belong to, increased their grades in the
three aspects assessed when comparing the post-tests results with those of the
pre-tests. However, results are specially interesting in terms of grammatical ac-
curacy and writing skills and their improvement on part of some participants
in categories 2 and 3 (see Fig. 4). The fact that students with a rather low
willingness to interact and communicate in the target language improved signifi-
cantly their language skills throughout the game, is promising. It seems that the
virtual world created a new context where they were encouraged to communi-
cate.Looking in detail at the different aspects measured in the tests, all students
in category 1 obtained better results in the pre- as well as post-test than those
students which were placed in categories 2 and 3 (see Fig. 5).

Regarding grammatical accuracy and writing skills, its apparent improvement
does not hold for every individual, but it does for the average. It seems that there
is a relationship between students’ willingness to interact and communicate in the
classroom and their foreign language proficiency. The number of turns, phrases,
single words and total words shows a significant distortion in category 1. The first
category has the highest number of all those aspects in the chat, whilst the second
one has the lowest. Perhaps it highlights that the willingness to interact does
not relate to accuracy in the communication. Another interesting aspect refers
to the lexical mistakes with regard to students’ spelling. The number of lexical
mistakes in the chats was lower in categories 1 and 3. That is, when there was at
least one student in the category who had previously shown a high willingness
to interact and communicate in the classroom. It seems that when one student
of the team takes care of the writing her mate also tries her best, resulting in
low mistakes. The same applies for the use of native words and reinforcing the
hypothesis (reinforcing request and confirmation checks). Another finding is that
feedback is higher in categories 2 and 3. It seems that when at least one of the
students in the team has not shown willingness to interact and communicate in
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the classroom there is more need for providing him/her with positive or negative
feedback on his/her task performance.

6 Discussion and Conclusions

In the last years there has been an increasing attempt to explore the potential
of computer games and virtual game-based learning environments in order to
engage students towards foreign language learning. However, literature review
has shown that there are still few attempts to provide empiric evidence of its
educational potential, whereas our present study aims to address this lack.

In this paper we explore the possibilities of using a highly interactive 3D online
game in order to reinforce students’ foreign language acquisition and communica-
tive competence at the A1 level. The game was designed by using the OpenSim
platform and according to the target students’ needs. In the game (The hidden
room) students had to cooperate in teams of two in order to achieve a common
goal using text chats, that were recorded and analyzed. We separated students
in our pilot study in three categories, according to the willingness to interact
and communicate in the target language they had previously shown within the
classroom. The results obtained are promising. All students, no matter what cat-
egory they belong to, increased their grades in the three aspects assessed when
comparing post-tests results with those of the pre-tests. The number of lexical
mistakes in the chats was lower in those categories where at least one of its mem-
bers had previously shown a high willingness to interact and communicate. The
same applies to the use of native words and confirmation requests. It seems that
when one student of the team takes care of the writing her mate also tries her
best, resulting in low mistakes. Conversely, students showing scarce willingness to
interact and communicate in the classroom showed a high increase in their gram-
matical accuracy and writing skills. It seems that the virtual game-environment
created a new context where they were encouraged to communicate.

Anyway, a deeper statistical analysis on a greater data set is necessary to
find reasonable evidences in favor of the virtual world learning experience. The
experimental environment can be prepared to automate text chat interaction
analysis using natural language processing tools. For instance, POSIX regular
expressions can help to detect regular communication patterns in text chats
before being supervised to confirm or revoke its validity as evidences of com-
municative competence. The improvement of the research methodology based
on the automated analysis of text chat data sets is an ongoing work that can
provide an interesting line of further research.
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Abstract. In this paper we analyse children’s talk with a view to understand 
how a technology enhanced inquiry learning toolkit played a part in enriching 
collaboration during a fieldtrip and facilitating social interaction. The partici-
pants in the study were 15 year-old students carrying out their geography GCSE 
(General Certificate in Secondary Education) work in a secondary school in the 
UK. During the fieldtrip, we provided students with nQuire, an inquiry learning 
toolkit to orchestrate their learning, on an ultra-mobile Asus Eee PC with a 
wireless connection to the coursework web site. Students collected data from 
twelve points in two towns with very different layout and land use. The learning 
environment created with the nQuire toolkit, ultra mobile PCs, personalised in-
quiry task and the use of scientific sensors to collect data offers possibilities for 
collaboration and effective interaction. In this study we analyse to what extent 
this environment supported learning collaboratively and to what extent students 
interacted with each other and with the technology to construct knowledge dur-
ing the fieldtrip. 

Keywords: collaborative learning, CSCL, inquiry learning, nQuire. 

1 Introduction 

Computer supported collaborative learning (CSCL) environments are based on the 
premise that learners will work together as a group to achieve the given task and en-
gage in productive interactions that may lead to learning. For example, Dillenbourg et 
al (1) argue that in order for collaboration to produce learning outcomes the groups 
should actually engage in productive interactions. They propose three main categories 
of interactions that have been found to facilitate learning: explanation, argumenta-
tion/negotiation and mutual regulation. They further argue that “the purpose of a 
CSCL environment is not simply to enable collaboration across distance but to create 
conditions in which effective group interactions are expected to occur” (p. 6).  

Given that the main focus of CSCL research is “on how people learn in the context 
of collaborative activity and how technological settings that support this activity can 
be designed and evaluated” (2) as well as looking at interactions among learners that 
gives rise to collaborative learning (3), we need to pay attention to technological tools 
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we provide in these environments as they will mediate and shape the nature of the 
interaction among learners.  

When students engage in discussions regarding the subject they are studying, their 
turn-by-turn exchanges can provide us with information about the learning taking 
place. These discussions occur when students explain to each other their understand-
ing, ideas and strategies, ask questions, defend their perspective and evaluate each 
other’s suggestions. In order to increase the likelihood of productive interactions 
among learners, researchers, especially those working in the CSCL field, have been 
implementing particular applications of technology to benefit learners and facilitate 
teaching. Lipponen (4) emphasizes that collaborative learning supported by technol-
ogy can enhance peer interaction and work in groups. The guiding framework for 
implementation of technology in CSCL environments is socially oriented theories of 
cognition and learning. 

Guided by these approaches, in this paper we will present an analysis of children’s 
fieldtrip talk during a geography inquiry task. We used a detailed video analysis ap-
proach based on the work of Ash (5) and our aim is to understand how students made 
use of the tools, technologies and inquiry framework during this task.  

We will first present the context of the study, including the Personal Inquiry 
project and the field trip. Then we will describe how we analyzed the video record-
ings of selected groups to help us understand how students collaborated to achieve the 
task and how technology mediated the social interactions during the field trip. 

2 Research Context and Data Collection 

2.1 Personal Inquiry Project and Urban Heat Islands Field Trip 

The aim of the personal inquiry project was “to support children aged 11-15 years in 
coming to understand themselves and their world through scripted personal inquiry 
learning” (6). Children investigated issues that affect their lives, across different set-
tings - including the classroom, their homes, and nature centres - through a scientific 
process of gathering and assessing evidence, conducting experiments and engaging in 
informed debate. A computer toolkit, named nQuire, was designed to enable scripted 
inquiry learning, where scripts are computer programs, like dynamic lesson plans, that 
guide and support the learners through an inquiry learning process by providing them 
with a set of structured activities, data probes, visualizations of data, and means of 
communication. 

In one theme, explored in the school based trials, 135 students investigated Urban 
Heat Islands at Milton Keynes and Northampton. In this paper we will report on the 
analyses of the fieldtrip video recordings with an aim of understanding the nature and 
quality of collaborative actions.  

The participants in the study were 15 year-old students carrying out their geogra-
phy GCSE (General Certificate in Secondary Education) work in a secondary school 
in the UK. The fieldtrip presented in this paper was part of the course-work towards 
this qualification. In the fieldtrip, students collected data across two towns (Milton 
Keynes and Northampton) to investigate the urban heat island phenomenon. The 
towns are different from each other in terms of their age and layout of the buildings. 
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We provided students with nQuire inquiry learning toolkit to orchestrate their learning 
(supporting hypothesis generation, experimental design, data collection analysis, 
presentation).  See screen shot in Figure 1. 

 

Fig. 1. Screen shot of data entry screen in nQuire 

Students collected data using sensors provided by our industry partners 
(ScienceScope: http://www.sciencescope.co.uk/index.html) attached to their mini 
laptops. They collected data from 12 points in each town during the day and entered 
their data (air temperature, GPS location, photographs of the data collection spot and 
either Infra Red (IR) radiance, wind speed or carbon monoxide levels) into nQuire. 
They were using Asus Eee netbooks to access nQuire to support their fieldwork data 
collection. nQuire data entry screen structured the students’ data collection activities 
and at the same time helped students to deal with real data by stipulating which types 
of data  was acceptable for each variable.  

We video recorded two focal groups in the first year and four focal groups in the 
second year of the study (4-5 students per group) during their field trip. Students’ talk 
was transcribed and analysed using video analysis approach used by Ash (5) and then 
a qualitative content analysis was employed to code utterances. The unit of analysis 
was defined as the single contribution made by a student at one time.  

3 Analysis 

In this study we employed the video analysis approach used by Ash (5). She studied 
the informal science learning in settings such as museums, after-school programs and 
community technology centres. She used video tools for analyzing discontinuous 
dialogue and used the three levels of analysis which provided the means to analyze 
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complex sets of dialogic data without oversimplifying their meaning (p. 225).    With 
this three level analysis she managed to balance complexity and reductionism to get a 
more accurate and productive data analysis (p210). The three levels of data analysis 
consist of: 

1. The flow chart that gives an overview of one entire visit, as well as the pre & 
post interviews. 

2. The significant event consisting of one segment of the flow chart with pro-
ductive exchanges and analysed in greater detail. 

3. The microgenetic analysis comprising a detailed dialogic analysis of the  SE 
in focus. 

The first level of our analysis, what Ash (5) called ‘a flow chart’ was an overview of 
the entire fieldtrip carried out by the group. We identified the segments of the activi-
ties that can be analysed in more detail later and presented them in the order in which 
they happened. A typical section from the fieldtrip flow chart is presented in Figure 2 
indicating the location of data collection point and associated notes for this location. 
The first column indicates the lines in the video transcript. 

  

UHI – study 1 
Group CPDFJ  
Lines Location Overview Content themes 
1-90 NH-1 

Station 
Data collected by helping 
each other, everyone 
contributed, making notes 
of taxis, and temperature 
in different parts… 

 Figuring out which is east-
ing and northing for GPS  

 Finding out what order to 
do readings in 

 Photos for social purpose 
on trip as well  

91-134 NH-2  
Main 

road to town 

Collecting data at a bus 
stop, noticing traffic light 
at a nearby junction, talk-
ing about pollution… 

 Pollution 

 The effect of traffic light 
on air pollution 

 Finding the best position 
for measuring wind speed 

 

Fig. 2. Part of flow chart for Group CPDFJ 

The next level of analysis, called significant event (SE) by Ash (5) is a more de-
tailed analysis of a segment identified in the earlier analysis paying attention to dia-
logue, content of the activity, and the tools and technologies employed during the 
interaction to explore the students’ understandings of the scientific content and to 
make connections to their prior knowledge. 
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According to Ash each SE is just large enough to encompass ‘one discussion’ and 
contains: 

o recognisable beginnings and endings, generally but not always centred on one 
topic;  

o sustained conversational segments that differ from the short, un-sustained in-
teractions that can precede and follow SEs;  

o different sources of knowledge, such as distributed expertise; and  
o inquiry strategies such as questioning, inferring or predicting (p. 216). 

We present a SE segment below which is representative of student interactions, il-
lustrating how learners make sense of their observations and negotiate their under-
standing with others in their group, and how they negotiate tasks. The number of SEs 
identified in the groups ranged from ten to four.  

 
Group 
CPDFJ  

SE4   

Lines Location Topic Detailed context 
148-171 NH-3 Land use, weather 

conditions and tall 
buildings 

Students notice they are on a 
main road with a church and a 
Library nearby. They all talk in 
a complementary way by add-
ing their observations to previ-
ous students’ observation. The 
weather is sunny, windy and 
very cold. One of them suggests 
the wind is tunnelled through 
the street. Another student takes 
a picture and shows it to the 
others. They also decide it is 
fairly open and discuss if it 
makes sense. One of the quieter 
students observes that the build-
ings get bigger as they get near-
er the centre of town. 

 

Fig. 3. An example of a Significant Event (SE) 

The next stage of analysis is the fine grained analysis of interaction in these se-
lected segments. At this point we also added our own approach to fine grained analy-
sis of collaborative talk (see 7). We employed a classification system developed in 
our earlier work (8,7) and validated and extended it using the rating scheme by Meier 
et al. (9) for assessing the quality of computer supported collaboration processes  
(see 9,10). For this purpose we marked all student talk in these SEs into one of the 
following categories: 
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1. Joint knowledge building utterance - JKB 
2. Motivation and commitment utterance - M 
3. Task organization/information utterance - TO 
4. Data collection utterance - D 

Joint knowledge building segments contains dialogue where students present and 
defend a position, give an example, ask questions and explain. 

 
For example:  
  
C: What does infra-red irradiance actually mean? 

D: It’s the amount of light reflected… So, have we finished then? Has 
Mary taken a photo?  

  
Another example: 
  
C: [to H] Are you going to take it off the tree?  
D: Might as well, there’s no other material around here that we haven’t 

already done, is there?  
R: But it’s not the material, it’s the local conditions, isn’t it?  
D: Yeah, we’re just testing, doing a comparison between the materials 

as well.  
  

Task organization/ information segments are contributions that are related to co-
ordination of the collaborative activity. 

  
J: I’ve worked out, I’ve worked out that for 24, so everyone’s gotta 

swap at 6. So then everyone can have a go at every tool 
Y: OK 

J: So at 6 I’ll have that (points at camera) 
V: Yeah 

J: And then you can have GPS or the laptop. And then P has the laptop 
and Y has this thing (datalogger). 

  
Motivation and commitment segments are about participants’ individual commit-
ment and motivation. 

  
J: I can’t spell today 

V: Oh hurry up I’m holding my hand up here 

J: Right I’ve done it, done it. Wait, wait, wait, wait. I’ve gotta go to, 
eastings. 
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Another example: 
  
V: Oh I’d love to live up there 

F: It’d probably be a bit noisy 

V: Yeah but I’d 
  

Data segments contain data collected to accomplish the task. (This category is spe-
cific to the analysis of field trip data presented in this paper; it is not treated as a col-
laborative category although they have to agree how to carry out the activity as a 
group as there are several data loggers and other equipment like the laptop and the 
camera). 

  
  
D: Minus 28 (laughs)  
L: Bit cold innit? 

D: Miss it says minus 28. Oh it’s gone up to 13 now. 
L: (reads) 13.6, 14, hang on a minute. 
D: 14, and 13.8 

J: I got an Anglia water van (picture) 
L: (talks when typing) 
J: Loads of traffic. 
  
 
The fine grained analysis of video transcript for the above SE is presented below. 

The SEs mostly contained joint knowledge building type contributions as these were 
the segments identified as showing children exchanging, explaining ideas related to 
the features of two towns. After categorizing children’s talk in SEs we applied the 
same analysis to the rest of the transcript for all groups in order to get an idea of type 
of interactive talk students had on the field trip. 

 
Group 
CPDFJ  

SE4  

Lines   Codes 

 148-
171 

Peter: OK. How is the land being used?  
(Q-JKB) 
Carol: Main road and (A-JKB) 
Felicity: Is that a library? (Q-JKB) 
Carol: But there’s a church opposite as well. 
(A-JKB) 
Joel: Road ( A-JKB) 
Peter: What’s the local weather conditions? 
(Q-JKB) 
Carol: still sunny. Not many clouds. (D) 
Felicity: no clouds (D) 

Question – JKB:  
Q-JKB 
Answer – JKB: A-JKB 
Data-JKB: D-JKB 
Data only: D 
Task organization :TO 
Motivation: M 
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Peter: (typing) ‘no clouds’. There’s quite a 
bit of wind isn’t there. (D-JKB) 
Felicity: Yeah (D-JKB) 
Peter: (typing) ‘it’s still cold’ (M) 
Carol: It’s kind of tunnelled through the 
building entrance (JKB) 
Peter: Yeah. How does this affect the read-
ings? (Q-JKB) 
Carol: Erm. Cold and the wind’s being tun-
nelled through the street (A-JKB) 
Peter: OK so tunneled  (JKB) 
Felicity: I’ve got a picture (shows to Candice) 
(D) 
Carol: Oh wow (M) 
Peter: Tunnelled through street. Any other 
comments or notes? (JKB)  
Carol: Erm, it’s freezing (JKB) 
Peter: It’s freezing (JKB) 
Felicity: It’s fairly open (JKB) 
Peter: Yeah that doesn’t make sense (JKB) 
Felicity: But it is. (JKB) 
David: The buildings are getting bigger as we 
get nearer the centre of town. (JKB) 
  

Fig. 4. Fine grained analysis of the dialogue in the SE presented in Fig. 3 

4 Discussion 

This three level analysis of children’s talk during a geography field trip enabled us to 
identify points at which learners worked together and the kind of interactive ex-
changes took place, i.e. productive exchanges to achieve the given task or just talk 
about non-task subjects. We were also able to identify the role of technology, in this 
case nQuire toolkit, in supporting these exchanges among learners.  

The first level of analysis provided us with an overview of the children’s field trip. 
The second level analysis, identifying Significant Events (SEs), enabled us to recog-
nize important episodes of collaboration among children, how they worked out the 
task organization, the contribution of the task set-up in getting mostly everyone to 
contribute to the task, and also the effect of (individual) motivation on the task. 

The third level analysis provided us with a fine grained presentation of the chil-
dren’s collaboration. In addition, applying this fine grained analysis to the whole of 
the children’s talk during the fieldtrip enabled us to present a different overview of 
the fieldtrip as shown in Figure 5. The chart presents the percentage of their talk the 
categories discussed earlier for each group. As can be seen from the chart, most of the 
students’ exchanges are in the data category. These are short exchanges between stu-
dents associated with the values read from the data sensors they use to determine 
temperature, GPS location, wind speed, IR radiance or CO level. Although they are 
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numerous and shown as the most frequent category, given that they are short ex-
changes, it is possible to argue that in terms of time spent, this data category might 
not be the most time consuming.  
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Fig. 5. Distribution of Collaborative Activity in Groups 

When we look at the Task organization category we can see that the groups are 
different from each other; some groups spent about 35% of their total talk in organis-
ing the activity, whereas others spent about 20% of their total talk. Task organization 
was quite central to some groups as they were discussing who would be responsible 
for what type of data, when the data sensors, mini laptop and camera would be 
swapped between students and what was the best way of doing this.  Some other 
groups decided who would collect which data at the beginning of the day and carried 
out with the same students until the end of the activity. They also supported each 
other as entering the data into the laptop while standing was not easy, especially in the 
cold weather. 

The Joint knowledge building category contains students’ collaborative talk re-
lated to the concepts they come across while collection data and observing land use 
and traffic in the area. These are exchanges that show that the field trip data collection 
had collaborative episodes where children asked each other questions about the phe-
nomena they observed, explained these using their observation and prior knowledge 
and answered questions asked by the other group members. 

5 Conclusion 

Children in an exploratory fieldtrip have to deal with multiple activities, and may not 
collaborate all the time. So tasks need to be designed in a way to allow both individ-
ual and collaborative activity and also they need to be designed with flexibility so that 
learners will be able to perform both individual and collaborative tasks. In this study 
we were able to observe how the design of the task enabled students work together, 
solve problems together, explain each other unclear points and decide how to achieve 
the given task. The nQuire data entry screen structured the students data collection 
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activities, provided a point of focus for the interaction among students and at the same 
time helped students to deal with real data by stipulating which types of data  were 
acceptable for each variable.  

Task organization worked differently for everyone and each group found their 
own way of agreeing what to do. Consequently there were some groups having 
lengthy discussions about how to do it as seen in the  student exchange under Task 
organization/information category). In all groups students worked together and shared 
the task.  

It was observed that some groups worked in a harmonious way and efficiently. In 
some groups students said thank you to each other after given data/information. They 
supported each other during the fieldtrip and worked collectively to achieve the task 
as can be seen in the following exchanges: 

 
Em: No, no, no, it’s OK. (typing) ‘buildings emit heat and 
Li: Do you want me to hold it while you like type with both hands? Might 

be a bit easier for you. 
Lu: How long have we got? 
Em: Two more stops. 
… 
 
S: The glass building is made out of dark coloured bricks and glass 
A: Yeah but that’s for the infraradiance 
N: Also the chimneys over there (points) 
A: OK (starts typing) 
S: Also the cars 
A: Yeah 
S: It’s not rush hour, so 
A: Did you take a picture of that smoke? (points to chimneys) 
(S takes picture of chimney, A types) 
S: And then put it’s like near industries that let off smoke 
B: Yeah, which would make the carbon monoxide (inaudible, 04.15). 
 
These groups had more SEs identified in their transcripts. We observed that having 

an individual and/or collaborative commitment to task increases student interaction 
and they complete the task more efficiently. However for some groups the cold 
weather and the long day outside were too much and they did not do much apart from 
collection the data as quickly as they could. Some data sensors were not popular with 
everyone and these groups negotiated, in length, changeover points for these instru-
ments. 

The three-level approach to analysis of video transcripts provided us with both an 
overview and a detailed account of important points with respect to learners’ interac-
tions. As a midway point Significant Event (SE) segments provided representative  
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sections from the interaction of students which provides information about how  
students negotiate the scientific concepts, task organisation and data collection in the 
field trip.  

Our future plans are to explore the possibility of integrating the analysis methodol-
ogy (or part of it as this may be the case) to online environments such as nQuire so 
that student interactions can be analysed more easily. This can be achieved for exam-
ple by prompting students during the activity to make notes of the important events 
every half hour or so.  This would also help teachers to monitor the class activity in 
regular intervals and would help support the collaborative work of small groups work-
ing simultaneously, especially in online environments. This may enable researchers 
and teachers to track collaboration more accurately and in real time. 
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Abstract. Applied Behavior Analysis (ABA) is highly effective for teaching 
subjects with autism. We discuss the design and development of a free open-
source customizable software to support ABA intervention in low-functioning 
children with autism. The software automates the trial setting while enabling 
the gathering of the children's performance data to monitor  learning. The 
software relies on a Web architecture: using a laptop, the tutor defines the exer-
cises dynamically activated on the child's tablet. Synchronization between these 
two devices occurs via an Internet connection, obtaining and inserting data 
through the database. A real-time summary of the actions performed by the 
child is available on the tutor’s device, simplifying decisions about the interven-
tion. In order to make the trial accessible to any child, the software adapts the 
visual prompt to the child’s abilities, i.e., receptive/verbal, using labels in addi-
tion to images. A pilot test with several children confirmed the usability of the 
software. 

Keywords: Didactic software, Web system, Autism, Applied Behavior Analy-
sis, Augmentative and Alternative Communication, Discrete Trial Training.  

1 Introduction 

Autism Spectrum Disorder (ASD) is a pervasive developmental disorder characterized 
by difficulties in communication and social integration, and by the presence of behavioral 
problems, although symptoms vary significantly from child to child. Since traditional 
educational methods are rarely effective in ASD, new teaching approaches aimed at bet-
ter exploiting the subject’s abilities are currently adopted. Of these, Applied Behavioral 
Analysis (ABA) is a scientific approach with proven effectiveness for teaching low-
functioning children with autism [8,9,12]. It provides one-to-one teaching via trials of 
increasing difficulty according to Discrete Trial Training (DTT) and Augmentative and 
Alternative Communication (AAC) [5] in errorless learning. The child’s progress is con-
stantly monitored by collecting data from the child's performance.  

In this paper we describe ABCD SW (Applied Behavior and Computer-based Didac-
tic SoftWare), a free open source software to support learning in low-functioning autistic 
children through ABA intervention. Even learning about simple articles such as common 
everyday objects or relatives can be very difficult for low-functioning children. The di-
dactic software implements basic modules to teach common information -- articles, 
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foods, animals, numbers, letters, places, relatives, human body parts, etc. – in order to 
stimulate receptive and expressive language. ABCD software is customizable; for in-
stance, non-verbal children are supported by the written word and it is possible to define 
the most appropriate multimedia reinforcements.  

The software relies on a Web architecture: using a laptop, the tutor defines the ex-
ercises dynamically activated on the child's screen. The child interacts with the soft-
ware through a touchscreen tablet since tactile interaction is more natural and easily 
used by 3- to 6-year-old children; however, the child could use any touchscreen de-
vice provided with an Internet browser able to support Javascript and HTML5. The 
software automates the trial setting while it enables gathering the children's perfor-
mance data to monitor the learning. Section 2 introduces related work, while Section 
3 shows the architecture of the system and the user interfaces, discussing design 
choices as well as  problems encountered and  solutions adopted. Afterwards, Sec-
tion 4 describes the pilot test, focusing on the software improvements and lessons 
learnt. Section 5 shows results from a qualitative assessment of the software. Conclu-
sions and future work end the paper.  

2 Background 

2.1 Related Work  

Research on the potential of CAI (Computer Assisted Instruction) in autism began in 
the 1970s, and results show that associated learning scenarios are easier for people 
with autism thanks to the emotional distance between a PC and the user, which can 
reduce anxiety and problematic behaviors [11]. In recent years, many programs for 
autism have been developed, but only a few are specifically designed to support ABA 
methodology. A team from NUI Galway has created a web engine that could be help-
ful for developers of applications based on ABA principles, but unfortunately this 
proposal relies on proprietary technology with considerable development costs [6]. 
Furthermore, nearly all the software currently available is commercial, and thus not 
economically feasible for all families of children with autism. A 2006 study by Wha-
len et al. based on the use of software designed on ABA principles showed that the 
use of CAI improves social and communication skills by reducing inappropriate be-
havior [13]. Another study showed that computer instruction is more effective when 
combined with the physical presence of the tutor rather than when used alone [10]. In 
agreement with these results, our study favors a platform where tutor and child work 
together while using two separate areas to interact with the same application. 

Since a chance to learn is directly linked to the possibility of communicating, in re-
cent years much effort has been made to develop tools that facilitate communication 
by means of technologies based on Augmentative and Alternative Communication 
(AAC). Recent research has confirmed the benefits of electronic intervention based 
on AAC. Hirano et al. [4] designed and implemented a visual scheduling system 
(vSked) for planning and organizing children’s activities in the classroom in a visual 
way. In addition to increased efficiency for caregivers, they also observed improve-
ments in student-student and student-teacher communication. Monibi and Hayes have 
conducted comparative studies on current existing applications in order to classify the 
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characteristics in terms of requirements and constraints, proposing different ap-
proaches for future communication tools. Their prototype tool, MOTOCOS, has been 
proposed to overcome the limitations of existing tools [7].  

According to teachers and experts, the available digital tools (e.g., Tango1, Activity 
Pad2, DynaVox3) still require expertise and training, showing little usability and flexibili-
ty. Recently, a qualitative study in 2010 focused on several available technologies 
(vSked, Motocos, SensaCam Microsoft4), identifying their main limitation as the inability 
to document and monitor over time any use and progress in the learning pro cess. Consi-
dering these findings, the authors then redesigned these applications as needed and de-
fined new guidelines to combine the advantages of analog devices with the potential of 
ubiquitous computing solutions [3]. Conversely, the ABA approach considers evaluating 
the subject’s progress crucial to defining future learning programs.  

Research in this field is currently focusing on using mobile devices. There are sev-
eral interesting studies [2, 11] specifically focused on communication and language 
but to the author’s knowledge, these applications do not also monitor the learning 
trends, one of the main goal of ABA. Instead, our didactic software records all rele-
vant data for providing  effective monitoring of children’s learning and behavior to 
the educators, supporting an accurate assessment of the intervention. Furthermore, our 
software is open source and free, relieving families of additional costs for software 
(http://abcd.iit.cnr.it/). Free software has more chance of being used by many people 
and we can take advantage of that. Open source software can benefit from  contribu-
tions from the developers' community, which could help us implement new functio-
nalities to cover different ABA programs.  

3 The ABCD System 

ABCD SW is a web-based application for teaching low-functioning autistic children  
as briefly described in [1]. It is based on ABA intervention, which provides one-to-
one errorless teaching with trials of increasing difficulty according to Discrete Trial 
Training (DTT) and Augmentative and Alternative Communication (AAC). A child’s 
progress is constantly monitored by collecting data on the child's performance in each 
trial executed during a session, e.g., category, article, correctness of the trial, type and 
the percentage of prompt, comments. To better understand the design process, we 
present some basic concepts. ABA intervention is conducted in a simple environment 
that offers no distractions for the child and takes place on an empty table using cards, 
photos or real objects. The tutor selects the items needed to set up a specific trial (the 
article to be learnt, and possible additional materials). The trial’s set-up takes time, 
also considering the time needed to prepare all the objects beforehand. The teacher, 
after preparation for the child’s trial, announces the command of the program to be 
executed. The basic programs of the learning process are: 1) matching, to identify the 

                                                           
1 http://www.tango.me/ 
2 http://www.activitypad.com/ 
3 http://uk.dynavoxtech.com/default.aspx 
4 http://research.microsoft.com/en-us/um/cambridge/projects/ 
 sens ecam 
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image, and possibly the label, representing the object; 2) receptive, to verify whether 
the child correctly identifies the object; 3) expressive, to solicit communication re-
garding the object. In ABA each program is implemented by means of a sequence of 
trials of increasing difficulty, according to the DTT. 

ABCD SW automates three phases of the ABA intervention, facilitating and speed-
ing up the tutor’s work: 1) the trial set-up, allowing easy addition of items and catego-
ries by using a CMS, 2) configuration and control of the flow of the educational  
programs assigned to the child according to the ABA sequence and 3) evaluation of 
each trial executed. 

An ABA team usually consists of many tutors, including the child’s parents, to 
guarantee consistency in the behavioral approach. More than one tutor is necessary in 
order to ensure that the child’s learning is not depending on a specific person.  

ABCD SW was developed using the participatory design approach, to better guar-
antee  the efficacy and usability of the tools realized. Examples of applied participa-
tory design for software development are presented in [3] and [7]. The software  
design was then based on a multidisciplinary team comprising software analysts, de-
signers and developers, two psychologists, six ABA tutors, an ABA consultant and 
two parents of children with autism. ABA principles have been mapped into the 
ABCD SW in different ways: 

• Comprehensible: the software is based on Augmentative and Alternative Commu-
nication, so it uses images (also animated) and labels. 

• Errorless: the software tries to avoid a child's error (see Section 3.4). 
• Learning by increasing difficulty levels. This requirement has been satisfied im-

plementing the Discrete Trial Training defined in the ABA, including mass trials, 
trials with one or two (neutral and not) distracters, extended trials and rotations. 

• Monitoring children’s progress. ABCD SW records data on the trials regarding 
performance and evaluation. This point is central and focal to the ABA since it al-
lows the interventions and progress to be measurable, favoring the set-up of the 
teaching strategy according to results. 

3.1 The Architecture  

ABCD SW is a dynamic Rich Internet Application based on distributed Web architec-
ture, with two devices for the tutor and the child -- a laptop and a touchscreen tablet -- 
connected via Internet. No physical connection between the devices is required, mak-
ing interaction more natural and suitable for autistic children, avoiding the possibility 
that they may be attracted to plug in/out cables. Using a laptop, the tutor defines the 
program and level of the ABA exercises to run the trial, which is dynamically acti-
vated on the screen of the child's tablet.  

Specifically, ABCD SW is a PHP, AJAX and HTML5 Web application that relies 
on the Drupal Content Management System (CMS) and the mySQL database. The use 
of the Content Management System enhances data management, offering native  
scalability and support for internationalization. Most of all, it permits managing appli-
cation content independently from the code, by allowing end users to add/modify 
content in a user-friendly way. All the software’s functions are implemented using 
jQuery and JSON, which allow the efficient and easy exchange of data. The AJAX 
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technology, handling calls to the server, allows the HTML5 client user interfaces to 
be constantly updated. Images extracted from the database are dynamically inscribed 
in rectangles and carefully designed to be simple and not a source of distraction. For 
drawing objects in the Web browser, preferably Google Chrome or Mozilla Firefox 
since they  better support HTML5 functionalities, the JavaScript Library Raphaël 
using SVG (Scalable Vector Graphics) has been adopted. The library allows easy 
positioning of the image on the “canvas” and provides methods for animating the 
element, enabling its movement when needed. The use of SVG makes it possible to 
adapt the canvas to different screen sizes respecting the relative distance between 
displayed items, avoiding any confusion for the child.  

 

Fig. 1. The Architecture 

The ABCD SW architecture considers the devices involved as autonomous and in-
dependent. This independence is guaranteed while making full use of their Internet 
connectivity. The communication modality between the devices is created using the 
database as a common channel. Each event from the tutor’s or the child’s device is 
saved on the channel, and every second the two terminals are synchronized with new 
data (if present). Specifically, the mechanism has been implemented with multiple 
jQuery's AJAX call to the server based on AJAX long poll technique. An alternative 
for the server-client conversation could have been the use of HTML 5 sockets but at 
the moment the specifications of this technology do not seem to be sufficiently stable. 
The effect of this implementation can be seen in the Tutor Control Panel (Fig. 4),  the 
interface from which the tutor can see all information regarding what is happening on 
the child’s screen. 

3.2 The Tutor User Interface 

Two main user interfaces (UI) are provided for the tutor: 1) administration, for adding 
a new child, changing the configuration and defining reinforcements; 2) working, for 
starting the ABA session and recording data. 

To access the didactic software, the tutor has to log-in and select the child’s nick-
name -- several children can be followed by the same tutor. The tutor can use the 
administration UI to add one or more children, specifying in the configuration file 
their ability (receptive/not, expressive/not) to adapt the software to their needs. The 
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child will be automatically related to the tutor; it is possible to relate a child to more 
than one tutor. After  log-in and selection of the child's nickname, a summary 
presents data on all the previous trials/sessions performed by the child with the soft-
ware. If needed, the tutor can read information on the recent trials performed by dif-
ferent tutors, or start a new session by pressing a push button that activates the tutor 
environment (Fig. 2). If the child has already used the software, the system proposes 
the last trial performed, i.e., the last program-category-level-article at which the child 
has worked. All the articles of the category are visible as images grouped by the cur-
rent learning status (mastered, not mastered, on acquisition, excluded, suspended), 
allowing the tutor to easily keep this information. The UI is interactive and allows the 
drag-and-drop of all the articles. The software encourages tutors to follow ABA rules, 
proposing the correct trial sequence, but it is also flexible, allowing the tutor to modi-
fy the action to be performed. Pushing the level button activates the trial on the 
child’s device. At the end of the session, the tutor can leave additional comments 
about the session to communicate information to the other tutors, and then close the 
session.  

 

Fig. 2. The Tutor User Interface for setting the trial 

When the tutor starts a session with a child, the history of previous sessions is ex-
tremely valuable for setting up the current work. In traditionally performed ABA 
sessions, access to this information involves reading an enormous amount of records 
on paper, requiring time and effort. To aid tutors in this operation, we created an in-
terface, visible immediately after the login phase, that provides data about previous 
sessions with different levels of detail. The page shows an ordered list of links labeled 
with the date and name of the tutor who performed the session. Clicking on a link 
shows data related to each program performed in that session; a second click on each 
level summarizes the statistics related to the single trial. 
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3.3 The Child’s User Interface 

The child’s user interface is available on the touch screen device depending on what 
was selected by the tutor. ASD children’s learning and communication development 
are often supported by the visual channel, which is usually the most effective [5]. For 
this reason, the kind of pictures used was carefully considered during the design 
phase, and the pictures chosen are photos in a realistic environment, without back-
ground. The window on the screen is organized to make the task clear to the child, 
avoiding confusion. For example, in matching programs the target element is placed 
at the bottom, closer to the child, and it is the only element of the UI that can be 
moved. To avoid any errors, respecting the ABA principle of errorless learning, if the 
child tries to match the target element with an incorrect item, the target is rejected and 
returns to the initial position; otherwise, if the match is correct the target element is 
attracted by the correct article, thanks to a region of attraction placed around it. All 
actions -- dragging, touching -- performed by the child are recorded in the database in 
real-time and instantly available on the tutor’s panel, so the tutor can monitor what is 
happening on the child’s screen and obtain a summary of the trial performance of that 
level. In case of Matching programs, since the software does not allow incorrect 
matching, the system records each child’s attempt to match an incorrect item as a 
child’s error.  

 

Fig. 3. The child’s UI: matching trial with two distracters -- feedback after a correct trial                    

Once the trial is activated, the Child environment is set up according to this trial and 
the child’s profile. In Fig. 3, the system proposes a trial for which the child has to match 
the ladybug. Since the child is non-receptive, i.e., does not understand vocal instruction, 
the canvas supports the child by proposing the command as a label on top of the screen. It 
is important to note that this kind of aid is consistent even when the child is not yet able 
to read because when working with non-receptive subjects, the tutor utilized a label with 
the written command (e.g.: 'put together' as in Fig. 3) and due to the intensive repetition 
of the exercises, the child learns the label associated to commands. According to the 
importance of reinforcing a correct behavior, each correct trial is rewarded with a little 
animated gif that appears on the screen (Fig. 3, right). 

When the child’s screen is triggered, the tutor UI is overlapped with a second UI 
for evaluating the trial. This UI is a sort of a tutor control panel and reports informa-
tion on the trial displayed on the child's device -- first row in the upper part of Fig. 3 -
- and the real-time summary of statistics regarding the child’s performance on the 
trials performed. This is extremely helpful for the tutor, who can obtain an overall  
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view of the exercises. There are the sums of trials for level of prompt provided: 0, 20, 
50, 80, 100%. The child’s behaviors are recorded (error, non-collaboration, self-
stimulation), as well as any tutor errors. If the child does the exercise independently 
without prompts, or if the tutor considers that the child has done the best he/she could 
do, an interactive reinforcement such as a video, an animation, etc., can be activated 
on the child’s user interface. It is possible to activate the reset of the child’s user inter-
face, if the proposed selection is not suitable for the child. In the end, the last three 
rows provide the tutor with a summary of the child's performance on the trial of this 
level/program, with the total number and percentage of correct, incorrect and prompt-
ed trials. If a touchscreen tablet is not available, the tutor and the child can share the 
same computer. The tutor has to deselect the check box in the lower right part of the 
control interface (i.e., AB©Dsynch in Fig. 2).   

 

Fig. 4. The tutor control panel 

3.4 Synchronization between the Child and Tutor UIs 

In order to verify the best kind of touchscreen devices to use with ABCD SW, we tried 
two different large touchscreen monitors and five types of touchscreen tablets, actively 
involving the children  in testing the devices. The use of big touchscreen monitors was 
quickly discarded because they are not very sensitive, a quality necessary for providing 
ready feedback to the child's actions. In addition, this solution needed USB cables to 
connect a PC and the additional monitor. Since autistic children  are often attracted to 
cables, their presence could be a distraction; or worse, they could be used improperly, 
causing safety issues. Another advantage of the touchscreen tablet is the system’s porta-
bility, which makes it possible to perform an ABA session anywhere, anytime.  

4 The Pilot Test 

A user test with seven children was carried out during the 2011-2012 school year to 
verify the children’s acceptance and pleasure, the efficiency of the tool for tutors and 
the satisfaction of families. The main goal of this test was to refine and set up the 
ABCD SW, enhance its functions and improve the user interfaces.  
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ABA intervention requires a high level of attention from the children, so the first 4 
months were spent bringing all children up to the same level in the ABA methodolo-
gy, since three out of seven of the enrolled children had already received intensive 
ABA intervention for more than 2 years. Children were recruited by an association 
promoting ABA for the care of children with autism, that contacted parents and set up 
specific agreements with the children’s families. Intentionally, the age of the selected 
sample was spread out from 2.5 to 6 years (6 subjects), with one 10-year-old child 
included in order to expand our observations about the range of possible engagement 
of the software by different ages. All the children are low-functioning. An intensive 
ABA intervention was carried out with an ABA team  15 h/week in the afternoons 
and from 10-14 h/week at school, ensuring at least 25 h/week. 

We observed the seven children using the software for 4.5 months, also collecting 
the ABA tutors’ observations and requests, crucial for improving the software and 
better adapting it to their and the children’s needs. The data collected in the ABA 
sessions by means of the ABCD SW is enormous and is still under evaluation by 
ABA senior tutors and a psychologist. However, preliminary data on children’s reac-
tions collected by the tutors and the children’s caregivers are encouraging; all the 
children were attracted by the didactic software and were happy to work on the de-
vice, with an accompanying increase in positive behavior.  

4.1 Software Improvements and Lessons Learned  

Several adjustments and new functions were added during the pilot test. First of all, we 
realized that mastery of an article (the goal of the ABA programs described here) is not a 
definitive process. Sometimes it happens that a child appears to be unfamiliar with an 
article previously considered mastered, so that the work with this article must be re-
peated. For that reason we completely changed the original schema by introducing a 
different status for each article, which can change over time: “acquisition”, “mastered”, 
“suspended”. According to that new schema, a mastered article can return to acquisition 
status when required. For similar reasons, if an article appears to cause behavioral prob-
lems or seems to be very difficult for the child, the work should be diversified and the 
obstacle bypassed. The proposed solution was to allow the tutor to categorize an article 
as “suspended” permitting a later re-approach (Fig. 1). In addition, the tutor can decide a 
priori to exclude some articles if they consider them not suitable for a specific child.  

Another problem concerned the possibility of adding comments as a final step dur-
ing a session. Entering data manually requires time and attention, not always available 
when working with ASD children, e.g.,  the child may initiate self-stimulation or 
other problem behavior requiring the tutor’s attention. In order to address this prob-
lem, we implement the possibility of updating this type of data offline, protecting the 
integrity and consistency of global session data. 

The software favors easy configuration of the most suitable child UI because it 
proposes the programs/levels and single trials according to a set of rules. As an exam-
ple: a different canvas for the child’s screen is proposed according to the child’s cha-
racteristics, since the command can be presented or not depending on whether the 
child is non-receptive or receptive. However, especially in the case of the program 
“Receptive word”, an image of the target article appears near the stimulus (Fig. 5); for 
some children that kind of discriminative stimulus can serve as a little prompt so the 
tutor can control its appearance or disappearance with a simple key.  
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Fig. 5. Example of software customization: different UI for Receptive program  

Concerning personalization of software, a new level of customization introduced 
was the possibility of loading personal items in some categories. For example, this is 
the case of the Places (of the house and school) and Family categories that obviously 
contain different images for each child. In this case the tutor/parent can add content 
(images) to the database, associating them with his/her child thanks to a Drupal inter-
face designed for this purpose. The association with the child user profile will make 
this content invisible for the other users. 

Summarizing, the main characteristics of the ABCD SW customizations depending 
on a child’s abilities are as follows. 

Customizable features: 

• Personalization of multimedia reinforcements (child configuration file) 
• Personalization of the categories Relatives and Places (UI for items upload) 
• Exclusion or suspension of problematic items (drag & drop in the tutor UI) 
• Fading of the visual support for the trial ('D' Key) 
• Reset of a trial if inadequate for the child ('R' key) 
• Child age < 5 years: Matching programs with words are removed from the tutor UI  

(child configuration file) 
• If the child is Non-Receptive, the command is shown as a word in the trials (child 

configuration file) 
• If the child is Non-Expressive, and thus cannot answer vocally, the UI shows 3 words 

from among which the child will choose the right one (child configuration file). 

5 Usability: A Qualitative Assessment  

An initial subjective evaluation of the software’s usability was carried out through an 
online survey proposed to the ABA teams following the participants in the user test 
phase. The survey was created using Google Docs, sending an email request to  potential 
participants. The questionnaire comprised two parts aimed at evaluating both the classic 
ABA intervention and that supported by computer. In the following, the main results 
concerning the usability of the tool are reported. A five-element Likert scale has been 
used as answer range and one option has been added if the participant feels unable to 
provide an answer. Forty-seven answers were collected, according to the distribution 
showed in Fig. 6. Thirty-three of the 47 (70% of the sample) are ABA professionals with 
specific training (tutors, senior tutors and ABA consultants). According to the ISO defini-
tion of usability, we asked participants for efficacy, rapidity and child satisfaction in the 
use of the software. Answers clearly acknowledge the validity of using ABCD SW as a 
support for complementing and enhancing the ABA intervention.  



 Teaching Low-Functioning Autistic Children: ABCD SW 53 

 

 

Fig. 6. Distribution of Survey Participants  

In general, children appreciated the use of the touchscreen tablet (Fig. 7). One of 
the seven subjects in particular, who was unable to use a computer or watch TV, 
showed great interest in and increased attention to using his personal learning envi-
ronment on the touchscreen tablet.  

 

Fig. 7. Children’s feelings about the software  

Concerning the usefulness of the software, 58% of the sample acknowledged that it 
is useful (28%) or very useful (30%) while only two persons did not agree (Fig. 8).  

 

Fig. 8. Usefulness of the software  

Concerning the ease of use of the software, only one person found it difficult while 
26% declared that it was simple and 34% very simple, making a total of 60% who 
perceived the system to be easy to use as shown in Fig. 9.  
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Fig. 9. Ease of use of the software  

Another fundamental aspect concerns the rapidity of the ABA software compared 
to classic ABA intervention. Of the total sample 55% rated the software as efficient 
(38%) or very efficient (17%), while two persons were not satisfied (i.e., believed the 
software is not very efficient) as shown in Fig. 10. However it is important to note the 
lack of an ADSL connection at one child’s home; he was forced to use a mobile con-
nection, with notable degradation of performance, which impacted on the satisfaction 
of the child and the ABA team. A guaranteed bandwidth is needed in order to take 
advantage of the Web architecture. Obviously, this delay can also impact on the eval-
uation of the usefulness of the software.  

 

Fig. 10. Speed of the software vs traditional ABA intervention 

6 Conclusions and Future Work 

Accessible education for children with learning disabilities is still a great challenge 
and one of the main priorities of our society. In this paper we discussed the architec-
ture of a Web application called ABCD SW, based on ABA, AAC and DTT, and 
created for teaching low-functioning children with autism. The software supports 
tasks performed by tutors during an ABA intervention, so they can automate the trial 
set-up and the definition of the sequence of proposed trials, enabling evaluation of 
trials executed by the child. In this way,  1) the sequence of trials can be proposed 
more or less rapidly, according the subject’s learning pace; 2) data gathering is accu-
rate since tutors are forced to provide an evaluation in order to continue the interven-
tion, and 3) the population of categories is scalable -- a web interface allows the  
upload of new items in the category -- since no change to the code is required to add 
new elements.  

Thanks to the wide diffusion of Wi-Fi networks, ABCD SW can be also used with 
two mobile devices (a laptop and a touchscreen tablet) in places different from school 
and home, such as parks, facilitating the generalization of a mastered article in  
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different places. Furthermore, also due to the CMS support, the software is multilin-
gual: all the texts of the user interfaces, the labels for articles or categories, and the 
commands of the exercise can easily be shown in different languages (with no 
changes to software code, only the translation of these items is required).  

An initial subjective evaluation of the software confirmed its value and potential as 
a complementary approach for teaching autistic children with severe attention im-
pairment. 

Current efforts focus on creating a tool for efficient and accessible visualization of 
the child’s learning progress and trends over  time by means of graphics. In future 
studies it would be extremely interesting to investigate the true potential of the child-
ren. At the moment, ABA intervention requires one-to-one interaction with specia-
lized personnel and is very expensive; thus it is limited to a few daily sessions. This is 
a limitation, and we do not completely exploit the actual learning abilities of the 
children. The creation of a controlled environment that allows children to progress in 
the hierarchical levels alone without the supervision of a tutor once a degree of  
success is reached might  be a good solution. The children’s controlled zone imple-
mented in the ABCD SW is the first step toward maintaining the errorless principle. 
Furthermore, in low-functioning children with autism, mastered items are unstable -- 
if not continuously refreshed over time they may be lost. The idea is to develop a safe 
environment for the child to perform the going-over phase on mastered items, alone. 
It is important that the child use the tablet only as a learning tool and not as an auto-
stimulatory activity. New studies are needed to investigate this potential as well as 
explore new strategies for teaching autistic children. The Internet and Web-based 
architecture help us provide simple tools that are available anywhere, anytime as an 
aid to learning. 
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Abstract. This paper reports about pervasive interventions at a university cam-
pus to increase the pro-environmental awareness, consciousness, and learning 
of employees. Based on an assessment of the research gaps in this problem area 
we present results and design implications from three intervention iterations. 
While in the first intervention the focus was on increasing awareness through 
information distribution with ambient learning displays on the campus, the sec-
ond iteration provided personalised feedback to employees with the help of a 
sensor network and different client applications. The third iteration then imple-
mented a game-based learning concept. Results reveal that these approaches are 
effective on different levels and that a combination of these elements can lead 
to increased pro-environmental consciousness, learning and hopefully a sus-
tained behaviour change of employees. 

Keywords: Environmental Learning, Pervasive Education, Ambient Learning 
Displays, Game-based Learning, Design-based Research. 

1 Introduction 

While energy conservation in the domestic context has been sufficiently studied and 
evaluated, there is only a small amount of studies focusing on energy conservation at 
the workplace. A study by Siero et al. [1] showed that the offering of information and 
learning opportunities about pro-environmental behaviour has the potential to change 
the attitude and behaviour of employees. Nonetheless, the workplace context is differ-
ent from the domestic one. A recent study by Lo, Peters, and Kok [2] revealed that the 
main differences are that the costs of energy consumption are not monitored nor paid 
by the employee and that the organisation’s structure, size, goals etc. has an influence 
on individual behaviour. Furthermore the authors stressed the importance to under-
stand the psychosocial determinants of pro-environmental behaviour at the workplace, 
which differs from the domestic context. In conclusion the authors presented a 
framework consisting of individual and organisational determinants that can influence 
individual behaviour at the workplace and finally identified five factors: attitude, 
awareness, self-efficacy, subjective norms, and habits. Kollmuss and Agyeman [3] 
presented a complex model of pro-environmental behaviour that integrates internal 
factors such as personality traits or environmental consciousness and external factors 
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such as infrastructure or political context. Additionally they investigated and incorpo-
rated possible barriers to pro-environmental behaviour. These barriers are mainly 
responsible for the gap between attitude and action, also referred to as engagement 
gap. Among others the identified barriers were lack of environmental consciousness 
and knowledge, negative or insufficient feedback about behaviour, as well as missing 
internal and external incentives. 

We have recently conducted a study that has shown that only 25% of employees in 
an academic organisation are concerned about the financial consequences of their 
individual consumption for the organization [4], while financial incentives are  
currently one of the major driving forces in the domestic context. Besides that the 
surveyed employees reported that they feel unaware about the organisational and 
individual energy consumption and respective conservation possibilities. Thus around 
one third requested more detailed information as well as clearer incentives from the 
employing organisation. 

Foster et al. [5] approached the problem from an interaction-design perspective. In 
focus group sessions with stakeholders from different levels of an organisation they 
have identified the problem as consisting of motivational, social, organisational, and 
technical issues. Furthermore they identified a “research knowledge gap present in 
understanding the end-users of energy in the workplace and, therefore, the design of 
appropriate and achievable workplace energy interventions, particularly those that 
encompass novel ways of encouraging people to adopt positive energy usage behav-
iour whilst at work.” This formulated research gap is exactly the purpose of the  
research reported in this article. In this paper we report about three connected inter-
ventions that had the target to increase awareness, pro-environmental consciousness, 
knowledge and last but not least behaviour change of employees of an academic insti-
tution. By this approach we target the internal factors and external barriers of the 
model by Kollmuss and Agyeman [3], namely on the lack of knowledge and envi-
ronmental consciousness and the lack of incentives and insufficient feedback about 
behaviour.  

The paper is organized as follows. In the next section we briefly present design-based 
research as our methodological basis for the interventions and present the problem  
context. In section 3 we present the design propositions, narrative and results of an inter-
vention that had the target to increase pro-environmental awareness and knowledge about 
energy conservation amongst employees with ambient learning displays. In section 4 we 
report about an intervention in which energy consumption sensors have been deployed in 
combination with personalised consumption information. In section 5 we report about a 
recent intervention that has been informed by results of the first and second intervention. 
In this section we introduce the design propositions, narrative, and results of a game-
based intervention that combined several technologies and incentive mechanisms to  
foster pro-environmental consciousness and to initiate behaviour change among employ-
ees. In section 6 we discuss the results of the iterations and summarise their value for 
future conservation campaigns and activities in organisations and environmental learn-
ing. Last but not least we discuss the limitations of the approach taken and provide a 
perspective for future research. 
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2 Method and Context 

Our research is based on the design-based research methodology [6]. Design-based 
research addresses complex problems in authentic environments, integrates design 
principles with technological affordances, and conducts reflective inquiry with the 
target to refine learning environments and to identify new and emerging design prin-
ciples. In contrast to predictive research that is targeting on the specification of new 
hypotheses design-based research is targeting in the constant refinement of problems, 
solutions, methods and design principles [7]. According to the design-based research 
collective [8] the goals of developing theories and designing learning environments 
are intertwined and these activities constantly inform each other. Another goal of 
design-based research interventions is to communicate relevant implications to practi-
tioners and other educational designers. In this sense, we see our contribution as an 
input to other practitioners, institutions and educational designers that want to in-
crease the environmental consciousness and foster conservation at the workplace.  

In our case the context of the research stems from a long-term national agreement 
on energy efficiency that public institutions have with governmental agencies. In this 
agreement the university agreed on reducing the energy consumption by 2% each year 
until 2020 and to raise awareness on this topic among employees. Before we started 
our intervention awareness raising was limited mostly to some stickers and posters 
and employees were not aware about this institutional goal. Therefore we have con-
ducted research in three iterations among the employees working at the main univer-
sity campus. There has been only a small overlap between the participants of the sin-
gle iterations. So all three iterations explored the potential of different interventions 
on the lack of knowledge, environmental consciousness and the lack of incentives and 
insufficient feedback about behaviour. The feedback collected from one iteration has 
informed the design of the following iteration. 

In a first design iteration we have solely focused on increasing awareness and 
knowledge about pro-environmental behaviour by utilising public displays on the 
campus. The main question here was if ambient learning displays are suitable means 
to increase environmental awareness and knowledge of employees. To be able to 
inform future design activities that employ public displays for this purpose we have 
designed four display prototypes that have been evaluated in different buildings in the 
campus. The second iteration has taken up feedback by employees and findings from 
related studies showing that personalised feedback is an effective way of encouraging 
pro-environmental behaviour. Hence we have deployed personalised consumption 
statistics via a sensor network as well as desktop and mobile client applications. 

Finally in a third iteration we aimed to go beyond a pure information presentation 
and combine different components in a game-based learning intervention to increase 
the involvement of employees with challenges, rewards, and more complex problem 
solving. In the following sections we present the respective design propositions, de-
sign narratives, data and analyses, and finally discuss how our findings influence 
future interventions and design decisions. 
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3 First Iteration: Employing Public Displays to Increase 
Environmental Awareness 

3.1 Research Questions and Design 

In the first iteration of our intervention we have focused on the use of public displays 
on the campus to increase the awareness for pro-environmental behaviour and energy 
saving potential. This project is related to an on-going PhD project about the design 
and application of ambient learning displays for the situated support of informal and 
non-formal learning scenarios in ubiquitous learning environments by enabling learn-
ers to view, access, and interact with contextualised digital content presented in an 
ambient way. Based on an earlier conceptual framework [9] and a literature review 
[10] that has analysed and classified the existing prototypes we have focused on the 
question how ambient learning displays need to be designed to serve as suitable 
means to go beyond the static presentation of energy conservation information as it 
was prior to our initiative. For this purpose we used an existing model depicting the 
design dimensions of ambient systems by Pousman and Stasko [11] with its compo-
nents information capacity, notification level, representational fidelity, and aesthetic 
emphasis. To date, the influence of these dimensions on environmental learning and 
awareness had not been examined. Based on our analysis of the state of the art we 
decided to not focus on the components information capacity and aesthetic emphasis. 
Information capacity is determined by the amount of information represented by the 
system, which needed to be consistent to measure a learning outcome reliably. The 
emphasis put on aesthetic is a highly subjective measure that heavily depends on the 
context in which the ambient system is used. Therefore this dimension was out-of-
scope for examining a prototypical system. Consequently we employed the design 
dimensions representational fidelity and notification level to influence our interven-
tion. The representational fidelity dimension describes how the data is encoded on an 
ambient system while the notification level depicts the degree of user interruption 
evoked by the displays. Both dimensions covered a broad design spectrum ranging 
from indexical to symbolic representations and blind to interruptive levels of notifica-
tion. Consequently the respective extremes were used to manifest our four design 
prototypes for the intervention. The possible combinations of the representational 
fidelity and notification level design dimension resulted in four groups covering all 
different combinations. 

The resulted interventions have been implemented in four buildings on the campus. 
These four design prototypes were manifestations of the possible combinations of 
components, namely (1) blind notification and indexical representation, (2) blind 
notification and symbolic representation, (3) interruptive notification and indexical 
representation, or (4) interruptive notification and symbolic representation. Since the 
focus of the intervention was to analyse effects of ambient displays that are not in 
constant focus of attention employees were not asked directly to participate in the 
experiment and watch out for the treatment. After the measurement of a baseline dis-
play prototypes were installed silently in the entrance area of the four office buildings. 
The prototypes consisted of a Dell M2010 notebook with built-in speakers and web-
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cam but without attached keyboard or mouse. The speakers were used to send out 
audio notifications, while the webcam was used to enhance the functionality of the 
notebook with a custom-built movement/attention sensor. The sensor was built using 
the Processing1 development environment and the open source computer vision li-
brary for Processing. Slideshows were used on the prototypes that consisted of three 
parts: information regarding energy consumption in the building, generic saving tips, 
and the overall conservation potential. The most important information on each slide 
was highlighted in red and contextual information was highlighted in blue. The first 
part contained information showing the average electricity consumption per working 
day of each employee, the whole campus, and the building the display was located in.  

The prototype variation on notification level was implemented using the custom-
built movement/attention sensor to trigger the notification as well as the built-in 
speakers to play back a respective audio file. For the interruptive treatments one audio 
notification was played when the sensor detected movement and another one when 
the sensor detected that someone turned towards the display. For blind treatments any 
notification was omitted. The variation on representational fidelity was implemented 
as two distinct means of information presentation. For the indexical representation 
raw data facts were used to communicate consumption information, saving tips, and 
conservation potentials. In contrast, topic-related icons were used for the symbolic 
representation of the data, e.g. light bulb icons representing 5W each. 

3.2 Data and Analysis 

A total of 563 university employees were asked to participate in the study. 190 em-
ployees responded to the pre-test. 101 employees responded also to the post-test. The 
university’s campus consists of four main buildings, namely “Athabasca”, “Chiba”, 
“Madrid”, and “Milton Keynes”. Only employees working in one of these main build-
ings were considered as participants of the study. For the purpose of the study the 
participants were then divided into groups depending on the building they are work-
ing in. The resulting four groups (N=94) have been subject of our intervention. The 
participants (37 females and 57 males) were in the age range between 26 and 65 and 
have been working for the university for at least two and up to 26 years. These par-
ticipants confirmed in the post-test that they have recognized the prototypes. Out of 
the 94 participants 12 participants were exposed to the prototype with blind notifica-
tion and symbolic representation, 35 to the prototype with the blind notification and 
indexical representation treatment, 12 to the prototype with the interruptive notifica-
tion and indexical representation treatment, and 35 to the prototype with the interrup-
tive notification and symbolic representation treatment.  

An online-survey application was used to deliver questions to the participants. The 
survey-instrument consisted of four blocks of questions. The first block was related to 
the actual knowledge about consumption, one block of questions was related to the 
confidence to estimate individual and institutional consumption and conservation 
potentials, one block of questions was related to the awareness need and estimated 

                                                           
1  http://processing.org 
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effectiveness of higher awareness, and the fourth block of questions was related to 
environmental concern and conservational attitude. The questionnaire was not ano-
nymised to allow pairwise-comparison of pre-test and post-test data. Some open ques-
tions were asked to collect also general comments and feedback to the intervention. 
Most questions consisted of 5-point or 7-point Likert-type scale items giving choices 
ranging from 1 (not at all) to 5 or 7 (completely). Others requested multiple-choice or 
open answers. The post-test questionnaire then also contained questions related to the 
individual perception of the ambient learning display and comprehension aspects. The 
construct environmental learning outcome was calculated by summing the individual 
component gains, i.e. knowledge, confidence, awareness, and concern. The pro-
environmental behaviour was determined by the conservation activities performed as 
well as the actual energy consumption data. Thereby performed conservation activi-
ties were also measured directly within the introduced questionnaire. The respective 
part simply asked for the number of activities performed. Finally the actual energy 
consumption data was obtained from the institutional facility management system on 
a daily basis. 

3.3 Results and Discussion 

Analysing the results of the pre-test and post-test data shows the following results: 

• The group with interruptive notification and symbolic representation had the larg-
est gain within the construct environmental learning (M = 0.90, SD = 1.56) and the 
group with interruptive notification and indexical representation the smallest (M = 
−0.17, SD = 2.14); 

• The largest knowledge gain could be measured for the group with blind notifica-
tion and indexical representation (M = 0.31, SD = 0.76); 

• The largest confidence gain (M = 0.21, SD = 0.83) as well as the largest awareness 
gain (M = 0.49, SD = 0.91) could be measured for the group with interruptive noti-
fication and symbolic representation; 

• The largest concern gain could be measured for the group with blind notification 
and symbolic representation (M = 0.22, SD = 0.98). 

A Kruskall-Wallis test was conducted to explore the influence of the different treat-
ment conditions on the environmental learning outcome as well as the individual 
component gains. But none of the effects were significant to demonstrate the superior-
ity of the one prototype design against the other. Across all groups the comparison of 
the single means with a number of Wilcoxon signed-rank tests shows that the de-
ployed prototypes significantly influence awareness and knowledge. In total partici-
pants scored significantly better on the knowledge component after the treatment 
(MTotal = 5.07, SD = 0.72) than before the treatment (MTotal = 5.29, SD = 0.54), z = 
−2.60, p = .009, r = −.19. The effect size is small. Participants felt a significant lower 
awareness need after the treatment (MTotal = 4.29, SD = 1.34) than before (MTotal = 
4.65, SD = 1.39), z = −3.33, p = .001, r = −.24. The effect size is again small. This 
reveals that the deployed prototypes help to examine and comprehend and lower the 
awareness need of employees. But the qualitative results of the post-test also show 
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that there is a need for alternative ways to motivate employees to save energy at the 
workplace, as for instances clear incentives are missed or the provided information 
was to generic. In addition, research shows [12] that interventions that are only based 
on the implementation of ambient displays might lead to an increased comprehension 
of the display and represented information, but at the same time the user interest can 
decrease. This could also lead to less commitment of employees. These results have 
led us to a second iteration that evaluates the potential for personalised feedback on 
energy consumption of employees. The design and results of this intervention are 
presented in the next section. 

4 Second Iteration: Personalised Feedback to Increase 
Environmental Consciousness and Knowledge 

4.1 Research Questions and Design 

While the use of ambient learning displays might lead to increased awareness, one of 
the problems of these technologies is the low level of personalisation. In fact, em-
ployees that have participated in the first intervention have reported the need to re-
ceive personalised information about their energy consumption at the workplace. We 
have taken the feedback variables by Mory [13] as guiding framework for the design 
of the personalised energy consumption feedback, The main research question for this 
iteration was how we can design effective personalised feedback to inform employees 
about energy consumption of their working environment. This iteration is based on 
related work about the design of so called eco-visualisations [14]. 

To identify the most effective way of providing personalised feedback to employ-
ees we deployed energy consumption sensors in parts of a campus building. This 
deployment included 7 classic office rooms, 7 hot desk rooms and two meetings 
rooms. For the hot-desk setup a flexible way of registering employees at the work-
place has been developed. The sensor network allowed the reliable sensoring and 
logging of consumption information on several aggregation levels. The sensor net-
work was deployed in a way that energy consumption statistics could be aggregated 
on an individual level, a room level, or an appliance level. With this logging infra-
structure in the background we have developed mobile, desktop, and web client appli-
cations to allow employees a ubiquitous access to these information and to be able to 
reuse the information in the organisation as flexibly as possible. In addition this setup 
eventually enables the comparison between e.g. colleagues, research groups, or de-
partments. 

4.2 Data and Analysis 

The data collection and analysis has been conducted on three different levels. As a 
basic level the current environmental awareness of employees was assessed. The sub-
group of employees who used the web/desktop client received again the same ques-
tionnaire after the intervention. In addition the participants evaluated different display 
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designs for a mobile application. The baseline measurement was delivered via an 
online-survey to employees in the building where the intervention should be deployed 
later. Respondents (N=58) were asked questions about their awareness, concern, and 
attitude regarding energy consumption and conservation at the workplace. After de-
ploying the prototype the study has been repeated among the employees who actually 
used the prototype (N=14). Results were treated as categorical data and statistically 
analysed using medians. In total three different mobile display designs have been 
evaluated by the participants (N=17). The first design used indexical representations 
of real-time usage and consumption data with dashboards and graph visualisations. 
The second design presented a polar bear icon in an environment that adapts to the 
current power usage, ranging in six steps, i.e. from lots of ice, food and bears for low 
usage to one bear or even an empty sea for high usage. The third design used a sym-
bolic colour spectrum from blue for low to red for high consumption and additionally 
textual level from 1 to 10 for presentation. In individual sessions the designs were 
presented and explained to participants, who were already familiar with the infrastruc-
ture and the developed applications. 

4.3 Results and Discussion 

A full report about this iteration is given in [4]. Interestingly the deployment of the feed-
back intervention in the subgroup has made them aware that they are not active enough 
and need more information and knowledge about energy conservation at the workplace. 
In addition most participants of this intervention communicated the need for incentives to 
save energy. Results show that although the display prototypes have not been used exten-
sively the information presented was perceived well and understood. Information granu-
larity of the visualization has satisfied the needs of employees. 

In the design evaluation of the three display prototypes the third display design re-
ceived the most positive responses. The qualitative comments showed that the second 
design (polar bear) was perceived as too “childish” for the workplace context. Partici-
pants recommended the metaphor to be used as a group or community representation 
but not for personalised feedback. Also the logic of the metaphor has been criticized 
for example with regards to using solar power. One participant also came up with the 
idea, to use personal images for the feedback instead. These images could then be 
toned with hot (orange/red) or cold colours (blue/green) for high/low usage and be 
shown on a personal device. These results have led us to a third iteration. This time 
we have not only focused on awareness and feedback, but also on environmental con-
sciousness, incentive mechanisms, and gamification approaches. The design and re-
sults of this intervention are presented in the next section. 

5 Third Iteration: Game-Based Learning to Increase 
Environmental Consciousness and Behaviour Change 

5.1 Questions and Design 

For the third iteration we had the target to go beyond increasing awareness and 
knowledge. Instead we wanted to focus in addition on the lack of incentives and the 
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lack of feedback identified in the model by Kollmuss and Agyeman [3]. It has been 
shown that projects that focus only on behavioural approaches like operant condition-
ing, incentives, or rewards are effective in short-term but not effective in long-term 
energy consumption behaviour [15]. According to the authors, the effects diminish 
from the moment the reward is not given anymore. Therefore our target in the project 
was to combine behavioural approaches with a motivational and social influence ap-
proach. Thus, our idea was on the one hand to combine motivation approaches with 
different barriers and factors in the model (see Table 1). 

Table 1. Identified problem areas and game elements 

Environmental Consciousness Lack of incentives Lack of feedback 

• Knowledge components 

• Energy statistics 

• Digital Badges 

• Rewards 

• Testing 

• Challenges 

 
To connect the different components we used gamification approaches and game 
elements as the framework for the components. Gamification is the concept of apply-
ing game-design thinking to non-game applications to make them more fun and en-
gaging. Werbach & Hunter [16] differentiated between gamification approaches that 
focus on an organizational benefit and approaches that focus on a personal benefit. 
Our initiative is focused on an individual behaviour change with clear benefits for the 
organisation. On the other hand there is a secondary individual benefit of our initia-
tive since future generations might benefit from pro-environmental behaviour that 
happens right now.  

The main design challenge for the third iteration was to define a challenging but 
also realistic game-based learning scenario that employees are able to follow during 
their working time and to provide appropriate and efficient incentive mechanisms that 
keep the participants motivated. For these two layers of the intervention we have used 
and integrated existing technology, namely the ARLearn application platform [17] to 
design and implement the scenario as well as the Mozilla Open Badge infrastructure 
[18] to provide incentives. As alternative reward to the digital badges we have pro-
vided weekly small prizes to participants of the game, such as book voucher for the 
employee who collected the most information, activity voucher for the most active 
employee who performed all the actions, electronic media voucher for the employee 
who mastered all the challenges. If there was more than one employee qualified for 
the prize then the winner was chosen at random. Furthermore there was an overall 
prize for the best player (aka. the greenest employee), announced and awarded after 
the game. 

The game design was constructed from the following game elements: information, 
video, action, challenge, activity, quiz, and badge. The information element provided 
the users with all the important knowledge, e.g. about the game, energy consumption 
details, conservation possibilities, saving potentials etc. As a variation of the informa-
tion element videos provided the users with simple tips on how to conserve energy. 
Thereby we made use of available topic-related material.  
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Action elements were used to get users active and let them do something, among 
others to find something out, save some energy, explore the campus, etc. To perform 
actions they had to leave their workplace and reach different places on the campus, 
e.g. the game flags we deployed in the centre of the campus. Most of the time actions 
combined information clues and assignments at the same time. A sample action 
looked like this: “Athabasca is a rather small building on our campus, which con-
sumed in total 1154 kWh electricity last week and 200 kWh on average per working 
day. With 256 kWh the highest electricity consumption in Athabasca was on Thurs-
day. Last weekend Athabasca consumed 152 kWh without anyone in the office. Now 
look for the small QR code attached to the 'Chiba' flag pole and scan it.” Challenges 
invited the users to elaborate and reflect, e.g. by sharing their opinion and personal 
experience etc. These items were about the users, their ideas, opinions, and experi-
ence about them and their workplace using different kind of media. A sample chal-
lenge looked like this: “The Mindergie game is about YOU so we would be happy to 
know: What are your reasons to participate in the game? To do that simply press Pro-
vide Answer, record an audio statement, and publish it. You can record more than one 
statement if you like. When you are finished, please go back to the list to continue.” 

The activity element was introduced to allow users to register their conservation 
activities. The idea was to get an impression on their habits, so they were asked to be 
honest and only register activities they had really done. Following that codex they 
were allowed to register as many activities as they liked from a list that was adapted 
weekly to the theme of the week, e.g. switch off appliances instead of leaving them on 
stand-by. 

The quiz element was mainly used to assess the knowledge acquired during the 
game, e.g. by reading all available information or watching the information videos. 
Usually this element became available only after accessing all necessary elements. 
The outcome was taken as basis to issue badges.  

Finally when users demonstrated a skill, achievement, or quality during the game 
they were usually rewarded with a badge. The respective element then became avail-
able and could be used to store the earned badge in the personal backpack. A set of 
badges has been designed for the project. In total four types of badges were used, one 
for the general gameplay and one for each category. The different types of badges are 
distinguished by form and colour. Each badge is characterized by a unique symbol 
illustrating it’s meaning. Furthermore each badge can have three different states or 
levels reaching from bronze over silver to gold. 

5.2 Data and Analysis 

All employees were asked to register for the game and become the greenest employee 
of the university. As the game is based on ARLearn, the only requirement was to have 
an Android smartphone or tablet available as well as own a Google account. Further-
more as the game uses Mozilla Open Badges it was necessary to register with Mozilla 
to be able to keep track of all accomplishments also beyond the game. We had a lim-
ited amount of Android devices available to borrow. After registration the participants 
were invited to participate for the next 4 weeks in the weekly game rounds. The de-
signed game was about energy consumption and conservation at the workplace. The 
main purpose was to provide the users with useful information on the What, Why, and 
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How as well as to motivate them to get involved and committed. The game was 
played in weekly rounds structured around certain topics. The first week started really 
simple with an introduction to the game and the technologies used to play it. The 
second and third week were then mainly about electricity and respectively gas con-
sumption and conservation at the workplace. Finally the fourth week dealt with indi-
vidual consumption footprints and alternative conservation strategies. 

The main items that could be found in the rounds were: information, actions, and 
challenges. All the items appeared in the ARLearn message list or opened automati-
cally when they became available. Each item type was noted (in brackets) in front of 
its title. From time to time users were asked to answer questions, either as part of an 
item or in the course of quizzes. Usually when answering questions, read information, 
perform actions, or master challenges new items appeared. Users did not have to do 
everything at once. They could return at any moment and proceed with the game. 

During the game users could earn badges that demonstrate a skill, achievement, or 
quality. If users successfully answered questions, read information, performed ac-
tions, or mastered challenges they received a badge for that. As described we made 
use of Mozilla's Open Badge Infrastructure for the issuing of badges. So whenever 
users received a badge a browser window opened, they had to sign in, and then accept 
the badge. When they did that, the badge was stored in their badge backpack. 

5.3 Results and Discussion 

At the end of the game the participants were asked to fill in a short questionnaire. In 
total 12 participants (N=12) completed the questionnaire and thus provided qualitative 
feedback on the game. Again most questions consisted of 7-point Likert-type scale 
items giving choices ranging from 1 (not at all) 7 (completely). As expected the re-
sults show that participants are highly concerned about the amount of energy they are 
using at the workplace (M = 5.42), especially regarding the environmental costs, such 
as higher environmental pollution. They are also highly concerned with what they can 
do personally to reduce their energy consumption at the workplace (M = 5.75) and 
performed the suggested energy saving tips. When asked why they are not doing more 
to reduce their energy consumption at their workplace the participants opted again for 
more information and detailed feedback on their personal consumption. Compared to 
the second iteration less participants stated that they need more incentives to save 
energy thus emphasising the influence of the gamification as incentive mechanism. 
The majority of participants is highly motivated to take more actions to further reduce 
their energy consumption at the workplace (M = 5.08). 

When asked to evaluate the game the participants stated that the gamification was 
appealing (M = 4.92). Overall the participants liked “active” game elements, such as 
action, challenge, and activity most. The “informational” elements, such as informa-
tion and video were less popular, while badges ranged in between the two. Regarding 
the expected behaviour change, participants stated that the game in general changed 
their energy consumption behaviour (M = 4.25), while the information and the activ-
ity elements were assigned with the highest potential to do so. Regarding the  
environmental consciousness, participants stated that the game enhanced their  
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environmental consciousness (M = 4.67). In this regard the information and the video 
element were assigned with the highest potential to do so. Participants stated that the 
“active” game elements had a slighter higher potential to change energy consumption 
behaviour compared to the “informational” elements and vice versa for enhancing the 
environmental consciousness. The badge and the prizes element were in general  
assigned with the lowest potential, while the potential to change the consumption 
behaviour was higher compared to the potential to enhance environmental conscious-
ness. All results depicting the potentials are compiled in Table 2. Overall the third 
iteration showed us the possible impact of gamification mechanisms and the role of 
incentives. 

Table 2. Rated potential of single game elements to increase energy consumption behaviour 
and environmental consciousness 

Game Element Energy Consumption 
Behaviour (Mean) 

Environmental Con-
sciousness (Mean) 

Information 5.50 5.67 
Video 4.42 4.83 
Action 4.33 4.08 
Challenge 4.33 4.17 
Activity 4.58 4.42 
Badge 3.92 3.42 
Prizes 3.17 2.83 

6 Results and Discussion Across Iterations, Limitations and 
Future Research 

The presented paper reports about pervasive interventions to increase pro-
environmental awareness, consciousness, and learning at the workplace presented 
within a design-based research cycle with three iterations. The first iteration intro-
duced public displays to increase the awareness for pro-environmental behaviour and 
energy saving potential. The results revealed the influence on awareness, confidence, 
and knowledge, but also asked for more personalised and direct feedback. Conse-
quently the second iteration fostered personalised feedback about individual energy 
consumption at the workplace using different means. On the one hand the results 
showed the effectiveness and revealed the favoured kind of feedback, on the other 
hand participants asked again for more information and instructions to initiate conser-
vation activities combined with the need for more incentives to sustain this behaviour. 
Finally the third iteration focused more on behavioural approaches combined with a 
motivational and social influence approach utilising gamification and clear incentives. 
The results underpinned the role and impact of these mechanisms. To sum it up, re-
sults of all iterations have provided information on different levels: For the organiza-
tion the pilots have provided a good guideline how effective energy conservation at 
the workplace can be enabled and rewarded for employees. For our research we could 
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collect feedback about important design decisions that will influence a large scale 
pilot, combining the most promising components of the single iterations, i.e. public 
displays to distribute information, individual displays with personalised feedback, 
gamification to sustain behaviour change, clear incentives and active game elements, 
etc. Again this pilot will have to cope with the same limitations as the single itera-
tions. Especially the longitudinal effects of the pervasive interventions need to be 
examined in long-term studies. Conclusively the presented and future pervasive inter-
ventions to increase pro-environmental awareness, consciousness, and learning at the 
workplace should be considered as continuous campaign rather than one time only 
activity. Thus companies and organisations should be clear on where to set the focus 
of the campaign, on whom to address, and on how to balance cost and effectiveness. 
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Abstract. Early years education is an important aspect for the future success of 
children in the education system. From this perspective, this paper describes the 
results of a study with preschool children using an interactive learning applica-
tion on tablets. The project is arranged according to a three-phase process to 
promote the development of: (1) emergent literacy, (2) digital access for early 
years learners and (3) basic concepts in knowledge of the environment. The 
study was conducted with six classes of 87 students aged between 3 years to 6 
years, over a 6-week period. During this period, the students were introduced to 
and engaged in the knowledge of the human skeleton and five senses by using a 
3D interactive application on tablets. The quasi-experimental design was based 
on a nonequivalent groups pretest and posttest design. The interactive learning 
application was designed around three distinct interaction modes: presentation, 
exploration, manipulation and evaluation. These phases provided scaffolding 
for the students to engage with the technology and for the class teacher to de-
velop her own skills. The results on the normalization tests for both con-
trol/experimental groups before the experiment were similar. The results after 
the experiment indicate that students who worked with tablets showed a slight 
improvement in results of learning outcomes.  

Keywords: interactive 3D application, tablets, preschool, teaching/learning 
process. 

1 Introduction 

Early educational intervention promotes child advance and school success. The 
OECD [1] reports that students that attended preschool for one year or more score 
significantly more in the PISA test than students who did not do. It is important to 
have good early learning experiences to prepare compulsory education and foundation 
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for life-long learning. Young children who are involved in positive and stimulating 
experiences and relationships with other children and environment are well equipped 
to reach their potential in life. In this respect, according to [2], [3], and [4], interaction 
with technology makes students participate actively in the learning process, promotes 
better understanding of the instruction, and improves the learning outcomes. 

In this context, this work tries to contribute to explore the educational benefits of 
interactive 3D graphical applications in tablets. This technology offers many potential 
benefits, especially to motivate young students that show a very positive attitude to 
this kind of device and give the opportunity to share learning among peers. In this 
sense, tablets seem a good learning support where students can be provided with in-
teresting environments to learn [5] and encourage collaborative work in the class-
room. With this background, this work tries to contribute to the improvement of early 
childhood education by means of the following objectives: 

• Promote educational innovation by a gradual change in teaching methodology in order 
to utilize the advantages provided by natural interaction with 2D and 3D contents.  

• Analyze the possibilities that tablet applications can have on early childhood edu-
cation to improve interaction between peers.  

• Restructure the classroom environment to incorporate tablets devices in daily activ-
ities with a constructivist approach to learning.  

• Assess improvements that can promote the learning of the students. 

Therefore, we have tried to answer the following questions: 

• What happens in the teaching and learning process when 3D interactive applica-
tions on tablets are used in the classroom? 

• How can tablet educational applications help us to achieve the educational objec-
tives? 

• What kinds of interactions are produced when this technology is implemented in 
the classroom? 

In order to answer the previous questions we have developed some educational con-
tents and implemented a teaching/learning strategy around them that has been tested 
on a real preschool scenario using tablet devices.  

1.1 Tablets in Preschool and Kindergarten 

In recent years, interest in a more natural approach to interact with computers has 
gained momentum. Thus, progressively the traditional WIMP paradigm is evolving to 
a more natural interface, such as multitouch interaction. Some of these interface inno-
vations come from new devices such as tablets and tabletops systems.  

Tablets are devices, which allow portability and promote cooperation and collabo-
ration though sharing activities that are very interesting from an educational point of 
view [6, 7, 8]. 

According to  Kearney [9], a technological application is not only for fun. 
Tablet educational applications should been designed to include aspects that are 
relevant to the child’s development: social experiences, expressive tools and  
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control; so they can help children in their motor-skill and cognitive development. 
Nevertheless, it is important not to forget that entertainment and fun enhance 
children’s interest and learning. 

Couse and Chen [10] studied the viability of tablet computers in early education by 
analyzing preschool children’s ease in adapting to tablet technology and its effective-
ness in engaging them to draw. The study found significant differences in level of 
tablet use between sessions, and engagement increased with age. Participant teachers 
stated high child interest and children quickly developed ease with the stylus for 
drawing. Rankothge et al. [11] conducted a study on the introduction of a technology 
assisted tool for the learning skills development in early childhood. The final outcome 
was a Tablet PC based application to help the children in their learning experience at 
early ages. The developed tool improved the writing and speaking skills of the partic-
ipant children in an entertainment based way. 

Sandvik et al. [12] concluded that tablets devices were able to raise kindergarten 
children language and literacy skills through interaction with an image repository. It 
was tested that children developed the ability to pick up elements from the real-world 
contexts and connect them to technology.  

A common trend in the previous works is tablets promote that students share and 
help one another, ask for and provide information and explanations, and collaborate to 
solve problems. However, we know relatively little about how the use of interactive 
3D contents on tablets can enhance and promote peer learning for preschoolers and 
help to create a constructivist learning environment. We interpret learning in early 
years as Papert [13] emphasizing active construction of knowledge and understand-
ing. In this context, learning is seen as an active process of knowledge construction. 
Constructivist learning theory focuses on learning process instead of the content. For 
that reason, it emphasizes active knowledge through meaningful activities, interaction 
and communication with peers. This pedagogical model gives a more active role for 
students in their own learning process. 3D interactive applications on tablets can pro-
vide learning environments that support meaningful learning activities and interaction 
between peers. 

In the next sections, a detailed description of the didactic contents is provided. 
Then, the experimental design is presented, followed by the results, discussion and 
conclusions. 

2 Materials and Methods 

2.1 Didactic Materials 

In this study 10 inches low cost Android tablets were selected as the hardware plat-
form. Performance and cost were the main reasons to select this equipment. The di-
dactic application consisted in a content launcher, and an installation tool. It was also 
provided an installation manual to promote its easy set up. 

The installation tool consists of a conventional apk file, which can be downloaded 
from Android’s Play Store. Nevertheless, the installation was expected to be set up by 
a teacher, who launched the selected content for his students. 
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The application structure consists of three different parts: a launcher menu, which 
is designed to manage a collection of 2D and 3D interactive contents. It also allows 
the user to launch a specific educational module by selecting a specific content and 
language through different menus. The launcher was originally designed to be used by 
any user; however, in this study only teachers managed it. In fact, it could be used 
directly by children, but this was considered irrelevant for the finality of this study 
and for this reason this functionality was limited.  

Application’s interface allows kindergarten children to navigate through different 
information. Users are allowed to freely select the information to show, and they are 
also enabled to return to previous information if they wanted. Besides, just by touch-
ing interface elements like buttons and scroll bars, the system enables to control an 
auditory narrative (play, pause and stop), provides a user help guide, and a context-
sensitive help on the action that is being performed at the moment. Moreover, the 
interface allows the visualization of models and procures interaction with 2D and 3D 
models. Furthermore, GUI information can be hided or shown to improve 3D model 
explorations by dragging labels in opposite directions. Therefore, when every element 
of the interface is shown, left side buttons can give access to different activities, as 
presented below (Fig.1). In addition, in the lower side of the screen, there is a rectan-
gle reserved to show detailed explanations in text format. Note that those explanations 
are also shown as an auditory narrative. Also, note that this text box incorporates an 
automatic scroll to support long texts. 

 

 

Fig. 1. 3D Interactive Application where some of its interface elements are shown deployed 

 
The last part is the main view. Main view occupies most of the screen and it shows 

3D models, which can be interacted by users directly by touching the screen. 3D 
models can be dragged, rotated and escalated through natural gestures, enhancing user 
visualization of models.  

The Skeleton Module provides two kinds of activities, “Lesson” and “Exercises”. 
On the one hand, “Lesson” allows user to observe the scene; there is no more interac-
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tion than exploring 3D models from different points of view while listening to the 
corresponding audio. This module is composed of five subactivities, which can be 
accessed by a set of buttons located at the left of the screen: “Bones system”, “Bone 
Joints”, “Skeleton” and “Types of Bones”. Each sub-activity presents the most rele-
vant information related to its topic. In order to control the user interaction, user navi-
gates through menus pressing buttons (Fig. 2).  

If the user would want to return to previous information, he just had to press the 
escape button of tablet device. On the other hand, “Exercises” are a compilation of 
five games: “Joints classification”, where user has to classify the different bone joints 
between its kinds; “Touch the Joint”, in this game students are asked to touch a spe-
cific joint while a skeleton is moving; “Fix the skeleton”, in this puzzle-like game 
children must fix the skeleton dragging its parts to the proper place; “Bones types”, in 
this game it is shown different glowing bones and students must classify them; and 
“Touch the Bone”, where a complete skeleton is shown, and students are asked to 
touch the correct bone. In every game, it is also shown information about correct and 
wrong answers to boost children self-learning and autonomy. 

 

 
 

Fig. 2. Skeleton Module. GUI elements deployed. 

 
In a similar way than in the Skeleton Module, the Senses Module provides two kinds 
of activities, “Lesson” and “Exercises”. In this case, in Lesson mode the contents 
taught are the five senses: “sight” (Fig. 3), “taste”, “hearing”, “smell” and “touch”. 

In “Exercises” mode are proposed two games: “Association”, where user has to as-
sociate different objects to the most relevant sense which allows its recognition; and 
“Composition”, where students are asked to match a sense with different parts of a 
skull. It is important to mention that the two applications resources were initially de-
signed for primary school students, but after a preliminary evaluation with preschoo-
lers, it was observed that they were able to access the basic functionality of the appli-
cation without any problem. 
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Fig. 3. Interface characteristics. Senses Module. 

2.2 Participants 

The research involved six groups of eighty seven preschoolers, with ages between 
three and five years from the public school Virgen de los Desamparados in Orihuela 
(Spain) and their teachers. All groups belonged to the second cycle of pre-primary 
education, according to the Spanish education system, but they were from different 
level. The sample consisted of: two groups of three-year-olds, with 24 students; two 
groups of four-year-olds, with 30 students; and two groups of five-year-olds, with 33 
students (Table 1). One group of each age was taken as the control group, while the 
other was taken as the experimental group. The participant teachers had received the 
same training.  

Table 1. Demographic Information of Subjects by Age Group 

 Control Group 

        Gender 

Experimental Group 

             Gender 

Age Group N M F N M F 

3 to 4 years old 12 7 5 12 6 6 

4 to 5 years old 15 8 7 15 7 8 

5 to 6 years old 16 11 5 17 10 7 

Total  43 26 17 44 23 21 

 
The school is located in a rural area. It is one of the seventeen pilot technological 
schools in the province of Alicante (Spain). The school is fully equipped with tech-
nology and count on a team of teachers experienced in ICT, which works hard to 
improve the use of ICT in school. Regarding the students participating in our re-
search, they have been using ICT in school since they came to it; therefore, there are 
children who have been using ICT in class previously and others which are having 
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their first experience with the ICT in this course. Students work every day with tech-
nology in their own classrooms, where they have several computers and an interactive 
whiteboard. 

2.3 Experimental Design and Method 

In this research, a nonequivalent group pretest and posttest [14] design has been cho-
sen. Under this scheme, one group (the experimental group) received the intervention 
consisting in using the 3D interactive applications on tablets (students from the expe-
rimental group can be seen in Fig. 4), while the other group (the control group) does 
not use it. The intervention was done in a natural situation, without a random selection 
of groups [15]. Initial conditions for all groups weren´t similar: each group was com-
posed by a different number of children. In addition, its relationship with the ICT was 
very different. None of the groups had studied the topic of the Human Skeleton and 
the Senses previously. 

This experience has been developed using an active methodology, based on com-
munication and research. This approach entails taking an area of interest –the Human 
Skeleton and the Senses– and using these topics as a basis for an in-depth enquiry or 
research. Areas of learning are not simply linked by a topic; they are integrated as a 
result of the investigative process. Knowledge and skills are not taught in isolation, 
but rather acquired and practiced within a meaningful context that makes sense to 
children. The methodology of work is representative of a pedagogy that stems from a 
positive image of the young child as a competent learner who is capable of taking an 
active role in their education. The provocation shows the inclusive potential and how 
they can enthuse children of all aptitudes and abilities, as well as motivate children to 
want to learn by building upon their interests. 

On having used this methodology, the teachers were deeply implied providing 
feedback data about student experiences, bearing in mind the age and evolutionary 
characteristics of the pupils. The chosen didactic unit for all groups was “the Human 
Skeleton and the Senses”. Two versions of these didactic materials were created. The 
only difference between them was that the “experimental unit” provided the 3D inter-
active applications described in the previous section. In this way, both units have the 
same educational curriculum content. Therefore, the independent variable of this re-
search was the presence of 3D interactive applications on tablets as a didactic tool, 
and the dependent variable was the ease of use.  

On the other hand, all preschool students worked properly following the didactic 
guides developed by participant teachers. However it was the first time they used the 
tablets in the classroom. The experimental groups were divided into three groups and 
the participant teachers familiarized each group with the 3D interactive application on 
tablets. The participant teachers demonstrated how to use the application of sense 
(lesson and exercises) and each child spent a few minutes practicing with it on the 
tablet. The working sessions with tablets had a duration of three weeks and students 
worked in pairs and small groups (4 or 5 children).  
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Fig. 4. Children using 3D interactive applications on tablets 

The assessment of experimental and control groups was performed using an evalua-
tive categorical scale completed by teachers (see Table 2). This scale consisted of 20 
items, where each item was checked according to the following categories: A 
(Achieved), IP (In Progress) and NA (Not Achieved). This test was performed twice, 
before implementing the program (pretest) and after implementing the program (post-
test).  

Table 2. Students’ categorical estimation scale 

Pupil:  NA-  Not Achieved 
IP-  In progress 
A-  Achieved 

Item Criteria 

Skeleton part 

• Child recognizes backbone NA IP A 
• Child recognizes cranium NA IP A 
• Child recognizes mandible NA IP A 
• Child recognizes scapula NA IP A 
• Child recognizes clavicle  NA IP A 
• Child recognizes ribs NA IP A 
• Child recognizes humerus  NA IP A 
• Child recognizes radius NA IP A 
• Child recognizes ulna NA IP A 
• Child recognizes femur  NA IP A 
• Child recognizes tibia NA IP A 
• Child recognizes fibula NA IP A 

Knowledge about joints:  

• Child recognizes wrist NA IP A 
• Child recognizes elbow NA IP A 
• Child recognizes fingers NA IP A 
• Child recognizes knee NA IP A 
• Child recognizes ankle NA IP A 
• Child recognizes heel NA IP A 

Knowledge about sight:  

• Child recognizes iris NA IP A 
• Child recognizes pupil NA IP A 
• Child recognizes retina NA IP A 
• Child recognizes optic nerve NA IP A 
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Table 2. (continued) 

Knowledge about hearing:  

• Child recognizes outer ear NA IP A 
• Child recognizes middle ear NA IP A 
• Child recognizes inner ear NA IP A 
• Child recognizes cochlea NA IP A 

Knowledge about taste:  

• Child recognizes salty NA IP A 
• Child recognizes sweet NA IP A 
• Child recognizes bitter NA IP A 
• Child recognizes sour NA IP A 

Knowledge about smell:    

• Child recognizes nasal cavity NA IP A 
• Child recognizes olfactory bulb NA IP A 
• Child recognizes cartilage NA IP A 
• Child recognizes nose NA IP A 

Knowledge about touch:  
• Child recognizes epidermis NA IP A 
• Child recognizes dermis NA IP A 
• Child recognizes sweat gland NA IP A 
• Child recognizes nerve NA IP A 

 
Besides, there was an assessment of levels of tablet use. It was also performed using 
an evaluative categorical scale and it was completed by teachers too. Levels of tablet 
use were coded according to Table 3. 

Table 3. Definitions levels of Tablet Use 

 Definition                 

Level 1: Explore/Experiment Child tries to figure out what the tablet can do, clicking on different 
options to see what will happen if…. 

Level 2: Investigate Child tries to figure out how to use the tablet to obtain information 
(e.g., How can I know the names of the bones?) 

Level 3: Apply the knowledge The child puts in function the knowledge acquired to realize the tasks. 

 
Finally, there was an interview with participant teachers about how 3D interactive 
applications helped to create constructivist learning environments. In this interview, 
some questions were related to interaction capabilities of the developed 3D applica-
tions and others related to the student learning process. 

3 Results 

Total scores for pretest and posttest in both experimental and control group are pre-
sented in Table 4. 
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Table 4. Total scores for pretest and posttest (absolute frequencies) 

 Control Group Experimental Group 
3 to 4 years old  A IP NA A IP NA 

TOTAL Pretest  2 26 56 2 27 55 

TOTAL Postest 17 32 35 31 41 12 

       

 Control Group Experimental Group 
4 to 5 years old  A IP NA A IP NA 

TOTAL Pretest  9 19 72 10 17 73 

TOTAL Postest 24 34 42 38 48 14 

 Control Group Experimental Group 
5 to 6 years old  A IP NA A IP NA 

TOTAL Pretest  14 20 78 14 22 76 

TOTAL Postest 27 42 43 49 45 18 

 
 
Table 5 summarizes the results obtained from applying the categorical estimation 
scale about levels of tablet use of in the experimental groups as defined in Table 3.  

Table 5. Levels of use Tablet in unit “Skeleton and the Senses” (absolute frequencies) 

 Experimental Group 

 1 2 3 

3 to 4 years old 4 4 4 

4 to 5 years old 4 5 6 

5 to 6 years old 4 6 7 

Total  12 15 17 

 
Table 6 presents the detailed posttest results obtained from applying the categorical esti-
mation scale presented in Table 2. Experimental group reflects a slight improvement with 
respect to control group although there is no statistical significant difference. 

With respect to opinions expressed by participant teachers, it is important to note 
teachers provided evidences of children’s interest and the feasibility of 3D applica-
tions on tablets for preschooler to create constructivist learning environments. All 
teachers perceived more interest in children and an improved interaction between 
peers and small groups. In general, all they agreed that tablets promotes dialogue and 
communication in learning situations, and students required less attention from teach-
er, as they worked in a more autonomous way. Regarding to the learning process, 
participating teachers in this study observed that 3D interactive apps helped to build a 
more meaningfully learning, where pupils learn by doing and discovering by them-
selves. Students were engaged in the construction of their own learning, and therefore 
the preschoolers developed a range of skills that will serve for future daily life. Other 
comments from participant teachers noted the excitement of children when they knew 
that they were going to use the 3D apps with the tablets and their curiosity to learn 
exploring these 3D environments.  
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Table 6. Learning outcomes in didactic unit “Skeleton and the Senses” (absolute frequencies) 

 Control Group Experimental Group 
3 to 4 years old  A IP NA A IP NA 

Skeleton part 2 5 5 4 7 1 

Joints 2 4 6 5 5 2 

Sight 3 5 4 5 6 1 
Hearing 
Taste                       
Smell 
Touch 

3 
2 
2 
3 

5 
5 
4 
4 

4 
5 
6 
5 

4 
4 
4 
5 

6 
5 
6 
6 

2 
3 
2 
1 

 Control Group Experimental Group 
4 to 5 years old  A IP NA A IP NA 

Skeleton part 3 6 6 5 8 2 

Joints 3 5 7 6 6 3 

Sight 4 6 5 6 7 2 
Hearing 
Taste 
Smell 
Touch 

4 
3 
3 
4 

6 
6 
5 
5 

5 
6 
7 
6 

5 
5 
5 
6 

7 
6 
7 
7 

3 
4 
3 
2 

 Control Group Experimental Group 
5 to 6 years old  A IP NA A IP NA 

Skeleton part 4 6 6 7 8 2 

Joints 3 6 7 8 6 3 

Sight 4 6 6 6 9 2 
Hearing 
Taste 
Smell 
Touch 

5 
3 
4 
4 

6 
7 
5 
6 

5 
6 
7 
6 

7 
6 
7 
8 

7 
9 
7 
7 

3 
3 
3 
2 

4 Discussion and Conclusions 

Young children of 3 to 4 year old were able to quickly learn to use the 3D interactive 
applications on tablets as a medium for representing their ideas and to improve their 
learning. The children in this study were able to become comfortable using the 3D 
applications when adults had given them some instructions and when they worked 
collaboratively with their peers. As the children gained familiarity with the tablet, 
they became more independent, asking for less instruction and assistance from adults. 
This was to be expected, as independence leads to a deeper exploration and a fuller 
utilization of the technology to represent ideas in a more productive way. As a result, 
it has been made easier to encounter more situations that are new. Finally, the use of 
ICT did not influence the ease with which children became acclimated to this new 
technology. 

The slight improvement in results of learning outcomes in didactic unit “Skeleton 
and the Senses” must be put in context. 3D interactive applications on tablets were 
one of the components of the didactic activities designed to support this learning unit. 
The learning process was organized around team work, and the 3D interactive appli-
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cations were used by the preschoolers at their own pace and depending on their evolu-
tionary characteristics. Contents in tablets served as a catalyst providing a real moti-
vation and stimulus for the children, and teachers observed a very positive impact on 
students.  

Participant teachers had no previous exposure to this technology, but it was easily 
integrated in the class dynamics. The perception of participant teachers was that 3D 
interactive applications on tablets improved considerably learning activities and sup-
ported students’ constructive learning approach. Teachers considered the 3D applica-
tions a resource tailored to the characteristics of their students and thus it was useful 
for learning. When teachers provided social facilitation for children using the tablets 
in the form of scaffolding and scripting the environment, positive peer interaction 
significantly increased. The children reflected upon the interactive content before 
sharing and discuss about it with each other. 

All study participants considered that the use of 3D interactive applications on tab-
lets is a good tool in the teaching-learning process. The conclusions we reached in our 
experience of inclusion of tablets as a part of the teaching-learning process are the 
following: 

• The use of tablets promotes opportunities to investigate different interests of 
students and for developing skills in applying knowledge to informal reason-
ing. The work of teaching improves with the use of these devices. Daily 
work is more playful and fun for both students and teachers. 

• In spite of the age of the students, the preschool children learn more when 
they are using the 3D interactive applications on tablets and they also 
achieve more learning goals than if they are not using. 

• 3D interactive applications on tablets promote communication skills. In this 
sense, all kind of interactions in the classroom are promoted: between teach-
er and students; students and students; students and families; families and 
families; and teachers and teachers.  

The experience with the use of tablets has been very constructive for teachers and 
students. After this experience, participant teachers will encourage their colleagues to 
use it in their classrooms. With regard to the pupils, the engagement with technology 
does not appear to be a simple function of age, but rather a more complex relationship 
between technology characteristics and the use done of it. 
 
Acknowledgements. The Spanish Ministry Economy and Competitiveness partially 
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Abstract. In this paper, we present an application that can be used for assessing 
the participants’ contributions to multiple chat conversations that debate the 
same topics according to different criteria (involvement, knowledge and inno-
vation), along with the ranking of the conversations considering a list of impor-
tant concepts to be debated. As several factors have been used for determining 
each participant’s score, we needed to determine their quality for providing an 
answer that correlates well with the judgment of human evaluators for the same 
conversations. Thus, we also propose a methodology for testing the values of 
different factors that may be used for assessing participants in collaborative 
conversations in order to identify which of them are better or worse suited for 
providing automatic assessment. Our analysis showed that the heuristics used to 
assess participants’ innovation and involvement were the best correlated with 
the human judgment, while at the opposite end was the heuristic used for as-
sessing participants’ knowledge. 

Keywords: CSCL, NLP, Participant Assessment, Heuristic Testing, Chat Con-
versations. 

1 Introduction 

Nowadays, instant messaging (or chat) is one of the most popular ways of collabora-
tively exchanging information over the Internet in a synchronous manner between a 
variable number of persons. The importance of chat in people’s everyday life is also 
highlighted by the decision of very large companies (Skype, Yahoo, Google, Face-
book, Tinychat, etc.) to built dedicated systems for this kind of communication. 
Moreover, chat is present in various flavors and designs, such as Internet Relay Chat 
(IRC), and is even present in social networks and different popular learning manage-
ment systems such as Moodle, Blackboard, etc. 

Chat is also one of the favorite environments for Computer Supported Collabora-
tive Learning (CSCL) tasks that require online and synchronous textual interactions 
among participants [10, 11]. It has been used for debating, reaching agreements or 
solving complex problems usually in small collaborative teams. Due to the wide 
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adoption in CSCL activities, chat technologies have been extended with functionali-
ties required by these specific tasks such as the explicit referencing mechanism and 
the whiteboard facility that are present in Concert Chat [6]. Other CSCL environ-
ments have been designed to solve specific problems, but they include an instant mes-
saging module as an important part of the system – for example the chat boxes in the 
C-CHENE system [1]. 

In spite of its popularity and of the huge quantities of data that are exchanged daily 
through chat conversations, most of the existing tools for supporting chats are only 
aiming at facilitating the conversation without offering analysis instruments. The 
same is true for CSCL tasks: although chat is widely used for interactions in learning 
tasks, there are very few systems that were built for analyzing the content of chat 
conversations used by small groups. 

One example is PolyCAFe [7], a system which analyzes each user contribution and 
provides abstraction, visualization and feedback services for supporting both learners 
and tutors. The system is built using several Natural Language Processing techniques 
for identifying implicit links between utterances based on semantic coherence, speech 
acts and adjacency pairs, and for determining the evolution of the most important 
topics under discussion using TF-IDF and Latent Semantic Analysis (LSA) tech-
niques. Using the links found between utterances, a conversation graph is constructed 
that can be used to discover conversation threads and to assess the individual in-
volvement of the participants. Another example is presented in [3] where the authors 
start from the idea of rhythmicity of topics and of participants’ utterances in order to 
evaluate the quality of the chat and the personal involvement of the participants. 

Still, what we consider to be missing from the two presented systems is the fact 
that although the conversations debate the same topics, they are not compared in any 
ways. Therefore, there is no easy way to rank the chats conversations or their partici-
pants according to some criteria. This is what we want to address in this paper. For 
this task, we started from the heuristics proposed in [3] and developed two different 
evaluation methods – an intrinsic one considering only one conversation at a moment, 
and a multi-chat evaluation, that considers the conversation in the context of the 
whole corpus from which it has been extracted. 

The paper continues with a brief presentation of the theoretical ideas that constitute 
the basis for the study. Next, we introduce the application that has been developed 
and the analyzed corpus, along with the factors used for assessing the participants and 
the chat conversations. Afterwards, we present the main results of our investigation, 
along with a comparative study of these results with previous systems. The paper 
concludes with our final remarks. 

2 Theoretical Background 

One of the main advantages of using chat as a communication environment by small 
teams solving CSCL tasks is that it allows the formation of several parallel conversa-
tional floors [9]. The participants to the conversations make use of this feature and 
engage into conversations with several discussion threads. In most times, only the 
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best (or few of them) discussion thread continues: the one that gets the attention of 
most participants. This may be one of the most important reasons why chat conversa-
tions are often preferred to face-to-face interactions. However, the presence of mul-
tiple discussion threads raises another problem when trying to perform an automatic 
analysis: disentanglement of the chat’s discussion threads [4]. 

Most of the research done in conversations’ analysis is limited to a model with two 
interlocutors where a single topic is in focus any time. In this case, usually the analy-
sis employs rhetorical structure theory or adjacency pairs [5]. However, in order to 
solve the problem of parallel discussion threads arising in multi-party chat conversa-
tion, a new model may be needed for performing a well-tailored discourse analysis. 
One of these proposed models is based on Bakhtin’s ideas [2] – especially inter-
animation, the dialogism theory and polyphony in discourse – that allow the under-
standing of the collaboration mechanisms and provide the means to measure the con-
tributions of participants. Bakhtin [2] considered that in any text there is a co-
occurrence of several voices that gives birth to inter-animation and polyphony: “Any 
true understanding is dialogic in nature.” [14]. The same idea is expressed in [13] 
building on the work of Schegloff [8]: “knowledge is socially built through discourse 
and is preserved in linguistic artefacts whose meaning is co-constructed within group 
processes”. The idea of voice is extremely important in Bakhtin’s theory although he 
doesn’t explicitly mention how a voice could be identified and quantified objectively 
in a given discourse. 

In this paper we investigated the concept repetition in order to capture the informa-
tion that we believe is the closest to the Bakhtin notion of voice. In doing so, we also 
considered the importance of repetition expressed by Tannen [12]: “dialogue com-
bines with repetition to create rhythm. Dialogue is liminal between repetitions and 
images: like repetition is strongly sonorous”. However, it is not merely a repetition of 
words, but rather of lexical chains as we consider that all the words in a lexical chain 
refer to the same idea (or voice, in a dialogic analysis). Starting from repetition and 
other qualitative measures for participation in chats, we have proposed a set of heuris-
tics used to assess the contribution of each participant. The main advantage of the 
current idea over the previous ones is that it allows the assessment of a participant in 
two different situations: using only the chat one was part of or comparing with all the 
chats that have been generated by different teams working for the same CSCL task. 

3 Application for Automatic Assessment 

The main purpose of this application was to propose some criteria for automatically 
assessing the contribution of the participants in a chat, and afterwards to provide the 
meanings for comparing the chats one to each other and for ranking all the considered 
participants according to the considered criteria. In order to do so, we started from the 
heuristics proposed in [3] and grouped them so that to respond to three different crite-
ria: involvement, knowledge and innovation. We have also built an overall heuristics 
to combine the three criteria from above and to give a mean to the search for ‘the best 
candidate’ from the group. 
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3.1 Corpus 

The application was used to assess chat conversations created by senior year under-
graduate students involved in a Human-Computer-Interaction (HCI) class. The stu-
dents were asked to debate about different web-collaboration technologies (forums, 
blogs, chats, wikis, google wave, etc.), highlighting the weaknesses and strengths of 
the existing tools and eventually devising a way to combine these tools in order to 
obtain an instrument that would be useful for sharing information and collaboration in 
a company. Each participant had to study individually the given technologies in order 
to identify their advantages and problems before the conversation started and after-
wards they had to choose one of them and to support it in front of the other partici-
pants during the chat. 

The main purpose of these conversations was to ease the learning process about the 
considered platforms by providing each participant the possibility to critique the oth-
ers’ platforms and in the same time to defend its own. This way, they were able to 
‘see’ the platforms from different perspectives and had the chance to make a com-
parative analysis of all the considered platforms. Finally, they had to combine the 
existing technologies and to develop use case scenarios so that the advantages offered 
by each of them to be exploited to the maximum and in the same time to eliminate the 
identified problems related to each individual technology. 

The corpus used for validating the results of the system consists of 7 chat conversa-
tions ranging from 248 to 524 replies per conversation, for a total of 2514 utterances. 
Each of the 7 discussions was created by a small group of 5 students, resulting in 35 
students who participated to this experiment. The same data has been used in validat-
ing previous systems and was collected within the FP7 LTfLL  project [7]. 

3.2 Heuristics Used for Participants’ Evaluation 

In order to be able to assess the contribution of each participant to the conversation, 
we started from some of the heuristics that were previously suggested in [3]: 

• Number of replies indicating how interesting the conversation is for the considered 
participant – a high value is desired; 

• Activity of each user showing how elaborated one’s replies are. It is expressed as 
the average number of characters per reply and we considered that the higher this 
value is, the better is the user’s activity; 

• Absence from the conversation, probably due to the lack of interest for what was 
debated. This heuristics is computed as the average number of utterances that could 
be found between two interventions of the user of interest – should be as low as 
possible; 

• Persistence of the user in the conversation expressed as the average number of 
consecutive utterances. Small values are preferred for this heuristic since it ex-
presses the participant’s intention of ‘keeping the floor’ (therefore, monopolizing 
the conversation) and we aim for an interactive conversation; 
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• Repetition of other participants’ concepts offering insights about how much atten-
tion a participant devoted to the content uttered by the others – high values are pre-
ferred; 

• Usefulness of the participant in the conversation stating how much the other partic-
ipants benefited from this user’s replies. It is expressed as the percentage of the 
concepts introduced by the considered user that were further used by the other par-
ticipants. Higher values are better; 

• On topic saying how devoted the participant was to keep the conversation on the 
right track, considering the imposed topics for the discussion. This heuristic is 
computed as the number of on-topic replies uttered by participant divided by the 
total number of utterance that he introduced. 

From the heuristics proposed in [3], we eliminated the explicit connections heuris-
tic from our analysis because we considered that it provides an incomplete/incorrect 
analysis, since there are a lot of other connections in the conversations that remain 
implicit and cannot be identified, therefore being impossible to also consider them in 
the analysis. 

On the other hand, we investigated two different heuristics – participant’s know-
ledge and participant’s innovation. We computed participant’s knowledge as the 
percentage of the concepts introduced by the participant that were semantically con-
nected with the main ones imposed for debating (chat, blog, forum, wiki). In order to 
identify the concepts that were semantically connected with the imposed ones, we 
used lexical chains built on top of the WordNet (http://wordnet.princeton.edu/) lexical 
database. Since these concepts were very specific to the HCI domain, most of the 
terms that were semantically connected to them were not also connected in WordNet. 
Therefore, in order to be able to develop good quality lexical chains we had to devel-
op a taxonomy of concepts related to each of the imposed topics and to use them in 
order to augment the identification of the concepts that were semantically connected 
to the four initial concepts imposed for debating. Therefore, we ended up with 76 
concepts related to chat, 44 related to blog, 63 terms for forum and 31 for wiki. We 
have chosen to use ontologies (WordNet), in spite of the fact that previous systems 
used LSA, because of the much reduced availability of conversation corpora that were 
required for performing LSA. In the same time, this decision increased the possibility 
of using our application for different topics than the one that it was designed for 
(CSCL tools), because WordNet is a general ontology that can be applied for any 
domain. Of course, if the conversations are very specific for a given domain, the 
WordNet ontology has to be augmented with a self-constructed taxonomy of terms 
related to the conversations’ topic. Moreover, we consider that lexical chains are able 
to better capture the idea (or voice, in a dialogic analysis) than LSA, as all the 
words/concepts in a lexical chain are similar to one another, while this cannot be de-
termined by the plain use of LSA. It might also be interesting to investigate whether 
lexical chains cannot be built using semantic distances from WordNet combined with 
the semantic relatedness scores computed by LSA. 
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The second introduced heuristic, participant’s innovation, was computed as the 
number of concepts introduced in the conversation by each participant and 
represented the degree of new information introduced by that person. 

After computing the values for each of the presented heuristics for every conversa-
tion in the corpus, we have identified the highest and lowest values for each factor 
and scaled the original values in order to obtain values in the [0, 1] interval. For doing 
this, two possible alternatives were considered: one related to a single chat and anoth-
er considering all the chats that were used. The first alternative can be used for eva-
luating the contribution of each participant in a single conversation, while the second 
option can be used for evaluating a person considering also the activity of all the other 
persons involved in different conversations that are from the same corpus (assuming 
that all the conversations in a corpus have been created for solving the same task, but 
by different groups). 

After that, we combined the first five heuristics: number of replies, activity, ab-
sence, persistence and repetition considering that they all characterize the involve-
ment of a participant. Therefore, we computed involvement as the mean of the values 
obtained for each of the 5 considered heuristics. In order to determine the values cor-
responding to each heuristic, we normalized the obtained value (for a given partici-
pant from a given conversation) according to the minimum – maximum values that 
were observed (in that conversation for the single chat option or in the whole corpus 
of conversations for the multi-chat evaluation), also taking in consideration the type 
of the desired values (either small or high). The final (overall) score for each partici-
pant was obtained as an average value of normalized involvement, knowledge and 
innovation. 

3.3 Participant Analysis 

The application has two major parts: the first one is related to evaluating chat partici-
pants from different points of view, considering only the current conversation or all 
the conversations from the corpus. The user has the option to choose what criterion he 
wants to use (involvement, knowledge, innovation or overall) and after that he is pre-
sented with the results according to the chosen criterion (see Figure 1 where the cho-
sen criterion is participant’s involvement). The results are ordered according to the 
participants’ scores and they are presented in both forms – intrinsic (considering only 
the participants’ score from the given conversation) and multi-chat (presenting the 
scores obtained by the participants if the whole corpus of chats was considered in-
stead of the single chat). 

Table 1 gives an example of evaluating the participants to one of the conversations 
used for validation (chat_116) considering all 4 heuristics: involvement, knowledge, 
innovation and overall. In this example, one can see that Mona was very involved and 
the most innovative person, but in the same time she had a poor score for the know-
ledge heuristic. This situation is explained by the fact that she introduced in the con-
versation a lot of new concepts that were related to the topics imposed for debating 
(therefore the high involvement and innovation scores) but in the same time, she did 
not develop the introduced concepts, this task being fulfilled by corina (the participant 
with the highest grade for knowledge and in the same time proving low innovation). 
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Fig. 1. The results of the analysis considering the criterion “involvement”. 

Table 1. Chats length and participants’ distribution 

Partici-
pants in 
chat_116 

involvement knowledge innovation overall 

single multi single multi single multi single multi 

Mona 4 2.71 0.03 0.41 1 0.39 0.61 0.45 
cristi-wave 2.74 2.37 0.43 0.63 0.46 0.19 0.48 0.43 
stefan-blog 2.33 2.23 0.35 0.58 0.25 0.12 0.36 0.38 

diana 1.98 2.18 0 0.39 0.24 0.11 0.21 0.31 
corina 1.02 1.89 1 0.94 0 0.02 0.4 0.45 

3.4 Chat Analysis 

The second part of the application tries to compare the conversations one to each 
other in order to decide which one of them has achieved the best results considering 
the fact that the discussion topics were externally imposed by the tutors. Therefore, in 
this part we investigated the topic rhythmicity (how often each of the four concepts 
‘came on the floor’) from each conversation and the vocabulary used in each conver-
sation and in the whole corpus (see Figure 2).  
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Fig. 2. The results of the analysis considering the criterion “involvement” 

The scores for the rhythmicity of the 4 pre-imposed concepts are presented in the 
left part in a table to be easy to compare the scores (see Figure 2). The graphics 
present the vocabulary analysis using a frequency histogram: there were 2630 words 
used in the 7 conversations, out of which 2161 have been used in maximum 2 conver-
sations and therefore were considered to be rare words. Another interesting thing that 
can be observed is that 6.895% of these rare words (149 words) were considered to be 
on topic, so a lot of important information was dispersed in only one or two chats. 
The conversations had 162 words that were found in all the chats, representing be-
tween 16 % and 28% of their vocabulary. 

4 Analysis and Results 

In order to evaluate the quality of the assessment, we asked 4 HCI experts to evaluate 
the conversations that were part of our corpus [7]. We ended up with 15 reviews: 4 for 
chat 117, 3 for chat 116, 2 for chats 118, 119 and 120 and a single review for chats 
125 and 126. At the same time, we asked the chat participants to rank their colleagues 
with respect to their activity in the chat. As a third way to evaluate the results of the 
proposed system and assessment factors, we also considered the scores provided by 
PolyCAFe. The average correlation and the standard deviation between the overall 
results of our system and the ones provided by the tutors, the students and PolyCAFe 
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are shown in the overall column from Table 2 (the bolded values are the best ones, 
while the ones in italics are the worst). The results for each individual factor are 
shown on their own column in order to be able to determine their influence for the 
overall score. 

Table 2. Spearman’s rank correlation between the application’s results, the tutors, the students 
and PolyCAFe 

Chat
s 

Correlation 
with…  

involvement knowledge innovation overall 

single multi single multi single multi single multi 

116 
tutor-overall 0.5 0.3 0.9 0.9 -0.4 -0.4 0.9 0.9 
PolyCAFe 0.7 0.4 1 1 -0.3 -0.3 1 1 

stud-overall 0.5 0.3 0.9 0.9 -0.4 -0.4 0.9 0.9 

117 
tutor-overall 0.7 -0.5 0.9 0.6 -0.5 -0.5 0.8 0.8 
PolyCAFe 0.7 -0.5 0.9 0.6 -0.5 -0.5 0.8 0.8 

stud-overall 0.7 -0.5 0.9 0.6 -0.5 -0.5 0.8 0.8 

118 
tutor-overall 0.7 0.2 0.9 1 -0.6 -0.6 0.9 0.9 
PolyCAFe 0.5 -0.1 0.7 0.9 -0.7 -0.7 1 1 

stud-overall 0.7 0.2 0.9 1 -0.6 -0.6 0.9 0.9 

119 
tutor-overall 1 1 0.9 0.9 -0.7 -0.7 0.9 0.9 
PolyCAFe 1 1 0.9 0.9 -0.7 -0.7 0.9 0.9 

stud-overall 0.5 0.5 0.8 0.8 -0.9 -0.9 0.8 0.8 

120 
tutor-overall 0.5 0.5 1 1 -0.4 -0.4 1 1 
PolyCAFe 0.6 0.6 0.9 0.9 -0.3 -0.3 0.9 0.9 

stud-overall 0.3 0.3 0.7 0.7 -0.5 -0.5 0.7 0.7 

125 
tutor-overall 0.5 0.5 1 0.9 -0.6 -0.6 0.9 0.9 
PolyCAFe 0.5 0.5 1 0.9 -0.6 -0.6 0.9 0.9 

stud-overall 0.3 0.3 0.9 1 -0.8 -0.8 1 1 

126 
tutor-overall 0.3 0.6 0.7 0.7 -1 -1 0.9 0.9 
PolyCAFe 0.6 0.8 0.9 0.9 -0.9 -0.9 1 1 

stud-overall 0.7 0.4 1 1 -0.3 -0.3 1 1 

AVG 
tutor-overall 0.6 0.37 0.9 0.86 -0.6 -0.6 0.9 0.9 
PolyCAFe 0.66 0.39 0.9 0.87 -0.57 -0.57 0.93 0.93 

stud-overall 0.47 0.24 0.83 0.81 -0.67 -0.67 0.86 0.86 

DEV 
tutor-overall 0.22 0.46 0.1 0.15 0.21 0.21 0.06 0.06 
PolyCAFe 0.17 0.52 0.1 0.13 0.22 0.22 0.08 0.08 

stud-overall 0.18 0.36 0.1 0.16 0.23 0.23 0.1 0.1 

 
The overall correlation was lower than expected, having an average of 0.60 with 

the tutors, 0.66 with PolyCAFe and 0.47 with the students for the single chat analysis 
and even worse for the multi-chat evaluation - 0.37 for tutors, 0.39 for PolyCAFe and 
0.24 for students. Moreover, it can also be easily observed that very large values for 
the standard deviation have been obtained showing that the overall score is not very 
suitable for assessing the contribution of the participants. These results are also poor 
when compared to the correlation between tutors-students (average 0.871, standard 
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deviation 0.19), tutors-PolyCAFe (average 0.94, standard deviation 0.05) and stu-
dents-PolyCAFe (average 0.85, standard deviation 0.16). 

Therefore, we have tried to see which one of the three components of the overall 
score introduced these problems. This is why we ended up computing the correlation 
between the gold standard provided by the tutors, students and PolyCAFe with our 
results for each of the three components of the overall score: involvement, knowledge 
and innovation. 

The correlation with the involvement heuristic proved to be extremely good, with 
an average of 0.90 with tutors and PolyCAFe and 0.83 with students in the case of 
single chat analysis and 0.86, 0.87 and 0.81 in the case of multi-chat analysis. The 
standard deviations are also good as they have very low values: 0.10 in the case of 
single chat analysis and 0.15, 0.13 and 0.16 for multi-chat analysis. The innovation 
heuristic also seemed to be extremely well correlated with the gold standard, obtain-
ing an average correlation of 0.90 with tutors, 0.93 with PolyCAFe and 0.86 with 
students and having a standard deviation of 0.06, 0.08 and 0.10. These results were 
the same in both cases of the single and multi-chat analysis. 

Finally, the correlation between the gold standard and the knowledge heuristic pro-
vided us a great surprise: most of the time, our results proved to be anti-correlated 
with the gold standard. For this heuristic, both the single and multi-chat analysis had 
the same results: the average was -0.60 with tutors, -0.57 with PolyCAFe and -0.67 
with students, while the standard deviation was 0.21, 0.22 and 0.23. 

Considering this strong anti-correlation for this factor, we believe that the main 
problem with our overall results was provided by the way we considered knowledge 
in the final score. Another important information that we extracted from this evalua-
tion of the assessment factors was that knowledge was less correlated with the golden 
standard even if we would have considered the absolute value of the correlation value 
(around 0.60 compared to 0.90 in the case of the other two heuristics). This tells us 
that even if we consider the inverse ranking provided by knowledge metric instead of 
the current ranking, the results will still be worse than if simply ignoring this heuris-
tic. 

Encouraged by the above finding, we continued with the 5 factors influencing the 
involvement heuristic in order to identify which are the most important ones and 
which can be ignored. The average and standard deviation values are presented in 
Table 3 (again, the best values are bolded, while the worst are emphasized with italics 
characters). Based on these results, we identified another heuristic that was anti-
correlated with the gold standard: Persistence. Besides this heuristic, we also identi-
fied that Activity is not well correlated with the manual annotation (average correla-
tion was 0.24, 0.37 and 0.37 while the standard deviation was 0.51, 0.45 and 0.57). 

In conclusion, from the initial 5 heuristics considered together to characterize the 
participants’ involvement, only 3 actually provide important evidence to motivate 
their use: Number of replies, Absence and Repetition. From these 3, the most impor-
tant factor seems to be the Absence, while the least important is the Number of rep-
lies. 
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Table 3. Spearman‘s rank correlation between the gold standard results and the factors 
influencing Involvement 

Factors 
Average Standard Deviation 

tutor -
overall 

PolyCAFe Stud -
overall 

tutor -
overall 

PolyCAFe Stud -
overall 

Replies 0.828671 0.757143 0.685714 0.213809 0.21492 0.260951 
Activity 0.242857 0.371429 0.371429 0.512696 0.453557 0.576525 
Absence 0.857143 0.8 0.714286 0.229907 0.223607 0.291139 

Persistence -0.6 -0.51429 -0.42857 0.326599 0.34365 0.415188 
Repetitions 0.771429 0.757143 0.814286 0.256348 0.243975 0.226779 

 
Regarding the content of the 7 conversations, we did not have a comparative eval-

uation of the considered chats, neither from students nor from tutors. Therefore, we 
used the analysis provided by PolyCAFe [7] and compared the results obtained by us 
with the ones provided by PolyCAFe. Since we only had the comparative results for 
the four imposed concepts – chat, blog, forum and wiki – (see Table 4) while Poly-
CAFe offered an overall score, we identified for each of these concepts the ranking of 
the 7 chats and after that we considered the sum of these ranks for every conversation 
(column “Sum of ranks” in Table 4). Afterwards we re-rank the chats according to 
this sum, considering that the smaller value represents a higher ranking, and this way 
we computed the overall rank for the whole set of conversations in the corpus. What 
is extremely interesting is that the Spearman’s Rank Correlation between our overall 
ranks and the ones provided by PolyCAFe was 0.964, an extremely high correlation, 
especially considering the fact that the content was evaluated in two different ways: in 
PolyCAFe based on coherence and degree of coverage using Latent Semantic Analy-
sis (LSA) was used for content evaluation, while in our system we considered the 
lexical chains built on top of WordNet. 

Table 4. Content evaluation and comparison to PolyCAFe 

Rhythmicity of 
concepts

Chats 

chat Ran
k 

chat 

blog Ran
k 

blog

fo-
rum

Ran
k fo-
rum

wiki Ran
k 

wiki

Sum 
of 

ran
ks 

Ove
rall 
Ran

k 

Poly
CA
Fe 

116 4.3 6 3.41 6 3.79 5 4.96 2 13 3 2 
117 5.23 3 4.95 2 4.79 3 4.75 3 21 6 6 
118 6.05 2 4.49 3 4.12 4 4.72 4 19 4 4 
119 5.05 4 3.93 5 3.43 6 3.33 6 11 2 3 
120 4.58 5 3.94 4 4.84 2 6.1 1 20 5 5 
125 4.05 7 3.29 7 3.11 7 2.66 7 4 1 1 
126 6.08 1 5.07 1 6.47 1 4.59 5 24 7 7 
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5 Conclusions 

In this paper we presented an application that can be used for analyzing the partici-
pants to a chat conversation and also to score them according to their involvement, 
knowledge, innovation introduced in the chat. Moreover, all these factors have been 
combined to determine their overall activity. The application also allows the compara-
tive analysis of the participants from a series of conversations that debate the same 
subject, considering that the relevant topics to be debated are provided by the tutors. 

We have shown that the overall score computed by the application is not very reli-
able especially when compared to other systems. However, when analyzing each 
component used to compute the overall score, we have found that some of the heuris-
tics perform quite well and that the overall results are affected by only a single factor. 
The heuristics that proved to work best were the participants’ innovation and in-
volvement, while the one used to assess knowledge was either poorly designed or 
poorly interpreted. Moreover, for computing the involvement heuristic, we found out 
that it is better to avoid considering the participants’ persistence in the chat and their 
activity counted as the average number of characters per uttered reply as they are also 
poorly correlated with the manual annotation. 

However, the most important result in this paper is the methodology of how to 
identify which heuristics work best and which are the ones that should be avoided if a 
combined score should be computed by a given application for assessing CSCL chats 
or the results of other tasks. 
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Abstract. This work summarizes key findings of current research in the CSCL 
domain as a contribution to the construction of a consistent theoretical frame-
work that encapsulates the multifaceted aspects of scripted collaboration (pro-
posed as a “script theory of guidance”). Based on field research evidence, four 
principles are suggested and discussed, namely “Script Appropriation”, “Role 
as Script Configuration Cue”, “Coercion on Explicitness” and “Task to foster 
Transactivity” principles. The key conceptualization set forth by these prin-
ciples is that: (a) learners’ implementation of a script is a socially negotiated 
process; (b) a role assigned to a student may also affect other partners’ internal 
script induction/configuration; (c) teachers’ interventions to coerce students on 
being explicit and implement ‘transactivity fostering’ tasks may have a signifi-
cant impact on learning outcomes. These conclusions are also discussed from 
the perspective of system designer as guidelines toward developing research-
informed efficient technology tools for scripted collaboration.  

Keywords: Collaboration scripts, Script theory of guidance, CSCL, Technolo-
gy-enhanced scripting, Transactivity. 

1 Introduction  

This work concisely presents and comprehensively discusses the outcomes of a series 
of studies that the CLASS research group conducted to explore the impact of collabo-
ration scripts on student learning. CLASS (“Collaborative Learning Activity Support 
Systems”) group is a research group at the Department of Informatics, Aristotle Uni-
versity of Thessaloniki specializing on technology-enhanced learning systems with 
emphasis on scripted CSCL (Computer-Supported Collaborative Learning) systems 
and relevant instructional techniques (http://mlab.csd.auth.gr/index.php/en/class).  

The added value of this work is that the outcomes of these studies –most of them 
have already been published in various international journals- are discussed in the 
light of a recently proposed “script theory of guidance”, articulated as a set of prin-
ciples compiling and founded on available research evidence relevant to scripted  
collaboration [1]. Through this perspective, this work is considered as a contribution 
to the further formulation of the script theory, either by linking existing field research 
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evidence to the theoretical construct or by highlighting specific facets of scripting 
practice and implementation that call for further elaboration of the theory. Additional-
ly, the conclusions reported are discussed from the designer’s perspective, boiled 
down to design suggestions for CSCL scripting tools (for example, script editing 
tools, etc.). The following sections include: (a) the theoretical background (section 2); 
(b) the studies compilation organized in subsections with a common theme (section 
3); (c) implications and discussion (section 4).  

2 Theoretical Background 

2.1 Agents in a Scripted CSCL Setting  

A “scripted CSCL setting” is a learning situation where learners work collaboratively 
(usually in small groups of 2-4 students) to accomplish a learning task, supported by 
some kind of digital technology. A key component of the setting is the collaboration 
script ([2, 3]), that is, a didactic scenario (usually teacher-led) imposing structure on 
the activity by organizing it in a sequence of phases, defining tasks, deliverables and 
time-schedule. The script also offers guidance to students on how to collaborate pro-
ductively, mainly by assigning roles which trigger and direct peer interaction. Major 
agents in this setting are the following:  

Learner. In a typical CSCL setting the individual learners (students) are distributed in 
workgroups and are guided to engage in fruitful interactions with their partners (“peer 
interactions”), which is considered as the main learning mechanism in a collaborative 
learning situation [4]. Peers are expected to: (a) develop and maintain a shared under-
standing of the collaborative task, (b) negotiate, realize and validate a possible solu-
tion and working path for accomplishing the task. Individual learning is expected to 
emerge when students activate cognitive processes triggered by peer interactions in all 
the above work-phases. Consequently, the level and quality of peer interactions is 
considered to affect extensively the level of individual learning constructed during 
collaboration.  

Group. The group of partners (peers) is a higher level agent and the activity of a 
small group is the typical unit of analysis in CSCL studies, focusing both on peer 
interactions within the group and group interactions with other groups and agents in 
the setting. Thus, “group learning” is a term encompassing both the analysis of peer 
interactions and the learning outcomes attributed to the group and documented 
through the development and assessment of joint deliverables. 

Script. As students do not usually engage in productive peer interactions when left 
unguided, researchers came up with specific techniques to script the collaborative 
activity [5]. The notion of scripting [6] is strongly connected to the externally (teach-
er-led) imposed structure and guidance to peers for implementing the collaborative 
task. A collaboration script organizes the activity into a sequence of phases, assigns 
student roles and tasks, and explicates the specificities of role playing and task devel-
opment, with the ultimate goal of triggering and guiding peer interactions. Overall, a 
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collaboration script can be seen as an instructional technique aiming to increase the 
probability that fruitful peer interactions will occur during the activity. The potential 
of the scripting technique to advance both domain-specific and domain-general learn-
ing outcomes (that is, students’ “transversal” skills such as argumentation, peer re-
viewing, etc.) is well documented by several studies in current CSCL literature (for 
example [5, 7, 8]). A framework for script major constituents [2] suggests that any 
script can be conceptualized as entailing both “mechanisms” and “components”. 
Script components include entities as: participants, activities, roles, resources and 
student groups. Script mechanisms include: task distribution (how activities, roles, 
and resources are distributed across participants), group formation (how participants 
are distributed across groups, and sequencing (how both components and groups are 
distributed over time). Significant aspects of the script conceptual framework include, 
also, the following:  

1. Macro- vs. micro- scripts (or ‘scriptlets’ [1]). A macro-script provides description 
of the overall collaborative activity framework (for example, describing the phases, 
student roles and tasks of an online argumentation activity). By contrast, a micro-
script (scriptlet) is a focused set of guidelines of how to practice a specific skill (for 
example, an argumentation scriptlet presents to students guidelines on how to con-
struct quality arguments). A scriptlet usually is considered as a piece of knowledge 
worth to be internalized by peers.  

2. External vs. internal student scripts. While teachers employ some kind of external 
representations to present the external script to students, individuals also hold and 
activate “internal” scripts, that is procedural knowledge about how to act in situa-
tions like the ones imposed by the external script. The interaction between external 
and internal script is very important in a scripted CSCL setting since this interac-
tion is expected to influence the actual form of the script implemented [9].  

Technology-Enhanced Scripting. In this context, the term refers to the use of digital 
tools and services to support, improve and extend the potential of scripting techniques 
in triggering, modeling, and scaffolding peer interactions that foster high quality 
learning conditions for group learners. Technology-enhanced scripting may refer to 
actions as simple and trivial as uploading a text-based script representation on a web-
page for peers to review or as complex and innovative as building and evaluating 
script editing tools (e.g. [10]) or system architectures for standard-based data transfer 
among CSCL tools (e.g. [11]). Scripting has triggered CSCL researchers’ interest 
both from the pedagogical and technological perspective. For example, Dillenbourg 
and Tchounikine have extensively discussed pedagogical issues of scripting [12], 
while a new family of technological tools have been offered to users, that can support 
the editing and deployment of scripted collaborative scenarios (on the web or locally) 
(for example, [13], [14]).  

Teacher. In a CSCL setting the teacher/instructor is considered as the “orchestrator” 
of the collaborative activity. Orchestration is still a rather fuzzy term in the field of 
technology-enhanced learning. Fischer and Dillenbourg [15] define it as "the process 
of productively coordinating supportive interventions across multiple learning activi-
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ties occurring at multiple social levels". When orchestrating an activity the teacher is 
expected to arrange students in groups, explain the script guidelines, manage imple-
mentation schedule, trigger peer interactions by assigning student roles, provide sup-
port and feedback to students, help evaluating the task products and level of learning 
and –in general- engage in every aspect of script operationalization.  

2.2 “Script Theory of Guidance” in a Nutshell 

Fischer, Kollar, Stegmann, and Wecker [1] have recently proposed a script theory of 
guidance for computer-supported collaborative learning. As the authors emphasize, 
the theory “addresses the question how CSCL practices are shaped by dynamically 
re-configured internal collaboration scripts of the participating learners, …explains 
how internal collaboration scripts develop through participation in CSCL practices, 
…it prioritizes transactive over non-transactive forms of knowledge application in 
order to facilitate learning and …explains how external collaboration scripts modify 
CSCL practices and how they influence the development of internal collaboration 
scripts”(p. 2)  

The seven principles of the theory strongly focus on explaining the dynamic cha-
racter of learner’s internal collaboration scripts and clarifying the nature of interaction 
between internal and external collaboration scripts. This might further provide a solid 
basis for conceptualizing key interactions (student-student, student-teacher and stu-
dent-technology interactions) within the scripted CSCL setting, from the perspective 
of the dynamic process of students’ internal collaboration script configuration. The 
seven principles proposed by the theory (as presented in [1]) are as follows:  

1. (Guidance) Internal script guidance principle: When participating in a CSCL prac-
tice, the learner’s understanding of and acting in this situation is guided by dynam-
ically configured and re-configured internal collaboration scripts consisting of 
play, scene, scriptlet, and role components.  

2. (Configuration) Internal script configuration principle: How an internal collabora-
tion script is dynamically configured by a learner from the available components to 
guide the processing of a given situation, is influenced by the learner’s set of goals 
and by perceived situational characteristics. 

3. (Induction) Internal script induction principle: If a learner participates in an initial-
ly unfamiliar CSCL practice, then he or she builds a new configuration of already 
available internal script components and, through repeated application of this con-
figuration of internal script components, develops new higher-level components 
(play, scene, or role) that organize the subordinate components (scenes, roles and 
scriptlets) for this CSCL practice. 

4. (Reconfiguration) Internal script reconfiguration principle: If a learner’s employed 
internal collaboration script (i.e., a configuration of internal script components) 
does not lead to understanding or successful actions in a CSCL practice, the inter-
nal collaboration script configuration is likely to be modified. 
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5. Transactivity principle: The more a given CSCL practice requires the transactive 
application of knowledge, the better this knowledge is learned through participa-
tion in this CSCL practice.  

6. External script guidance principle: External collaboration scripts enable learners to 
engage in an instance of a CSCL practice at a level beyond what they would be 
able to without an external collaboration script either by inhibiting the automated 
use of internal script components or by inducing the application of internal script 
components that are not yet organized by a specific higher-level script component. 

7. Optimal external scripting level principle: An external collaboration script is most 
effective for knowledge acquisition if it is directed at the highest possible hierar-
chical level of internal collaboration script components for which subordinate 
components are already available to the learner. 

The first four principles (Guidance/Configuration/Induction/Reconfiguration) provide 
complementary views of the plasticity and flexibility of students’ internal collabora-
tion scripts. Essentially, these principles conclude that learners in a collaborative 
learning situation configure and activate various forms of internal collaboration 
scripts based on their goals, perception and interpretation of the current situation and 
also previous experiences. These constructs support learners in understanding the 
whole setting (play), the specific phases of the setting (scenes), the “how to” in per-
forming a task (scriptlets) and the personal duties and course of action (role). Internal-
ly configured scripts guide learners in deciding about and implementing an optimal 
collaboration strategy. In case the configuration fails as the activity proceeds (for 
example, objectives are not achieved), the internal script form can be dynamically 
reconfigured and a different configuration be implemented affecting either the lower 
parts of the hierarchy (scriptlet or role) or the understanding of the overall activity 
(play, scenes). The external script is expected to inhibit or induce learners’ actions 
and operations targeting at the right level of script hierarchy, for which the learner 
does not possess adequate internal script components (principles 6 and 7 in the above 
list).  

Transactivity. The proposed theory emphasizes the issue of “transactivity” suggest-
ing that the more productive collaboration scripts are those that promote transactive 
forms of discource. Transactivity ([16, 17]) is usually defined as “reasoning operating 
on the reasoning of the other”, indicating to what extent “learners build on, relate to, 
and refer to what their learning partners have said or written during the interaction” 
[18]. From the educator’s viewpoint this principle provides an important link to cog-
nitive theories of learning, clarifying also what “productive” might refer to in the 
expression “productive collaboration script”. Several studies have provided evidence 
that the more learners engage in transactive forms of dialogue the more they benefit 
from the collaborative activity, as the transactive nature of discourse increases the 
probability that learners trigger cognitive activity fostering individual knowledge 
construction [17, 18, 19, 20].  
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3 Research Studies 

Working in the field of technology-enhanced scripted collaboration, our research 
group has published a number of studies that can contribute to the further formulation 
of the script theory framework. In this section, the context, the key outcomes and the 
implications of each study are concisely presented. 

3.1 RS1: Script Appropriation  

Context. In [21] we explored how group self-organization processes affected the ac-
tually implemented script during script run-time. Two groups of students studied ma-
terial using a web environment designed for supporting case-based learning. Students 
in control group (Nc=20) studied the cases and answered a set of relevant questions 
individually. Students in the treatment group (Nt=20) worked in dyads (CSCL dyads), 
being scaffolded by a collaboration script that orchestrated the collaboration as a peer 
review activity. Each student in a CSCL dyad had to study initially the case-based 
material and provide answers individually to the set of questions. Then each partner’s 
answers became available to their peer for review. Finally, the peers had to discuss on 
their reviews, identify possible different viewpoints and reach an agreement, produc-
ing and submitting their joint final answers. They were also asked to explain their 
decisions on how they handled their different viewpoints and produced the final deli-
verable. Students were allowed to communicate any way they liked during collabora-
tion (e.g., face-to-face meeting, phone call, email etc.)  

Results. Statistical analysis revealed no significant differences in the learning out-
comes of the two groups (control vs. CSCL). Qualitative analysis (based on students’ 
interviews, field observations and log file analysis) indicated that CSCL dyads self-
organization resulted to a broad range of script implementation ranging from full 
conformance to partial violation of the script guidelines. Analysis further revealed 
four different versions of actually implemented collaboration scripts, depending on 
the degree of peer interaction during the guided peer review process (“ideal script”, 
“moderate interaction”, “weak interaction” and “no interaction”). 

Implications. The study results strongly suggest that scripted collaboration enacts a 
social process of group self-organization during which a central issue is the uptake of 
teacher-imposed script. Students in a group may negotiate to develop a shared under-
standing and adjust the teacher-imposed external script depending on their motivation 
for engagement, on their understanding of the learning benefits from script implemen-
tation (relevant to students’ metacognitive skills) and on script coerciveness directly 
related to teacher’s detailed script design (in general, a more detailed script design 
results to a more coercive form of the script). This conclusion corroborates the remark 
that the “ideal” script (as conceptualized by the teacher) can be different eventually, 
being compared to the form of the script actually implemented (‘actual’ script) [22]. 

We call this process “script appropriation”. Appropriation, a key idea in the milieu 
of socio-cultural learning theories, refers to the process of learner’s transforming a 
cultural construct (concept, process, tool), adapting it to one’s own understanding, 
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needs and intentions [44]. We use the term to emphasize that peers negotiate and de-
velop their own script form, which, in turn, reflects their interpretation of the sug-
gested activity. We also maintain that it is not a process implying suboptimal teacher 
script design, but a process inherent to the teaching/learning process and “to the no-
tion of task and human activity” ([23], p. 36). Since learners appropriate the external 
script, the configuration of internal collaboration scripts to enact in a specific situation 
is not a passive, individual-based and straightforward process but rather an active, 
socially enacted and negotiated process.  

3.2 RS2: Coercion on Explicitness 

Context. In [24] we investigated how making the script more coercive can influence 
student script appropriation and –subsequently- learning outcomes. This study ex-
plored the impact of the proposed “Make It Explicit!” technique on student learning 
when participating in scripted collaborative activities. The method posits that when 
asking students to proactively articulate their own positions explicitly (that is, in writ-
ten form), then conditions for improved peer interaction are fostered for the subse-
quent phases of collaboration. Forty two (42) students worked in dyads on a peer 
review scripted task supported by an appropriately designed web-based system. First, 
students were asked to individually study the same material and provide answers to 
relevant questions, then review their peer’s contribution and, finally, collaborate again 
in dyads to provide their revised joint answers to the same questions. Dyads were 
randomly assigned in two conditions: Low Coercion (LC) and High Coercion (HC).  
In the HC condition, students were required to explicitly produce (write and submit 
through the system) their reviews, prior to the task of interacting to jointly develop 
their final answers to the questions. In the LC condition, instead, submitting the indi-
vidual review in written form was optional.  

Results. By collecting and analyzing both quantitative (pre- and post-test scores, 
measures of individual and group learning) and qualitative (interviews, log files) data, 
it was shown that students in the HC condition applied better collaboration patterns 
(in terms of peer interaction) and outperformed students in the LC condition in acquir-
ing domain conceptual knowledge. These differences occurred mainly because of the 
imposed requirement on the HC group that peers make explicit their comments and 
opinions regarding partner’s contributions (written reviews). First, submitting the 
reviews in writing can be beneficial for learners, as the process of producing an exter-
nal representation help them articulate their own thinking and understanding [25, 26]. 
Second, by making their opinions explicit, students are informed about peer’s opin-
ions and understanding, and enter the discussion aware of each other’s position and 
able to easily identify different views and disagreements. In this case, a written review 
fosters a more transactive form of peer dialogue, that is, supports students to effi-
ciently reason on each other’s positions and contributions. Both these points came up 
in the interviews we held with the HC group students, suggesting that the benefits of 
the written reviews were actually acknowledged. By contrast, in the LC condition 9 
out of the 10 dyads chose not to submit their comments in the system. This decision 
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altered significantly the learning conditions for the LC students, who stated that they 
also performed a review process, but they preferred to submit their comments directly 
to their peers in an unstructured way.  

Implications. This study has shown that peers can be effectively guided to collabora-
tively elaborate on learning material and attain more knowledge with a high-coercion 
script than promotes the “explicitness” in peer contributions. The “Make it Explicit!” 
method suggests that increasing script coercion by asking students to become explicit 
in their positions (thinking, arguments, statements, etc.) increases the probability of 
improved learning outcomes (“Coercion on explicitness” principle). This perspective 
is in line with other studies reporting on the benefit of asking peers to make explicit 
key aspects of their shared task conceptualization [27]. We attribute the identified 
beneficial impact on the combined effect of the transactive form of dialogue fostered 
by peers’ explicit representations and the fact that a writing task in itself has a positive 
impact on learning. We acknowledge that further research is needed to clarify this 
point.   

3.3 RS3: Role as Script Configuration Cue 

Context. A series of our studies analyzed the hypothesized beneficial impact of online 
scripted collaboration in the domain of algorithm learning. In [28] 24 students were 
randomly distributed in two groups (control: N=12, 6 dyads; treatment: N=12, 6 
dyads) and were assigned a problem-solving task on LL(1) parsing algorithm. Stu-
dents worked online in an integrated environment using a chat tool to communicate 
and an AV (algorithm visualization) software tool to visualize their proposed solu-
tions. The control dyads were given simple instructions explaining the task questions 
that the peers had to collaboratively answer. The treatment dyads were additionally 
guided in their activity by a peer tutoring script [29], which reciprocally assigned the 
role of tutor and tutee to the two students, providing hints to the tutor on how to pose 
a task-relevant issue which would help peers to deepen their understanding of the task 
and advance their proposed solution. A second follow-up study of similar design was 
conducted with 26 participants (control: N=12, 6 dyads; treatment: N=14, 7 dyads) 
[30], while in a third study we applied the same design but with students working in 
triads this time (control: N=24, 8 triads; treatment: N=24, 8 triads) [31]. 

Results. The results were beneficial for scripted condition in all three studies. Dis-
course analysis based on an appropriately extended IBIS model [32] and lag-
sequential analysis (LsA) [33] indicated that, as expected, the collaboration script 
enhanced the on-task peer interaction and the intrinsic feedback [34] that peers  
receive from interacting with the AV system. Thus, the scripted approach helped 
avoiding the suboptimal peer interaction patterns typically reported in the literature 
[35]. Furthermore, statistical analysis applied on students’ post-tests, revealed that the 
observed script impact on peer interaction had also an impact on individual learning 
outcomes, significantly improving the post-test performance of treatment students 
[30, 31]. Overall, the script guided students to engage in a more transactive form of 
dialogue that eventually resulted in improved individual learning outcomes.  
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An interesting issue came up when analyzing the interaction in the case of triads 
we focused on how peers collaborate when a student in the triad (S1) poses an issue 
(either during the natural peer discussion in the unscripted condition or when scripted 
to play the role of peer tutor in the scripted condition). At this point the other two 
students in the triad (S2, S3) were unguided on how to collaborate (either in the 
scripted or unscripted condition). Our data indicated that students S2 and S3 exhibited 
a different behavior depending on the condition. Treatment students demonstrated a 
more active S2-S3 interaction before answering the issue raised by S1. That is, their 
actions were more oriented to first discuss the issue between them and then provide a 
possible answer to their S1 partner. By contrast, control students reaction (either S2 or 
S3) was toward directly addressing S1 on the raised issue, without necessarily includ-
ing the third peer in this discussion.  

Implication. As the only difference between the two conditions in the analyzed situa-
tion, was the tutor role assignment to student S1, the conclusion, from this latter  
remark, is that a role assigned to a student may operate as a cue for partners to acti-
vate appropriate roles and inner collaboration scripts (provided, of course, that they 
already possess such scripts). As Kollar, Fischer and Slotta [36] explain, students  
situated in a collaboration process bring in also their internal scripts as their personal 
process related knowledge, which defines students’ behavior and interpretation of the 
process. Activation of inner scripts may, in turn, have an impact on peer discourse, as 
described above. In the treatment condition whenever student S1 raised an issue play-
ing the ‘tutor’ role, the other two students (S2 and S3) identified themselves as ‘tu-
tees’ establishing a peer mentality and activating an internal script that guided them to 
first discuss the issue and then provide an answer to S1 (this was evident as more 
intense S2-S3 interaction in discourse analysis). By contrast, students in the control 
group had no reason to initiate an intense S2-S3 interaction since S1 was not socially 
differentiated. Directly addressing S1 on the raised issue was simply considered as 
addressing a peer during collaboration. The control students equally relied on their 
procedural knowledge (internal script) about collaboration, but the interaction within 
the triad was different because of not any role assigned. We consider this evidence as 
supporting the “Role as script configuration cue” principle during scripted activity.   

3.4 RS4: On the Role of Fading vs. Peer Monitoring Techniques  

Context. In another series of our studies we focused on the impact of two important 
scripting techniques in argumentation, namely ‘fading’ and ‘peer monitoring’. The 
fading technique refers to the gradual withdrawal (fade-out) of scaffolds, initially 
supporting students in skill development, in order for students to practice the acquired 
skills on their own capacity. The impact of the fading technique has been explored in 
closeness with the concept of ‘scriptlet’, which denotes the procedural knowledge 
(‘how to’ knowledge) of sequencing the steps in a –usually- small scale activity and 
achieving a particular objective. For example, knowing the sequence of constructing 
an argument (i.e state a claim, then provide evidence and add a warrant, that is, an 
inference linking the evidence to the claim) is considered as a ‘scriptlet’ in the 
framework of script theory [1].  



106 S. Demetriadis 

Research has investigated the impact of fading scaffolds to leave room for students 
for practicing the skill unaided (e.g. [37, 38]). However, the outcomes have been con-
flicting and some researchers suggest that the impact of fading is enhanced when the 
peer-monitoring technique is additionally implemented during the activity (e.g. [37]). 
Peer monitoring (PM) refers to a situation in which one learning partner can monitor 
the contributions of the other and provide focused feedback on his performance. It is 
expected that implementing “peer-monitoring” will guide students to recall both do-
main-general and domain-specific details and provide useful corrective feedback to 
their peer [39]. The reader should note at this point that the peer monitoring tech-
nique, when seen from the perspective of transactivity, is a technique that increases 
the transactive form of dialogue, since it triggers and encourages reasoning on peer 
articulations. To evaluate the impact of fading and peer monitoring we developed a 
web tool (‘iArgue’) for implementing online argumentation activities with these two 
techniques [40]. In a first study, thirty four (34) students collaborated remotely in 
dyads (in lab conditions) on a task guided by a scriptlet for argument construction 
[41]. The dyads were distributed in (a) the control group (continuous scriptlet support) 
(N=10); (b) the fading group (the scriptlet faded out after some student posts) (N=10), 
and (c) the peer-monitoring group (continuous scriptlet support and, additionally, 
prompting and guiding the students to monitor their peer contributions; thus, peer 
monitoring was compulsory) (N=14). In a second follow-up study of similar design, 
we explored whether we could replicate the outcomes of the first study simply by 
suggesting and encouraging students to implement peer monitoring [42]. Fifty (50) 
students participated, collaborating also in dyads which were randomly distributed in 
the same three conditions: (a) control (N=14); (b) fading (N=14), and (c) peer-
monitoring (N=22) (PM was suggested but was not compulsory).  

Results. Results of the first study (PM compulsory) revealed that students in the peer-
monitoring condition outperformed those in both the control group and the fading 
group in domain-specific knowledge acquisition post-test items. Available evidence 
support the view that enriching the argumentation activity with the peer-monitoring 
technique can substantially improve learning outcomes, while simply fading-out the 
scriptlet component does not seem to improve student learning in any aspect. Results 
of the second study [42] indicate that -although there is a tendency in favor of the PM 
group- differences in learning outcomes do not reach statistical significance this time. 
Analysis of online discussions log files made evident that students did not consistent-
ly applied the peer monitoring technique as in the first study.   

Implications. Concluding from the two studies we argue that peer monitoring during 
argumentation has a positive impact on student domain-specific learning. Considering 
that PM enhances the transactive form of dialogue, we interpret this outcome as addi-
tional evidence in favor of engaging students in ‘transactivity fostering’ tasks (“Task 
to foster Transactivity” principle). However, it is also clear that when the transactivity 
fostering task is not compulsory then the expected benefits may be significantly wea-
kened, as students with low motivation might not engage in the task and do not prac-
tice the suggested interaction. One can go further generalizing, stating that instructors 
can improve collaborative learning outcomes by increasing script coercion in ways 
that a transactive form of the discource is supported. We argue that this is a point to 
be seriously considered when practicing scripting.  
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4 Implications for Educators and Technology Designers  

The principles presented in the preceding sections can be summarized as follows: 

• “Script Appropriation”: External scripts initiate a student group appropriation 
process, as a social process entailing shared understanding development, negotia-
tion and group self-organization.  

• “Coercion on Explicitness”: External scripts that compel students to provide writ-
ten external representations of their thinking should be expected to result in better 
learning outcomes, when other principles are not violated (for example the ‘op-
timal external scripting level’ principle).   

• “Role as Script Configuration Cue”: Assigning a role to a partner may trigger 
other teammates as well to activate relevant inner script components, which, in 
turn, could have substantial impact on peer interaction.  

• “Task to foster Transactivity”: Engaging students in ‘transactivity fostering’ tasks 
(such as peer monitoring) should be expected to result in better learning out-
comes, when other principles are not violated (for example the ‘optimal external 
scripting level’ principle).  

The “script appropriation” principle provides a perspective in conceptualizing the 
external-internal script interaction, emphasizing the social process through which 
groups adopt external guidance, develop their “own” script view and confi-
gure/activate/re-configure respective forms of internal scripts. The implication for 
educators is that the appropriation process should be anticipated as an essential part of 
the scripted activity, it should be encouraged, so that student groups explicitly state 
and negotiate their (mis-) understandings, and also be skillfully managed when key 
aspects of the script should be implemented intact or else the didactical power of the 
script may be severely harmed [12]. The implication for designers, in defining speci-
fications of technology tools for scripted collaboration, is that the appropriation 
process should be considered and supported during script design and runtime phases. 
A possible idea is that script editing tools provide the functionality for designing on-
line discussion activities where the various aspects of the proposed script (phases, 
roles etc.) could be discussed and negotiated in a structured manner. Also, editing 
tools could provide notation for emphasizing core non-negotiable components of the 
script (possibly enabling also teachers to provide metacognitive level support to clari-
fy the reasons of non-negotiability).  

The “role as script configuration cue” principle provides incentive toward develop-
ing role-relevant functionalities (such as a role-based inventory and role editing  
operations) for flexible role setting and assignment while editing the script. Efficient 
technology tools for role management in script design (for example, creating a role 
prototype, link the role play to a specific scriptlet, select which role to assign to a 
peer, etc.) can positively affect the configuration and enactment of appropriate student 
internal scripts during script runtime and further support teachers in their own role as 
‘directors’/‘orchestrators’ of the activity.   

Finally, the “coercion on explicitness” and “task to foster transactivity” principles 
could possibly be merged to form the “coercion on student actions and tasks that fos-
ter transactivity” principle. This means that script features (activities, roles, tasks, 
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etc.) that promote the transactive form of dialogue should be strongly encouraged and 
also be required from students when the situation permits. Currently, we prefer not to 
merge or restate the two proposed principles as the learning benefits associated with 
“explicitness” cannot be univocally attributed only to transactivity and further  
research is needed on this aspect. From the perspective of the designer these two prin-
ciples suggest that editing tools for scripted collaboration should offer to users the 
functionality of integrating and highlighting transactivity-fostering script features 
(tasks etc.) in the activity workflow, considering also the availability of regulative 
mechanisms that enable triggering the task either in compulsory or elective mode.  

Overall, these principles are presented as research-based inferences that advance 
our current understanding of the dynamic nature of collaboration scripting, enhance 
the script theory framework and provide also the basis for enriching the design space 
and editing capabilities of technology tools to support scripted collaborative problem-
solving activities. The specifications of script editing tools, that, have been typically 
integrating commonly implemented design patterns (e.g. [43]), can be updated to 
include also appropriation support, role editing capabilities and transactivity support 
functionality as proposed by the presented principles.  
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Abstract. In this paper, we propose an environment to support collaborative 
modding, as a new way to learn a subject. Modding can be defined as the activity 
to modify an existing game with dedicated tools. In a constructivist approach, we 
base our work on the assumption that modding a learning game can help learners 
to acquire the concepts of the subject concerned. We also think that modding in 
collaborative settings can help learners both to learn the subject and to learn to 
collaborate. We first propose a framework to support collaborative modding 
activities based on four components: the game, the Game Development Kit 
(GDK), contextual discussions and a knowledge map. We then propose an 
architecture that integrates these components on a unique platform. We finally 
present the results of a first exploratory study that demonstrates the feasibility 
and the interest of this approach for learning and the need for integrating 
collaborative tools in a unique environment. 

Keywords: modding, game development kits, learning game 2.0, collaborative 
learning. 

1 Introduction 

During the last decade, new tools have emerged in the field of video games in order to 
allow novice developers to create their own games. These tools are called “game 
editors”, “game factories” or “Game Development Kit” (GDK). Meanwhile, playing 
learning games has proven educational benefits by immerging learners into a world 
where they have to invest themselves intellectually and mentally to progress, to face 
challenges or to accomplish quests. In this article, we are interested in a new way to 
learn the knowledge of a domain: modding learning games. Modding can be defined as 
the activity to modify an existing game with dedicated tools. 

As we show in the state of the art, few studies have focused on this method of 
learning in education. Those who were interested in this method mainly used it to learn 
programming. The work presented in this paper explores new uses of learning by 
modding and proposes a generic framework to support collaborative learning activities 
based on modding. The relative works on learning by modding is presented in Section 2. 
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We explain in Section 3 the learning approaches supported by the activity of creating 
and modifying the content of a learning game in a collaborative way. We then present 
the framework and the tools we propose to support this activity (Section 4). As this 
research is exploratory, we finally present the results of a first study with 16 
participants (Section 5 and 6). This study aims to test the interest of the approach and 
the proposed environment. We finally conclude with discussions and further work. 

2 Learning by Modding: State of the Art 

2.1 Users Becoming Programmers 

At the beginning of gaming, the only way to modify a video game was to access its 
source code. Fortunately, the emergence of new types of editing tools provided users 
with easy access to the core of the game. The most basic way to modify a game for a 
user is to access its settings. Most games allow modifying for example the display 
mode or the level of difficulty. During the 80s, new types of tools arrived: level editors. 
They have contributed to the success of Lode Runner, one of the first games that 
allowed users to describe by themselves the initial state of a level (Djaouti, 2011). 
Nowadays, players have access to many different game engines allowing them to 
completely change the behavior of a game to convert it into a new one. 

Tavares and Roque (2007) have highlighted the advantages for a game to be 
designed by a lot of players mixing a lot of ideas, instead of a few professionals. 
According to Volk (2008), “the roles of game designer and game player are obviously 
not a binary one, since every level of participation can be found in the modding 
movement”. In the same thought, we understand that video games need both 
professional design and fans ideas. As both roles exist, modding tools have to be 
adapted to these different profiles.  

Web 2.0 has grown thanks to the WYSIWYG (“What You See Is What You Get”) 
editors. By analogy, the game 2.0 is becoming accessible to all thanks to a new 
generation of tools, providing users with a good representation of the game. Djaouti et 
al. (2011) define game 2.0 as any application allowing a user to create, share and play to 
a game content. Within this approach, some tools have been created to simplify 
programming (Moshirnia, 2007). These tools aim to increase the expressiveness of the 
mode of representation while reducing its complexity. They are often composed of two 
interfaces: one to edit the initial state of a scene or of a game level, and the other to 
modify the behavior of the game. 

The drag and drop of objects from a library to the game is an example of possibility 
opening up level editors to a wider audience. Interfaces that offer the possibility to 
modify the behavior of a game are also becoming increasingly visual, as these 
examples show: 

─ Stencyl and Flip allow users to program a game without writing any code. Some 
blocks (“if”, “then”, “Boolean” ...) and existing functions can easily be dragged, 
dropped and ordered in a structure corresponding to the behavior of the game. 
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─ Warcraft III editor offers further possibilities with a representation of the rules on the 
shape of triggers (composed of an event, conditions and actions). So programming 
concepts such as loops and functions are implicit and do not require to be known by 
the developer. 

─ Kodu Game Lab and Game Develop use an even simpler way to represent the 
behavior of a game: rules consisting only of conditions and actions. The game 
engine works as if the conditions were constantly tested, and corresponding actions 
triggered if necessary. This system is so simple that Kodu allows children to design 
their own games. Kodu also allows access to the behavior editor within the game 
itself: to select an object leads directly to the list of the rules that define the behavior 
of this object. 

These editors are just a few examples of those developed recently. For more details, 
Djaouti, Alvarez and Jessel (2010) present a study of fifteen “gaming 2.0” tools and 
explain how they support the design of serious games. However, Postigo (2008) has 
shown the limits of modding proprietary games. In such games, modders do not have 
the right to share their creations. That is why we mainly studied free games and free 
GDK for educational purposes. 

2.2 Experiences of Modding in Educational Contexts 

Loh and Byun (2009) have created a serious game by modding the NeverWinter Nights 
2 game. They created Saving Adryanee, a game whose “in-game” objective is to create 
a healing potion, and whose educational goal is to teach the concepts of chemistry. This 
complex work was conducted by a team of four persons in just two months, thanks to 
the experience of those who have conducted modding projects before them. As in this 
study, experienced developers and beginners usually communicate using Web 
collaboration tools (chat, forums), or sometimes tools integrated into the game itself 
(conversations between avatars in online games). Strong support exists within these 
communities, allowing new developers to quickly overcome the problems they meet. 
Based on this experience, the authors show that “instead of waiting for new serious 
games to be made available, the students and teachers could learn to use GDKs as 
learning tools. For instance, all high school freshmen may be required to learn the 
GDK, and to use it as one of the project presentation tools throughout high school.” 

In several studies, modding has been used as an activity for learning programming. 
Students were able to create mods themselves. For instance, McAtamney, O’Shea and 
Mtenzi (2005) make students use the Crytek engine to model the future of their 
university campus. Through this experience, students have learned how to use C++, 
direct X and the scripting language LUA, while developing their skills in mathematics, 
physics, 3D design and event-driven programming. In another study, El-Nasr and 
Smith (2006) showed that there are different modding tools adapted to different types 
of learners. They experienced the Warcraft III Editor with high school students so that 
they learn the basics of algorithms. Students were able to create a game in just three 
days. They then used Web Driver and Unreal Engine 2.5 with students in Computer 
Science. In addition to the technical skills acquired, these experiences have enabled 
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students to become familiar with the software development process. Indeed, the steps 
of a mod development (specifications, design, implementation, and test) and the steps 
of software development are roughly the same (Cignoni, 2001). 

3 Learning Activities Based on Modding 

3.1 Learning Content with a Constructivist Approach 

Up to now, studies have shown that modding has mainly been used to teach computer 
science. We believe that modding can be used to learn in any domain. With modding, 
the content of a learning game could be the learning goal (Monterrat, Lavoué & 
George, 2012). In fact, if learning games help to acquire the knowledge contained in the 
game, we can assume that changing these games can be appropriate to deeply learn a 
subject. Oblinger (2006) explains that the educational potential of a learning game 
depends on the level of involvement of the player. The goal of our study is to create 
good conditions of involvement by allowing the player to change the game. A 
moddable learning game provides the user with a new way of learning with a game. 
This idea is clearly consistent with a situated approach of learning (Lave and Wenger, 
1991), offering the user a way to build knowledge while designing part of a game. 

Somehow, we want to allow a learner to play a teacher role by designing an 
educational game that others will use to learn. Teaching knowledge involves a deeper 
level of understanding, so it is a good way to learn. With modding, we can propose to 
the learner to play the role of the teacher to reach another level of expertise. As 
suggested by Loh and Byun (2009), students can be asked to create serious game mods 
for use by others in order to demonstrate their understanding in the selected subject. 
Furthermore, learners are led to seek further information by themselves, so they can 
acquire concepts that go beyond the knowledge of the teacher. According to the Magic 
Bullet model (Becker, 2011), the learners will increase the “external learning” (what 
learners will look outside of the game), and include it in the “mandatory learning” 
(knowledge which is necessary to have in order to progress in the game). Then, the 
evolution of the game will benefit the future players during a new learning session. In 
addition, this method of learning by modding allows the knowledge to evolve in order 
to be always up to date, like a wiki users keep faithful to the current world that is 
constantly evolving. Such a game can also be well adapted to different kinds of learners 
by being modified by the learners themselves. 

3.2 Collaborating to Learn and Learning to Collaborate 

According to Scacchi (2011), modding is a way to learn to work with others as a person 
who creates a mod trains to work in a team and to manage a group project. During the 
experiments of El-Nasr and Smith (2006), the students first learnt to divide the tasks 
among groups of two and share their skills. They then went beyond, exchanging with 
other groups because they understood that communicating about their project and 
discovering others would be beneficial. In bigger projects, modding also teaches how to 
manage a team and sometimes how to resolve conflicts. For example, Loh and Byun 
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(2009) have shown that, when they develop a mod, they cannot freely change the 
planned format of the game without offending the writer of the team. Moreover, when 
the number of people involved in a modding project grows, more errors and problems 
could appear but the quality of modding could be higher and a self-regulation 
mechanism may occur.  

Ang, Zaphiris and Wilson (2005) have studied this “self-regulation mechanism” in 
communities that write wikis. We totally meet up with the idea that “by engaging 
learners to construct something meaningful and sharable with their peers, learners can 
learn by putting the knowledge into practice”. The same phenomenon can occur during 
learning games modding, provided the game is designed as a collaborative media and 
modding is seen as a collaborative activity. In this way, we propose in this paper an 
approach to let the learners collaboratively modify the knowledge embedded in the 
game, as a wiki reader could participate to the document writing. In order to support 
this approach, we propose a particular framework in the next section. 

4 An Environment to Support Learning by Modding 

4.1 A Framework for Integrating Collaborative and Pedagogical Aspects 

In this section, we propose a framework supporting collaborative modding in the 
context of learning activities (see Figure 1). This framework aims to help learners to 
acquire the knowledge of a specific domain predefined by a teacher. This framework 
consists of three parts: (1) the GDK associated with the game, (2) contextual 
discussions and (3) a knowledge map. The identification of these three main parts of the 
framework and their relationships are our main contribution for a computer supported 
collaborative learning by modding environment. 

Game and GDK  
Games are usually divided into several distinct areas called levels, worlds or cards, 
according to the game. We generically call them “scene”. Other elements compose a 
video game: textures, sounds, characters, items, etc. We call them all by the generic 
term “object”. Each scene of a game consists of a set of objects and a set of rules that 
describe their behavior. The GDK (Game Development Kit) is the tool associated with 
a game that allows modifying it. On the one hand, the GDK should to be simple enough 
for a quick start, with no programming skills required. Even if modding requires a 
learning step, this phase should be as short as possible so the user can work on the 
content of the game from the beginning. On the other hand, the GDK should be rich and 
powerful enough to allow the modder to modify the structure of the game in depth and 
to define new behaviors. A system of rules based on conditions and actions (as 
proposed in Game Develop) seems to be a good compromise. These rules allow 
manipulating the objects of the game, each object type having conditions and actions 
associated with it. A rule can be composed of any number of conditions. If there are 
none, the action is triggered continuously. If a rule contains multiple conditions, they 
all must be checked so that the action is triggered, as if they were separated by the 
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logical operator AND. The easiest way to perform the logical operator OR is then to put 
the conditions in different rules. Here are some examples: 

─ Condition for a sound: “Is the sound <victory sound> played now?” 
─ Condition for the keyboard: “Is the left arrow pressed at this time?” 
─ Action for a sound: “Play the sound <explosion>”. 
─ Action for an image: “Move the image <Avatar> 10 pixels to the left”. 

 

Fig. 1. Framework for a collaborative learning activity based on modding 

Contextual Discussions  
To work together, modders should initially be able to share ideas and opinions; to make 
the game emerges from collective choices. They also need to share the elements of the 
game so that it is actually the result of a collective work. A social platform supporting 
discussions and sharing of elements seems necessary. Contextual discussions have 
proved to be useful in educational distance situations and could be implemented for 
instance with contextual forums (George, 2004). That is why we propose to link 
contextual discussions to each elements of the game (for instance scenes or object, D-G 
links on Figure 1). They help students to have structured discussions on the game 
elements on which they are working. In the context of a modding activity, these 
discussions can take place in virtual spaces in order to let the learners exchange on 
knowledge. These contextual discussions can also be a way for the teacher to monitor, 
help and communicate with the students during the activity at a distance. 
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Knowledge Map  
The knowledge map developed by the teacher contains the knowledge of the domain to 
learn. On the one hand, each knowledge element is linked to one or several elements of 
the game that allow learning it (G-K links on Figure 1). On the other hand, each 
knowledge element is also linked to a discussion (K-D links on Figure 1), allowing 
students that work on the same elements to discuss on it. Here are two examples of use 
in educational contexts: 

─ The knowledge “knowing how to apply the law of gravity” could be linked to a set of 
rules simulating this law in the game, and to a discussion between students about 
gravity relative to the size of the planet. 

─ The knowledge “knowing how to recognize a platypus” could be linked to the scene 
of a zoo and to a discussion of the differences between reptiles and mammals. 

We suggest that the teacher is the supervisor of the learning activity by modding. 
The teacher is the expert of the domain knowledge and has to take into account the 
different student’s profiles when preparing the learning by modding situation. With 
such a framework, the teachers’ tasks are: 

─ To develop a learning scenario in accordance with the educational objectives. 
─ To create the first elements of the game that the players will modify. 
─ To manage and to monitor the modding activities to help learners (technically or 

cognitively), and ensure they meet the objectives. 
─ To evaluate the learners. 

4.2 Integrating Tools to Support Collaborative Modding 

We argue that the game and its corresponding GDK have to be integrated in a unique 
platform. Otherwise, switching from the game to the GDK, and from the GDK to the 
social platform could be a barrier for learning. That is why these 3 facets of game 
modding (game, GDK and discussions) have to be parts of a unique tool, as illustrated 
on Figure 2. Some studies have highlighted this need, for instance, McAtamney et al. 
(2005) noted that, in a modding activity, the students choose to use the Crytek engine 
particularly because it offers all the necessary tools (object database, scripting language 
and 3D tools) in a single environment. Furthermore that aspect matches to the 
definition of Game 2.0 given by Djaouti et al. (2011). 

For the activity to be collaborative, it is essential that the game elements are stored 
on a server. Each user (client) must also have a local version of the game in order that 
individual tests do not affect the collaborative project. We propose to save scenes (S), 
objects (O) and rules (R) in a xml file that contains links to the files corresponding to 
the manipulated objects (images, sounds, ...). In this way, it is then easy to manage this 
set of files with a version control system we have included in the platform (in our case, 
SVN). The two main SVN commands are “update” (update the local version of the 
game) and “commit” (apply our changes to the collective project). Because game 
development involves the possibility of errors, the system should also save on the  
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server earlier versions of the game and provide access to all these versions. Finally, a 
version control system can also merge two projects when necessary, for example when 
two learners have made changes at the same time on the same game. 
 

 

Fig. 2. Architecture of a collaborative learning by modding environment 

5 Exploratory Study 

5.1 Context and Participants 

16 persons participated in this study. The participants were mainly students in higher 
education (n=14) and a few retired persons (n=2). 7 participants had prior knowledge 
on programming.  

We proposed to the participants a prototype of modding environment. This 
prototype is an implementation of the system described in the previous section. 
According to an iterative approach, we focused this first experiment on the 
collaboration functionalities and we decided to not implement the knowledge map in 
this version. This prototype combines existing software, each addressing some of the 
requirements. 

We chose a GDK called “Game Develop” to be the basis for our application. A wide 
range of conditions and actions included makes this editor expressive enough to create 
any kind of 2D games. In addition, the rules displayed in ordinary language makes it 
understandable by people without programming skills. The game was based on a 
central scene in which the player can find doors that give access to three other scenes. 
These three scenes were already created in the game, so that the students could modify 
them. The interface was pretty basic, in order to facilitate the use of the game by 
novices. 
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To support the discussions, we created a contextual forum available in a browser, 
using HTML, PHP and MySQL. In this way, each scene of the game has its own 
discussion thread. In parallel, the project teamwork was managed with SVN software, 
which allows multiple users to work remotely on common files while maintaining their 
versions up to date.  

In order to unify the tools, a unique program, created in C language, started Game 
Develop (on the team project) and a browser (on the forum of the team) in one click. 
The participants had therefore to follow these steps at each use: 

1. UPDATE (update of the local project with the contributions of other members). 
2. Searching, modding, participating in discussions, etc. 
3. COMMIT (update of the collective project on the server-side with the local 

version of the project). 

5.2 Research Questions and Methodology 

We used an exploratory approach in this study, as we still know little about the use of a 
modding environment for learning. In line with the objectives of the environment we 
propose, this study aims to study: 

─ The interest of a collaborative modding activity for learning.  
─ The effect of the collaborative tools we integrated in the learning activity. 

The participants were asked to modify the game by using Game Develop so as to 
learn the Esperanto language. We divided the 16 participants into two groups: a test 
group and a control group. The test group was provided with the collaboration 
functionalities of the prototype (the contextual forum and the SVN). The members of 
the control group had to find by their own the means to communicate and exchange 
their parts of the project.  

Each group was divided into two teams of 4 members (teams A and B in the control 
group, teams C and D in the test group). Each team has conducted the modding activity 
according to three main phases: 

1. In presence course, by class: 

• The students assisted a course on the basis of Esperanto during one hour.  
• They then had a few minutes to play the game to be familiar with it. 
• They finally were trained to use the GDK during an hour, with the help of the 

teacher. 

2. During a week, the students were asked to collaborate at a distance (by group of 4) to 
modify the game according to the instructions. We advised them to “mod” during 
about 1:30 hour, with the possibility to do it in several times. 

3. After this modding phase, the students of each team could play the game modded by 
another team in the same group (test or control).  

We collected several data on this activity: 
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─ The game that has been developed by each team. The teacher who made the course 
on Esperanto has evaluated these productions. 

─ The answers to a questionnaire about their opinion on the activity and the proposed 
environment. 15 participants answered the questionnaire at the end of the study. 

6 Results 

6.1 General Results on the Activity 

We first report the observations made by the teacher who monitored the work of the 
participants during the study: 

─ The members of the team A (control group) allocated tasks and performed only the 
requested work for the activity.  

─ Only two members of the team B (control group) were involved in the project, the 
other two members have encountered technical problems.  

─ The team C (test group) has been the most active and has produced most advanced 
game. 

─ The members of the team D (test group) have not worked at home; they did not give 
any production. 

We analyze in this section the responses of the students to the questionnaire with a 
global approach. We also report their opinion on the modding activity they carried out: 
the interest for the modding activity, the learning opportunity and the interest of playing 
the game modded.  

According to Table 1, almost all participants were interested in the collaborative 
modding activity. Furthermore, most of them enjoyed the activity. Those who did not 
enjoy are the members of the team D who gave up the activity. These results confirm the 
potential of this type of activity for the involvement of the learners. As stated by a 
participant: “Although I'm not a game player, I liked a lot this way to learn Esperanto”1. 

Table 1. Responses to the questionnaire on the interest of the activity (n=15) 

 Not at all Not much Yes a little Yes 
“Were you interested in the 
activity?” 

0% 7% 13% 80% 

“Did you enjoy the activity?” 0% 13% 33% 53% 
 
We asked the participants about the pleasant aspect of this educational approach: 

                                                           
1 These responses in French have been translated into English in accordance with their original 

meaning.  
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- “Finally, we feel we have created something (sense of being useful), as opposed to 
a project whose outcome is simply a PowerPoint presentation or a report. I find it is 
rewarding”. 

- “Creating a game that aims to teach Esperanto to someone else is a good idea 
because, firstly, we learn Esperanto content by creating this game and, secondly, we 
have the feeling that it could be useful for other learners!”. 

- “The fact that the learning activity leads to a concrete “object”, in this case a 
game”. 

As shown in Table 2, the results let us think that the activity helped participants to 
learn Esperanto. They not only learned during the course, but also by modding the 
game and by playing the game developed by the other participants. Those who did not 
learn Esperanto are the members of the team D who gave up the activity. 

Table 2. Responses to the questionnaire on the way to learn Esperanto during the study (n=15) 

 Not at all Not much Yes a little Yes 
“Did you learn notions of Esperanto  
by this activity?” 

0% 7% 20% 73% 

“Did you learn notions of Esperanto  
by trying to mod the game?” 

13% 0% 60% 27% 

“If you have tested the modifications 
made by the others, did you learn  
new vocabulary?” 

13% 7% 33% 47% 

 
We also asked the participants if the aim of the activity (to learn Esperanto in a ludic 

way) has been reached. The responses are encouraging (1): 
- “Yes, because I felt that I was playing so I had fun trying to mod the game. I 

realized once the experiment is finished that I remember very well what I have learned 
in a ludic manner”. 

- “Yes! For once this is a subtle way to tackle pedagogy, placing barriers to work a 
language in a clever manner, without thinking about it. A success in my opinion”. 

We then asked the participants for comments about the interest of playing the game 
developed by other participants (1): 

- “It was a good idea, and we continue to learn when we try the other games”. 
- “This is very interesting, because it allows you to see other people's ideas and to 

test other Esperanto exercises”. 
These comments show that modding can be a peer learning activity as learners can 

learn with the productions of the others. 

6.2 Results on Modding with Integrated Collaboration Tools 

In this section, we analyse the results per team, so as to study the impact of the use of 
integrated collaboration tools (test group) on the activity. We have first observed the 
games developed by the participants. We present in Table 3 the level of the productions 
of the four teams for the modding activity, according to two criteria:  
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─ The level of modifications made in the game: simple (copy of rules by changing the 
text, that was sufficient to follow the instructions) or advanced (modifications of 
rules, advanced modifications of the behaviour of the game). 

─ The level of integration of elements of the domain (Esperanto): only vocabulary 
taught during the course; also concepts taught during the course; or new concepts or 
vocabulary on Esperanto. 

Concerning the accessibility of the modding activity, 4 participants that had no 
programming skills succeeded in making advanced modifications in the game. More 
generally, the results show that previous programming skills have no impact on the level 
of the productions delivered by the students and on their involvement in the activity.  

Half of the participants have tested the modifications made by the other members of 
their team: 3 members of the team B and 4 members of the C. So the availability of 
integrated collaboration tools had no obvious impact on this result, as there is no 
difference between the control group and the test group. 

Table 3. Productions of the participants according to the programming skills (n=16).(P = 
Programming skills, M = Modifications in the game, U = Using vocabulary and concepts, T = 
Testing other games). 

 
 

While the results for the two control teams are rather similar, we observe that the 
results for the control teams are very different. While the team C has produced 
high-level deliverables, the team D gave up. As the members of the team D have gave 
up the activity, we cannot conclude on their way to carry out the activity. However, we 
observe that most of the members (3) of the team C have made advanced modifications 
in the game, against only one member in the teams A and B. Furthermore, all the 4 
members of the group C have integrated concepts taught during the course, against only 

Group Control group Test group

Name of the team A  B C D

Has programming skills P P P P P P P

Made simple modifications M M M M M M M M M M M

Made advanced 
modifications

M M M M M M

Used vocabulary taught 
during the course

U U U U U U U U U U U U

Used concepts taught 
during the course

U U U U U U U U

Used new concepts about
Esperanto

U U U U

Tested the modifications 
made by the other members 
of his/her team

T T T T T T T T
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one in the group A and two in the group B. Furthermore, 3 members of the group C 
have integrated new concepts in the game, while only one people in the other groups 
(group B) done this high-level activity. As a complement to these observations, 3 
members of the team C declare in the questionnaire that the SVN tool helped them to 
share the productions within their team (one non-response). We can so conclude that, in 
this exploratory study, the use of integrated collaboration tools helped the team C to 
produce more high-level productions than the teams A and B. We can also notice that 
programming experience have no influence in the acceptance, neither in the ability to 
deeply modify the game (4 advanced modifications on 6 have been done by learners 
without programming skills). 

The collaborative tools were also significant for the teacher, as they helped to 
manage the group. The forum was a way to send a message to all the members of a 
team, and the SVN was an easy way to access to their work when it was over. For 
instance, the production of team C was available on the SVN when it was time to give it 
back, whereas the control group teams have sent the work in several parts, so the 
teacher had to merge them manually. 

7 Conclusion 

In this paper, we have presented collaborative modding as a new way to explore 
learning games for educational purposes. Collaboratively modding games not only help 
learners to learn the content of the games, but also to learn to collaborate. Based on 
these assumptions, we proposed a software architecture to support such an activity. 
This architecture has been implemented in an environment composed of four elements: 
a game, a Game Development Kit, a contextual forum and a version control software. 
The results of an exploratory study show that this approach is accessible to 
non-programmers, that it is of interest to learners and that they can learn the concepts of 
a domain (the Esperanto language in this case). This study also shows the need for 
collaborative tools integrated into the modding environment to help learners to make 
advanced changes in the game. We are aware that such an activity requires more time 
than more traditional ways of teaching for both teachers and learners. Thus a teaching 
activity should not be based only on collaborative learning by modding, but it should be 
a part of it.  

Although this first exploratory study was conducted with a rather few participants, it 
leads us to identify the potential of such an environment. On a short term, we should 
focus our work on the development of an environment that better integrates all the 
needed functionalities on a unique interface. We should also integrate the knowledge 
map to test its utility in a following experiment. In fact, we believe that this innovative 
learning environment requires a larger scale experiment that could provide more 
quantitative results.  

Furthermore, we have proposed several tools for students but rather few for the 
teachers and/or tutors. One future issue of this work is the development of an assistant 
system for the teachers to prepare the modding environment. This system would help 
them to build the knowledge map, to link the knowledge with the elements of the game 
and then to monitor the students during the modding activity and to assess their 
productions. 
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Abstract. The Web-revolution in publishing and reading is rapidly in-
creasing the volume of online textbooks. Nowadays, for most of the sub-
jects, a selection of online textbooks is available. Such an abundance leads
to an interesting opportunity: if a student does not like how a primary
textbook presents a particular topic s/he can always access its alter-
native (e.g. more detailed or advanced) presentation elsewhere. Modern
e-learning environments could better support access to different versions
of instructional material by generating intelligent links between the text-
books sections that present similar topics and concepts. This paper re-
ports an attempt to investigate the problem of fine-grained intelligent
linking of online textbooks based on the probabilistic topic modeling
technology. Using collections of textbooks in two domains (Elementary
Algebra and Information Retrieval), we have demonstrated that intelli-
gent linking based on probabilistic topic models produces a much better
modeling quality than traditional term-based approaches.

Keywords: Hypermedia, Textbooks, LDA, Topic Model, Document Link-
ing.

1 Introduction

The vast amount of learning content available on the Web opens several opportu-
nities for adaptive educational systems supporting learners in finding the "right
content". Practically, in any domain, a learner can easily find online dozens,
hundreds or even thousands of instructional texts, tutorials and electronic text-
books. However, open-corpus resources are heterogeneous, they may organize
their content in very different ways: by focusing on different parts of domain
knowledge and covering the same parts with different levels of details, by using
different terms for the same concepts (synonymy) and the same terms for dif-
ferent concepts (polysemy), by aggregating and structuring domain knowledge
with different sets (or hierarchies) of chapters, sections, pages, etc. [9]
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The abundance of online textbooks results in interesting opportunities for
modern students: those not satisfied with presentation of a particular topic in
their primary textbook have a chance to access an alternative presentation from
a range of textbooks covering this topic. To turn this opportunity into practice,
modern e-learning environments should support their users by generating dy-
namic links between sections of different books that present similar topics and
concepts.

For example, imagine a learner reading a section about "Linear Equations
in Two Variables" from an Algebra textbook. The learner has problems under-
standing some parts of this section and decides to search for other textbooks
covering similar content in her/his e-learning system. Since the system has ac-
cess to multiple educational resources in this domain and understands semantic
relations between their parts and sections, it returned a ranked list of links to
relevant content of the other textbooks: a chapter titled "Linear equations (part
II)" in one book, a section titled "Solving linear systems of equations" in another
book, a subsection in the same book titled "Graphical solving of linear equations
in two variables", and a chapter titled "Solving equations" in a third book.

The idea of automatic links generation between related fragments of educa-
tional content has been pioneered by Mayes and Kibby [7]. The keyword-level
similarity-based approach suggested by them has been applied in a number of
systems and architectures since[5]. Unfortunately, the practical quality of sim-
ple keyword-level similarity linking appeared to be less than perfect, as it can
often link pages that were not really meaningfully related, which would result
in presenting a wrong page to the user. While similar technologies have been
often satisfactory in other domains, low quality of linking is unacceptable for
e-Learning systems. As a category of users, students are very susceptible to
the system’s failures and are rarely able to recover from those on their own.
Erroneous instructional material presented to a student can lead to confusion,
frustration, lack of motivation and, essentially, poor learning [6].

Another area of research that has addressed the problem of linking documents
based on their meaning is Semantic Annotation. Several systems have been built
capable of enriching online content with dynamic links to relevant documents
(e.g. COHSE [1] and Magpie [4]). Such systems are very good in recognizing
special named entities (such as names, places, organizations as well as quan-
titates, dates, times etc.), and detecting keywords that match concepts names
in a source ontology or a thesaurus; unfortunately, they disregard the rest of
the content. This is an effective approach for general information access, but
it is ill-suited for the educational domain. Instructional content rarely contains
specially formatted entities; and one cannot expect that similar documents in
two different textbooks from an arbitrary subject will be always using the same
keywords.

This paper reports an attempt to re-investigate the problem of fine-grained in-
telligent linking of online textbooks using a popular approach to probabilistic topic
modeling known as Latent Dirichlet Allocation (LDA). LDA [2] is a statistical
model that automatically extracts topics from a collection of documents. Over the
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last few years, this technique has been applied successfully for discovering seman-
tic models in large, heterogeneous and unstructured (or lightly-structured) collec-
tions, such as scientific journal papers or collections of news posts [2,3]. However,
there is no known attempt of using this technique for modeling hierarchical struc-
tured collections, such as textbooks for the task of document linking. Our challenge
has been to explorewhether LDA can be applied within domain-specific collections
of hierarchically structured educational content and can successfully support in-
telligent linking of online textbooks.

A study presented in this paper uses a collection of textbooks in two domains
(Elementary Algebra and Information Retrieval) to explore whether intelligent
linking based on probabilistic topic models can achieve a better quality of section-
level textbook linking than previously used term-based approaches. To maximize
the quality of the new technology, we also explore some important parameters
associated with the application of LDA-based approach in hierarchical textbook
context and report the performance results.

2 Linking Documents Using LDA

LDA topic models are generative probabilistic models that conceive each docu-
ment as a mixture of topics and each topic as a mixture of words. LDA represents
documents by a probability distribution over the topic space and defines topics
as a probability distribution over the vocabulary of the collection. For building
the model, a collection of documents is inputed to LDA. The algorithm itera-
tively assigns a topic to each word in each document and adjust the topic-word
probabilities. The process can be seen as an optimization problem, in which the
LDA mechanism continuously minimizes the number of "highly probable" topics
per document and, at the same time, minimizes the number of "highly-probable"
words per topic [2,10]. This leads to topics incorporating words that often occur
together. LDA receives as inputs the number of topics to discover and the two
prior (hyper) parameters to control both the sparsity of topic distributions in
the documents and the sparsity of word distributions in the topics (the LDA
setup for this specific project is explained in more details in Section 4.3). Once
the model has been built, each document is represented as a probability vector
over all the topics, and each topic as a probability vector over all the words
in the vocabulary. Documents are discriminated based on different concentra-
tions of topic probabilities. Taken the topic representations of the documents,
the homogeneity between them can be computed using distance or similarity
measures [10]. In our case, once we have a vector representation of all chapters,
sections and subsections of the textbooks, we can proceed to compute similar-
ity among parts of different books and, for each book part, create a ranking of
similar other-books’ parts. As we will see in the next section, there are some
issues regarding the hierarchical structure of the textbooks to consider in order
to obtain meaningful topic distributions of all book parts.
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3 Research Questions

The main goal of this work is to explore the use of probabilistic topic models for
generating high-accuracy linking of textbook parts (chapters, sections and sub-
sections). The LDA-produced topic models are examined against the standard
term-based models. The first research question is:

Q1 Will probabilistic topic modeling produce a more accurate linking of textbook
parts than the common term-based approach?

The key aspects to consider are the characteristics of textbooks. Textbooks are
hierarchically organized and the content of each chapter, section or subsection is
the aggregation of its children’s contents. The assignment of topic distribution
among parts of the textbooks on different levels should consider these charac-
teristics for a correct representation of each document’s content. This leads to
the second research question:

Q2 How to incorporate hierarchical structures of textbooks in probabilistic topic
models?

We need a topic model to correctly represent each document (each textbook
part) as the aggregation of the content of its sub-parts. One option is to build
the topic model from all textbook parts with aggregated content, for example,
a section aggregates the content of the subsections and in this form is input
to LDA. However, this approach seems to "confuse" LDA as demonstrated by
results of our preliminary tests. Other, more reasonable approach is to consider
building the model using only documents that have actual (textual) content
(usually terminal or leaf nodes, i.e. sub-sections) and further options for indexing
the intermediate nodes (i.e computing the topic distribution of chapters and
sections). We consider two approaches:

a) Aggregate topic distributions along the hierarchical structure of the textbook
while weighting sub-topics’ distributions by their sizes. For example, the
topic distribution of a section is the aggregation of the topic distributions
of it’s subsections. The following formula explains the aggregation of topic
distributions for a specific book part d.

Ψ ′
d =

∑

c∈Cd

(
scΨc

)
+ sdΨd

∑

c∈Cd

(
sc

)
+ sd

(1)

Ψd and Ψ ′
d are the topic distributions of the node d before and after the

aggregation, respectively; Cd is the set of child nodes of d, Ψc is the topic
distribution of the child c, sc and sd are the sizes measured as the number of
words in the respective document. For simplicity, hereafter, we refer to this
option as Topic Aggregation (TA).
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b) Re-index the aggregated content of intermediate documents using the infer-
ence mechanism provided by the topic model. This means, after the model
is built, a version of the collection is created, in which each chapter and sec-
tion contains the text content of all its children nodes. Then, each aggregated
document is inputed to the built LDA model to obtain its new topic distri-
bution. From now on, we refer to this approach as document Re-Indexing
(RI).

Additionally, since individual textbook models reflect corresponding individ-
ual views on the domain stemming from differences in terminology that different
authors may use, we are interested to explore the potential added value of build-
ing unified topics model using several books. We expect that a model built using
multiple textbooks will reflect a better (more complete and objective) under-
standing of the domain and will support better document linking than a model
built using a single textbook. For simplicity, we further call these options Mul-
tiple Book (MB) and Single Book (SB), respectively. Thus, the third research
question is:

Q3 Will the model built using multiple textbooks (MB) produce a better document
linking compared to a model built using a single textbook (SB)?

4 Experiment Design

We have conducted several experiments building LDA from textbooks in two
domains: Elementary Algebra and Information Retrieval. Resulting topic models
are used for computing similarity between the parts of different books in each
domain. The evaluation approach compares the list of similar documents found
by the LDA models and the baseline term-based model with an "ideal" document
mapping provided by experts.

4.1 Textbooks

Four Algebra and five Information Retrieval textbooks were used in the study.
For further references, the textbooks are labeled as BOOK1, BOOK2, etc. For the
both domains, topic models in the Single Book condition (SB) are built based on
BOOK1, and BOOK2 is used for evaluation. For Algebra, BOOKs 1, 3 and 4 are
used for building topic models in the Multiple Book condition (MB); and, in the
Information Retrieval domain, BOOK5 is additionally used for this. A sequence of
technical procedures was performed on the contents of the textbooks: the text was
converted to lowercase, stop-words and additional frequent words in the domain
(i.e.: "exercises", "solutions" in Algebra) were removed.

Elementary Algebra Textbooks.

1: Elementary Algebra, by W. Ellis & D. Burzynski.
2: Elementary Algebra - v1, by J. Redden.
3: Understanding Algebra, by J. Brennan.
4: Fundamentals of Mathematics, edited by D. Burzynski & W. Ellis.
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Information Retrieval Textbooks.

1: Introduction to Information Retrieval, by C. Manning, P. Raghavan & H.
Schütze.

2: Modern Information Retrieval, by R. Baeza-Yates and B. Ribeiro-Neto.
3: Finding Out About, by R. Belew.
4: Information Storage and Retrieval Systems, by G. Kowalski.
5: Information Retrieval, by C. van Rijsbergen.

4.2 Ground Truth

As the ground truth, we used manual mappings of the two textbooks (BOOK1
and BOOK2) made by groups of experts in both domains. Overall, ten experts
contributed: one professor and six PhD students from the School of Information
Sciences at the University of Pittsburgh; three researchers from the Centre for e-
Learning Technologies at DFKI. In the Algebra domain, five chapters of BOOK1
were mapped to BOOK2. In the Information Retrieval domain, four chapters of
BOOK1 were mapped to BOOK2. To obtain more objective judgements, for each
chapter, two experts were providing the mapping. A dedicated Web-interface was
developed to facilitate the mapping task. Specific instructions were given in order
to have a consistent mapping results: i) every chapter, section and subsection
of BOOK1 had to be mapped to zero or more parts from BOOK2; ii) mapping
had to be as accurate as possible; iii) mapping could relate book parts from
different levels (for example, sections could be mapped to chapters, sections, or
subsections); iv) it had to be taken into account that the content of a textbook
part is the aggregation of the content of its subparts. Additionally, experts had
to assign to every mapping a level of relevance and a level of confidence, both
ranging from 1 to 3 (low, medium, high). A score for each match was computed
by multiplying the relevance and confidence levels. The final score of each match
was computed as the sum of the scores provided by both experts. Non-matched
parts of BOOK2 were assigned with the zero score. Finally, the ground truth was
represented as the compilation of all mappings blended into a single list: each
element is a part of the BOOK1 and the respective ranked list of all matches
from BOOK2 with their final scores.

4.3 LDA Setup

We used implementation of LDA provided by the MALLET Toolkit [8]. In MAL-
LET, LDA setup depends on the number of topics, the number of sampling iter-
ations, the smoothing over document-topic distribution hyper-parameter α, and
the smoothing over topic-word distribution hyper-parameter β (a good expla-
nation of the LDA hyper-parameters can be found in [10]). We set the number
of iterations to 2000, taking into account the size of the documents and the
collections. For selecting the number of topics, we followed a simple approach:
since we expect the topics to represent semantic units of textbook content, we
estimated that the number of topics should be between the number of sections
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and the number of subsections in an average book (sometimes, sections covers
several topics, and, sometimes, subsections cover examples, exercises or different
views of the same topic). In the Algebra domain, BOOK1 has 74 sections and
228 subsections; thus, we chose the number of topics equal to 150. This num-
ber also gave us the best results in the preliminary tests. In the Information
Retrieval domain, the BOOK1 has 120 sections and 178 terminal nodes (some
sections do not have children and are counted also as subsections). Here we also
chose 150 as the number of topics. With regards to LDA hyper-parameters, we
set up initial values of α = 0.01 and β = 0.01, and then used the fixed-point
optimization for hyper-parameters [11] implemented in MALLET.

4.4 Measuring the Effectiveness of Document Linking

We evaluate the effectiveness of all compared models on the task of finding
documents similar to a target document using average NDCG@1, @3 and @101

as follows:

1. for every part of BOOK1, each part of BOOK2 is ranked according to the
similarity of their topic distributions. As a similarity measure, we used the
reciprocal symmetric KL-divergence2;

2. for every part of BOOK1, the ranked lists generated by evaluated models
are compared against the respective rank list from the ground truth using
NDCG@1, @3 and @10;

3. for every LDA condition, the average NDCG@1, @3 and @10 are computed
over all parts of BOOK1;

4. the LDA sampling process uses random seeds and produces different topic
sets on each run; for every LDA condition, we run the model 30 times, thus,
obtaining N=30 data points.

Baseline. As the baseline we use the effectiveness (measured by NDCG@1, @3
and @10) of the ranked lists obtained as a result of querying an index built
using Apache Lucene3. Lucene computes similarity between a query and the
documents in the collection using the standard TF-IDF model. For each part of
the BOOK1, we toss a query to the index built from BOOK2. The query returns
a ranked list of the parts in the BOOK2, which is used to compute the baseline
average values for NDCG@1, @3 and @10.
1 NDCG (normalized discounted cumulative gain) measures the quality of ranking

documents by relevance. It compares the target ranking to the positions that doc-
uments occupy in the ideal list and penalizes the mismatches. NDCG@1 measures
the effectiveness of the model to find the top relevant document. In the same way,
NDCG@3 and NDCG@10 measure the quality of ranking the first three and ten
items, respectively.

2 Kullback-Leibler (KL-) divergence computes the difference between two probabil-
ity distributions. The reciprocal symmetric KL-divergence is a modification of the
original formula that can be used as a similarity measure [10].

3 http://lucene.apache.org

http://lucene.apache.org
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4.5 Conditions and Hypotheses

Q1 examines the idea of contrasting LDA-based models with the baseline. Q2 is
focused on comparing two different strategies helping to incorporating textbook
hierarchies in the topic model: topic aggregation (TA), and re-indexing (RI). We
further refer to this as the aggregation factor. Q3 stresses the comparison between
a model built using a single book (SB) with a model built using multiple books
(MB) from the collection. We further refer to these options as the books factor.
Thus, four conditions are defined as can be seen in Table 1. KL-Divergence is
used as the similarity measure; it helps to produce ranked lists of links from the
nodes of BOOK1 to the documents of BOOK2. Ranked list are evaluated against
the ground truth using averaged values of NDCG@1, @3 and @10. Finally, the
LDA models are sampled 30 times to produce 30 data points for every condition.
The experiment is executed separately in both domains.

Table 1. The 4 model conditions

Aggregation
Topic Aggregation (TA) Re-Indexing (RI)

Books Single Book (SB) SB-TA SB-RI
Multiple Books (MB) MB-TA MB-RI

To address Q1, the four conditions are compared to the baseline values of
NDCG@1, @3 and @10. Here, we define the following hypothesis:

H1 At least one of the models built using LDA performs better document linking
than the baseline.

Since the baseline accuracy score is a fixed value, we use one-sample t-tests to
verify H1. To answer Q2 and Q3, we state the following hypotheses:

H2 The LDA model aggregating topic probabilities based on the book hierarchy
(TA) will perform better document linking than the model using re-indexing
of content-aggregated intermediate documents (RI).

H3 The LDA model built using several textbooks (MB) will perform better docu-
ment linking than the model built using a single textbook (SB).

For testing H2 and H3, the four groups are compared based on the 2x2 between-
subjects ANOVA design (see Table 1). Interactions, main effect and marginal
means are reported.

5 Results

5.1 LDA vs. Baseline

Mean values and standard deviations of NDCG levels for all LDA conditions
together with the results of t-tests comparing them against the baseline are
reported in Table 2. Figure 1 presents these data graphically.
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Table 2. Effectivity of the four conditions in the Algebra domain (top) and Information
Retrieval domain (bottom)

Algebra
NDCG@1 NDCG@3 NDCG@10

Baseline .3662 .5807 .6582
Mean Std. Dev. Sig. (p) Mean Std. Dev. Sig. (p) Mean Std. Dev. Sig. (p)

SB-TA .547 .025 <.001 .647 .018 <.001 .691 .015 <.001
MB-TA .532 .036 <.001 .620 .021 <.001 .663 .017 .165
SB-RI .456 .027 <.001 .601 .027 <.001 .675 .019 <.001
MB-RI .414 .040 <.001 .572 .032 .132 .647 .026 .022

Information Retrieval
NDCG@1 NDCG@3 NDCG@10

Baseline .057 .186 .258
Mean Std. Dev. Sig. (p) Mean Std. Dev. Sig. (p) Mean Std. Dev. Sig. (p)

SB-TA .345 .051 <.001 .461 .042 <.001 .536 .033 <.001
MB-TA .309 .063 <.001 .418 .045 <.001 .520 .039 <.001
SB-RI .360 .066 <.001 .484 .053 <.001 .556 .045 <.001
MB-RI .336 .050 <.001 .456 .054 <.001 .534 .041 <.001

Fig. 1. Four conditions individually compared with the baseline in Algebra and Infor-
mation Retrieval domains. Baseline NDCG@1,@3 and @10 values are indicated with
dotted lines.

Algebra Domain. As it is seen from Table 2, for Algebra domain, all LDA
models for all NDCG levels produce significantly better results than the baseline
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except for NDCG@3 of MB-RI, NDCG@10 of MB-TA and NDCG@10 of MB-RI
(which is even significantly lower than the respective baseline value). Among the
significantly better LDA scores, the highest effect sizes were always presented
by the SB-TA model outperforming the baseline by several standard deviations
(NDCG@1: p < .001, Cohen’s d = 7.232; NDCG@3: p < .001, Cohen’s d = 3.683;
NDCG@10: p < .001, Cohen’s d = 2.187). Since for all NDCG levels there was
at least one condition that performs significantly better than the baseline, these
results support H1 in the Algebra domain.

Information Retrieval Domain. Within the Information Retrieval collection,
all LDA conditions perform significantly better than the baseline (see the bottom
part in Table 2).

H1 is Supported. Overall, LDA produces significantly better document link-
ing than the baseline term-based model in both domains. The highest results
are always obtained for NDCG@1, which means that the LDA-based approach
performs much better in finding the best matches, i.e the most similar docu-
ments. It is also very interesting to note the difference between the two domains.
Information Retrieval is a newer domain than Algebra and, thus, has a less
standardized vocabulary. Therefore, LDA is especially effective compared to the
standard term-based approach. This result confirms the power of probabilistic
topic modeling in domains with sparse and non-standardized vocabularies.

5.2 TA vs. RI

For testing H2, in each domain, a 2x2 between-subjects ANOVA was performed
on the scores of NDCG@1, NDCG@3, and NDCG@10 as a function of aggre-
gation strategy (TA, RI) and books strategy (SB, MB). Table 3 presents the
marginal means and standard error values for all conditions and domains.

Table 3. Marginal Means

NDCG@1 NDCG@3) NDCG@10
Algebra M SE M SE M SE

Aggregation TA .539 .004 .633 .003 .677 .003
RI .435 .004 .587 .003 .661 .003

Books SB .502 .004 .624 .003 .683 .003
MB .473 .004 .596 .003 .655 .003

Information Retrieval M SE M SE M SE

Aggregation TA .327 .007 .439 .006 .528 .005
RI .348 .007 .470 .006 .545 .005

Books SB .352 .007 .473 .006 .546 .005
MB .323 .007 .437 .006 .527 .005
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Algebra Domain. All ANOVA assumptions have been satisfied for all condi-
tions and all NDCG levels.

The patterns of differences among aggregation strategies are significantly dif-
ferent between SB and MB only for NDCG@1, F(1,116) = 5.274, p = .023, η2

p =
.043. No other significant interactions have been observed. For the main effect of
aggregation, the results show that TA produces significantly higher scores than
RI for all NDCG levels averaged across books strategy (NDCG@1: F(1,116) =
309.496, p < .001, η2

p = .727; NDCG@3: F(1,116) = 103.181, p < .001, η2
p =

.471; NDCG@10: F(1,116) = 19.332, p < .001, η2
p = .143). These results support

H2 in the Algebra domain. Additionally, it can be seen that the effect decreases
with every next NDCG level. This underlines the important of choosing the right
aggregation strategy when the goal is to find the most relevant documents from
another textbook.

In order to find the pattern of differences in NDCG@1 scores among books and
aggregation strategies, a simple main effect of aggregation has been performed
for SB and MB strategies. When LDA models are build using a single book, TA
(M=.547, SE=.006) is significantly better than RI (M=.456, SE=.006): F(1,116)
= 116.983, p < .001, η2

p = .502. When multiple books are used, TA (M=.532,
SE=.006) also significantly outperforms RI (M=.414, SE=.006): F(1,116) =
197.787, p < .001, η2

p = .630. These results showed that the interaction be-
tween aggregation and books factors for NDCG@1 does not change the fact that
TA works better than RI in the Algebra domain; it only means that, when using
TA, there is no difference between SB and MB conditions.

Information Retrieval Domain. All ANOVA assumptions have been satis-
fied for all conditions and all NDCG levels, except for a slight deviation from
normality of NDCG@3 under MB-RI condition (Shapiro-Wilk = .929, p = .047).

There is no significant difference in the patterns of differences among aggrega-
tion strategies between book strategies for all NDCG levels. The main effect of
aggregation has been observed for all NDCG levels. However, it is the opposite
of what we have seen in the Algebra domain. For Information Retrieval, TA
produces significantly lower scores than RI (NDCG@1: F(1,116) = 4.017, p =
.047, η2

p = .033; NDCG@3: F(1,116) = 11.903, p = .001, η2
p = .093; NDCG@10:

F(1,116) = 5.667, p = .019, η2
p = .047). These results do not support H2 in the

Information Retrieval domain.

H2 is Partially supported. In the Algebra domain, Topic Aggregation strategy
performs better than Re-Indexing. However, the results are opposite in the Infor-
mation Retrieval domain, where RI performs better than TA. This is interesting,
as domain differences seem to matter when choosing the best aggregation strat-
egy. One possible explanation can be inferred from the different characteristics of
the two domains and the differences between the used textbooks. For example, the
vocabularies that LDA models are processing in these domains are very different
in size. In Algebra, a single book produces a vocabulary of 2,220 terms, while in
Information Retrieval, a single book model works with the vocabulary of 13,405



136 J. Guerra, S. Sosnovsky, and P. Brusilovsky

terms. Further research is needed in order to better understand the differences
among the domains and how they influence the topic modeling process.

5.3 MB vs. SB

In this section, we compare the performance of LDA models built from a Single
Book (SB) with models built from Multiple Books (MB) in order to test H3.
The ANOVA design described in previous sections is also used here as well.

Algebra Domain. In the Algebra domain, there are no significant interactions
among books and aggregation factors except for NDCG@1. The simple main
effect test reported in the previous section has shown that it does not matter,
whether the LDA model is built from a single book or multiple books, when it
uses TA as the aggregation strategy. For the main effect of books, the results show
that, in the Algebra domain, SB produces significantly higher scores than MB
averaged across aggregation strategies for all NDCG levels (NDCG@1: F(1,116)
= 24.180, p < .001, η2

p = .172; NDCG@3: F(1,116) = 38.361, p < .001, η2
p = .249;

NDCG@10: F(1,116) = 62.095, p < .001, η2
p = .349). Thus, H3 is not supported

in the Algebra domain.

Information Retrieval Domain. Similar results are obtained in the Infor-
mation Retrieval domain. There is significant difference between SB and MB
strategies averaged across aggregation for all NDCG levels (NDCG@1: F(1,116)
= 7.849, p = .006, η2

p = .063; NDCG@3: F(1,116) = 16.099, p < .001, η2
p = .122;

NDCG@10: F(1,116) = 6.871, p = .010, η2
p = .056). All these effects strongly

favor using the Single Book strategy over Multiple Books and do not support
H3 in Information Retrieval domain as well.

H3 is Not Supported. In both, Algebra and Information Retrieval domains,
the results have shown that LDA models built using a Single Book (SB) will pro-
duce significantly better document linking than the models built from Multiple
Books (MB) regardless of the hierarchical content aggregation method.

6 Conclusions

In this work, we have explored the use of LDA-based topic models within collec-
tions of textbooks for the task of fine-grained cross-collection document linking.
We have shown that LDA is a valuable alternative to the standard term-based
approach and outperforms it, especially, for finding the most similar documents
(NDCG@1, NDCG@3) and in less standardized domains. We have applied two
different approaches for building topic models with regards to the hierarchical
structure of textbooks and discovered that, in different domains (and, perhaps,
content collections), different aggregation strategies can be better. We have also
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observed that the topic models built using one textbook produce a better doc-
ument linking than the model built using multiple books, contrary to our ex-
pectations. Further research is needed to improve our understanding of these
differences and their impact on the LDA model building.

We believe, that using LDA is a promising approach for addressing the prob-
lem of automatic and fine-grained textbook linking and it can be further applied
to facilitate content modeling and adaptation in the open corpus settings. The
ability of probabilistic topic-based models to help finding the top similar docu-
ments is a clear advantage over the traditional term-based methods and can be
used to implement effective recommendation and navigation support in adaptive
educational hypermedia systems. We plan to incorporate this technology in an e-
learning environment, as well as to keep investigating mechanisms for improving
the quality of LDA models. Our future work will include experimenting with the
techniques for topic models evaluation, utilizing topics and textbooks structures
to discover semantic relations among the topics, ensembling topic models with
the models based on keyword and concept extraction techniques, and further
investigating the application of this approach in other domains.
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Abstract. Collaboration in complex learning scenarios does not succeed auto-
matically without structuring the learning process. In the literature there have 
been several means proposed to support collaborative learning: scaffolds, 
scripts, activity structures and reflection prompts are among these approaches. 
Scenarios that prompt and support reflection during the learning process proved 
to be effective for collaborative learning. In the Metafora project our approach 
is to support students in the process of learning to learn together (L2L2) by 
means of dedicated tools for planning and reflection. These tools allow students 
to organize their learning process in a self-regulated way. In this paper we will 
present the pedagogical background, the supporting tools and underlying de-
sign, and the research methodology used in Metafora to gain insights on how 
collaborative planning, learning, and reflecting interact. An extended example 
of qualitative analysis is given to illustrate our approach. 

Keywords: Computer-supported collaborative learning (CSCL), learning to 
learn together (L2L2), self-regulated planning. 

1 Introduction – Means to Support Learning 

Collaboration in complex learning scenarios does not succeed automatically [1] with-
out some means for supporting the learning process either by a computer system, a 
tutor/teacher, or peer help. In recent years several means have been discussed and 
investigated to support collaborative learning and reflection. 

Creating structures for the learning process is an essential principle underlying sev-
eral of these means: Both in activity structures [9] and in collaboration scripts [14] 
structure is imposed onto the learning process to help students in organizing their 
work. This can have the shape of external representations, such as a table for activity 
structures, to be filled in by the students; or it can be provided directly as instructions 
of desired behaviour and sequencing of activities as usually given in external collabo-
ration scripts with the purpose that learners internalize these instructions for further 
use. Articulation and reflection are considered key elements for several instructional 
approaches to promote learning [11]. Reflection prompts [3] provided by a computer 
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system to be filled in by the students to articulate and reflect on their thoughts, ration-
ale, and actions are a concrete means to facilitate this cognitive activity. 

Quintana et al. [11] bring these facets together in their scaffolding design frame-
work. They give guidelines to support sense making, process management, and reflec-
tion in learning software. In the Metafora project we developed a learning system, 
with which school children of 12-16 years work together on complex scientific activi-
ties, using a multitude of learning tools in groups of 2-6 students. Scaffolding these 
learning process via a distinct organization space is relevant as well as the seamless 
transition between our diverse learning tools and the organization of artefacts created 
by the learners. Guidance for planning and monitoring of the students’ own work and 
progress has been a rationale for the design of Metafora tools, especially the Planning 
Tool (cf. next section). 

In our specific context of Metafora which is comprised of a set of diverse learning 
tools, we consider another concept of mediation across different “worlds”: Boundary 
objects were coined by Star and Griesemer [13], who originally used them to “maxi-
mize both the autonomy and communication between worlds” in their study from 
1989. They defined them as objects to depict the divergent use of information in di-
vergent groups. Although they are plastic, a defining characteristic of boundary ob-
jects is that they contain enough changeless content to preserve a global identity. In 
2004 Hoyles used boundary objects in a classroom contex: “a boundary object pro-
vides a generalized mechanism for meanings to be shared and constructed between 
communities” [6]. We will take up the concept of boundary objects as so called refer-
able objects serving as mediating artefacts between different workspaces. 

Based on these findings and on the project context of Metafora, where collabora-
tive learning activities in complex scenarios using various tools are conducted, we 
came to the conclusion that empowering students to be aware of their own learning 
processes, in the context of self-regulated learning, can contribute to learning to learn 
together (L2L2). We will go into details in the next sections how planning & reflec-
tion support is conceptualized and implemented in the Metafora approach for this end. 

2 The Metafora Approach to Support Learning to Learn 
together (L2L2) 

In Metafora dedicated learning tools support the collaborative learning to learn to-
gether within groups. The tools comprise the Planning Tool, a place for self-regulated 
planning and reflection on learning activities, the LASAD argumentation environment 
to discuss activities [8], several microworlds [10] to interactively explore phenomena 
in the domains of math, physics and sustainability, and the educational game PIKI. 
All these tools are combined to experience complex learning scenarios. 

Learning to learn together implies that all the group members are able to coordi-
nate, regulate and plan the learning task by balancing issues of individual ability, 
motivation and expectation through constant dialogue. The process of L2L2 can be 
described and studied by analysing the groups’ collaborative learning activities such 
as mutual engagement when performing collaborative tasks, distributed leadership, 
dialogue in appropriate spaces and formats, and peer assessment. How planning and 
reflection are supported is shown in the following. 
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2.1 Planning and Its Support 

During our investigation into planning as a dedicated activity within the learning 
process, we identified and designed several principles and aspects that a specific 
Planning Tool for Metafora should have: 

While project planning tools for commercial purposes stress mainly the temporal 
dimension in Gantt-like diagrams, we decided to allow a more flexible representation 
– called planning map - where students are able to use both dimensions of a computer 
screen to organize graphical icons representing their activities and connecting these 
icons with temporal and causal dependencies. Our design decision shares the princi-
ples of graphical modelling approaches for CSCL scripts as in the LDL modelling 
approach [4] or the CoSSICLE project [7] with the graphical MoCoLADe language 
[5]. In a literature research on science inquiry activities and argumentation processes 
the pedagogical partners in the Metafora project identified the most frequent elements 
of these learning processes. This resulted in the set of “planning cards” which is con-
stantly updated and refined within the project. These cards contain titles and visual 
symbols that characterize various learning activities.  These cards can be considered a 
visual language [15] with which the users describe their collaborative work.  Because 
the number of cards of approx. 50 is too large to perceive at one glimpse, we catego-
rized these cards according to their conceptual semantics and created the following 
categories: 

• Activity stages as high-level activities, e.g. exploring a phenomenon 
• Activity processes as methods and tasks of stages, e.g. discussing alternatives 
• Roles for the organization and distribution of responsibilities, e.g. evaluator 
• Attitudes as positions students can take up, such as being critical or creative 
• Resource cards that serve as entry points to tools, e.g. a discussion workspace 
• Logical gates and cards for ad-hoc use, such as a blank text card for annotations 

Structuring the elements of the visual language according to the semantic categories 
reduces the load of structuring complex tasks for the students and thus can be consi-
dered following guideline 4 (provide structure for complex tasks and functionality) of 
Quintana et al. [11]. 

 

 

Fig. 1. One visual language element out of each of the different semantic categories from the 
Metafora Planning Tool to describe collaborative work, as listed above 

As the planning space allows to follow-up on students’ collaborative work it pro-
vides a natural flow and transition between planning actions and actions in the mi-
croworlds and in the LASAD discussion space. To achieve this, we implemented a 
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flexible mechanism that allows associating planning cards with arbitrary web links 
that can be opened directly when choosing an appropriate option from a context menu 
for that card (see also resource cards below). This facilitates a fluid transition between 
planning and enacting as desired in our Metafora approach and in tune with guideline 
6c (facilitate navigation among tools and activities) of the scaffolding framework 
[11]. While this works in principle for any web link (in our words “external tools”), 
the connection with Metafora tools is implemented with richer semantics: when open-
ing a Metafora tool, the tool is customized with the user information, i.e. all tools are 
opened with the user context the current user is logged in with. Thus the user will get 
all the models, maps, and artefacts she/he has at her/his disposal in that tool. Moreo-
ver, at this point each individual of the group can also accesses materials created by 
other members of the group. Thus, users are able to review and collaboratively dis-
cuss the work that was done by the group. Technically this is implemented using au-
to-login procedures on the respective learning tools. 

Another feature in the spirit of planning and enacting are resource cards, which are 
gateways to shared models and workspaces represented explicitly in the planning 
map. The general flow of using resource cards is: 

• creating a resource card (e.g. “Discussion” card, Fig. 2, left) in the Planning Tool  
• using it via a context menu (displayed in Fig. 2, left  when option “start using” is 

chosen) on the card creates a workspace in the respective tool  
• the link to this new workspace is deposited in the resource card and thus accessible 

at any later point in time.  

When the user opens this card again, or other students working in the map open it, 
they will enter exactly the same workspace. Thus it is a means to share artefacts of the 
different microworlds via the planning map. In the example in figure 2, a user can 
create a new LASAD discussion map using a discussion resource card in the plan as 
described above and can make this map accessible to all other group members via the 
planning map. Resource cards can be considered as special boundary objects because 
of their mediating function. 

 

Fig. 2. A LASAD discussion workspace entered through a resource card in the Planning Tool 
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2.2 Reflection and Its Support 

Besides pre-planning activities, the Planning Tool we designed is also meant to sup-
port the reflection on the students’ learning process actively following guideline 7 of 
the scaffolding design framework of Quintana et al. [11]: “facilitate ongoing articula-
tion and reflection during the investigation”. This is especially important since in our 
early experiments we got indication that a full pre-planning is unlikely to happen, yet 
the continuous interplay of stepwise planning, reflection on the step, and further plan-
ning is present in most real activities conducted with the Metafora system. 

To highlight the importance of joint representation of the current state of activities 
and the process as a whole we integrated functionality that allows the students to re-
flect and document what they have been doing in the process: in the visual state rep-
resentation of each card there are three options, one for “planned, but not yet started” 
which is the default grey representation of a card, one for “planned and started” in 
yellow which is explicitly set when students start to use a card, and one for “planned 
and finished” in green which is set when students choose the option “done” in a con-
text menu. The representation has been designed in analogy with checklists, where the 
marking of an item represents the fulfilment. One advantage we see in our representa-
tion is that the colour coding allows a one-glimpse perception of the overall process 
progress, expressed by the level of “greyness” or “greenness” a planning map has. 
Additionally, a closer look allows for checking each card specifically for the currently 
assigned status of work done on it. You can see an example showing the visual state 
representation for reflection and documentation in Figure 3 below. 

 

Fig. 3. Screenshot of the Planning Tool with process documentation – yellow cards have been 
started and are currently used, green cards have been finished by students’ explicit marking 
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Another means for reflection about others’ contributions and deictic reference [12] 
to artefacts produced is provided by us through referable objects that mediate between 
different tools and workspaces. Referable objects are not a new concept, but rather 
were inspired by the concept of boundary objects as discussed in the introduction. We 
found a need for boundary objects in Metafora because students need to share indi-
vidual elements, or objects, from one tool with another tool to allow for reflection and 
discussion about the workings of one tool within another. When a group can share 
these objects, it is then possible to use the most appropriate tool to discuss and evalu-
ate ideas focused on these objects, rather than being tied to the tool from which the 
object originates. This ability to visualize and discuss an individual object from one 
tool within another is powerful and helpful to students, but there is an obvious weak-
ness: viewing an object in isolation can lose the context and meaning of the same 
object when located in its original environment. To alleviate this issue, and allow any 
user to see the full context of the given object, a reference is also recorded with the 
referable object, an address to the source of a tool where the object was created. 
Through this reference learners are able to go directly to the place where the element 
exists and can take a look at it. So we can see that our concept of referable objects 
expands upon the concept of a boundary object, and as such we offer the following 
definition of a referable object: “an individual element or product of any tool that is 
recorded by the system in such a way as to allow students, teachers and researchers to 
reference this object for discussion or evaluation at a later point in time.“ Referable 
objects can be shared in the system’s group chat or can be made explicit in the discus-
sion environment LASAD, such as the discussion object with a direct link to a saved 
game state of the ballistics microworld game PIKI (see the cannon object in figure 2). 

3 The Combined Research and Pedagogy Approach in 
Metafora 

For the evaluation in the Metafora project we chose a design based approach [2] for 
collecting data on L2L2 experiences and also on students’ awareness of their L2L2 
experiences and iteratively improve both system and pedagogy based on the (forma-
tive) evaluation results. As stated earlier, promoting groups’ collaboration is not an 
easy task, especially when dealing with solving mathematics and physics problems, as 
the present project is focused on. Apart from the tool, that serves as an arena for col-
laborative L2L2 activities, the Metafora team designed an adequate pedagogy for the 
design of a Metafora-type learning activity. The “challenge”- an ill defined question 
that promotes various solution paths and sometimes even various solutions - is one of 
the pillars in any learning activity with the Metafora tool. After getting the challenge 
from their teachers, the students are asked to use the planning tool to plan their colla-
borative work, working in small groups of 2-4 students. While doing so, the students 
are also asked to refer to possible stages and processes of their work as explicated in 
the visual cards. From this point the group is expected to work on its own, moderated 
and assessed by their teachers or peers. Every challenge is expected to be solved dur-
ing a certain period of time (~2 weeks). All the studies done by the pedagogical part-
ners in Metafora were conducted in schools and in some cases were carried out by 
teachers in order to grasp the potentials and the drawbacks of using Metafora in the 
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classroom. Considering the special conditions of each study - as it was influenced 
strongly by the partners’ local conditions - the data collection was mainly based on 
videos and screen recording of the groups’ work. In some cases partners conducted 
interviews or collected answers on specific questions related to students’ attitudes and 
believe in collaborative group work. For data analysis we transcribed students’ talk 
while they were working with the Metafora tools.  

One of the studies that we show here as an illustrative case was taken with sixteen 
8th grade students who met once a week for 1.5 hours in a framework of a mathemati-
cal club taken right after school hours, in the school. During this one year program the 
students worked collaboratively on solving mathematical problems and reflecting 
them. By the end of the school year students worked on two Metafora challenges.   

The episode that we describe in the next section, took place while the class went 
through four iterations of solving a Metafora challenge in Math: the “City Challenge”. 
In the challenge the students were asked to place an energy system in an imaginary 
city, in a point that is equidistant from seven other institutions. Since such a challenge 
is too complex to be solved in one step, the students had to solve it in four steps that 
were predefined by our research team (table 1). In addition to the Metafora tool the 
students use Geogebra, a Microworld that allows inquiry in Math for the creation of 
dynamic Geometric figures in a Cartesian domain (this tool is connected as an “exter-
nal tool” to the Metafora platform). 

Table 1. The design of the City Challenge in four distinctive steps 

 
 
In the next section we describe how a pair of two students used the Planning Tool 

for planning and reflecting in step three of the City challenge in a real classroom 
situation. The shown case covers only one facet of possible uses, both the remote 
usage and larger groups have been present in experimentation, too. This specific dyad 
was chosen because authors of this paper have been directly observing this dyad, 
making it an especially rich case for illustration. Generalised results and more quanti-
tative evaluations are currently collected and will be published in forthcoming arti-
cles. 

4 Example: Student dyad reflecting on the City Challenge 

We follow a team of two students: S1 and S2. Both students already concluded in the 
previous session that a point that is equidistant from the three vertices of an equilater-
al triangle is the median’s intersection point. They then tried to solve the problem 

Step one: Place the energy centre in the middle of seven institutions, all of which 
are important to the city and all are packed with people.  
Step two: Simpler case: 3 institutions located in the structure of an equilateral 
triangle. Where to place the point?  
Step three: Three institutions located in the structure of any triangle. Where to 
place the point? Try to formulate a final conclusion. Is there an equally distant 
point in the three vertices of a triangle? If so where it is located? 
Step four: Give a general answer: Where should we put the energy centre? 
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posed to them in step three: locating the energy centre in the middle of any triangle. 
At this point the students were asked to report/reflect on what they did in steps 1 & 2 
of the learning scenario, and plan their joint work for solving the challenge using the 
Planning Tool and Geogebra. In the following episode we present two observations 
made in the classroom when students use the Planning Tool. 
• the first is about the way students elaborate their mutual understanding over 

scientific processes of inquiry while they use the visual language 
• the second is about the affordances of the Planning Tool for students’ interplay 

between their past, present and future activities. 
 

In the second meeting of the challenge the students were asked to use the Planning 
Tool to reflect on what they did in the first meeting, where they used exclusively the 
Geometry tool as a preparatory activity. The reflection process was induced by the 
teacher to let the learners get familiar with the Planning Tool so that in later steps they 
will be able to plan in a self-regulated manner using the Planning Tool’s intended 
main functionalities.  Cards #1, #2 and #3 in fig. 5 exemplify this work. Figure 4 
shows the oral discussion in its temporal flow that accompanied the work of S1 & S2 
while they were collaborating in the Planning Tool from the same computer. 

 

Fig. 4. Trace of the oral discussion between S1and S2 working from the same computer 
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The cards of the visual language give them ideas on how to explicate what they did 
(as can be seen in fig. 5). They start by putting card #1 “blank stage” in which they 
explicate what the  problem is. They continue to card #2 “find hypothesis” with which 
they claim that they will try the same solution now as they tried in the case of equila-
teral triangle (and by that they imply their solution). In the case of card #3 “experi-
ment” they attributed with the card comment “with Geogebra” to document the do-
main tool Geogebra they want to use for this purpose. 

In the next episode S2 leaves and S1 keeps working alone. He starts by putting card 
#4 that presents the model in Geogebra that “will” be tested by them. Then he puts 
down an “intersection” card #5 that represents a decision intersection. If the model 
will “work”- they will draw conclusions (card #6 as a hypothetical stage- as written: 
“in case the model worked start drawing conclusion”). In case the model will not 
work they will have to come up with a new hypothesis and start another iteration of 
their inquiry cycle represented by card #7.  

 

 

Fig. 5. The plan of students S1& S2 created with the Planning Tool 

When S2 comes back and re-joins S1, he immediately takes the keyboard and 
starts writing in the “experiment” card #3 that the experiment they conducted did not 
work. S1 stops him and asks him to be patient and listen to his explanations. S2 lis-
tens and adopts the new concept / term “test model”. The flow of oral discussion be-
tween the two students is shown in Figure 6.  
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Fig. 6. Continued discussion between S1and S2 after they re-join the same computer 

Discussion 

We showed how the students collaboratively write down their understanding of their 
group work into the selected planning cards. This collaborative thinking process is 
externalized in their dialogues and when they work with the visual planning language. 
This use of the visual language affords (1) correlating their concrete challenge-based 
experience with abstract scientific concepts (e.g. Experiment, build a model and find 
hypothesis), (2) create their own concepts (Blank card #1 - The question) and, (3) 
explicate the order of these actions through their oral discussion and the plan. 

Another dimension of the students’ talk about scientific concepts is the expansion 
of their dialogic space [16] by bringing in more perspectives (widening) to the con-
cept of hypothesis first through the students’ dialogue (e.g S1 "Find hypothesis. What 
is our hypothesis? " S2 "How about understanding the problem?”, cf. middle of Fig 
5), and second as a result of this discussion putting cards #1 (define a question) and 
#2 (finding hypothesis) in their planning map. To this end, finding a hypothesis was 
given a new perspective of first defining the question and only then making a hy-
pothesis. Expanding the dialogic space of the groups’ discussions was identified as 
one of the characteristics of L2L2 as it implies for the students’ togetherness with 
learning new concepts through their dialogues.  
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In addition, we can see how the two students interplay between past and present 
while they were reflecting upon their work. When trying to answer the question What 
is the point that is equidistant from all vertices of any triangle? S1 created a map in 
with the hypothetical situation that their model did work (although he already knew 
that their model–suggested solution didn’t work during the previous session). In this 
case S1 regards their working plan to contain both actual and hypothetical actions and 
by that he referred correctly to the planning idea that encompass possibilities, condi-
tions and activities meant to  support the groups’ road map for solving their challenge. 
Although he already knows that they found out that the intersection of medians is not 
the solution for the case of a general triangle, he still puts a decision intersection to 
explicitly represent a hypothetical step that the model did work as a possible step to 
be checked in his work plan. This approach wasn’t taken by S2 as we showed earlier, 
because when he rejoins S1, he immediately writes in the “experiment” card #3 that 
the experiment that they conducted did not work. This incident pushed S1 to explain 
and reflect over his work to student S2 for putting both of them on the same page. We 
see this episode as a good example to show how the work with the Planning Tool 
initiated reflection over the groups’ work. 

5 Conclusion 

In this paper we presented the Metafora approach to support students in complex 
multi-tool scenarios with the goal of making them able to learning to learn together 
(L2L2). Specifically, we concentrated on the activities of collaborative planning and 
reflection that guided us in the design of a dedicated Planning Tool for Metafora 
along the lines of the scaffolding design framework [11]. We hypothesized that the 
design of the Metafora learning situations together with the use of the visual language 
in the Planning Tool triggers a dialogue, afforded by a dialogic space, towards widen-
ing - bringing in a new perspective – as well as deepening - becoming aware of (and 
questioning how to explicate) a covert discourse. As shown in our classroom practice, 
the students’ discussions around the use and visual cards widened their dialogic space 
and provoked meaning making processes over scientific activities and sequences. 
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Abstract. Reflective learning is a mechanism to turn experience into learning. 
As a mechanism for self-directed learning, it has been found to be critical for 
success at work. This is true for individual employees, teams and whole organi-
zations. However, most work on reflection can be found in educational con-
texts, and there is only little work regarding the connection of reflection on in-
dividual, group and organization levels. In this paper, we propose a model that 
can describe cases of reflective learning at work (CSRL). The model represents 
reflective learning processes as intertwined learning cycles. In contrast to other 
models of reflective learning, the CSRL model can describe both individual 
and collaborative learning and learning that impacts larger parts of an or-
ganization. It provides terminology to describe and discuss motivations for re-
flective learning, including triggers, objectives for and objects of reflective 
learning. The paper illustrates how the model helps to analyse and differentiate 
cases of reflective learning at work and to design tool support for such settings.  

1 Introduction 

Reflective learning is a mechanism to learn from experience. It plays a key role in 
informal learning in the workplace [1, 2] as it enables individuals and teams to handle 
changing work contexts and work-relevant knowledge in a self-directed manner. Re-
flection also helps organisations to handle competition and changing external factors 
[3] by enabling adaptation and fuelling innovation [4]. To achieve this, however, the 
outcomes of reflective learning in the organization need to be properly shared, ac-
knowledged and utilized in relevant parts of the organization.  

It has been demonstrated that reflective learning can be supported by technology 
[5-8] e.g. by supporting retrospective analysis, by scaffolding the reflective process, 
or by scaffolding the documenting and sharing of decision rationale. However, when 
carrying out empirical studies on reflection and its support in workplaces, we found 
that a solid basis to analyse reflection and conceptualize its support is missing in cur-
rent research: existing models and theories for workplace learning do not explicitly 
cover reflection but have a broader focus [2], models for reflective learning typically 
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focus on individual learning [9, 10], and theories describing collaborative learning 
mainly cover educational contexts [11]. Existing work demonstrating how reflective 
learning in the workplace can be analysed to inform technology design [12-15] is 
limited with respect to processes involving different parts of an organization.  

In this paper, we contribute a model of reflective learning in workplaces, the CSRL 
model. It is grounded in existing theory and empirical work and supports the analysis 
of reflective learning at work and the design of technology to support it. The model 
supports unlocking the potential of reflection on multiple levels for TEL by providing 
a means to analyse, design and implement technology support for reflective learning.  

2 Related Work: Existing Models and Approaches 

2.1 Reflective Learning 

We view reflective learning as the conscious re-evaluation of experience for the pur-
pose of guiding future behaviour and use this term synonymously with “reflection”. 
With this we follow Boud et al.[16], who consider reflection in the context of formal 
learning settings and define it as “a generic term for those intellectual and affective 
activities in which individuals [...] explore their experiences in order to lead to new 
understandings and appreciations” (Boud et al. 1985). This perspective on reflection 
is in line with the conception proposed by Schön [17], who in addition differentiates 
between reflection-in-action and reflection-on-action.  

While the model presented by Boud et al. in [16] is helpful in considering how to 
support reflective learning, it does not explicitly link reflective learning to work [18]. 
To understand and support reflection in the workplace, specific characteristics of 
work settings need to be taken into account, most importantly the absence of teachers, 
the necessity for reflective learning to be highly iterative [7], its relation to other work 
and the various participants of reflection in practice. An important feature of the 
CSRL model is that it distinguishes these aspects of reflective learning. 

2.2 Learning in the Workplace 

Work and reflection on work are intertwined [17, 19] as reflection transforms experi-
ence from work into knowledge applicable to the challenges of daily work. Reflection 
has a strong social dimension and is often accomplished collaboratively by a team or 
working unit [20]. As a typical form of workplace learning it is often informal, while 
ranging from being very implicit in work to being deliberately planned with explicit 
goals [2]. A model for reflective learning at work needs to capture this diversity. 

Models relevant for understanding and supporting learning (individual and collabo-
rative) in the workplace can be found in CSCL, e.g., in the model of knowledge build-
ing proposed by Stahl [11]. It describes individual and collaborative learning proc-
esses as intertwined cycles and is focused on knowledge building and steps to achieve 
it such as clarification, negotiation and formalization. The knowledge co-evolution 
model by Kimmerle and Cress [21] adds an organizational perspective to this by de-
scribing how learning and knowledge building are an interplay of cognitive and social 
systems. However, neither of these models represents reflection and experience or 
include concepts relating the learning process specifically to the workplace [15]. 
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Reflective learning has been recognized as key to bottom-up organisational learn-
ing, as it helps organizations question assumptions and to change accepted knowledge 
and best practice. Høyrup and Elkjær [22] argue for considering multiple perspectives 
on reflection in an organization, pointing out that the structuring needed from an or-
ganizational perspective must create opportunities for reflection from individualized, 
group and critical perspectives. Knipfer et al. [12] focus on psychological mecha-
nisms whilst pointing out that as workplaces provide individuals with a social context, 
individual and collaborative learning are intertwined and must be considered together.  

The CSRL model bridges the gap left by existing models of (reflective) learning, as 
it covers the wide range of informal learning as described above. Although it does not 
by itself make assumptions about organizational requirements for successful reflec-
tion, it provides a terminology and framework that can be used to describe reflection 
on individual, collaborative and organisational levels.  

2.3 Models Supporting Technology Design for Reflective Learning 

Existing models of learning processes in organizations show that insights about these 
processes have implications for tool use, e.g. for knowledge sharing [23]. The cyclic 
model of collaborative knowledge building by Stahl [11] combines individual and 
collaborative learning and can be a useful starting point for considering technology 
support for this combination, linking support to specific steps in the cycle. The model 
of reflective learning proposed in [14] links categories of tools to steps in a reflective 
learning cycle and can be used to analyse cases of computer-supported reflective 
learning in the workplace [13]. Continuing this line of research, the CSRL model 
provides a framework for linking tool use to cycles of reflective learning and the tran-
sitions between them, supporting reflective learning as an iterative process. 

3 Reflection in a Hospital Setting: An Illustrative Example 

To illustrate the complex nature and corresponding affordances of reflection in prac-
tice, we give an example from a real case of reflective learning at work, taken from a 
series of studies at different work places described e.g. in [7]. It stands proxy for a 
multitude of similar examples and will be used to illustrate reflection in this paper.  

The example is taken from a German hospital specialized in neurological diseases, in 
which we observed and interviewed staff (nurses and physicians) and their practice of 
reflection in daily work (see [15]). We observed work on the ward for acute strokes, in 
which highly trained staff takes care of emergency patients. The case was selected be-
cause reflection is particularly important for medical staff in their demanding and emo-
tionally stressful work. Also, collaborative reflection is part of the practice among col-
leagues, who help each other with difficult situations. Our example describes a critical 
incident in the work of a nurse responsible for the emergency room. The incident resulted 
in several reflection steps and follow-up changes of work practice. 

One day, a nurse failed to initiate the emergency procedure when a patient was brought 
to the emergency room and the state of the patient suddenly deteriorated severely. In 
cases like this, the nurse has to use the mobile telephone that he carries with her and 
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start an internal emergency procedure that calls a special team to the emergency room. 
The nurse tried to initiate the procedure, but failed and had to call the team in manually. 
This resulted in a time lag for the treatment, and the patient’s state became critical. Al-
though the patient recovered after this situation, the nurse felt bad about it and wanted to 
prevent similar situations in the future. The nurse later thought back to this situation, but 
did not understand what had gone wrong and why. He went to the head nurse in order to 
reflect with her about the procedure. The head nurse remembered similar problems in 
the past. Together, they found that the procedure was too complex and included too 
many steps to be followed in emergency situations. They came up with changes to the 
procedure, but were not sure whether these changes would work for others, too. The 
nurse and the head nurse decided to take the topic into a staff meeting to involve more 
people in finding a solution. In the staff meeting, some nurses reported similar problems 
with the existing emergency procedure. The group started to reflect on reasons for the 
problem and finally came up with a proposal for an adapted procedure. They decided to 
propose to management that the adapted procedure be used on all wards of the hospital. 
Also they agreed to practice emergency situations more frequently on the ward. 

This example is typical for reflection we have observed, as it includes multiple cycles 
(e.g., individual reflection by the nurse and reflection in the group of staff), different 
reasons to start each of these cycles (e.g., preventing further issues) and different 
constraints to each cycle (e.g., in parallel to other work or in a meeting). During the 
analysis of this and other examples, and in designing corresponding technology, we 
realized that there is a need to be able to properly describe situations of reflection. 
This is needed to identify requirements for the support and to design tools and fea-
tures to implement the support. The CSRL model was developed to suit these needs. 

4 CSRL: A Model of Reflective Learning at Work 

The CSRL model has been evolved from Boud’s model of reflective learning [16], 
empirical work in different workplaces such as health, care, IT consulting, telecom-
munications and emergency help (e.g. [15, 24]) and a modelling process [14, 25]. The 
main view of the model is called the CSRL reflection cycle and will be our focus in 
this paper. We will refer to it as “the CSRL model” for short. In this section we estab-
lish a terminology for the key elements in the CSRL model. Then we describe the 
model by referring to the example in Section 3 for illustration. It should be noted that 
the model is understood as a framework to understand, analyse and support reflection 
rather than as a prescriptive, pre-defined process. 

4.1 Terminology and Semantics 

Reflection happens in a reflection session, which include a set of activities through 
which reflection takes place [26] and creates a reflection outcome. The outcome may 
include a change in behaviour, new perspectives and commitment or readiness for 
action [16]. The session is guided by a more or less explicit reflection objective and 
has reflection participants, which may be a single person (individual reflection) or 
multiple persons (collaborative reflection).  
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Table 1. Stage “Plan and do work” of the CSRL model 

Plan and do work (1) 
Input (in the context of reflective learning): Change (d) resulting from reflection 
Output (in the context of reflective learning): Reflection trigger (t), Data (a) 
Plan work The particular kind of work that involves planning other work 
Do work Conduct work tasks, e.g. care for patients 
Monitor work Observe the state of the work. This includes the individual’s 

self-monitoring during work and external monitoring e.g. by a 
tool 

 
simulation of work in real or virtual environments. In the hospital example, this stage 
includes the episode in which the nurse fails to initiate the emergency procedure.  

The stage of initiating reflection may be more or less elaborate. In some cases it is 
brief and closely integrated with work other activity. It produces a more or less ex-
plicit frame. In the hospital example, reflection is initiated when the nurse wants to 
understand what went wrong, when he involves the head nurse in collaborative reflec-
tion, and when the topic is brought into the staff meeting. Including the activity of 
involving others, this stage also provides a link between individual and collaborative 
learning processes [7]. 

Table 2. Stage “Initiate reflection” of the CSRL model 

Initiate reflection (2) 
Input: Reflection trigger (t), Data (a) 
Output: Frame for the reflection session (b) 
Set objective Set the objective for the reflection, on the basis of the reason 

why reflection was triggered, e.g. understanding what went 
wrong 

Involve others Involve others if needed (based on the reason why reflection 
was triggered), e.g. asking experienced colleagues to reflect 
together 

Plan session Plan the session by determining the time, place and approach, 
e.g. conducting a meeting or approaching people spontaneously 

In the conduct reflection session stage reflection takes place based on the frame re-
sulting from the reflection initiation. The session has an objective, a reflection topic, it 
may be facilitated and involves one or more participants. The session results in an 
outcome. In the hospital example there are several steps characterized as reflection 
sessions: The nurse reflecting on why he had failed to initiate the emergency proce-
dure, the nurses reflecting together on their experiences with this type of situation and 
identifying a possible improvement of the procedure or staff reflecting in the meeting. 

The Apply outcome results in changes on work, in input to further reflection, or 
both. It may include involving others (e.g. team members), switching between col-
laborative and individual reflection or applying reflection results to work. In the hos-
pital example, the two nurses created an improved procedure, but could not apply it 
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Table 3. Stage “Conduct reflection session” of the CSRL model 

Conduct reflection session (3) 
Input: Reflection frame (b) 
Output: Reflection outcome (c); Reflection trigger (t) 
Make related ex-
periences available 

Make available and share work experiences relevant to 
address the reflection objective, e.g. documenting a prob-
lem.  

Reconstruct or 
envision work ex-
perience 

Reconstruct relevant work or envision them as future ex-
perience, e.g. based on various data from the work process, 
or notes to support participants’ memory 

Understand mean-
ing 

Relate experience to relevant context (in light of the reflec-
tion topic), e.g. to procedures relevant for the work task 

Articulate meaning Formulate the meaning in a way that makes it understand-
able to others, e.g. talk about possible reasons for a prob-
lem 

Critique experi-
ence 

Critically evaluate the experience by use of relevant crite-
ria, e.g. asking whether it could have been avoided and 
how 

Reach a resolution Agree on – or decide when there is – a satisfactory out-
come of the session; formulate the outcome 

Plan to apply re-
flection outcome 

Clarify whether and how the outcome can be applied in 
practice 

 
because they do not know whether other staff would consider it a good solution. The 
decision in the staff meeting to practice emergency situations more frequently results 
in changes for work practice but management needs to be included for its implemen-
tation. Outcomes may be on individual, group or organisational levels, and that both 
individual and collaborative reflection processes may lead to them [7]. 

Table 4. Stage “Apply outcome” of the CSRL model 

Apply outcome (4) 
Input: Reflection outcome (c) 
Output: Change (at the work arena) (d); Reflection trigger (t) 
Decide on change to 
work (e.g. what, 
who) 

Finding out what change on the work arena should be 
made, and who will be involved (e.g. what scope the 
change should have). 

Decide how to make 
the change 

Considerations may involve whether a change to work can 
immediately be made and/or whether it should be de-
scribed and shared, informally or formally e.g. as a rec-
ommendation 

Decide whether 
further reflection is 
needed 

It may be that the participants see a need for change but 
cannot not identify or agree on a solution, or that there is a 
need for the involvement of others with more expertise or 
power. These may be reasons to initiate a new reflection 
cycle. 
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4.3 The Transitions between the Stages in the Reflection Cycle 

To support reflection as a process and not only single instances/cycles, there is a need 
to analyse the transitions between the stages of a cycle. The transitions involve the use 
of output from one step as input to the next, as shown in Fig. 1 (a,b,c,d). 

Data on Work (a): Data is needed to reconstruct and make sense of work experi-
ences. It may be more or less contextualized, more or less filtered, and more or less 
abstracted. The data may result from user-initiated or automatic data gathering. In the 
hospital example, this data could stem from notes the nurse made after the problem or 
from the internal call centre to reproduce which numbers the nurse had dialled. 

Frame for Reflection (b): When the initiation of a reflection session is completed, 
the result is a frame for the reflection session. In our example, a simple frame was 
made up by the idea to approach the head nurse for reflection, a more elaborate frame 
can be seen in the meeting held with staff, which was accompanied by an agenda.  

Reflection Outcome (c): A reflection session results in an outcome as described in 
section 4.1. The outcome may consist of several elements. It may be more or less 
explicit, and more or less clear with regard to implications for activity on the work 
arena. The outcome is the starting point for the “Apply outcome” stage. Outcomes in 
our example were extended internal training and a new emergency procedure. 

Change on the Work Arena (d): The “change” arrow in the model depicts a change 
to be made or already made to work. The change has a scope in terms of what activity 
(tasks, processes) is affected and in terms of who (individuals, roles) are affected. A 
change done in the hospital example was that the nurses started to more frequently 
practice emergencies.  

4.4 Initiating Reflection Sessions: Transitions between Cycles  

The example describing reflection on the failed emergency procedure described in 
section 3 contains three interconnected, sequential reflection cycles (see Fig. 2): 

Cycle 1: Individual Reflection of the Nurse: After the critical incident, the nurse 
thought about reasons for it to prevent similar situations in the future, but could not 
come up with a better understanding of the situation.  

Cycle 2: Reflection Between Nurse and Head Nurse: As a result, the nurse asked 
the head nurse to reflect on the issue together. They identified that the emergency 
procedure was too complicated, but were not sure about this. 

Cycle 3: Reflection in Staff Meeting: Again as a result, the head nurse decided to 
reflect the issue with the whole team in order to make them aware of the complexity 
in the emergency procedure and get their feedback. 

In addition, but not observed in the study, the nurses later initiated a fourth reflec-
tion cycle, in which they included the hospital management, to reflect on changes on 
the hospital emergency procedure. Fig. 2 shows these interconnected reflection cycles 
and depicts the importance of the “Initiate Reflection” stage of the CSRL model: Al-
though it is not always an explicit and scheduled process – for example, the nurse 
decided spontaneously to ask the head nurse for support – people need to find proper 
partners and to transfer the data and information to them when they initiate a new 
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This has already been applied to cases in which for example the tracking of people’s 
mood was central for the reflection of meeting facilitation [28], in which the docu-
mentation of critical situations and the articulation of different perspectives in these 
situations was needed for reflection [24] or in which the reconstruction of work expe-
rience was crucial for reflecting on it [29]. Addressing the explicit linking of the 
CSRL reflection cycle to the use of reflection tools can be considered a distinct view 
of the CSRL model and will be subject to an upcoming publication. 

Besides this direct mapping between activities of reflection and meaningful tech-
nology support, the connected cycles of reflection and reasons for starting cycles that 
we described with the CSRL model create additional information and requirements 
for the design of reflection tools. First of all, they show that reflection tools not only 
need to provide data on work to start and feed reflection, but also need to create, 
exchange and maintain a context of reflection throughout different cycles. This 
context includes outcomes of earlier cycles, which can be used as input or topics for 
later cycles, communication on the reflection topic that is relevant for the cycle, as 
well as experiences and understanding shared in previous cycles to support sense 
making in the next cycles. The context needs to be shared across cycles to ensure that 
reflection does not have to be started from scratch or with high efforts to recreate the 
context (e.g., if there is little time between two cycles or if there are outcomes from 
earlier cycles).  

Looking at the transitions and triggers connecting steps and cycles in the CSRL 
model, it becomes clear that reflection tools also need to provide support to keep the 
cycle active until a resolution has been reached and applied. For the transitions de-
scribed in the model (data, frame, outcome, change; see section 4.4) this means reflec-
tion tools need to create an output for each phase that feeds into the next.  
Data: Data such as stress level figures, work performance measures or notes on expe-
riences form the basis of reflection by supporting human memory [30]. Data needs to 
be available to individuals and groups: Writing down and sharing experiences as in 
the example of the nurse enables more objective reflection on past episodes.  
Frame: Tools need to support people in creating a frame for reflection, which needs 
to be transferred to the reflection session. This frame may differ: In our example, the 
nurses created an agenda for a meeting as a frame, but they could as well have written 
down the experience and broadcasted a questions such as “Can someone think of a 
solution for this” in a tool instead of starting a meeting.  
Outcome: For reflection to be successful and take multiple cycles, the preservation 
and exchange of outcomes is critical – without tool support, outcomes are easily for-
gotten or not shared with others [7]. Reflection tools should enable the documentation 
of outcomes, including a link to the data reflected on to contextualize the outcome 
(see also [24]) In the case of the nurses, the decisions to change the amount of training 
done and to try to change the overall emergency procedure could have been docu-
mented in a tool to follow up on them later or ask others whether they agree. 
Change: Change needs to be applied on the level of work (processes). Reflection 
tools could support this by creating proposals for change that can be tracked. Data 
stemming from this tracking can then be input for the reflection of the changed work 
procedures. In our example, a tool could have created the proposal to change the pro-
cedure, which could be checked regularly for its implementation and effect on work.  
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Concerning the triggers discussed in section 4 the model emphasizes the need for 
supporting the phase of initiating reflection: Although this phase is often implicit 
when there is no dedicated planning session for a reflection cycle, there is a need for 
support in involving reflection partners. Moreover, the initiation of new reflection 
cycles from all steps of the CSRL model suggests that reflection tools should support 
awareness on or assessment of the state of reflection in different steps, e.g., whether 
an outcome was created that was agreed upon by a group or whether a solution can be 
applied. If this assessment has a negative result, the tool should support users to iden-
tify other reflection participants accordingly.  

6 Conclusion 

In this paper, we have stressed the descriptive power of the CSRL model to represent 
aspects of reflection in the workplace that are currently not well covered by existing 
frameworks, and that need to be understood in order to provide appropriate technolo-
gy support. The model advances the state of the art as it anchors reflection in work 
practice and describes it as part of such practice, in that it includes individual and 
collaborative reflection cycles, in that it explains transitions between cycles and 
reasons for these transitions, and in that it informs technology support for reflection 
beyond individual cycles. This gives the model various potentials in TEL: 

With the CSRL model, reflective learning in the workplace can be represented 
as a process involving multiple, interconnected cycles. This is crucial to under-
standing reflective learning because the final reflection outcome and its application as 
change on the work arena may depend on the opportunity to initiate additional cycles. 
The descriptive power to model multiple cycles allows a detailed analysis of a case 
which can help analysts/designers understand how multiple cycles are, or could be, 
involved. This can help them create a more complete model of the case. 

With the CSRL model, each reflection cycle can be characterized in a way 
that captures important differences between cycles. This can be done by describ-
ing the elements in the cycle (stages, transitions) and by identifying patterns in types 
of cycles or interconnected cycles (e.g. individual sense making followed by consult-
ing a peer, or reflection in a team followed by involving management).  

With the CSRL model, tool support can be adapted to the particular charac-
teristics of the reflective learning process in question. Examples of considerations 
include how to support the involvement of other parts of the organization, how to 
bring about actual change with a particular organizational scope (e.g. one’s team, the 
entire organization), how to help a team come up with creative solutions in a reflec-
tion session, how to help a learner become aware of the opportunity to reflect.  

To fully exploit the potential of the model, further work is needed, especially in 
understanding and describing single reflection cycles and their relationship. Re-
search building on the contribution presented here should apply the CSRL model to 
different types of cases of reflective learning, to further explore its descriptive power 
across different domains. More detail should be provided on the dimensions along 
which model element can be characterized. Also the connection between reflection 
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cycle elements and tool support should be detailed further, as a step towards making 
the CSRL model a design framework that connects the characteristics of reflective 
learning processes to recommended tools and tool features. 
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Abstract. This paper presents rhythm reading, one of the elementary
ear training exercises, as a pedagogical software application of PWGL.
We use different kinds of stochastic and mathematical models to generate
a rhythmic database. The database is divided into several categories,
including, binary or ternary, euclidian, afro-cuban, corpus-based, and
contemporary. Our musical constraints systems is used to define a rule
set, which, in turn, can be used to automatically generate graded rhythm
reading exercises. The user is then presented with a musical score, and
he or she can perform a reading with any percussive instrument or voice
and a microphone connected to a computer. Our novel signal processing
system is utilized to analyze the reading. Finally, visual feedback and
statistics are displayed directly as a part of the exercise. In this paper
we present our rhythm reading application, and discuss the details of its
implementation.

Keywords: Educational technology, music education, interactivity,
multimedia learning environments, human-computer interaction, con-
straints, signal processing.

1 Introduction

Today, computer-based music tuition is a growing field of interest. Several studies
have found that Computer Assisted Instruction (CAI) is in general beneficial for
students and that the learning gains are substantial (see for example Hofstetter,
[2]). Furthermore, [3] concluded that the use of CAI in teaching rhythm dictation
is especially effective.

There are numerous web applications that are targeted at basic-level music
education, including those at www.emusictheory.com/ and www.teoria.com/.
One advantage of web applications is that they work on most browsers and on a
majority of the operating systems. There exists also traditional computer soft-
ware aimed specifically at Computer Assisted Music Instruction (CAMI). How-
ever, most of these applications are not extendable, they do not provide the tools
for users to prepare their own educational material and they tend to focus on one
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specific problem such as instrument tuition, as is the case with the IMUTUS[11]
system. One of the first CAMI systems was the University of Delaware’s Graded
Units for Interactive Dictation Operations (GUIDO). The GUIDO system taught
the identification of intervals, melodies, chord qualities, harmonies, and rhythms.
One of the more recent projects is LenMus (http://www.lenmus.org/). which
is an open-source software for developing applications for practicing music the-
ory and aural skills. There are also other platforms, for example OpenMusic,
which are not specifically geared towards pedagogy but which nevertheless can
be used for that. Furthermore, the use of the combination of Strasheela and
GNU/Lilypond for generating rhythmic exercises has been reported by Percival
et al.[10] However, they concentrate on developing a rule set for generating the
exercises, rather than developing an application that makes it possible to input
the solution, check it automatically, and give feedback to the user, as is the case
in this paper.

PWGL[8], is a visual computer language designed for the applications of
computer-assisted composition, music theory and analysis, software synthesis,
and music notation. PWGL has mostly been used as an artistic/compositional
tool. In our case, all of the techniques that we have developed lend themselves
well to the production of teaching material, and, also, provide a basis for the
automatic analysis of user input. PWGL should prove to be an ideal platform for
realizing music tuition applications as it incorporates a flexible real-time music
notation engine, a rule-based scripting language, a multi-rate capable sound syn-
thesis engine, and a content authoring tool (CAT). Our music notation package,
ENP[5], can be used both as an input and output tool. Most of the web-based
applications rely on textual input. ENP, however, can be used as a GUI com-
ponent for representing musical data. The Kronos[9] synthesis engine can be
used in signal processing tasks, such as pitch estimation, or, as in our case, for
transient detection. Synthesized output, in turn, can be used in advanced ear-
training drills, where, for example, microtonal pitch resolution is required. Our
rule-based composition/scripting system[6] can be used to generate drills, and,
also, to check the user input and mark the mistakes directly in the score. Fi-
nally, our content authoring tools make it possible to arrange visual and textual
components to create interactive training content. The material produced using
our system can be further converted into other formats, such as, PDF or HTML,
which makes it possible to work and study offline as well. In the case of PDF, for
example, the drill sections would obviously not be interactive, but those sections
would nevertheless be exported and they would contain material, such as blank
staff lines for sketching the potential solution, that make sense in paper form.
Therefore, the non-interactive version can also be used as study material.

This paper marks the start of a series of studies where we focus on imple-
menting pedagogical material with the help of PWGL. Our long-term plan
is to extend the repertoire to cover several aspects of music tuition ranging
from ear training to counterpoint. One of the benefits of PWGL is that it is
a fully programmable and extendable system. Through its visual interface it is
possible for the teachers, even with no considerable programming background,

http://www.lenmus.org/
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to develop independently drills and study material for music theory, music anal-
ysis and composition, etc. Many studies concentrate on the theoretical aspects
of learning but only a few look at the practical issues involved in developing
CAMI software.

In the remainder of this paper we present one specific pedagogical applica-
tion, the rhythm reading, and discuss its implementation in detail. The genera-
tive part, realized with the help of musical constraints, takes care of generating
suitably graded rhythmic exercises and is covered in Section 2. The synthesis
part, which assumes responsibility for detecting the user input and informing
our host application, is covered in Section 3. The analysis of the user input is
discussed in Section 4, and, finally, the application part, which presents users
with a graphical user interface and provides for the visual feedback, is discussed
in Section 5.

2 Generative Part

In our pedagogical application we use several techniques to produce teaching ma-
terial. The general strategy is that we first use some sort of stochastic or mathe-
matical system to create a database of rhythmic figures. Our constraints system,
is, then, used to implement a set of rules that guarantees coherence, a sense of
development, the feasibility of the musical phrases, and the ability to control
the level of difficulty. Our database is divided into several categories: (1) binary,
(2) ternary, (3) euclidian, (4) afro-cuban, (5) corpus-based, and (6) contempo-
rary.

The idea behind this type of classification is that the groups are arranged in
an increasing order of complexity/difficulty. Binary and ternary rhythms present
entry level material where the number of possible rhythms is limited and the
rhythms are simple. The rhythms in the euclidian, and afro-cuban categories,
are all generated using the general idea of euclidian rhythms[13]. The corpus-
based category incorporates a set of constraints that are automatically generated
by computationally analyzing a musical corpus. Finally, the contemporary cate-
gory includes both irregular rhythms and meters, as well as almost unrestricted
combinations of them. These are generated, for example, using the ’mode de
valeurs’ system by Messiaen and other systems coming from mathematics, such
as the Golomb ruler, which results in maximally irregular rhythms.

2.1 Generating the Exercises

Due to space constraints, we choose, as an example, the binary rhythm group.
It is not our aim to develop a comprehensive set of rules, but, instead, to give a
working example of the implementation.

A database of acceptable rhythms is first generated. The method is relatively
simple and is not covered here. The database is represented using the PWGL
RTM-notation. In its entirety it is as follows: (-1) (-3 1) (-1 1) (-2 1 1) (-1 3) (-1
2 1) (-1 1 2) (-1 1 1 1) (1) (3 1) (1 1) (2 1 1) (1 3) (1 2 1) (1 1 2) (1 1 1 1).
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The notation is quite straightforward: Positive numbers denote the length of
a note in units. Negative numbers, in turn, represent rests. The base duration
chosen here is one quarter-note, i.e., the list of numbers represents the internal
distribution of durations inside a quarter-note. Thus, the encoded rhythm (3 1)
in a music notation is 3/4 of the base unit, i.e., a dotted 8th-note, followed by
1/4 of the base unit, which, in turn, is a 16th-note. An example using common
music notation is given in Figure 1. Note that the sum of all durations in the
list is 4, thus the ratios 3/4 and 1/4.

œ. œ(3 1) =

Fig. 1. The encoded rhythmic figure (3 1) and the resulting rhythm in common music
notation. The sum of all the elements in the list is 4, and the base duration chosen here
is a quarter-note. Therefore, the list (3 1) results in the ratios 3/4 and 1/4, which, in
turn, result in a dotted 8th-note (three quarters of a quarter-note) and an 8th-note.

Next, we examine in detail the rules used to produce the exercise, using the
database of rhythmic figures defined earlier. The rule set consists of three rela-
tively simple rules. The first rule (line 1) controls the first rhythm in the exercise.
Here, we make sure that the first event of the exercise is a note instead of a rest.
This is mainly because of our input scheme: the reading is started as soon as the
system detects the first transient, as explained in section 4.1.

The next rule (line 3) states that wewant to avoid repetition in the space of three
consecutive rhythms. And, finally, lines 5–10 control the structure of the whole ex-
ercise: The last beat is constrained to (1), that is, a quarter-note. Also, every fourth
figure must begin with a longer duration. This is to create a cyclic feel.

1 (i1 (?if (plusp (first i1))))

3 (* ?1 ?2 ?3 (?if (setp (list ?1 ?2 ?3) :test #’equal)))

5 (* ?1 (?if (if (= (cur-index) (cur-slen ))
6 (equal ?1 ’(1))
7 (if (zerop (mod (cur-index) 4))
8 (or (eql ?1 ’(1))
9 (> (car ?1) 1))

10 (neql ?1 ’(1))))))

The rule syntax is covered in detail, for example in [7], and cannot be dis-
cussed in depth here. However, Figure 2 illustrates the relationship between the
rhythmic figures in the database and the different components of the rules (the
rule is the same as in Listing 2.1, line 3). Here, the rule is divided between two
lines. The topmost line shows the pattern-matching part and the bottommost
line, in turn, shows the rule part. The current train of rhythms, i.e., the current
partial solution, is shown in the middle. As can be seen, we can make a symbolic
link between the composed rhythmic score and the rules (shown by the connec-
tions a–c). This information is then used by the rule to apply certain constraints
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as demonstrated by the connection (d) in Figure 2. Here, we maintain that there
can rhythmic figure cannot be repeated inside a window of three consecutive
figures. Note also, that in this case the rule would not accept this solution as the
first rhythm (a) is repeated in (c). Again, these three rules are given here as an
example. In reality, there would be a collection of rules for generating exercises
of different levels of difficulty.

(* ?1  ?2  ?3 (?if 

      
      (setp (list ?1 ?2 ?3) :test #’equal)))

... (3 1)  (1 1 1 1)   (1 2 1)    (1 1 1 1)  ...{(a) (b) (c)

(d)

Fig. 2. A snapshot of the process of applying constraints. Here, the current solution is
displayed in the middle. The rule is wrapped around it to make it easier to visualize
the connections between the solution and the parts of the rule. Note, that in this case
the rule would fail because the first and the third rhythms are the same (see a and c).
This is the scenario that is explicitly forbidden by this rule (d).

3 Implementation of Machine Listening

Machine listening is essentially signal processing. Such tasks are not suited for
implementation in PWGL, mainly because it is not highly efficient in numerical
processing. Traditionally, a special component called PWGLSynth has been used
as a domain-specific tool for signal processing tasks. At the moment, it is in the
process of being replaced by Kronos [9], an emerging signal processing language.

Kronos aims to be a general, yet easy-to-use platform for realizing customized
signal processors. It is particularily relevant to the task at hand by is its com-
paratively superior capability for multi-rate processing, especially in the case of
audio analysis.

The backend implementation of Kronos is a just-in-time compiler[1]. In this
application, the signal processor is described textually and compiled into native
machine code on the fly to enable high numerical performance and real time-
signal processing. The compiler runs as a standalone Kronos server process,
communicating with client processes via Open Sound Control (OSC)[14], an
open standard for musical signals in a networked environment.

OSC is used to transfer the signal processor algorithm from PWGL to Kronos
server, which subsequently compiles and executes it, transmitting the analysis
data back to PWGL via another OSC channel. Because OSC is network trans-
parent, the communication between PWGL and Kronos can take place equally
well whether the two programs run on a single computer or separate computers
on a network.
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Since all the communication is based on an open standard, third party software
can easily extend or automate the process by intervening in the OSC communi-
cation channel.

3.1 Signal Processing Implementation

In this section, the Kronos program and the algorithm used to analyze the
musical performance is briefly explored.

To detect musical onsets, the raw audio signal from a microphone is gradu-
ally refined towards a higher level of abstraction. Initially, the envelope or the
momentary loudness of the signal is extracted from the raw vibration. Secondly,
transients, or rapid increases in loudness are detected to find potential musical
onsets. Finally, onsets occurring in too rapid a succession are inhibited to prevent
multiple detections of a single actual onset. While the algorithm is hardly novel,
it is covered here to demonstrate the relative ease of the Kronos implementation.

Envelope Estimation. A well-known method for envelope estimation is the
use of root mean square technique. The momentary loudness is obtained from
a finite duration or a window of time around the point. By extending the win-
dow, the loudness estimation is more robust against the fluctuation caused by
low frequency vibration. However, the envelope estimation exhibits increasing
lag in responding to transients. This property turns out to actually benefit the
subsequent transient analysis step.

Moving into Kronos code, a traditional method to optimize RMS calculation
is employed. The algorithm involves integrating over a rectangular window of
the squared audio signal. Invoking mathematical commutativity, the rectangular
window can be substituted with its derivative - positive and negative pulses
corresponding to the left and right edges of the window - followed by double
integration. This optimization allows the window to be computed with a simple
subtraction, decoupling the computational cost from window size. An optimized
RMS integrator stage is presented as a Kronos function shown in Listing 1.1.
The window functions are shown in Figure 3.

The output of this function represents the integral of the squared audio signal
over a window of length window-size. By adjusting this parameter, the lag and
stability of the estimator can be controlled.What remains is to divide the integral
by the window size and to take the square root.

Transient Detection. The estimation lag of the RMS method can actually
be leveraged to build a transient detector. Having two envelope estimators with
different lag characteristics, a rapid increase in loudness can be detected by con-
trasting the faster estimator with the slower one. The behavior of the estimators
is illustrated in Figure 4.

When the estimators encounter a transient, the fast estimator rapidly reaches
the new loudness while the slow estimator takes longer to reach it. Whenever the
fast estimator exceeds the slow estimator, a transient is underway. The sensitivity
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(a) (b)

Fig. 3. A Rectangular window (a) and its derivative (b)

Listing 1.1. RMS Integrator implemented in Kronos

1 Integrator (sig window-size ){

2 squared = sig * sig

3 energy = z-1(’0 energy) + squared - Delay(squared

4 window-size )

5 Integrator = energy

6 }

Fig. 4. Actual loudness, fast and slow estimator behavior

of the detector can be adjusted by specifying a ratio by which the fast estimator
value must exceed that of the slow estimator to trigger a transient.

The transient detector function, shown in Listing 1.2, makes use of two In-
tegrators of different window size from Listing 1.1. An optional decimation is
used to decrease the signal rate at this stage to spare computational resources
consumed by the division and square root operations.

Onset Analysis. CD-quality digital audio consists of 44100 numerical samples
per second. The goal of the signal analysis step is to dramatically reduce the
amount of information, ending up with just a single event per detected musical
onset.
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Listing 1.2. Transient detection utilizing two different RMS Integrators

1 Transient (sig bigwindow smallwindow decimation )

2 {

3 (slow fast) = Reactive:Decimate(

4 (Integrator (sig bigwindow )

5 Integrator (sig smallwindow ))

6 decimation )

8 Transient = Sqrt ((fast + 0.0001) / (slow + 0.01))

9 }

Listing 1.3. Onset analysis, initial gating to drop non-transients

1 transient = RMS:Transient (Audio:Mono-Input (#1) #2000 #64

#16)

3 peak = Reactive :Gate(transient transient > 0.65)

4 time = Coerce(Float Reactive :Time ())

5 detected = (time peak)

The first information reduction step is achieved by utilizing Kronos ’s signal
decimation facility, built into the transient detection function shown in Listing
1.2. In the example implementation, a factor of 16 is used to bring the signal rate
of the envelope down from 44.1kHz to 2756Hz. This reduces the computational
cost of subsequent analysis steps, while retaining a very detailed picture of the
loudness behavior of the signal.

In the next step, all samples of the transient curve below a certain threshold
are dropped by a Gate operator. Any samples passing this gate are associated
with a time stamp describing when they occurred.

Finally, the detected transient is contrasted to the previous detection. If less
than 10 milliseconds have passed, the transient is rejected as likely belonging to
a single musical event.

Listing 1.4. Onset analysis, final gating to remove spurious duplicates

1 previous-detected = z-1(’(0 0) detected)

2 (prev-time prev-level ) = previous-detected

4 Onset-Analyzer = Reactive:Gate(detected time > (prev-time

+ 0.01))
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4 Analyzing the User Input

Once the user has performed the reading the user input is analyzed and the
analysis is displayed directly in the score.

4.1 The Metrics

During a signal processing run, the Kronos component of the performance ana-
lyzer has transcribed a set of onset events, which in their numerical form consist
of time-loudness pairs.

To facilitate analysis, the detected sound events must be associated by the
generated score, such as those described in Section 2. This is a fuzzy process,
as there is no certainty that the performer has hit all the notes nor that the
detection algorithm works correctly in all possible cases. Further, there is no
absolute tempo reference, so the program needs to deduce which sound events
correspond to which score events.

An estimated match can be computed by choosing an anchor event; this sound
event is assumed to have correct timing and duration. A tempo can be set
by choosing a score event that the anchor event represents – this becomes a
relationship between absolute and musical duration. The quality of the match
can be assessed by computing prospective absolute timing for all the events in
the score. Each “ideal” event is contrasted with the nearest sound event detected
from the reading, and the relative timing error is stored. The cumulative timing
error is the total badness of the match.

All possible matches are selected by considering each detected sound event as
each score event. The best matches are, in all practical cases, those where the
anchor event was linked to a correct score event. An averaged tempo is obtained
from several of the best matches, and final timing errors can be computed by
utilizing the anchor/score link of the best match along with the averaged tempo.

This scheme works well with relatively short exercises. It is notable that the
complexity of the algorithm is O(N2) in relation to the number of events in the
exercise. As a future expansion, the matching should be done in smaller sections.
This has two benefits: firstly, the number of computed matches remains the same
with longer exercises and secondly, the tempo estimation prioritizes time-local
musical context rather than averaging over the entire exercise.

4.2 Visualizing the Metrics

We use several different ways to visualize the data obtained via our metrics (see
Figure 6 for examples).

The relative error between the correct rhythm and the user input is displayed
below the rhythmic figures. The small colored note head indicates the distance
from the actual event. Also, a graph is drawn below the note heads. This provides
a continuous view of the user input. The graph is drawn so that a positive error
is drawn above and negative error is drawn below the 0-axis line. The height of
the graph indicates the size of the error. Furthermore, a color scheme is used
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with interpolating colors: green indicates either no error or a minor error and red
indicates a major inference. The resolution and the granularity of the scale can
be adjusted by the user, i.e., the teacher, according to the level of the student
or students in question.

All of the information described above is provided with a ’temporal metrics
expression’– an ENP expression specifically developed for this purpose. ENP
expressions are Lisp-based multipurpose dynamic graphical objects that can be
used to represent different kinds of information as part of a musical texture. How
to implement expressions in ENP is described in [4] and is not covered here.

Visualizing the results of our metrics in the score is a relatively simple proce-
dure. For each event we know the displacement of the user input in seconds. This
information is inserted into the special metrics expression, and the expression is
then attached to the corresponding event by a script. After this the expression
visualizes the information automatically according to its notational context and
the information stored in it. Furthermore, we are also monitoring how the user
interprets the measure structure. We assume that the user will accentuate the
first events of the measures. The appropriate accentuation affects the overall
score by giving extra credit to the student, i.e., the absence of the accentuation
would not lower the score. Finally, an overall grade is provided. The score is
given as a percentage. A perfectly executed reading would result in a grade of
100%.

5 Application

PWGL provides users with several ways of organizing content: The PWGL pre-
sentation mode can be used to turn any PWGL patch into an application, and
DBL (Document Builder Language) is a comprehensive application/document
builder tool. The purpose of these tools is to allow for the preparation of docu-
ments that can be used for different purposes. One of the main uses is to provide
rich and interactive documentation for PWGL and its user libraries. Further-
more, they provide teachers with a means to realize educational material.

Here, since our application is realized as a normal PWGL patch, the final
application will be implemented with the help of the PWGL presentation mode.
The presentation mode allows for the simplification and reorganization of a
PWGL patch so that the pertinent components of it can be brought into the
foreground without destructively changing the patch.

Figure 5 shows the complete patch implementing the generative part, the user
input (the score), and the part for checking and evaluating the user input. In
(1) we define the rhythmic database. The database was generated before-hand
and the code responsible for it is not shown here. The constraints rules for the
generative part described earlier are given in (2). They are connected to the
constraints solver box (3) which applies the rules to the database to generate
an exercise. Furthermore, in this patch, we also use a set of so-called heuristic
rules (4). For demonstration purposes we give preference to rhythmic figures
that do not contain any rests. The use of heuristic rules allows for one more
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level of control in terms of the degree of difficulty. The train of rhythmic figures,
given as output by the constraints solver, is converted into a score object and
consequently also quantized (5-6). The quantization step is effectively a rebaring
step, as the rhythmic material is already in a ’quantized’ form. We are using
the KSQuant[12] library to apply a certain measure structure. The result, as
presented to the users, is shown in the score editor (7). The validation of the
user input is done with the help of the ENP-script box (8) using a set of rules.
The two buttons shown in (9) are operated by the user to trigger the reading
and also optionally to trigger the playback of the score.

Figure 6 shows the final application as the user would see it. Creating this
view is a straightforward process. The teacher preparing the application switches
to the ’presentation’ mode and modifies the view as he/she sees fit, for example
by hiding and displacing boxes. In our case, for instance, the end-user does not
need to see the parts of the patch that implement the program logic, such as the
generation of the rhythms and the checking of the assignment. Therefore, these
components can be hidden from the user. Furthermore, the position and size of
the remaining boxes is adjusted to create a view suitable for the task at hand.
Here, the user input area is made bigger as it is of central importance.

The user interface is also relatively straightforward. Reading is initiated when
the user hits the ’Start’ button. After this the system waits for the first event.
The reading is finished once there are enough events and/or enough time has
passed after the last event.

6 Conclusions

In this paper we discuss the potential of PWGL within the framework of Com-
puter Assisted Instruction. PWGL already exhibits several interesting features
that would make it ideal for different kinds of pedagogical applications ranging
from elementary music tuition to advanced studies in composition, music theory
and acoustics. PWGL is unique in offering a combination of sophisticated no-
tation and signal processing capabilities while being a full-fledged programming
environment.

Here, we concentrate on the rhythm reading exercise which is one of the fun-
damental skills required for music students. We discuss the various components
of a rhythm reading exercise application and provide an example of a reference
implementation. The application is offered freely, in the hope that it may inspire
and instruct the community on how to build pedagogical applications in PWGL.
It may also be directly useful to teachers and students.

One of our long-term tasks would involve incorporating known teaching tech-
niques, such as the Leitner method (also known as spaced repetition), as a part
of our tuition system. Furthermore, issues involving the usability of the software
from both the teachers and the students point of view should be investigated.
We are also receptive to criticism and suggestions from the community of pro-
fessional music educators in order to further enhance the capabilities of PWGL.
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Abstract. Predicting knowledge levels from user’s implicit interactions with an 
adaptive system is a difficult task, particularly in learning systems that are used 
in the context of daily work tasks. We have collected interactions of six persons 
working with the adaptive work-integrated learning system APOSDLE over a 
period of two months to find out whether naturally occurring interactions with 
the system can be used to predict their level of expertise. One set of interactions 
is based on the tasks they performed, the other on a number of additional 
Knowledge Indicating Events (KIE). We find that the addition of KIE signifi-
cantly improves the prediction as compared to using tasks only. Both approach-
es are superior to a model that uses only the frequencies of events. 

Keywords: learning analytics, user modeling, knowledge indicating events. 

1 Introduction 

Learner models [1] are at the core of adaptive learning systems, as they enable a sys-
tem to adapt to individual learning needs. A variety of learner characteristics (know-
ledge, interest, learning style, etc.) may be represented in a learner model. Within this 
paper we concentrate on the learner’s knowledge state. To make sure that the learning 
system can adapt to the knowledge of its users, continuous maintenance of the learner 
model is necessary.  

In our previous work, we have followed two alternative paths for updating the user 
model which both relied on implicit information derived from natural user behavior 
when interacting with the system: First, an approach which is based on Competence-
based Knowledge Space Theory (CbKST), and second, an approach which is based 
on Knowledge Indicating Events (KIE).  

We have suggested Competence-based Knowledge Space Theory (CbKST) as a 
means to derive a user’s knowledge state from tracking the user’s working tasks he or 
she has been performing as part of his or her normal job duties [2]. The user model in 
this case simply adds all knowledge and skills assumed to be necessary for perform-
ing well in a particular task. While CbKST has been successfully applied in educa-
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tional settings, certain limitations exist that make it difficult to transfer this approach 
to implicit user modeling in a workplace setting. There, it is difficult to observe suc-
cessful task performance (implicitly) from which available knowledge and skills 
could be derived. At the same time, our experience has shown that users use these 
systems much more flexibly than simply obtaining scaffolding for performing a task. 
Rather, they browse or search topics, obtain learning hints, contact others or are con-
tacted by others for help etc. [3]. As a consequence, a user model which is only based 
on tasks performed does not make use of all available information.  

As a second approach, we have therefore suggested KIE as a means for non-
invasively diagnosing user knowledge in an adaptive work-integrated learning system 
[4][5]. The assumption is that all behavior of a user with the system potentially can 
give evidence of whether a user possesses knowledge and skills. For example, an 
assumption could be that a person who clicks on the ‘help’-button for a concept has 
little knowledge of this concept. While this may not be the case for each behavior, 
collecting enough evidence may in the end lead to a more accurate user model than if 
only task performance is considered. 

In this paper, we compare an approach which is based on CbKST (i.e., only on 
tasks performed) with an approach based on KIE where a more extensive set of ac-
tions is considered. As collecting realistic user interactions in the workplace is ex-
tremely difficult and has to our knowledge not been realized, we perform an explora-
tive study in which the work-integrated learning system APOSDLE [3] was used by 
six users for a period of two months. We use these two approaches to find out whether 
user interactions can be used to predict self-appraisal of expertise. We also compare 
the model to peer-assessment and to a simple frequency-based approach as a baseline. 

2 Traditional Ways of Knowledge Diagnosis 

In the context of adaptive learning systems, such as Adaptive Educational Hyperme-
dia (AEH [6]), and Intelligent Tutoring Systems (ITS [7]), assessment and user model 
maintenance with regard to user knowledge has been typically based on testing for 
knowledge and skill. In ITS, the emphasis was placed on procedural problem solving 
skills. From successful or unsuccessful solutions of a problem, the skill level of a 
learner was deduced, and hence curriculum sequencing or learning prompts were 
adapted (for a recent review see [8]). The underlying models that were used in these 
systems include a cognitive model of the learning domain [9] [10], Constraint-based 
Models [11], Competence-based Knowledge Space Theory [12] or Bayesian Nets 
[13]. The general idea in all of these approaches has been that by tracing observable 
solution behavior, inferences on the underlying knowledge and skills can be made. 
The process of inferring knowledge in one concept from diagnosing knowledge in 
another concept has been called knowledge propagation [1] or knowledge update 
[14].  

While ITS have traditionally been more concerned with testing and practicing of 
skills, AEH have been more concerned with teaching conceptual knowledge. As a 
result, the user interaction with AEH is quite different from that in ITS: In AEH, 
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learners consume learning material by reading texts, receiving pictures or listening to 
audio or video materials. Learning is supposed to be triggered by these processes and 
is seen to be an internal process that cannot be observed directly. For this reason, 
AEH attempt to guide learners through the large quantities of contents in an optimal 
way by recommending suitable contents or sequences of materials.  

The most straightforward way of diagnosing user knowledge in an AEH system is 
simply asking learners questions, from which their knowledge can be deduced. This 
happens in the form of quizzes or tests. Usually, this form is seen as the ‘most effec-
tive way’ of diagnosis [15]. There has been a realization, however, that it is not al-
ways feasible to ask questions, and thus other methods have been used. Visiting pages 
seems to be the most common one, which assumes that a visit indicates a certain pag-
es has been read and understood at least to a certain degree. This measure of a user’s 
knowledge based on a page visit has been implemented, for example, in AHA! [16]. 

More recently, research into ITS and AEH has grown together, giving rise to 
Adaptive and Intelligent Web-based Educational Systems (AIWBES, Brusilovsky & 
Peylo, 2003). In the context of AIWBES, some steps have been made in the direction 
of non-invasive diagnosis of user knowledge. Brusilovsky & Millan [1] use the term 
evidence-bearing event to refer to a user activity that reveals that the user has know-
ledge about a certain domain element. These events can be “an answer to a test item, 
solution of a problem, teacher’s opinion, the number of Web pages relevant to the 
element K that have been visited, etc.” (p.26). This description of an evidence-bearing 
event includes the possibility of diagnosing knowledge implicitly, from a user visiting 
a page, as used in ElmArt [17] and LS-Plan [15], for instance. Similar approaches to 
assessing user knowledge from different sources of evidence have been proposed with 
the Cumulate server of KnowledgeTree [18] and Personis [19]. 

As stated above, the clear separation between ITS and AHS is gradually dissolving. 
Nowadays, integrated learning environments (termed, e.g. virtual learning environ-
ments or virtual classrooms) certainly contain elements of both ITS and AHS. While a 
learning environment may contain exercises, it could also contain learning materials 
that would allow a student to learn certain contents, or interactive exercises or simula-
tions that would allow practicing certain skills. Most importantly, all modern learning 
environments also contain communication and collaboration functionalities which 
allow learners to get into contact with fellow learners, tutors or teachers. A large array 
of these functionalities allows for collaborative learning. Despite these developments, 
utilizing implicit measures for diagnosing knowledge plays a subordinate role in 
AIWBES. Instead, in most of these systems, testing still plays a predominant role, and 
other implicit forms of assessment are usually seen as less effective, less reliable and 
therefore as generally inferior.  

Increasingly, learning environments seek to support learners not in an artificially 
created learning environment, but embed learning in other natural activities. Exam-
ples are game-based environments [20], or work-based learning environments that 
should support people in performing real tasks they are working on [23]. These sys-
tems blur the boundaries between a learning system and other types of natural activi-
ties, like natural work tasks.  
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3 Implicit User Modelling from Naturally Occuring Events 
during Work Tasks 

In the context of workplace learning, where learning happens mostly in non-formal 
arrangements, testing for knowledge and skills (e.g. with knowledge quizzes) is not a 
realistic option for multiple reasons [2]. Rather, it is assumed that in workplace prac-
tices, knowledge and skills are being applied in the context of normal work tasks. 
Therefore, more implicit methods of knowledge diagnosis are needed.  

Several implicit approaches have been proposed. The ADAPTS system [25], for 
example, is used for adaptive help in complex technical maintenance tasks. It com-
bines a domain model (different components of the maintained system), a task model 
(a hierarchical structure of the maintenance tasks) and a user model which tracks 
knowledge and experience of each technician with these components and the tasks. 
For each task, there is a mapping to all domain elements involved in the task. The 
user model uses information on which tasks were successfully performed and thereby 
diagnoses the knowledge of a person in the tasks and components. With this system, 
however, no longer field study has been conducted to collect naturally occurring inte-
ractions.  

One system that implicitly infers the users’ IT skills, more specifically their Micro-
soft Word literacy, from logs is the system OWL, an acronym for ‘Organisation-Wide 
Learning’ [21]. OWL is a recommender system for learning that logs Word com-
mands of each user such as ‘print’, ‘copy’, ‘paste’, etc. The commands of different 
users are pooled and for each single user it is decided whether he or she over- or un-
der-uses a certain command. Under-used commands are then recommended to the 
users in order to improve their Microsoft Word literacy. The appeal of this approach 
work lies in the operationalisation of skills: The authors diagnose the user’s MS Word 
literacy by observing his or her interaction with MS Word – practically no inference 
is needed for this diagnosis. This is in contrast with approaches that try to diagnose 
skills which are by far more difficult to observe, such as a user’s knowledge in the 
area of ‘inference statistical analyses’, or ‘programming’. 

Other systems that give advice in the task context are recommendation systems for 
software development [22]. These build a user model on a per item basis and there-
fore do not diagnose any knowledge or generalizable skill. They observe which me-
thods the user has already used and refrain from recommending these items again 
when the methods have been used for a number of times. 

In the context of our own work in the area of work-integrated learning, we have 
proposed an approach for inferring employee competencies from past task perfor-
mance in knowledge work [2]. The user model, in this case, assumes a mapping be-
tween the working tasks of a domain on the one hand, and the knowledge and skills 
needed to perform these tasks on the other. CbKST is then used to infer availability of 
knowledge and skills when performance of certain tasks is observed [23]. Because 
dependencies exist in the learning domain between certain knowledge and skills in the 
sense of prerequisites, inferences can exploit these dependencies to make the update 
more efficient. 
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Recently, and as an attempt to extend this approach, we have suggested the idea of 
Knowledge Indicating Events (KIE) as a means for non-invasively diagnosing user 
knowledge [4]. Conceptually, the idea of KIE is in line with evidence-centered as-
sessment design as suggested by [26]. In a nutshell, KIE are naturally occurring user 
actions (e.g., selecting a link, accessing a learning hint) that are interpreted as evi-
dences for a user’s knowledge state. When each of these actions is connected to a 
concept of the domain model, then inferences can be made about the user’s know-
ledge level about the particular domain concept. 

Clearly, in order to assess the usefulness of KIE for diagnosing user knowledge in 
a naturalistic setting, empirical data is needed. Such empirical data requires a field 
study where users interact with the learning system in a naturalistic way during their 
daily work tasks over a longer period of time. Within the present paper we present a 
first field study where we statistically compare the two approaches, CbKST and KIE 
with regard to their success in diagnosing user knowledge. In the next section, we will 
introduce the field study in which the data was collected. 

4 Field Study 

For the field study we used APOSDLE1, an adaptive work-integrated learning system 
which aims to improve knowledge worker productivity by supporting learning within 
everyday work tasks. Within APOSDLE, the learner model is used for ranking learn-
ing goals, recommending useful learning content, and for suggesting knowledgeable 
people [3][4]. 

4.1 APOSDLE and Its Learner Model 

APOSDLE can be instantiated to various domains by creating new semantic domain 
models. Typically, an APOSDLE domain model consists of 100 to 150 domain con-
cepts. The domain model also includes mappings between the domain concepts and 
various other elements of the system, such as work tasks, resources (document snip-
pets), or learning paths. The APOSDLE learner model is designed as a layered over-
lay of the APOSDLE domain model.  

To employ the KIE approach for APOSDLE, all possible user interactions with the 
system that could be related with one or several domain concepts were treated as po-
tential KIE. APOSDLE tracks all user interactions with these domain model elements 
and from these interactions infers the knowledge state of a user for each of the con-
cepts of the domain model based on a very simple rule-based algorithm.2 The users 
receive different recommendations for a topic (different types of resources etc.), de-
                                                           
1 www.aposdle.org 
2 In the version of APOSDLE used in this study, the user model contained for each concept one 

of three knowledge levels (learner, worker, and supporter) which was also visualized in the 
open learner model [5]. For the present study, however, these inferences were not taken into 
account. 
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pending on the detected knowledge level. While these recommendations have been 
shown to improve task performance [24], in a next step, the simple rules should be 
replaced by a statistical approach. Therefore, the predictive power of each of the KIE 
that was used within APOSDLE should be investigated in a field evaluation. The 
question that we were posing at the outset of our explorative study was: Which user 
interactions predict levels of expertise in work-integrated learning? 

4.2 Procedure of the Field Evaluation 

The field evaluation was carried out in an innovation management company in Aus-
tria. Typical tasks in the innovation management domain are for instance, analyzing 
trends in a certain industry, or identifying strategies of industry competitors in the 
market. The APOSDLE innovation management domain comprises 144 domain con-
cepts. Examples for domain concepts from the innovation management domain are 
idea management, market analysis, patent, or knowledge management.  

The participants in the evaluation study were 6 employees of the company who (af-
ter being trained in the use of the system) used APOSDLE for a period of approx-
imately 2 months in their regular work. As the interaction of the users with 
APOSDLE should be as realistic and natural as possible, there was no specific scena-
rio used for the evaluation. When working on their laptops and desktop computers, 
the innovation consultants in the innovation management company could interact with 
APOSDLE at any time to search for information, and to receive learning support. For 
example, they could look up techniques for workshop design, or view examples of 
customer offers from similar previous projects. Whenever APOSDLE detected a task 
or topic the user was working on through automatic task detection, the user was free 
to view the suggestions on the task or topic provided by APOSDLE, and to explore 
further materials. Users were in no way forced or encouraged to use the system. So 
we consider the data gathered as a realistic snapshot of how users naturally interact 
with a work-integrated learning system in a 2-month period. 

In order to establish an external criterion for the knowledge levels in each topic, 
values of the expertise level of a user in each topic were needed. As mentioned above, 
objective knowledge testing is not possible in workplace learning for a number of 
reasons (no tests are available and there is large resistance of experts to be tested for 
their expertise). We therefore drew on self and peer appraisal which is a very common 
form of appraisal in workplace settings. For example, it is used in a number of per-
sonnel development tools, such as 360 degree feedback instruments [27]. Further-
more, while research has shown the biased nature of self-appraisal [28], there is evi-
dence to suggest that it can be a valid form of assessing states of knowledge in tech-
nical areas and for experienced job holders [29].  

Therefore, a special type of card sorting was applied. Card sorting as a technique 
for software evaluation has also been used, for instance by Wild et al. [30]. For self-
and peer-assessment, each of the participants was provided with a set of 144 cards, 
one for each topic in the domain. In a first self-assessment trial, the participant was 
asked to sort each of the cards (topics) into one of five categories: (i) “I am rather 
inexperienced in this topic”, (ii) “I am neither very inexperienced nor very expe-
rienced in this topic”, (iii) “I am very experienced in this topic”, (iv) “This is not my 
area of work”, and (v) “I do not understand the topic”.  
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In a second run, two peer-assessments were gathered for each participant. There-
fore, each participant was asked to sort the same cards for two of their colleagues. In 
addition to the five categories in the self-assessment, a sixth category, (vi) “I cannot 
decide on the level of expertise of my colleague in this topic”, was available for peer-
assessment. That way, for each participant, we obtained one complete self-assessment 
and two complete peer-assessments for each topic (domain model element) in the 
innovation domain. 

4.3 Results 

4.3.1 Knowledge Indicating Events Collected in the Study 
We define KIE as traceable naturally occurring interactions of a user with a learning 
environment that potentially allow inferences on the user’s knowledge and skills. In 
our view, KIE can provide both positive evidence for knowledge, and negative evi-
dence of knowledge, that is, evidence for the absence of knowledge. Examples of KIE 
include contacting a person about a topic, or annotating a document with a topic.  

APOSDLE provides a variety of functionality, including the adaptive presentation 
of learning goals, the recommendation of knowledgeable colleagues, or the recom-
mendation of documents and text passages. For the KIE approach, we identified all 
possible user interactions with APOSDLE that could possibly indicate user know-
ledge. All possible user interactions the system that could be related with one or sev-
eral domain concepts were treated as potential KIE The rationale for not pre-selecting 
any type of interaction was the exploratory approach in this study: We were interested 
in the predictive power of the different types of KIE. The list of KIE can be seen from 
the first column in Table 1.  

The KIE perform topic indicates that APOSDLE automatically detected a topic on 
which the user was working on (e.g., the user was creating a presentation where he or 
she used the term “innovation management”). Another KIE is called select learning 
goal – topic. This KIE implies that a person has clicked on an item in a list of learning 
goals which lead to the display of further information for the topic mentioned in the 
learning goal. The KIE view resource indicates that a user viewed a resource (e.g. a 
report, presentation, image or video) annotated with a certain topic. The KIE edit 
annotation means that a user annotated a resource with a certain topic, or modified an 
existing annotation. The KIE perform task means that a user carries out a task which 
requires knowledge about certain topics. This task-topic relationship is represented in 
the APOSDLE domain model. The KIE contact peers means that a user contacted 
another APOSDLE user via APOSDLE to communicate about some topic within the 
APOSDLE domain model. A KIE select learning goal task exists that indicates that a 
person has clicked on an item in a list of learning goals which were presented for a 
task the user was working on. The KIE get learning hints means that a user requested 
additional ‘learning hints’ (questions, exercises) for a topic at hand. The KIE create 
learning path indicates that a topic occurred in a intentionally created ‘learning path’ 
(a list of learning goals which are arranged in a didactically beneficial sequence). 
Finally, the KIE being contacted means that a user was contacted by another user via 
APOSDLE about a certain topic.  
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Table 1 gives an overview over the system usage of each participant in the testing 
phase of APOSDLE in terms of the frequency of how often each KIE was applied by 
each of the participants (P1 to P6). On average, a user applied 303.83 KIE (s =288.81) 
during the evaluation phase. P1 applied 875 KIE; hence, she used the system at most 
and rather frequently. P4, P5, and P6 showed moderate usage in terms of number of 
KIE. P2 and P3 showed a low usage of the system with less than 120 KIE.  

What becomes obvious already from the table is the unbalanced distribution of KIE 
types: the most frequently applied KIE were performing a topic (855), selecting a 
learning goal for a topic (399), viewing a resource (180), editing an annotation (176), 
and performing a task (149). All other KIE occurred much less frequently (some even 
only sporadically). 

Table 1. Frequency of knowledge indicating events (KIE) for each of 6 participants (P1-P6) 

KIE P1 P2 P3 P4 P5 P6 Total 

Perform topic  375 59 36 118 143 124 855 

Select learning goal-topic 158 16 29 66 65 65 399 

View resource 116 3 7 8 36 10 180 

Edit annotation 143 3 2 2 18 8 176 

Perform task 68 3 26 23 12 17 149 

Contact peers  2 6 7 2 -- 8 25 

Select learning goal-task  5 5 3 1 1 -- 15 

Get learning hints -- -- 5 -- -- 6 11 

Create new learning path 5 -- -- 1 1 2 9 

Being contacted  3 -- -- 1 -- -- 4 

Total KIE 875 95 115 222 276 240 1823 

 
4.3.2 Predictive Models 
In order to predict the level of expertise, a model was needed that could predict as a 
criterion a user’s level of expertise (the user’s self-assessment of being a beginner, 
advanced or an expert) for each of the 144 domain topics using different types of 
predictors (e.g. tasks only vs. all tracked events). We chose to use a multiple linear 
regression model as a prediction model which fits a linear regression line through the 
data by minimizing the squared difference between actual category values (self-
assessed expertise) and prediction. The overall regression coefficient (R) gives an 
overall indication of the fit of the model, while the standardized regression weights 
(beta) give an indication of the weight each predictor carries in the prediction. 

We were only concerned in this analysis with predicting the level of expertise (be-
ginner, advanced, expert) for each topic and each user. We therefore filtered the data 
for all cases where we had both a valid expertise rating from the user (leaving out the 
ones were the user indicated they did not understand the topic or it was not in his/her 
working domain) and for which there was at least one event that had been tracked by 
APOSDLE. The reason for the latter was that we did not want the data to be too 
skewed by the different levels of engagement of the different users. So the model 
should have a realistic chance to make predictions from the collected data. Analyses 
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were performed on a “per person” and “per topic” level so that each data point corres-
ponds to one person and topic combination. The dataset we used contained 340 such 
data points of 864 possible ones (6 users times 144 topics). All analyses reported be-
low were performed on this dataset of 340 data points. 

We are giving below the results of four different predictive models. All models use 
the user’s self-assessment as a criterion. In a baseline model, we use the two assess-
ments by colleagues as predictors. Although the input data for the human baseline 
model differs from the other models (colleagues assessed users on a 3-point scale, 
while the KIE models use all gathered activities as predictors), we still use the col-
league assessment model as a baseline to compare all models based on KIE to human 
judgment. Note that it is likely that humans form judgments about other’s expertise in 
a similar way as APOSDLE, namely by gathering evidence from behaviors and form-
ing a composite judgment.  

We then employed three KIE models to compare their predictive potential. First, 
we employed a model that took only the performed tasks into account. This is in line 
with CbKST which considers for each task all the skills assigned to that task and as-
sumes the user possesses these skills if the task is performed successfully. In our case, 
we do not know about the success of task performance, but we assume that the higher 
the number of detected or selected tasks, the higher the probability that the user can in 
fact perform the task successfully, and, hence, possess the skills assigned to the task. 
We call this model Task KIE model.  

The second KIE model used as predictors the frequency of all events, not only the 
performed tasks. As can be seen from Table 1, the amount of information this model 
used is significantly larger. While the KIE task model drew only on 149 events, the 
Full KIE model drew on 1823 events.  

Finally, we also computed a model which did not take into account the type of event 
that was performed for a concept, but rather drew only on total frequency of events for a 
concept (Frequency KIE model). So, for example, if a user had performed one task related 
to the concept, had looked at two resources and had created one learning path for the topic 
then the Full KIE model would take these different events into account by using all of 
them as predictors. The Frequency KIE model instead would only use one predictor for 
the topic, namely total number of events, in this case 4.  

To summarize, the following 4 models were computed 

• Human judgment model (baseline model): 2 Predictors: two expertise ratings from 
colleagues  

• Task KIE model: 1 Predictor: Frequency of KIE relating to the performance of a 
task 

• Full KIE model: 9 Predictors: Frequency of KIE for all 9 event types.  
• Frequency KIE model: 1 Predictor: Frequency of all KIE for a topic, regardless of 

the type.  

4.3.3 Comparison of Linear Regression Models 
Table 2 gives an overview of the outcomes of the linear regression to predict self-
assessed knowledge levels using the four models. The baseline model (human judg-
ment) reveals a coefficient of R=0.405 and is significant with F(2,534)=53.198, 
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p<.001. These results indicate that, taken together, the two peer assessments predicted 
the self-assessment to a moderate degree, and predictions were clearly better than 
chance. The beta weights indicate that both peer judgments contribute significant 
amounts of variance to the model: betapeer1=0.340 (t=8.268, p<0.001), betapeer2=0.139 
(t=3.370, p=0.001). Results for these peer assessments are in line with correlation 
coefficients usually obtained in studies that compare self- and peer assessments, for 
instance [31] and [32] (see below in the discussion section).  

As can be seen, two of the KIE models are significant (Task KIE and Full KIE 
model) while the Frequency KIE model is not. On the one hand, this gives general 
support to the two approaches we have pursued. As CbKST suggests, looking at the 
tasks performed at the workplace, it is possible to predict to some extent expertise 
needed to perform these tasks. Also our second approach to track activities with 
APOSDLE was successful to predict expertise better than chance.  

Moreover, if these two models (tasks only vs. all events) are compared to each oth-
er, then the addition of explained variance (the difference in R2 of .053) turns out to 
be significant (Fchange(8,330)=2.382, p=0.017). This indicates that the Full KIE model 
is superior to the Task KIE model in that it adds to the prediction some additional 
variance.  

Table 2. Results of four linear regression models to predict self-assessment of expertise for 144                                
domain topics 

 No. of  

Predictors 

R  F p 

Human judgment model  2 0.405  53.198 <0.001 

Task KIE model 1 0.147  7.514 0.006 

Full KIE model 9 0.274  2.979 0.002 

Frequency KIE model 1 0.071  1.714 0.191 

 

4.3.4 Split Half Validation of Beta Weights 
Next, we look at the beta weights of the predictors in the Full KIE model. Because 
beta weights as such should not be interpreted as signifying their general importance 
in predicting the criterion, a split half validation was performed. The data set was split 
into half by random assignment of all cases. Then the linear regression model was 
calculated for each half and beta weights were derived. This procedure should ensure 
that the most important beta weights could be identified. Table 3 shows the most im-
portant three predictors in each of six iterations and the sign of the beta weight. The 
signs of the weights in the table show the direction of the prediction where a positive 
sign indicates that the predictor indicated increased expertise. All signs are in an an-
ticipated direction, except for “Get a Learning Hint” which indicated increased exper-
tise, rather than less. 

The table confirms that performing a task and creating a learning path were the two 
dominant predictors as they appeared among the top three in each of the cross valida-
tion datasets. The third predictor varies across the datasets indicating that additional 
variance cannot be explained in a stable manner. 
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Table 3. Three strongest predictors and the sign of their beta weight in six split half cross 
validation samples 

Perform Task 
(+)  

Create Learn-
ing path (-) 

View Re-
source (+) 

Create Learn-
ing path (-) 

Perform Topic 
(+)  

Perform Task 
(+)  

Create Learn-
ing path (-) 

Perform Task 
(+)  

Get Learning 
Hint (+) 

Create Learn-
ing path (-) 

Perform Task 
(+)  

View Re-
source (+) 

Create Learn-
ing path (-) 

Perform Task 
(+)  

Select Learn-
ing Goal (-) 

Perform Task 
(+)  

Create Learn-
ing path (-) 

Get Learning 
Hint (+) 

5 Discussion and Conclusion 

We conclude from the results that it is possible to predict to a certain extent self-
assessed expertise in a domain by considering events tracked by a work-integrated 
learning system in a natural use of the system at the workplace. We note further that 
an approach, based on CbKST which predicts expertise solely from tasks selected is 
already successful. If we add further events which are assumed to indicate knowledge 
(KIE), then the prediction can be significantly improved.  

The correlation coefficients derived from judgments of peers (one peer, R=0.340; 
two peers R=0.405) are in line with studies that compare self- and peer assessment in 
workplace settings. For example, two meta-analyses find correlation coefficients be-
tween self- and peer ratings of =0.36 [31] and r=0.37 [32]. Considering this as an 
upper baseline, we consider the performance of the Full KIE model (R=0.274) as a 
rather promising result, considering the fact that the KIE model did only have the op-
portunity to track events for 2 months, and there was a great variation in how fre-
quently APOSDLE was used by the participants. 

Our study also clearly shows that it makes sense to look at qualitative differences 
in the events rather than just count frequencies. There is a good amount of evidence in 
the behavioral and educational sciences that supports this finding: When compared to 
novices, experts in a domain don’t just do more of the same, but instead their behavior 
and thinking is qualitatively different than that of novices. Comparing the Task and 
Full KIE models to a model based on tracking frequencies of events only, clearly 
shows the superiority of taking into account different types of events. This is also 
supported by different signs of the predictors when the beta weights were more close-
ly analyzed. 

It should be mentioned that we do not intend to suggest that a linear regression 
model is the most suitable statistical model to predict expertise. Instead, the purpose 
of the present paper was merely to compare the predictive power of different KIE 
models in a situation of real workplace behavior. Linear regression models have a 
wide applicability and they have been shown to be fairly robust, and this is why they 
have been our choice in this case. We did employ some alternative regression models 
(like logistic regression) and found the general conclusions to be the same. We are 
fairly certain that the predictive accuracy could be improved by employing more so-
phisticated machine learning models.  

Finally, it should be mentioned that the generalizability of these findings needs fur-
ther research in other domains. Especially, the beta weights clearly need further vali-
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dation. It is quite likely that the importance of each of the types of events for predict-
ing expertise will vary significantly between domains, or even from person to person. 
If enough data was available, it might be worthwhile to build a predictive model for 
each person which from a user modeling point of view may even improve the perfor-
mance of the algorithm.  
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Abstract. In this paper we present our findings from the FoodWeb2.0 project 
about success indicators and restraints while implementing Web2.0 based learn-
ing processes. We conducted two courses with the same content with two dif-
ferent target groups from the German food industry: one with regular em-
ployees and one with teachers of dedicated education facilities. Comparing the 
performance of the two courses by triangulating methods from Social Network 
Analysis and quantitative and qualitative surveys, we identified indicators for 
the successful implementation and differences in the motivation of learners and 
teachers. These findings illustrate the need for strategies involving and motivat-
ing teachers when introducing modern learning methods and tools within the 
food industry and other related branches.  

Keywords: Learning analytics, Teaching techniques and strategies for online 
learning, Learner motivation and engagement, Vocational training, CSCL, 
Web2.0, Collaborative Learning, SNA. 

1 Introduction 

The food industry in Germany is characterized by a high amount of workers without 
or with only a low level of formal qualification. While these workers are easily found 
and taught to perform the simple and often physically exhaustive tasks, there is a lack 
of employees with a higher qualification (e.g. skilled workers), who are able to use 
and control the complex machines and processes of the food production industry. 
Thus, the human resource managers try to train some of the lowly qualified to a high-
er qualification level to close the gap. This is not an easy task since these people often 
have a migration background and therefore language problems and/or they are not 
very motivated to learn because of various reasons, e.g. education is not an asset to 
them or their work is so exhausting that they are not ready to learn after work. The 
project FoodWeb2.0 (funded by the German Ministry of Research and Education) 
aims at training the employees of the German food industry using two basic strate-
gies: Motivating employees for vocational training and performing education in col-
laborative, blended learning using Web2.0 technologies. We propose this approach, 
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because we think that Web2.0 tools offer appropriate support for collaborative learn-
ing activities that support the development of valuable competences and skills with 
respect to their workplace requirements. 

Furthermore, Web2.0 tools implicitly contain functionalities that provide gratifica-
tions through media usage [1] by addressing relevant user needs. These needs com-
prise several informational, entertainment or social aspects [2,3] that are also relevant 
for learning processes and motivation (e.g. social comparison, gamification and social 
feedback). Thus, the use of Web2.0 technologies (e.g. profile pages, rating systems) 
may increase the learners’ motivation for learning. 

During the FoodWeb2.0 project we conducted several courses on the FoodWeb2.0 
platform using a theory guided approach to motivation and learning. In the following 
sections we want to present our findings about success indicators and restraints, when 
using a blended learning approach with respect to motivation, successful learning and 
perceived vs. observable collaboration using Social Network Analysis methods in 
combination with standardized interviews. 

2 Collaborative Learning Using a Web2.0 Platform 

There are a lot of studies that deal with the effect of collaborative learning on learning 
outcomes and success. Tannenberg [4] found that collaborative learning is perceived 
as less tiring than other learning methods when learning process flows. Kulick [5] 
found that collaborative learning increases the intrinsic motivation for the learning 
topic. Therefore, it is likely that the willingness to engage oneself in the learning topic 
after having finished the course and the motivation to participate in further trainings 
will increase. Since Baird and White [6] observed that collaborative learning encou-
rages the learners to be responsible for their own learning, it is expected that the par-
ticipants of a formal learning process will take part in other non-formal learning 
processes as well. 

Many adult training courses are characterized by heterogeneous groups of learners. 
As collaborative learning promotes peer learning [7], a collaborative learning ap-
proach helps to even the different skill levels during a course because students learn 
from each other and weaker student may profit from the knowledge of skilled learners 
within the course. 

Additionally, collaborative learning encourages the acquisition of desired social [8] 
and leadership skills [9]. Thus, collaborative learning is capable to improve the learn-
ing success of a wide variety of courses for diverse target groups. 

Another problem is the short time spent at the training facility. Thus, the examples 
shown or the example processes experienced by the participants of such a course can-
not represent the complexity of the real processes at the participants’ workplaces. 
Hence, the participants experience difficulties in applying the newly acquired know-
ledge to their everyday work. Davidson [10] showed that collaborative learning may 
lead to a better simulation to the workplace situation, because it allows for a division 
of labor and therefore to work on more complex examples. 

Last but not least, collaborative learning is known [11] to bring forward stable 
groups of learners or even learning communities. This helps to sustain a learning 
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process even after a course finishes, because trust built during the initial collaborative 
learning process is transferred to subsequent situations at the workplace. Thus, 
workplace problems are discussed within the learning group, stimulating informal 
learning.  

In summary the usage of collaborative learning methods is expected to have posi-
tive effects on learning outcomes and its respective results. For a start it is irrelevant if 
collaborative learning is used in presence learning or online learning as some of the 
findings are observed in traditional classroom settings without computer support. 
Although the authors are not aware of any study that proves that Computer Supported 
Collaborative Learning (CSCL) increases the positive effects of collaborative learn-
ing, Lethinen [12] at least shows that these effects are also achieved in computer sup-
ported settings. 

The philosophy of Web2.0, including user generated content, collaboration on arti-
facts, as well as mutual sharing of artifacts and knowledge, fits well with basic idea of 
collaborative learning. Thus, using Web2.0 tools to leverage the advantages of CSCL 
in the food industry seems promising. Hence, we set up a Web2.0 learning platform. 
According to Kerres [13], a Web2.0 learning platform should be a flexible environ-
ment providing services that enable the learner to make active and passive use of the 
tools of the Internet. This implies that the learning platform is not only the provider of 
content and tools, but also a guide post to external content and tools. To enable the 
learners to organize their learning process, a learning platform should allow for the 
creation and management of a personalized learning environment (PLE), which ideal-
ly adapts itself to the individual learning context [13]. King’s [14] classification of 
learning that distinguishes instruction (goal-oriented, formal instruction), explorative 
learning (goal-oriented, informal) and serendipity learning (without a goal, exploring, 
informal) fits well with Kerres’ [13] definition of a Web2.0 learning platform. Tradi-
tional e-learning1.0 is almost completely based on instructional learning [13]. Content 
is provided to the learners to be consumed by them. Explorative learning [14] de-
mands that the learners navigate through the learning content on their own. That 
means that the learners should be able to move through the content outside of the 
limits of a single course or lesson to still their learning needs. In this case serendipity 
learning is a piggyback effect, since the typical Web2.0 link collections (either tagged 
or otherwise indexed) often provide the opportunity of discovering an interesting bit 
of information by chance. 

The FoodWeb2.0 project provides a platform for all three types of learning as well 
as the opportunity to create a PLE. Every contribution on the platform may be tagged, 
commented and rated depending on the configuration by the creator of an artifact, by 
a teacher (for respective courses) or the site administrators. There are several possibil-
ities to aggregate collections of contributions depending on their affiliation to a 
course, a topic or the artifact’s type (article, blog, wiki, video, file, image, forum etc.). 
Furthermore, the basic platform system (Liferay Portal) allows for the configuration 
of a personal area that may be used as a PLE. Site-wide provided templates for rea-
sonable tool combinations help beginners to create their own PLE: Thus, the Food-
Web2.0 platform provides a complete environment for Web2.0 learning. 

To investigate the effect on the learners’ motivation we set up a course on Web2.0 
tools and good practices, because the participating industry partners wanted to train 
their employees on this topic. 
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3 Case Study – A Course about Web2.0 

The course teaches basic knowledge about using Web2.0 tools and good practices 
(privacy, intellectual property, „friendship“, etc.) on the Internet in general. The basic 
structure of every lecture consists of introductory media (text, video, images) pro-
vided by a teacher, followed by task descriptions asking the participants to create 
contributions (images, videos, text). These contributions vary from comments and 
forum posts with respect to “central questions” in the beginning to collaborative work 
in small groups within a wiki (Jigsaw design [15]) in the later phases of the course. 
Furthermore, the course employs WebQuests [16] to motivate the learners to explore 
important topics of the course and share their acquired knowledge with each other.  

Thus, the participants are getting to know (and to use) the Web2.0 tools step-by-
step while learning about important topics with respect to the Web2.0 in general. 

As the course participants were distributed all over Germany, the course was con-
ducted completely over the Internet, framed by two video conferences: a kick-off 
meeting, where the basic platform functions (logging in, navigating through the 
course content etc.) were explained and a feedback meeting after the final exam, 
where the participants were asked to give feedback and tell about their experiences 
with this type of course, which was new for them. 

There was no general video conference in between, but the teachers offered indi-
vidual online meetings to aid the participants in case of technical or other problems. 
There was just one participant who asked for additional help. The course officially 
concluded with a final exam. If the exam was passed, a certificate of successful par-
ticipation was issued. 

3.1 Participants’ Course Evaluation 

In order to identify success indicators and restraints for Web2.0 courses, we con-
ducted two runs of the course with different target groups. The first run (A, 14 learn-
ers) was conducted with regular employees of the German food industry. The second 
run (B, 13 learners) was conducted with persons teaching in current trainings for the 
German food industry. Thus, we are able to compare the behavior and performance of 
employees and the teachers in this industry branch when confronted with Web2.0 
learning. Before and after each course, a survey was conducted. In the following sec-
tions a descriptive comparison of the results of the survey is triangulated with the 
results of a Social Network Analysis based on the users’ actions logged by the portal 
system (cf. Fig.1) to get an insight into the motivational differences of the participants 
of the two course runs. 

Demographics. Participants in both courses who completed the survey (NA=6, NB=8) 
covered a broad age range from 20-59 years. Participants in course A were less edu-
cated (1 person had a college degree) than those in the course B (5 of whom had a 
college degree). 



 Motivating Students or Teachers? 195 

 
Fig. 1. Snapshot of the FoodWeb2.0 platform and its integrated analysis cockpit 

Prior Knowledge. Participants’ self-assessment of their knowledge and use of 
Web2.0 was measured using seven items (four-point Likert scale; 1= do not agree; 4 
= totally agree). Results show that participants in both courses had similar prerequi-
sites (see Fig.2). Since both courses consisted of volunteers we may assume that the 
participants of both courses were already interested in Web2.0 in general. 

 

Fig. 2. Participants’ prior knowledge (self-assessment) 
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Performance. The overall performance in both courses in terms of number of contri-
butions to the course and successful final exams is almost the same. The slight differ-
ence in the overall contribution amounts (see Fig.3) can be explained by the different 
amount of participants (A: 14, B:13, without course instructors). The amount of static, 
instructor generated content (article) is the same in both courses. 

 

Fig. 3. Distribution of artifacts among the different courses (A above B) 

General Course Satisfaction. The survey included five items (rated on five-point 
Likert scales; 1=not at all satisfied, 5=absolutely satisfied) to assess participants’ sa-
tisfaction with different aspects of the course. The results presented in Fig.4  indicate 
that participants of course A were generally more content.  

 

 

Fig. 4. Satisfaction with different aspects of both courses  

Additional open-ended questions were included that asked participants to indicate 
what they liked most and least about the course.  

With regard to positive issues, participants in both courses mentioned similar as-
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in course A and 3x in course B) and sufficient support from course instructors (men-
tioned 1x in each course). Additionally, two participants from course A addressed the 
issue that the course allowed for flexibility regarding working hours. 

The aspects participants liked least about the courses differed between groups: In 
both courses, people addressed problems in collaboration (3x in each course). But 
while in course A these problems were assigned to differences in participants’ states 
of knowledge regarding Web2.0, participants in course B criticized the type of as-
signments as a potential cause. In line with that, participants in course B found the 
assignments unrewarding and had the feeling that they did not allow for knowledge 
transfer. Additionally, participants in course B addressed technical problems and usa-
bility as negative aspects about the course. 

Learning. Participants in both courses were asked (open-ended) which aspects they 
found most helpful for learning. Participants in course A addressed practical applica-
tion of learned content (1x), contributions by other participants (1x) and exploring 
topics (1x). Participants in course B mentioned the provided texts (1x), additional 
links (1x) and RSS feeds (1x).  

A quantitative assessment (items rated on four-point Likert scales; 1=not helpful; 
4= very helpful) confirms the impression that for participants in course A, practical 
application and exploring topics on their own was helpful for learning while partici-
pants in course B preferred learning with the information provided by course instruc-
tors. Particularly with regard to the helpfulness of exploring topics on their own, par-
ticipants in course A and B held different opinions (Fig.5). 

 

Fig. 5. Aspects perceived to be helpful for learning 

Collaboration. Several items were included to assess participants’ perception of col-
laboration (rated on a four-point Likert scale; 1=do not agree at all; 4= totally agree).  
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Results (see Fig.6) show that overall, participants’ impression of collaboration in 
course A was more positive than in course B. It needs to be mentioned that standard 
deviations in course B were higher than in course A, indicating a less consistent eval-
uation across participants in course B. 

 

Fig. 6. Perception of collaboration 

 

Fig. 7. Collaboration between participants with (left) and without teachers (right) (A above B) 
as logged by the system 

Since the surveys just present the perceived collaboration, we complemented the sur-
vey with a Social Network Analysis based on the observed artifact interaction of the 
participants. Fig.7 shows the results of a degree based analysis of the interaction. The 
first row shows the interaction in course A. The second row shows the results from 
course B. The left column shows the resulting collaboration network including  
the teachers (in the blue ellipsis). The right column shows the same network without 
the interaction with the course instructors. The size of the triangles representing the 
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members of the course indicates the degree the respective node. A higher degree re-
sults in a bigger triangle. The size increases logarithmically to emphasize the order of 
difference. 

The SNA results show that the perceived incorporation of course B cannot be 
proved by the actual interaction. In both courses the participants interact directly with 
each other. The networks do not fall apart when the course instructors are removed 
from the network. Nonetheless, the density of network A (ρ=0,71) is higher than the 
density of network B (ρ=0,64).  

3.2 Discussion 

Overall, participants in course B were less satisfied with the course. Quantitative and 
qualitative data suggests that problems of participants in course B at least partially 
were grounded in the type of assignments and the resulting group work. They found 
the approach of exploring topics on their own (in groups) less helpful for learning 
than participants in group A. Further results indicate that course B would have pre-
ferred to work individually and to be provided only with the necessary information to 
work on the assignments. Consequently, group B contributed fewer comments on the 
work of others (see Fig.7). High standard deviations in course B (particularly with 
regard to collaboration) indicate that not necessarily all participants shared the same 
negative view, but that some participants were more involved in group work than 
others as can be seen from Fig.7. While the magnitude of interaction per participant 
(size of triangle) in course A was almost the same for all participants (Fig.7; upper 
right network), the size (based on a logarithmic scale) of the triangles in course B 
indicates bigger differences between the respective participants. This correlates to 
Swan’s findings [17] which states: „Students reported high levels of interaction with 
their classmates also reported higher levels of satisfaction and higher levels of learn-
ing from course.“ 

Since the general topic of the course is Web2.0, the course instructors used a lot of 
the Web2.0 tools offered by the FoodWeb2.0 platform. In turn they also asked the 
participants to use these tools giving clear instructions on how to do so. The partici-
pants used all of the tools as demanded and expected to solve the given tasks, but the 
use of forums and blogs were preferred over wikis and videos. Additionally, in 
course A the possibility to link one’s profile with other members of the course was 
used a lot. This might indicate a bigger sense of belonging to a group, which indicates 
a better satisfaction of the motivational aspect of “need to belong”[18]. 

Although there is some criticism with respect to the provided information within 
the course, the average uptake of the course’s contents is good. The solutions to the 
given tasks were generally good and the effort for the participants was as expected, 
i.e. some of the participants needed more time than the average participant and others 
needed less. Thus, it can be stated that the course was successful from a teacher’s 
point of view. The notion that the participants spent additional time on the provided 
information because they valued this information supports the hypothesis that Web2.0 
learning is capable of initiating informal learning processes and leads to (motivates) 
an increased interest in the covered topics. 

Since there are differences in the perception and acceptance of the course design, 
we conducted an additional study with course instructors (teachers) of the institutions 
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participating in FoodWeb2.0. We asked 19 teachers if they have used other learning 
management system (e.g. Moodle) than FoodWeb2.0 in their courses, what they think 
about collaborative learning and used a standardized personality survey [19] to get 
information about their attitude towards online teaching and innovative teaching. 

With respect to collaborative learning some of the teachers (n=3; M=4,5; Likert-
scale of 5) stated that they use collaborative learning more often than the others 
(n=16; M=3,0). 

Two of the teachers think that it is difficult to document the results of collaborative 
work. This opinion is not shared by those, who already have experience with online 
learning (n=10). In both groups there are teachers who think that the teacher stays 
more in control of the learning process, if the course is teacher- centered.  

In general all of the teachers think that a mix of collaborative learning and teacher 
presentation is the best way of teaching. 

Looking at the result of the personality survey, we found that all of the teachers are 
generally open for new experiences. 

Although the general attitude towards Web2.0 learning, collaborative learning and 
online learning as well as prior experience with online learning does not indicate con-
siderable differences between the teachers on the platform, the success of the courses 
with respect to motivation of students and implementation of Web2.0 learning (or just 
collaborative learning) varies. 

While four of the teachers have successfully implemented a Web2.0 blended learn-
ing course and additional 6 are using Moodle for blended learning without collabora-
tion, nine teachers were not able to conduct an online course with considerable partic-
ipation of the students. 

Thus, there is no correlation between open mindedness and collaborative learning 
or between the stated attitude towards collaborative learning and the successful im-
plementation of Web2.0 courses. 

4 Indicators for Successful Courses 

As the survey results do not indicate that the success of a Web2.0 course depends on 
the teachers’ attitude towards the Internet and collaborative learning, we have tried to 
identify best practices for successful Web2.0 courses. From these best practices we 
derived some indicators for successful courses that may be used to intervene, if a 
course is becoming unsatisfactory. 

The presented case studies on the FoodWeb2.0 platform show that the use of peda-
gogical patterns [20] are generally a good indicator for successful courses and can be 
adapted to fit Web2.0 learning platforms and motivate interaction with the platform 
and each other. Examples from other training organizations show that ignoring the 
motivational needs of the participants or the usage of pedagogical anti-patterns (e.g. 
unclear task description, free choice of (Web2.0) tools, omitting introduction of the 
virtual classroom or the tools to be used) lead to unsuccessful courses (see Fig. 8), 
especially in blended learning courses. This confirms that Web2.0 technology as a 
sole motivational aspect of a course is not sufficient, but the question must be raised 
why some course instructors are more successful than others while adapting their 
curricula to a (Web2.0) learning platform. 
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Fig. 8. Collaboration network of an unsatisfactory course: almost only the five teachers colla-
borate 

The use of WebQuests in adult trainings, especially in Web2.0 based learning, has 
received a positive feedback by the training institutions participating in the Food-
Web2.0 project. The method is even able to ease the cold start problem, because the 
participants are asked to contribute additional content to initial set of provided materi-
al. Thus, a growing set of material is created with each course run. Even inexpe-
rienced participants are able to provide valuable contributions. Furthermore, the in-
troduction of new tools should be linked to content-rich tasks to motivate the use of 
the tools and force the participants to deal with it. 

Another basic indicator for a successful course is the distribution of artifacts within 
a course. The more artifacts are generated in a collaborative tool like wikis, forums or 
blogs the better the interaction between the participants. If there is a significantly high 
amount of “static” content like “html content”, the course is most often not successful.  
Fig. 9 shows a selection of courses run on the Foodweb2.0 platform. While two of the 
courses (the Web2.0 courses from above) made use of almost all available Web2.0 
tools, other courses like no. 63138 relied almost only on forums, but there are many 
entries made by the students. Course 29081 and 130966 are not considered successful. 
The acceptance by the students was low and therefore they did not contribute to the 
course. 

 

Fig. 9. Distribution of artifacts among several courses 
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Although the current data set is not sufficient to give a final answer, there are some 
indicators. The participants of course A seem to be more open-minded with respect to 
the Web2.0 learning. On the one hand they had less experience (self-assessment) than 
the members of course B. On the other hand the participants of course B (mainly 
teachers) seem to be more skeptical concerning Web2.0 and the Internet in general. 
This is supported by other studies both conducted by us and others as well [21]. Addi-
tionally, the teachers have their own experiences and set ways of teaching that have to 
change. Thus, the negative statement that individual work would have been more 
effective than the group work is almost as old as collaborative learning itself [22], 
which shows that motivating teachers to use a learning platform while introducing the 
platform may be even more important than motivating learners. We will elaborate on 
this in the concluding section. 

5 Conclusion and Implications for Change Management 

In this paper we identified basic success indicators for a blended learning in vocation-
al training and showed that there is a considerable difference in the perception of 
blended learning (esp. Web2.0 learning) between vocational trainers and regular em-
ployees of the German Food industry. This study together with other studies con-
ducted within the project suggest that this cannot be explained just by open-
mindedness, attitude toward collaborative learning or expertise with internet technol-
ogies (esp. Web2.0 technologies), because we could not find a clear correlation or 
even causality with these indicators. What we found in other studies was that the big-
ger institutions have more problems than the smaller ones. There seem to be organiza-
tional issues that have to be taken into account. A regional study [21] supports this 
hypothesis. This study [21] also found that educational institutions are reluctant to 
introduce Internet technologies into their courses because of missing media compe-
tence and Web2.0 experience at the decision maker level. 

Thus, it is not only a problem of the teachers, but the teachers do not get the proper 
motivation and free time to adapt their courses to the new technologies. Consequent-
ly, teachers who already have some experience with these technologies are less con-
cerned about the dangers of Web2.0 technologies, but they have a realistic estimation 
about the needed effort for the initial setup of an online course. Teachers with almost 
no experience are afraid of the technological dangers and overestimate the effort, but 
both groups would try the new technologies if they had time. 

If this time is organized by the decision makers we may observe that the teachers 
recognize the added value of a teaching directed at digital collaboration within the 
course and co-operation with peer teachers. The perceived effort for the teachers and 
the students even decreases.  

It is observed that the inexperienced teachers lose their reservation towards Internet 
technologies quickly and contribute in creative discussions on how to use a particular 
tool adequately during their teachings.  

„My expectations and hopes in this technology regarding didactics 
and education and everything, were satisfied. There was learning 
growth observable among the students. It works!” (Teacher of another 
course on FoodWeb2.0). 



 Motivating Students or Teachers? 203 

Some of the more advanced teachers even employ some kind of KAIZEN-like [23] 
quality control and continuing improvement process by standardizing their teaching 
processes and teaching material to enable a re-use of different modules in different 
courses. 

In spite of the success with motivated teachers in an adequate organizational con-
text ((paid) time for discussion, (paid) time for adaption, (paid) time to get to know 
the tools, a slot for tool introduction in curriculum of a course), a teacher who is not 
convinced of the use of technology will result in students that do not (want to) use the 
tools or the platform. 

„One disadvantage that I see is that it all costs a lot of time. I had 
the luxury of being exempt from my usual duties to become acquainted 
with the platform.” (Teacher of another course on FoodWeb2.0) 

Thus, it is important to focus on a proper motivation of the teachers at first. It 
seems reasonable to begin with a selected group of pilot teachers that are especially 
cared for. The transition from traditional classroom lectures to blended learning lec-
tures should be as smooth and easy as possible.  

„Motivating colleagues here is not that difficult. I told them to give 
their materials to me so that I can upload them onto the platform for 
them to get started” (Teacher of another course on FoodWeb2.0) 

Thus, we provided tools that are capable of emulating PowerPoint presentations to 
re-use the available material as a start. Afterwards new tools and learning processes 
are introduced with the pilot teachers step-by-step. These pilot teachers will show 
their success to their peers and the decision makers, so that a subtle process of con-
vincing other teachers is triggered. 

Nonetheless, the greater goal has to induce a technological awareness as well as an 
innovation awareness (w.r.t. teaching) to allow for further innovation (not only for 
teaching). For this goal the pilot teachers are important for the motivation of their 
peers, because they ground the innovations into the social and professional context of 
the institution with their personal credibility. This implies that the teachers participat-
ing in innovating projects are part of the permanent staff and not only freelancers, 
who are hired to fulfill project requirements or to hold courses like it is wide-spread in 
food industry training organizations, to ensure a sustainable impact on the current 
situations and to avoid the social dilemma of not sharing knowledge with other teach-
ers to have a competitive advantage for further employments. 
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Abstract. In this paper we show how the deployment of a lightweight note shar-
ing system can restore the antique social vocation of annotations in the class-
room. The system was designed for the classroom context and evaluated through
a longitudinal study lasting for an academic semester and involving 20 partici-
pants, enrolled in a Master-level course in computer science. Three key findings
emerged. First, the tool spontaneously became an integral part of the classroom
learning practices. Students took and shared annotations during the lectures and
used them as complementary preparation material for the exam. Second, a cor-
relation was observed between the annotation browsing time and the final exam
grade. Third, a social bias emerged in favor of accessing one’s own and friends’
annotations. Based on the results, we discuss potential design implications for the
system.

Keywords: Shared Annotations, Enhanced Learning, Social Bias.

1 Introduction and Motivation

The social vocation of annotations slipped away after the advent of the printing press.
Originally the manuscripts were annotated only by relevant academic authors. The pro-
duced glosses were shared to facilitate the scholarly need for elucidation and reinter-
pretation of the obscure passages and terminology of the texts. Nowadays students take
notes individually, and engage occasionally in the spontaneous practice of note sharing
through informal meetings, email or other forms of electronic communications. Com-
munication features explicitly aimed at facilitating such note sharing practices could
have benefits on the individual learning, group cohesion and team building. In the last
semi-centennial we have assisted to the emerging evidence that note taking, in its differ-
ent forms and fashions, serves both as an encoding and an external storage function [30].
Taking notes can trigger a deeper processing of information [5] and therefore increase
learning and recall performance [12]. It has been also observed that annotations, in the
form of visual arguments, can encode textual information in spatial forms that require
a lower understanding effort [31] and help users in establishing relationships between
the content and their mental constructions [17]. These theoretical foundations and em-
pirical observations gave us the motivation in developing annOot, a system for sharing
and browsing annotated instructional materials. This tool was embedded within the in-
formation system of the Swiss Federal Institute of Technology, Lausanne, and used by
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20 students to reinforce the content associated with a Master’s level computer science
course. During the course, each student was provided with a tablet and a digital pen
for reading and annotating the course material. The system collected both the produced
annotations and the browsing history data for the entire semester. Through the analysis
of these data we discuss the spontaneous adoption of annOot into the classroom learn-
ing practices. Then we point out salient navigation patterns and speculate on the social
impact that shared annotations have within a community of learners.

2 Related Literature

2.1 The Vanishing Gap between Paper and Digital Annotations

The mid 90s are known for the explosive digitalization of the publishing industry. At
that time some of the widely used commercial authoring tools came to include fea-
tures for in-context digital annotating. However, many authors observed and questioned
the surprisingly poor adoption of web-based forms for annotating in the educational
and work contexts [10]. O’Hara and Sellen [24] formalized the advantages that paper
can offer to the annotation process, compared to computer-based interfaces, which were
claimed to be cumbersome and to present an obstacle for the deep reading process. They
also discussed major design implications for digital reading devices based on a seam-
less integration of annotating and reading. In a similar fashion, many of the commer-
cial computer-interfaced authoring tools for annotation were taken under examination
in order to define a set of design recommendations for note-taking applications [25].
Later Wolfe proposed a framework for discussing annotation technologies [33]. She
spanned and classified many technologies for producing external textual attachments to
any digital document. She concluded by shifting the focus of the discussion towards the
pen-tablet XLibris [28], which was, at the time, a novel annotation tool able to bring
some of the paper affordances and digital system capabilities into the reading process.
Its ergonomic design succeeded in mimicking some of the physical properties of paper
annotations. A usability test reported negligible differences on the reading habits using
XLibris compared to the pen-and-paper [19]. More commercial solutions are available
nowadays, some of those that were experimented in the classroom context, are reported
in Section 2.2.

A different approach was initiated by Wellner with the DigitalDesk [32]. He came
up with the idea of using paper as interface over digital resources. A camera-projector
system was used to identify and track both the paper and the user inputs and to augment
them with a visual feedback. Such an interaction paradigm blurs the line between paper
and digital maintaining all the physical affordances of paper and including many of the
valuable strengths of digital forms and tools. Optical acquisition and character recogni-
tion constituted a viable technological base for paper-based interfaces. They allowed
the integration of storing, retrieving, and manipulating capabilities into paper docu-
ments [27], and linking of on-line daily planners with templated paper agendas [13].
More recently Bonnard et al. [3] showed how paper interfaces can be easily adopted
into the traditional classroom practices. The miniaturization of commercial cameras,
that allowed the integration of the optical acquisition within the writing implement giv-
ing birth to the era of digital pen. A commercial implementation of such a device is
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Anoto, a digital pen that incorporates a small camera on the tip. These devices allowed
the emergence of many frameworks for taking digital annotations on paper texts [11]
and for sharing them with teachers and students [18].

2.2 Research on Social Annotations

Digital annotation tools introduced a social component in the annotation practices. The
CSCL community took the opportunity to incorporate such social forms of annotation
to facilitate the teaching-learning processes. For instance, Wellner explored remote col-
laborative writing with Digital Desk [32]. Davis and Huttenlocher [7] reported a lon-
gitudinal study concerning CoNote; a web-based system that enabled users to access
on-line course discussions via shared annotations. The system was initially deployed
in the course of computer science and then became integral part of the teaching tools
instantiated for that course. The authors reported anecdotal evidence on the usefulness
of the tool in learning the course material and how easily the annotations were inte-
grated within the course material. Crossen et al. [6] experimented a reader awareness
system, using the XLibris tablet [28], in a high school classroom, reporting emerging
needs from usability perspectives both on students and instructor sides. Another tablet-
based device for note taking which was successfully experimented in classroom lectures
was NotePal [8]. Marshall and Brush [20] investigated what type of annotating practices
were more likely to be shared and how the transition from personal to public annotations
should be mediated by mobile technology. Miura et al. [22] experimented the system
AirTransNotes for augmenting in-classrooms activities using shared notes. A successful
use of tablet for cooperative note-taking was also reported by Kam et al. [15]. Tablets-
mediated communication was also successfully experimented in the classroom to gather
students annotations as feedback of the teaching activity [1,2].

3 annOot

As reported in the literature review, both paper- and tablet-based applications can consti-
tute valid settings for a seamless integration between in-classroom note-taking and the
teaching activities. However it seems that More Schools Embrace the iPad as a Learn-
ing Tool [14]. For our technological setting we decided to opt for a tablet-and-pen1

based solution because it provides ergonomic features for taking notes in symbiosis
with the learning space and compatible with situated learning practices. Also it brings
all the browsing, searching and storing features of mobile computers. This setting was
coupled with the web-based system annOot, that we specifically designed, developed
and deployed in the longitudinal study, reported in Section 5. annOot is a system provid-
ing browsing capabilities of the annotated course material. The system offers learners
with an exhaustive and enhanced navigation of each other’s digital notes. The users
of annOot can take notes directly on the tablet, using commercial applications, during
the lecture (as exemplified in Figure 1). Then they can revise the annotations and later
decide to upload them on the annOot server using proprietary means of sharing. Af-
ter every lecture each user can browse all the shared annotated material by using the
web-based graphical user interface of the tool (see figure 2).

1 Second generation iPad coupled with a Just Mobile AluPen
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Fig. 1. Note-taking during lectures using tablets

3.1 Server Architecture

The server side embodies a database containing each single page or slide of the digital
instructional material of the course. It can collect all the shared annotated documents
via HTTP receiver or by polling a dedicated file sharing system. When the user decides
to share an annotated document the corresponding document images are submitted to
the server. The server receives and processes them, using a computer vision procedure,
in order to separate the annotations from the original document. More technically each
shared page/slide is first recognized using locally likely arrangement hashing [23]. Sec-
ond, it is rectified based on the estimated planar pose [9]. Finally a subtraction proce-
dure, resistant to moderate misalignment, is applied to the rectified annotated document
image in order to extract the layer containing the annotations.

3.2 Graphical User Interface

A student can access a specific annotated slide by using annOot. He or she has to go
through the following five steps, highlighted in the five labeled areas in Figure 2.

1. Enter the url annoot.epfl.ch. The address shows that the system belongs to the realm
of EPFL web information systems. We decided to deploy annOot as EPFL web
service in order to exhibit credentials trustful for the users.

2. Select the visualization modality. The individual modality allows users to visualize
all the annotated material for a specific annotator. The group modality allows users
to visualize all the annotations for a specific page. The Moodle button allows users
to go to the page of the course containing all the annotation-free course material.

3. Choose the lecture date. Each button corresponds to a given lecture of the course.
4. Choose the slide number. Once clicked on a chosen lecture date, the user can dis-

play a specific annotated slide by clicking on the slide menu located in the bottom of
the page. The menu looks like a histogram. Each bar of the histogram corresponds
to a slide of the lecture material. The height of each bar quantifies the amount of
annotations produced for that slide. Left and right arrow keys were also included as
navigation hot keys for scrolling the slide show.
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Fig. 2. annOot graphical user interface

5. Select the annotator name. The user can display the annotations of a student by
clicking on his or her name in the menu displayed on the right side of the page.
Through this panel a user can immediately recognize his or her own and friends’
annotations. In Section 6.4 we discuss how this panel can convey a social bias
affecting the user browsing behaviour.

To summarize, we see the following two modes of usage characterizing the system.
First, annotations can be made to the lecture handouts when listening to the lecture.
Second, the taught content can be reinforced at any given time by reading through
the lecture slides and accompanying annotations. In the next two sections we state our
research hypotheses concerning the usage and utility of the tool and we describe the
study that we have conducted in order to assess them.

4 Research Questions and Hypotheses

Two main user practices concern annOot: note taking in the classroom and browsing
shared annotated material after the lecture. Our very first question was centered on a
potential relationship between these two user behaviours.

QA. How does note-taking affect the browsing behaviour of annotated slides?

– H1. The number of shared annotations, taken during a lecture, has a positive rela-
tionship with the time spent browsing all the annotations taken for that lecture.
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Second, we reconsidered the theoretical and empirical foundations sustaining that, tak-
ing notes [30,5,12], and reading in presence of external representations [31,17], enhance
learning and retention. Therefore we wondered whether using annOot while taking and
sharing notes and browsing shared notes would be beneficial for students comprehen-
sion.

QB. How does a frequent usage of the annOot system affect the student learning
performance?

– H2. The number of notes taken during a lecture, being aware of sharing them later,
is positively correlated with the final exam grade.

– H3. The time spent browsing the shared annotations as complementary exam prepa-
ration practice is positively correlated with the final exam grade.

Third, considering the increasing evidence that information propagation in social net-
works is subject to the homophily principle [21], we investigated whether the classroom
social boundaries influence the browsing behaviour of the shared annotated material.

QC. How does the social influence affect the navigational flow of shared anno-
tated material? We expect that a friendship bias might influence the way a user opens
a new slide by first clicking on the name of the annotator to visualize the annotations.
This could be investigated by the following formal hypotheses:

– H4. The empirical probability of first clicking on an annotation produced by the
annotator him/herself is higher than the a priori theoretical probability.

– H5. The empirical probability of first clicking on an annotation produced by a
friend of the annotator is higher than the a priori theoretical probability.

– H6. The empirical probability of first clicking on an annotation produced by a non-
friend of the annotator is lower than the a priori theoretical probability.

In addition, we expected a friendship bias also on the browsing time of the annotations:

– H7. The time spent browsing an annotation produced by a friend is higher than the
time spent browsing an annotation produced by a non-friend classmate.

– H8. The time spent browsing one’s own annotation is lower than the time spent
navigating an annotation produced by anyone else.

5 Study Design

A longitudinal study, starting at the beginning of October 2012 and ending at the end of
January 2013, was conducted in order to address the hypotheses postulated in section 4.

5.1 Participants and Instructional Material

The group of Master students, at the Swiss Federal Institute of Technology Lausanne,
that enrolled in the course Computer Supported Cooperative Work in the fall semester
2012 was invited to participate in the study: 20 students accepted to participate, 4 de-
clined their interest in the experiment, 1 dropped the course. Among the participants
there were 5 females and 15 males. Their age ranged between 21 and 28 years old (M
= 23.6, SD = 1.18). The course material is constituted by 13 sets of slides, counting
a total of 386 slides. Complementary resources referring to books and media contents
were indicated on the Moodle page of the website.
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5.2 Procedure

The study was organized during the fall semester 2012. At the beginning, each participant
was given a tablet and a digital pen and was instructed on how to download the course ma-
terial onto the tablet and how to use it to take notes. A commercial free application for note
taking was suggested, however all participants were free to choose their preferred one.
Finally they were explained the necessary procedural steps for sharing notes and intro-
duced to the main features of annOot browsing capabilities. All participants could keep
the tablet as personal device for the entire semester; however they were asked to bring it
to the classroom for the lectures. At the end of the semester each student was evaluated
via formal oral examination. The examination committee was composed of two teachers
of the course and an external expert in the field. The examiners elaborated 24 open-ended
comprehension questions covering the content of the course material. During this exami-
nation instance, each student randomly chose two questions. The three examiners had to
reach a consensus on the final grade, considering the appropriateness and completeness
of the student’s answers. All grades were expressed in the numeric range between 1.0
and 6.0, with a minimum passing threshold of 4.0.

5.3 Data

The collected data can be divided among three classes: (1) system usage, (2) social
network; (3) mapping between lecture handout content and exam questions.

System Usage. Two types of data were recorded from the participants. First, all the
annotations were collected from the students for all the course lectures, and stored in
annOot database. Second a user tracking system was developed in order to collect data
from the usage of annOot navigation tool. For each action performed on annOot, the fol-
lowing information were recorded: the time-stamp, the user identifier, the visualization
mode, the lecture identifier, the browsed slide and selected annotator’s name.

In order to shed light on the user browsing behavior of shared annotated slide an in-
ferred variable was computed: the annotated slide browsing time (ABT). This variable
measures how much time the user spends browsing the shared annotated slides. The
variable is calculated by subtracting two sequential timestamps referring to two differ-
ent browsed annotation identifiers and the same user identifier. We performed a mea-
surement check of the ABT in order to filter out some noise from the data. For instance
a user could forget to close the page of the browsed annotated slide creating artificially
long navigation times. Therefore we first imposed a maximum threshold on the ABT of
5 minutes. In addition, during some lab tests we observed that the user could be tempted,
by some navigational properties of the graphic user interface, to rapidly browse the an-
notated material without paying attention to the content of the annotations. To verify
this observation we magnified the histogram of the ABT in a narrow range comprised
between 0 and 5 seconds (see figure 3). The histogram revealed the existence of a first
peak at 200 ms circa. This peak contains all the ABT data entries that are shorter than
the average reading fixation time of 250 ms [29]. Therefore we concluded that all these
short ABT were not representative of the meaning expressed by the variable and we
filtered them out by imposing a minimum threshold of half a second.
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Fig. 3. Histogram of the ABT in the range 0 - 5 sec.

Friendship Cognitive Social Structure. As formally expressed in Section 4, a per-
ceived friendship bias in the user browsing behavior was expected. To address this re-
search hypothesis it was necessary to construct a data structure modeling the friendship
ties in the classroom. The experimented release of annOot did not include any social
networking capability. Therefore at the end of the course we decided to collect data
on perceived friendship by using individual on-line surveys (we guaranteed anonymity
conform to the data protection laws). Then we encoded the perceived friendship rela-
tionships, extracted from the on-line surveys, into cognitive social structures, by using
means and modalities similar to the ones proposed by Krackhardt [16]. In this procedure
we collected one friendship map for each respondent. This data structure allowed us to
elaborate a categorical variable indicating the social provenience of a browsed annota-
tion (ASP). This variable indicates whether a browsed annotation was originally pro-
duced by ego (the user herself), or by friends or by non-friends. To obtain an overview
of the friendship network of the classroom, we generated the friendship socio-gram of
the locally aggregated structure [16]. The data structure is a simple graph C = (S, F ).
Each nodeS corresponds to a student. Each edgeF corresponds to a mutually perceived
friendship; for instance the edge e = (si, sj) is the friendship expressed by the student
si with regards to the student sj and vice versa.

Fig. 4. Socio gram of the locally aggregated structure [16]
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Mapping between Handout Content and Exam Questions. Chi [4] suggested a method
for reducing the vulnerability of qualitative data analysis to subjective interpretations.
The method applies to coding qualitative data. Inspired by this approach we elaborated a
matching scheme between exam questions and instructional units. Each of the 24 exam
questions was matched with the subset of lecture slides that should be read and under-
stood in order to answer to the question itself. We modeled this question-slides depen-
dency using a bipartite graph GQ = (Q,L,E). Q = {q1, q2, ..., qn} corresponds to the
set of questions asked to the students during the examination session.L = {l1, l2, ..., lk}
corresponds to the set of slides released during the course. The bipartite graph was manu-
ally constructed by one of the authors, by linking the questions in Q to the sets of lecture
slides in L, such that if the understanding of the content of the set of slides li is neces-
sary to answer to the question qj , the edge ei,j is added to the set E. This bipartite graph
allowed us to recompute all experimental features only for the partitioned section of the
instructional material relevant for answering the exam question.

6 Results

6.1 Descriptive Data

We first report the quantitative data on the classroom participation in producing, sharing
and browsing annotations. On average each student annotated 36.05 (SD = 29.77) slides
(10% of the total material). Considering the number of browsed annotated slides, each
user accessed 1182 (SD = 920) annotated slides. The user-based histograms showing
the number of shared annotated slides in Figures 5(a) and the number of browsed slides
in 5(b) suggest that almost all users participated in the usage of annOot. It is interesting
to notice that those students who did not take or share any note still used annOot for
browsing the slides annotated by the other students. In the time-based histogram in
Figure 5(c) we show that the usage of the browsing tool was scarce during the semester
and skyrocketed in the two weeks before the exam.
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(c) Time-based histogram of the number browsed annotated slides.

Fig. 5. Descriptive statistics of students participation with annOot system
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6.2 The Synergistic Effect between Note-Taking and the Note-Browsing

We here address the research hypothesis H1. Linear mixed effect regression was em-
ployed to measure the relationship between the number of annotated slides per lecture
(NumAnnLEC) and the browsing time of the annotated slides of the same lecture
(ABTLEC). While the first activity is done in classroom, the second one is an out-of-
classroom learning experience. Given the nature of the test the user identifier was taken
into account as grouping factor. The resulting linear model exhibits a significant inter-
cept (Est. = 688, Std.E. = 268, t(57) = 2.57, p = 0.013) meaning that each user on
average spends 11 minutes (688 sec) in browsing the annotated slides of one specific
lecture. Also the slope resulted do be positive and significant (Est. = 54, Std.E. = 15,
t(57) = 3.53, p = 0.0008) indicating that the ABT is extended by roughly one ad-
ditional minute (54 sec) multiplied for the number of shared annotations during that
lecture. We accept H1.

6.3 Student Examination Performance

We here address the research hypotheses H2 and H3. For each student we took into
account the two questions, Q = {qi, qj}, asked during the exam. We used the bipartite
graph GQ = (Q,L,E) to select the subset of the instructional material I{is, it, ..., iu},
which understanding was required to correctly answer to those two questions (as al-
ready explained in Section 5.3). Then for each student, we recalculated the number of
annotated slides and the annotated slide browsing time relative to such partition of the
instructional material, and we labeled the new variables respectively NumAnnREL

and ABTREL.
A Kendall rank correlation test between NumAnnREL and the exam score was

carried out2. The result is not significant (τ(18) = −0.10, p = 0.53). We reject
H2. A second correlation test between ABTREL and the exam score was conducted.
For this second test we found a positive and significant correlation (τ(18) = 0.32,
p = 0.042). We accept H3. This result encouraged us to elaborate a deeper investiga-
tion. We questioned whether the time spent browsing only the annotations produced
by the best students of the classroom better correlates with the individual exam score.
Therefore the student group was split in two sub-groups using the median of the exam
score (Q2ExamScore = 4.95). For each student, the browsing annotation time was
recomputed considering only the annotations produced by the best half of the class-
room; the new variable is labeled as ABTREL,BEST . A third correlation test between
ABTREL,BEST and the exam score was conducted. The test revealed a strong positive
and significant correlation (τ(18) = 0.35, p = 0.032). We can conclude that brows-
ing the annotations produced by the best-in-classroom students is correlated with the
individual exam grade.

2 Kendall rank correlation test is a non-parametric test that does not assume any assumption
related to the distributions and is robust to the presence of outliers. We opted for this correlation
method because the Shapiro and Wilk normality test revealed that the variable exam score is
not normally distributed (W = 0.88, p = 0.019) and that the low sample size of the dataset
(N = 20) could exhibit a higher exposure to the presence of outliers.
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6.4 Friendship Bias in Browsing Shared Annotations

When the user enters a new slide he or she can access to someone’s annotations (pro-
duced and shared by ego, friends or non-friends, see Section 5.3) by clicking on her
name. As stated in H4, H5 and H6, we expect a social bias conveyed through the name
list of annotators (see panel 5 in Figure 2). This bias can influence the user’s decision of
whose annotations should be accessed first. To verify this we compared the theoretical
probabilities of randomly first clicking on one’s own annotations (ego), on friends’ an-
notations (friends) and on non-friends’ annotations (non-friends) with the related mea-
sured empirical probabilities. For instance we computed the theoretical and empirical
probabilities of first clicking on a friend’s annotation on a specific slide as follows:

P (friends) =
|friends|

|annotations| F (friends) =
nfriends

nannotations

Considered a specific annotated slide, the theoretical probability of first clicking on a
friend’s annotation P (friends) corresponds to the number of annotations produced
by the user’s friends (|friends|) divided by the total number of annotations produced
by everybody for that slide (|annotations|). The empirical probability of first click-
ing on a friend’s annotation F (friends) corresponds to the number of observed first
clicked friends’ annotations in that slide (nfriends), divided by the total number of first
clicked annotations (nannotations). Only the data entries in which the user could click
on all the mentioned social categories were considered for this test. To measure any
discrepancy between the empirical and theoretical probabilities, we employed linear
mixed effect regression with probabilities as measured variable and with the categori-
cal predictor indicating whether they are theoretical or empirical. Three models were
built, one for each type of social category. A nested grouping factor accounting the slide
identifier was introduced in the models. The empirical probability of first clicking on
one’s own annotations is higher (F (Ego) − P (Ego) = 0.11) than the correspondent
theoretical probability (t(433) = 5.69, p < 0.0001). H4 is accepted. The empirical
probability of first clicking on one’s friends annotations is not significantly different
(F (friends) − P (friends) = 0.0049) than the correspondent theoretical probability
(t(433) = 0.23, p = 0.81). H5 is rejected. The empirical probability of first clicking
on non-friends’ annotations is lower (F (Others) − P (Others) = −0.12) than the
correspondent theoretical probability (t(433) = −5.43, p < 0.0001)). H6 is accepted.

As last step of the analysis we tested the research hypotheses H7 and H8. We in-
vestigated whether the social provenience of an annotation can influence its brows-
ing time. Therefore we constructed a linear mixed-effects model where the ASP cat-
egorical variable predicts the ABT numerical variable. The user identifier was taken
into account as a grouping factor. The results show that the user spends less time
on her/his own annotated slides (ABTego - ABTfriends = -2.4 sec) than on friends’
ones (t(11884) = −2.34, p = 0.019). The user spends less time on non-friends’
annotated slides (ABTnon−friends - ABTfriends = -1.7 sec) than on friends’ ones
(t(11884) = −2.71, p = 0.0067). We accept H7. However the time spent non-friends’
annotated slides is not different (ABTnon−friends - ABTego = 0.82 sec) than the time
spent on one’s owns annotated slides (t(11884) = −0.88, p = 0.37). We reject H8.
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7 Discussion and Conclusion

From the quantitative observations on the usage of the tool, we can conclude that stu-
dents used the tablet for note-taking fairly regularly during the arc of the semester. This
strengthen existing experimental and observatory investigations on the ability of tablets
at mimicking the physical properties of paper in digital annotations [33,14]. We also
observed that students participated into the note sharing process and in browsing the
shared annotations. Therefore our tool implemented Marshall’s idea of mobile technol-
ogy able to mediate the transition From Personal to Shared Annotations [20]. In addition
we observed that annOot spontaneously broke the barrier of the in-classroom learning
activities, since it was used by the students as complementary resource for the exam
preparation. We also measured a synergistic effect between sharing the notes taken dur-
ing a lecture and the time spent browsing the slides of the same lecture. We gave two
plausible interpretations to this phenomenon: 1) taking and sharing notes increases stu-
dents’ engagement and motivation in browsing the notes taken from other classmates. 2)
highly engaged students tend to browse often the course material and consequently take
and share more notes. We are not able to discriminate any of these 2 interpretations.

We did not measure any effect of taking notes in classroom, using a tablet, on the
exam grade. This result is interesting if considered that a vast research literature showed
the positive effects of self-note-taking on learning performance [30,5,12]. Clearly the
limitations of the study prevent us from taking any strong conclusion on this result.
However one interpretation could be that there is still room for improvement for tablet-
based note-taking technologies. One immediate solution, easily integrable with our tech-
nological architecture, would rely on the integration of paper-based interfaces in annOot
system [32,27,13]. For instance the students could take notes on printed handouts and
decide to share them by taking photos of the annotated areas using any mobile device.
The recognition system integrated in annOot [23], can already robustly deal arbitrary
perspectives in the document image.

Further on we showed how the time spent browsing the shared annotated instruc-
tional material before the exam, is positively correlated with the final exam score. This
result is in line with a vast literature focusing on the effects of external and multiple rep-
resentations on leaner’s recall performance [31,17]. We would like to complement this
result with an additional interpretation: the awareness of other students’ annotative pro-
ductions can disclose the emergence of a learning disequilibrium due to socio-cognitive
interactions [26]. For instance the awareness of friends’ and non-friends’ annotations,
can induce the students to improve, adapt, or complement their annotations and an-
notating behaviours. One interesting feature that should also be taken into account is
the instructors’ feedback. This type of feedback could reveal which passages of the in-
structional material are not well understood by the students. As already experienced by
Crossen et al. [6], such feedback could result in modifications in the teaching work flow.
Using our system the teacher can also easily integrate relevant notes to the teaching ma-
terial of the subsequent year, as suggested by David et al. [8]. In addition we refined
this latter result by observing that the time spent browsing the slides annotated by the
best students of the classroom better correlates with the exam grade. Such an expertise
bias could drive prioritization criteria in the visualization of the annotations.
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As last result we observed how the social provenience of shared annotations can
affect the user browsing behaviour. The user tends to first click more often on his or
her own annotations and less often on non-friends’ annotations. We also found that
the user spends more time on friends annotations than his owns’ or the others’. This
result shows that the students’ browsing of socially labeled notes is biased in favour
of strong ties; this means that annOot system modulates the interaction between the
student and the annotated material concordantly with the classroom social boundaries.
This modest manifestation of the homophily principle in social network analysis [21]
could be compensated, in the future, by using content-based recommendation systems.

We conclude that the discussed results will encourage the deployment of annOot sys-
tem as fully accessible University micro-publishing platform based on both digital and
paper note-taking. We believe that the system can support fruitful learning activities,
complementary to traditional means of lecturing. An evolution of the system should
integrate a social network of the students where each attended course generates a poten-
tial circle of friends. In addition it should integrate a recommender system of authored
or annotated course material, based on contents and students’ proficiency.
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Abstract. Research areas and academic disciplines are not static: they change 
over time with new strands emerging and old ones disappearing. Technology-
enhanced learning is a relatively young field of academic activity, getting more 
broad in scope as it matures. In this paper we seek to assess the state of 
interdisciplinarity in this academic community, presenting the findings of a 
quantitative study on mutual engagement, shared practices and methodologies, 
and sense of joint enterprise via a European research network in between 
learning and technology disciplines. An exploratory cluster analysis is used to 
identify different stakeholder groups in technology-enhanced learning research 
and a social network analysis shows how these are connected to each other. 
Statistical analysis suggests that a multidisciplinary workplace and study 
background of researchers are major influencing factors for the choice of 
border-crossing methodology and terminology. Additionally, results from a 
supplementary survey on the interdisciplinary cohesion between the fields of 
technology-enhanced learning and educational development support the view 
that pedagogical and technological sub-disciplines highly intersect in this field. 

Keywords: Interdisciplinarity, Research, Methodology, Technology-Enhanced 
Learning, Educational Development, Social Network Analysis, Science Studies. 

1 Introduction 

What constitutes an academic discipline is itself subject to scientific debate [1]. There 
are, however, elements that often are connected to it – such as the presence of a 
community of scholars, a tradition in theory and methodology, agreement on what 
constitutes new knowledge, or the existence of a communication network [1]. In this 
work, we investigate the nature of interdisciplinarity of the field of technology-
enhanced learning (TEL), as well as the cohesion between TEL and Educational 
Development (ED) communities. We utilise a survey among the members of the 
community platform of the European Network of Excellence STELLAR [2] for this 
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and backup findings about community structure with a social network analysis of the 
professional relationships of its members. In a final step, we used an additional survey 
to gain insight into mutual interconnection and awareness between TEL and ED 
perspectives. 

In scientific theory, interdisciplinary approaches to problems are often discussed 
as providing most appropriate solutions [3-4]. It is only the combined expertise of 
multiple disciplines, which can help to develop solutions that address all relevant 
aspects of a problem and provide an overarching perspective. The question remains 
how education and learning can be best facilitated in a world where communication, 
as a means for learning in a constructivist fashion, is increasingly technology-
mediated. Still, social science oriented educational researchers and practitioners do 
not necessarily consider themselves members of the TEL field, but may prefer to 
locate their work in the area of educational development. This field has evolved quite 
independently of technological innovations and has only recently confronted itself 
with the multitude of new learning possibilities driven by the TEL community.  

To approach these aspects, the rest of the article is structured as follows: First, we 
outline the study design to then present results on research traditions and academic 
knowledge production. A cluster analysis allowed for describing methodologically 
distinct parts of the TEL community. Those parts are connected to each other through 
interpersonal relationships, which have been identified by a social network analysis. 
Subsequently, the results are discussed and conclusions for the further development of 
the field of technology-enhanced learning are derived. Finally, we present results 
from a supplementary survey on mutual awareness and reception of the stakeholders 
of TEL and ED. The participants of this survey were drawn from the International 
Consortium of Educational Development (ICED) as well as from the European 
Association of Technology Enhanced Learning (EATEL). 

2 Study Design 

Traditionally, disciplines are measured via collaboration indicators, including social 
media relationships, co-authorship and co-citation networks, particularly when 
investigating interdisciplinarity [5-6]. In our work, we have instead designed an actor-
centred survey to investigate individual backgrounds, practices, and perceptions of 
researchers in the field. The analysis of cross-disciplinarity is complemented with a 
social network analysis of the connections set within the open community platform of 
the European Network of Excellence STELLAR1, where researchers connect to each 
other using the friendship functionality. The general question investigated in this 
paper addresses the nature and strength of a TEL community of practice [7] with 
mutual engagement, shared practices, and a sense of joint enterprise. 

Three analytical instruments have been combined in this study. First is the analysis 
of group differences with reference to the individual disciplinary study background. 
For this, data was collected with a survey sent via e-mail in June 2011. The poll was 
open for three weeks, and from 1,200 contacted persons, 123 completed the 
                                                           
1 www.teleurope.eu – the “help” section provides an extensive overview of the 

community platform’s functionalities. 
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questionnaire. The sample is representative for the European TEL network platform 
with its approx. 1,200 members at the time of study. The three broad groups of 
analysis are those with a ‘social science’ background, including all social science and 
humanities disciplines2, those with an ‘engineering’ background, including (and to a 
great extent consisting of) computer science, and those with ‘multidisciplinary 
background’, containing researchers who have been trained in both disciplinary fields. 
Participants were asked to position themselves in these broad study fields. Such a 
study conception comes with the advantage of having distinct comparable groups, 
hence blinding out the variety of interdisciplinary fields, which represent TEL. 
Starting from these ‘primeval’ academic fields of expertise, the approach at hand 
makes it possible to identify alternative viewpoints, deconstructing the perceived 
dualism between technology and learning – engineering and social sciences. 

As a second step, the sample was re-grouped via those variables that deal with 
knowledge-related practices, scientific attitudes, interdisciplinary identification, and 
use of theories, methods, publication practices, etc. This is achieved through the 
method of hierarchical cluster analysis [9], resulting in clusters of researchers that 
share similar characteristics. The clusters allow for describing the variety of 
interdisciplinary subgroups, thus raising awareness of structures in the community 
that remained concealed before applying the cluster analysis.  

In a third step, the focus was set on ‘integration’. This meant looking at how 
persons in the different, meaningful clusters are connected on the Internet. Here, the 
method of choice is social network analysis (SNA) [10], which allows looking at 
intra- and inter-cluster relations. The SNA builds upon the results of the previous 
analyses and completes the process of deconstructing disciplinarity. 

The complementary study on cohesion between TEL and Educational 
Development is described in more detail in Section 6. 

3 Research Practices and Theoretical Stances 

3.1 Technology-Enhanced Learning Traditions  

The observed sample has four main backgrounds: The social scientists, including also 
humanities, the engineering scientists, the ones who did study in both fields, and 
consequently the ones who come from other areas such as natural or life sciences. 
Social science researchers make up for almost half of the community (43%), 
engineering scientists one third. The rest are ‘multidisciplinarians’3, which is defined 
through an academic background related to both social science and engineering 
(26%). Professionals, who took a new career path in TEL research and come from 
disciplines that are not genuinely social science and technology related are rare. 

All four backgrounds are equally represented through senior researchers holding a 
professorship. It is noteworthy that having a multidisciplinary background correlates 
with a higher age. Researchers aged 30 years and younger are rarely trained in 
multiple disciplines (12%). Looking at the nature of institutions where TEL research 
                                                           
2 Following the subject area classification published by the German Research Foundation [8] 
3 The naming does not conclude that they perceive themselves as multidisciplinarians. It is 

solely derived from the question “In which scientific fields have you been studying?” 
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is being conducted, most of them are linked to a single discipline. Still, one in four 
researchers works in a multidisciplinary unit. Both computer and social scientists 
work together mainly with colleagues from the same discipline (65%; 72%).  

It is not necessarily the case that persons, who studied more subjects, also perceive 
their studies as more interdisciplinary. On the contrary, a majority of researchers 
trained in multiple disciplines feel that their studies were rather made of “several 
unconnected programmes” (58%). Across all disciplines a strong commitment to 
interdisciplinarity as a “mode 2 of work” [11] is visible, 78% even prefer it to 
working in one single discipline. “Mode 2”, which started to emerge from the 1950s 
on, is characterised by problem-focused, context-driven, and interdisciplinary work. It 
involves teams, which are brought together for short periods of time to work on 
specific problems in the real world. From our findings, researchers trained in multiple 
disciplines tend to be more confident in saying that they “bridge different scientific 
fields” (e.g. Humanities & Engineering Sciences) in their research practice and use of 
methods (Mann-Whitney U = 1032, p = .014). 

Technology-enhanced learning is rooted in empirical methodology. Table 1 shows 
that almost every researcher uses qualitative and quantitative empirical methods for 
research. Also common across the disciplines is design methodology, namely user-
centred design and design-based research, as well as socio-cognitive engineering. 
Other methods are only practiced by some disciplines: Computer scientists prefer 
theoretical and experimental computing methods, while social scientists have a 
propensity for ethnographic methodology. For the latter, a significant share of 
researchers had not even heard of it (15% of the total saying “I don’t know this 
method”). 

Technology-enhanced learning as a research field is highly influenced by the 
“community of practice” concept [7]. It is a theoretical perspective, along which most 
of the European TEL researchers across all disciplines base their inquiries (see Tab. 1, 
left). As the theory is related to the tradition of socio-cultural constructivist learning, 
not surprisingly many researchers also favour this theoretical approach. Other 
learning theories like cognitivism and behaviourism are less common and mostly 
referred to by social scientists.  

Table 1. Left: “On which of the following theoretical perspectives do you base your research?” 
Right: “Which of the following methods do you use in your research?”4  

 
 
 
 
 
 
 
 
 

                                                           
4 Brief method / theory descriptions were given to the survey participants, in order to avoid 

misunderstandings. 
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The second most cited interdisciplinary theory after ‘community of practice’ is 
‘constructionism’[12], followed by ‘actor-network theory’ [13], which is listed by 
around half of all researchers. Also, all groups refer to ‘representation theory’. Only a 
minority of TEL researchers base their research on computing theories. 50% are 
somehow familiar with artificial intelligence and machine learning theory, while 
theories of computation and representation are each only taken into account by one 
third of the researchers – significantly more by computer science researchers.  

3.2 Publishing Culture: Academic Knowledge Production 

TEL Researchers cite the differing language and terminology as the main barrier to 
interdisciplinarity [14]. In this survey, researchers were asked what they understand 
by certain ambiguous terms like ‘scenario’, ‘intervention’, and ‘evaluation’, (being 
elementary concepts in the field of technology-enhanced learning). Contrasting 
understandings were evident, in a sense that the study background correlates with the 
choice of terminology. TEL researchers, who studied social science, state that they 
use the term ‘evaluation’ for the evaluation of people, like teachers, students, 
employees, and others. Researchers with a computer science background in contrast 
often evaluate technology and “the performance of hardware and software”. A 
Kruskal-Wallis test revealed significant differences H(2, N=116) = 9.81, p < .01. 
Many multi-disciplinarians chose a system-oriented meaning of the term, evaluating 
“a system involving people and technology” (H=4.33, ns). Similar results occurred for 
other terms. Persons preferred different definitions, depending on their disciplinary 
background. In general, most researchers chose system-oriented term meanings, they 
account for half of all answers (50%).  

As Open Access to publications can help to establish more interdisciplinarity, the 
study at hand was also looking at publishing of research results. Therefore, results of 
the DFG Open Access study from 2008, which was conducted for the German 
academic landscape [8], could to be reproduced on a European Scale (see Tab. 2). 
Aim of the study was to see how widespread different forms of Open Access are 
taken up across the disciplines and which formats are favoured. Concerning the 
internationality of research, three quarters of the community address researchers 
outside their work country at least “usually”. Differences between the groups can be 
found, as people with a social science background seem to target international 
 

Table 2. Comparison with results of the DFG Open Access study [8] 
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audiences less often (Mann-Whitney U = 1209, p < .01). Almost everyone in the 
engineering group has a strong international focus, as opposed to only around half of 
the social science group. Similar to the DFG study, social scientists target non-
professionals more (U = 1305, p = .02). Audiences explicitly named here are, e.g., 
teachers, particularly secondary school and university teachers, students, company 
trainers, policy makers, and academic administration. Different from the original 
study, social scientists in technology-enhanced learning have a more application-
oriented focus than the ‘conventional social scientists’ of the DFG study. They target 
practitioners as much as engineering researchers do. 

4 The Parts of the Community: Cluster Analysis 

4.1 Method of Clustering 

The aim of the cluster analysis was to look at the domain of technology-enhanced 
learning without the dichotomy of two large disciplinary fields. Figure 1 shows the 
clusters, which resulted from the hierarchical cluster analysis, using a between-group 
comparison algorithm along the rescaled Pearson correlation. A cluster was accepted, 
if it consisted of at least N=5 cases with a maximum rescaled distance of 14. This led 
to eight clusters A-G (N=101), with 22 cases being neglected, as they did not cluster 
sufficiently well. This cluster analysis allows for a better differentiation between 
stakeholder groups in TEL, looking at all surveyed variables and not only the study 
background. Two new aggregate variables were calculated in order to visualise the 
clusters, namely V25 TEL participation and V26 disciplinary orientation. 

 

Fig. 1. Clusters of the European TEL community (for detail see section 4.2) 
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‘TEL Participation’ includes all variables, which indicate that a researcher is 
actively participating in TEL research. It sums up the score of activities, the 
involvement in core research areas, the general use of and knowledge about methods, 
as well as theories, the targeting of multiple audiences, the publication score, project 
participation, and platform connections.  

The dimension ‘Disciplinary orientation’ takes into account all variables, which are 
related to the concept of a strong, integrative interdisciplinarity. This includes having 
a study background in several disciplines, perceiving one’s own studies and work as 
very interdisciplinary, having a positive attitude towards interdisciplinarity, using 
possibly discipline-bridging terminology, methodology and theory, targeting 
audiences other than one’s own, publishing open access, and working together with 
multidisciplinary colleagues. The clusters are named in this figure based on an 
analysis of specific cluster traits. 

4.2 The Stakeholders of Technology-Enhanced Learning Research 

The cluster analysis revealed several groups of TEL stakeholders, which differ from 
each other. Differences are sometimes marginal and should only be interpreted as 
indicators for further, more representative research. Still, the statistics in table 3 hold 
potential for reflection on the interdisciplinary nature of European TEL research. 

A striking gap, in the figure 1 map top left corner, contains no clusters. It indicates 
that there are very few traditional disciplinary researchers, who highly participate in 
European TEL. For the social sciences this may relate to fewer international bonds 
[15]. In a Europe-wide study on mobility and internationality of researchers it turned 
out that social scientists focus strongly on “national disciplinary traditions and 
histories”, finding it more important to work together with their disciplinary 
colleagues than in an interdisciplinary way. Looking at traditional computer scientists, 
one explanation might be the perceived lack of respect towards the science part of 
computer science within the TEL community [14], treating it as a functional “service 
element”, not noticing computer scientists’ need for clear definitions [14]. This could 
explain less participation from the aforementioned groups. 

Table 3. Cluster statistics 

 
 

A: ‘Progressive Social Scientists’ (10%) B: ‘Traditional Social Scientists’ (18%) 
Location university-based, not necessarily social science institutions at universities

in social science institutions
Sex predominantly female both
Profession researchers and post-docs young researchers and PhDs
Age 30 to 40 < 30
Background only social science only social science
Activities coaching, teaching, policymaking, ICT work no programming, teaching only rarely
Network loosely connected in the European network well connected, but not to cluster A                  
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mostly systemic (involving people people-oriented (less focus on technology)
Terminology and technology)
Methodology theoretical, experimental computing, social science methodology, quant.

and modeling methods, empirical methods, & qual. empirical methods, design research
no ethnography

Theories connectivism, cognitive learning, cognitivist and constructivist learning theo.
computing theory no representation theory

Publishing national academic audiences academic audiences; publish less in journals
TEL areas many, not involved in workplace learning few, formal & informal learning, CSCL
Attitude mainly identify with social science; do not perceive their study background or 

study background is perceived as inter- their current work as very interdisciplinary; 
disciplinary (ID); interdisciplinary research is interdisciplinary research seems hard to 
something ‘normal’; prefer ID research from achieve and publish
working monodisciplinary

C: ‘Pragmatic Multidisciplinarians’ (8%) D: ‘TEL Interdisciplinarians’ (21%) 
Location social science institutions at universities interdisciplinary university institutions
Sex both both
Profession experienced researchers research associates and lecturers
Age 40 to 50 30 to 40
Background social science as well as computer science social science as well as computer science
Activities programming above average policymaking & programming above avg.
Network connect a lot of clusters well connected
Terminology mostly systemic mostly systemic
Methodology empirical methodology, more qualitative, trained in computer and social science; use

design-based research design-based research, user-centered
design, some socio-technical engineering

Theories often communities of practice theories of computing and learning
Publishing international academic audiences; also applied audiences, non-professionals;

conventional, few open formats a lot in conventional and open formats
TEL areas few, but mostly formal and mobile learning many, formal/informal learning; workplace

learning; personalised, contextualised l.
Attitude mainly identify with social science; see themselves as ‘interdisciplinarians’;

background is perceived as inter- state that TEL is interdisciplinary;
disciplinary; think ID research is hard to achieve “interdisciplinarity is something normal”

E: ‘Application-oriented researchers’ (15%) F: ‘Established Computer Scientists’ (5%) 
Location school- or company-based university-based
Sex both predominantly male
Profession experienced teachers and researchers professors and research associates
Age 40 to 50 40 to 50
Background largely social scientific background computer science
Activities policymaking, practice less research than others policymaking more than average
Network less central in the TELeurope network highly active, involved in many EU-Projects
Terminology people-oriented (less focus on technology) choose more people-related terms
Methodology no relation to computer science, use modeling methods from computer and social science; 

methods, qualitative research prefer qualitative methodology to quantitative;
ethnography; some socio-technical engineering

Theories mostly constructivism familiar with most kinds of theories
Publishing practitioners and non-professionals as audience; publish more than others; very international

publish mostly in open formats target other disciplines
TEL areas workplace learning; formal/informal learning; CSCL, formal learning and interoperability

digital divide
Attitude mainly identify with social science; prefer working interdisciplinary from 

Interdisciplinarity is normal to them, they don’t working in a single discipline; don’t identify
think it is hard to achieve/publish much with their computer science background

G: ‘Progressive Computer Scientists’ (19%) H: ‘Conservative Computer Scientists’ (5%) 
Location university-based university-based
Sex both mostly female
Profession research assistants and PhDs research assistants and PhDs
Age < 30 < 30
Background computer science computer science
Activities program. above avg.; no coaching, no policy-making teaching and ICT work above average
Network most connected cluster in the European TEL network relatively unconnected, few European projects
Terminology systemic, discipline-bridging terminology technology-oriented terminology
Methodology compared to other computer scientists they use mainly computing methods and some user-

more (quantitative) empirical methods centered design
Theories computer science; not very used to learning theories also interested in learning theories 

constructionism, cognitive/machine learning
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5 The Communication Network: Social Network Analysis 
(SNA) 

On the TELeurope.eu platform, it is possible to add other members as friends. No 
confirmation is necessary, even ‘one-way’ connections count as friendships. For our 
investigation, a network analysis was conducted, in order to see how researchers from 
different disciplines are connected to each other in mutual engagement. Two thirds of 
the participating researchers on TELeurope.eu are connected to others. The majority 
thereof has no more than 20 connections. Engineering science researchers are most 
connected (87%, Mann-Whitney U= 1140, p < .01), followed by multidisciplinary 
researchers (68%). Social scientists are least connected (57%). There are also 
differences along age, as younger researchers are over-represented5, and location, 
such as e.g. French researchers being under-represented. 

The degree of connectedness is very different for the identified clusters. The 
‘progressive computer scientists’ of cluster G are most connected, with an average 
degree level dc of 3.3 (see Fig. 3). High values are present for any measure of 
centrality. Even though their general research participation is lower than in other 
clusters, the contributing researchers are active networkers and connect with all 
clusters. Another computer science cluster, the ‘established computer scientists’ (F) is 
the second most connected one, despite the relatively high age. They are mainly 
linked to the aforementioned progressive computer science researchers (see Fig. 2).  

 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Example of a Cluster Network Reporting from the study 

                                                           
5 This may, however, reflect the typical pyramid structure of institutional organization: few, 

typically older upper level staff, more, typically younger mid- and lower level. 

target application-oriented audiences; only address academic audiences;
Publishing publish seldom in journals and open formats, active with publishing in international journals
TEL areas few, mostly personalisation and interoperability especially formal learning, interoperability and 

personalization
Attitude For them studying computer science meant don’t see themselves as ‘interdisciplinarians’;

studying an ‘interdiscipline’; state that TEL is not necessarily interdisciplinary;
They consider themselves as interdisciplinarians don’t always see ID as something useful
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The strongly participatory ‘TEL interdisciplinarians’ (D) stand out, as they have 
the highest betweenness centrality value. This indicated that many others are 
dependent on this group, in order to reach indirect contacts. Even though it does not 
have a lot of direct (dc=1.6) and indirect (cc=2.2) connections, cluster D is connected 
to all other clusters. TEL interdisciplinarians are not very connected within their 
cluster. Instead, lots of connections are shared with the ‘applied researchers’ (n=5), 
the ‘progressive computer scientists’ (n=6) and the young, ‘traditional social 
scientists’ (n=5). 

‘Traditional social scientists’ (B), as identified by the cluster analysis, are neither 
very interdisciplinary oriented, nor actively participating in TEL research. 
Surprisingly, they are relatively well connected on TELeurope. They share only a few 
internal connections and less external connections with multidisciplinarians than 
others, but are often interacting with the computing researchers in cluster G. The 
‘application-oriented researchers’ (E) are less central in the TELeurope network. Only 
a few nodes are well connected. They are in particular friends with researchers from 
the bigger clusters, i.e. the ‘progressive computer scientists’ (n=7), the ‘traditional 
social scientists’ and the ‘interdisciplinarians’ (both n=5). Persons with a very 
interdisciplinary attitude and a high participation in TEL research belong to the 
‘progressive social scientists’ in cluster A. Their activity in interdisciplinary research 
doesn’t reflect on the TELeurope platform, as they are rather isolated. Only one of the 
contributing 10 nodes is connected to other cluster. It lies at hand for this cluster that 
the social scientists play a less active role in the European TEL network. 

6 The External View: TEL and Educational Development 

There is a phenomenon in system theory concerning the existence of two different 
systems that can be described with the same concepts [16]. The field of TEL, 
however, seems to have the opposite property. While several disciplines evolved into 
one large ‘system’ where different perspectives and application contexts benefit from 
each other, another type of ‘system’ exists that works on similar goals, while not 
necessarily identifying itself as part of the TEL field. Such perception is found in the 
community of Educational Development (ED), which is a pedagogy-oriented field of 
practitioners focusing on the enhancement of teaching and learning practices in 
general. Technology is not the main focus here, because it is seen rather as an 
auxiliary, albeit with increasing importance. The two fields are represented by two 
distinct communities that operate internationally, both involved in policy creation for 
education, just to name one of many things they have in common. Both aspire to be 
regarded as research disciplines, with a number of research journals and high profile 
conferences available alike. 

Taking into account that it is a matter of controversy, we will refer here to TEL and 
ED as own fields and/or disciplines. The questions resulting thereof are obvious. Do 
the two disciplines have enough mutual awareness and collaboration incentive so that 
they can benefit from each other? What about the perceived separation between the 
disciplines and their trends of growing together or drifting apart? 

To find out more about this, we ran an additional survey targeting members of 
European Association for Technology Enhanced Learning (EATEL) as well as 
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International Consortium for Educational Development (ICED). The survey asked the 
same questions to members of either field. 

We asked the participants of the study to choose between these different roles: 
Technology Enhanced Learning / more technologically oriented discipline; and 
Educational / Academic Development, Pedagogy or adjacent discipline. It was also 
possible to choose being a member of both roles (or none of them).  

Depending on that role, they had to answer questions relating to their perception 
and awareness of the ‘other’ field, their professional relationship towards members of 
the other field, their opinion on the state of knowledge members of the other field 
have about the own field, their experience how much the other field’s members were 
interested in their own field, their perceptions of distance between the two fields, and 
their perceptions of dynamics and trends regarding a change trend in distance between 
the fields. Finally, using the example of Open Educational Resources (OER) as model 
for a current research topic under debate, we monitored if there is a difference in 
opinion between the TEL and ED participants. 

We only asked those participants opting for either TEL or ED (not both or other) 
the full set of questions. Those who had chosen ‘both’ or ‘other’, were prompted only 
to answer the last three questions on their perception of distance and distance trends, 
as well as on OER. 

Overall, 28 participants replied to the survey, of which 10 participants chose the 
role to be TEL members, 7 chose ED and 10 chose both perspectives (1 chose 
‘other’). The descriptive overview with respect to the fields’ distance could be drawn 
from the whole sample. 10 participants were female, 18 were male, and the sample 
was distributed over Europe with a slight over-representation of German (31%) and 
Swedish (10%) participants (overall 16 different countries). 

Table 4. Descriptive statistics of the sample 

 N Minimum Maximum Mean σ 
Age 28 26 65 40.75 12.24 
Distance 23 1 5 2.04 .98 
Trend 25 1 3 1.8 .71 
OER 28 3 5 4.69 .66 

 
As shown in Tab. 4, the questions asked were answered on 5-point Likert scales, 

where the “distance between the two fields” and “trend of the distance between the 
fields” were coded according to 1 being no distance, 5 being a large distance, or 1 
being a strongly diminishing distance and 5 being a strongly increasing distance 
respectively. The results show a strong agreement about the distance being low, as 
well as the trend of the distance being slowly diminishing. Also, regarding the value 
of OER (1 being the lowest and 5 the highest), a strong agreement on the positive 
value could be measured.  

Mutual awareness and reception of the two fields showed significant differences, 
when splitting the sample according to the different groups into TEL and ED 
participants. Due to the groups being not normally distributed, we conducted a Mann-
Whitney U test, with the following significant result: While the TEL ranking of 
awareness about ED was lower (1.9) the opposite perspective (4) was significantly 
higher with a Mann-Whitney U test turning out as (U = 2.5, p < 0.01). 
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7 Discussion 

While the result of the externalized perspective of cohesion between Educational 
Development and TEL yield mostly descriptive results that can be interpreted as 
positive tendency with a bigger awareness on the ED side towards TEL, the main 
focus of our investigation was highlighting essential strengths of the TEL network in 
Europe with respect to internal cohesion between disciplines, age groups, and 
nationalities.  

Researchers from 31 different countries participated in our TELeurope survey. All 
major European countries, such as Germany, UK, Spain, Italy and France, were 
represented. Looking at the bigger countries, especially Switzerland, Austria and the 
Netherlands were over-represented, while, e.g., Italy and France were under-
represented. 

Technology-enhanced learning has many stakeholders, such as students, lifelong 
learners, teachers, parents, policy-makers, decision makers in industry, and 
researchers [17].   The study showed, however, that there is no such thing as ‘the 
researcher’ in TEL, as disciplinary branches use different methods and practice 
different things. Only a detailed analysis can help to identify the needs of the different 
disciplinary groups. 

On the other hand, the study revealed that many researchers are also engaged in 
policy-making. A major share of social scientists consider policy-making as part of 
their work in TEL, while only one third of computer scientists engage in that kind of 
activity. However, involvement in policy correlates with age, meaning that more 
experienced researchers practice those activities more often. We cannot determine 
from this data, if the younger computing researchers are yet to start with such 
activities, or if there are barriers that keep them from policy participation. As the 
computer scientists are strongly connected in the European network, it doesn’t seem 
that a lack of community commitment is the reason for not doing policy-related work. 

We observe that the study subject is often a significant factor in identity, as only a 
few researchers identify with a discipline other than the one they studied. 

There are indications that some shared repertoire of practices in TEL does exist. It 
consists of methods such as design-based research, user-centred design, socio-
technical engineering, and qualitative as well as quantitative empirical methods. 
Common theories include Wenger’s community of practice theory, constructivist 
learning theory, Papert’s constructionism, and Latour’s actor-network theory. 

Across the disciplines, an open dialogue with a broader public is present in the 
TEL community, especially when comparing it with the results of other open access 
studies. The traditional disciplinary difference that the computer sciences publish 
generally more, target more international, more application-oriented, and less non-
professional audiences, was visible, but not as pronounced as it had been in the 
comparison DFG study.  

For the investigated context, the TELeurope network, mutual engagement in 
relationships across the network was more the case for computer science researchers. 
However, they are not only connected to each other, but also to a lot of different 
clusters with persons from contrasting disciplines. 
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8 Conclusions 

This research could indicate ways in which researchers and funders could adjust their 
practices to strengthen TEL as a research community, which explicitly values 
interdisciplinarity. For instance, highly interdisciplinary researchers (cluster D), who 
are already experienced with interdisciplinary research activities, can join forces and 
leverage already strong connections to other researchers. This is also the case for the 
experienced interdisciplinary developers and computer-science-based researchers 
(cluster F), who could further integrate non-computing researchers into their working 
groups. Members of these clusters could also fruitfully engage in sharing best 
practices and success stories of interdisciplinary TEL research and engage in 
initiating mobility and publishing projects to link in particularly more traditionally 
oriented colleagues to broaden the interdisciplinary backbone of TEL research. This is 
important for editors-in-chief of journals and their publishers, as well as the 
programme chairs of relevant conferences to react by scoping mission statements and 
expected topics.  

One finding was that the application-oriented researchers (cluster E), who do not 
work in universities, are somewhat disconnected from the European TEL network. In 
order to increase transdisciplinary collaboration between academia and industry, 
funding bodies might prioritize those projects that involve partners intersecting both 
worlds. 

It is almost certainly the case that the clusters we have defined in our study are not 
static, but dynamically changing. Also the TEL/ED comparison points at an 
increasing trend that awareness is rising especially on the Educational Development 
side towards TEL, but not so much from the opposite direction. Future research could 
measure these dynamics in greater detail, looking also at how early career researchers 
from education and computing grow into the community and where barriers lie. There 
is also a need for more research on the question of how scientists from different 
theoretical backgrounds view and choose their career paths, and what are reasons to 
leave an interdisciplinary field. Therefore motivations for interdisciplinary work and 
research on incentives to stay in an interdisciplinary field are very important topics for 
further investigation.  
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Abstract. Recently we are urged to transform education into an evidence based 
profession, and promote scientific standards or practice. These calls are not new 
– they seem to emerge every few years. We do not argue with their goal, but we 
contend that the suitable frame of reference is the paradigm of design science, 
rather than the common metaphor of medical research. This paper proposes  
Design Inquiry of Learning as a projection of educational design science into a 
professional domain, and offers the Learning Design Studio as a pedagogical 
manifestation of this approach. The learning design studio is a collaborative, 
blended, project based framework for training educators in effective and  
evidence-based use of educational technology. We present its theoretical under-
pinnings, note its fundamental principles and structures, and review three  
independent cases where it has been trialed. The results show that this model is 
effective in developing learners’ theoretical knowledge as well as their practical 
skills, and allows them to link the two. However, it requires a considerable 
commitment of both learners and tutors, and may not be applicable in more  
casual settings. 

Keywords: Learning design, teacher training, professional development,  
inquiry based learning, learning design studio. 

1 Introduction 

Recently we are urged to transform education into an evidence based profession, and 
promote scientific standards or practice. In fact, such calls seem to resurface every 
few years. The cause itself is laudable: if we wish to provide learners with effective 
opportunities to gain the knowledge, skills, and attitudes that they seek (or that we 
wish to bestow on them), and we want to do this in an efficient use of resources – we 
need to apply scientific rigor to our practice. The problem we see with such calls is 
twofold: first, they often place the onus on teachers, who are requested to adopt a 
more “scientific” or “research based” stance. Yet teachers typically find scientific 
research hard to apply in their non-research daily settings. The other, perhaps more 
fundamental flaw, is the implicit model of scientific knowledge and the modes of its 
production. While medical research is often cited as the metaphor for a desirable 
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transformation of educational practice, we argue that the paradigm of design science 
is a more suitable frame of reference. 

In order to instill scientific rigor as a mode of practice, we need to raise practitioners 
awareness to the necessity of such rigor, and equip them with the tools to support it. In 
other words, we need to guide practitioners in adopting and developing appropriate 
epistemic practices: the practices by which they establish knowledge within their  
domain. What are the appropriate domain-specific epistemic practices for the practical 
application of technology in education? Teachers operate in a complex and dynamic 
domain – the background knowledge and practices of their students constantly change, 
the technologies and resources at their disposal are perpetually evolving, and the  
guidance and directives they receive are frequently updated. Within this domain, they 
need to habitually devise new means for achieving educational goals – engendering 
change in their students’ knowledge, behaviors, or attitudes. We posit that this is  
fundamentally a task of learning design, and the appropriate epistemic practice is one 
of design inquiry of learning. This paper presents the “Learning Design Studio”, a 
course format aimed at enculturation educational professionals into design inquiry of 
learning. We note three courses and a MOOC which were based on this format, review 
some results, and consider their implications. 

2 Background 

Ben Goldacre, in a recent position paper commissioned by the UK department of  
education [ 8], called for making “teaching a truly evidence-based profession” by estab-
lishing a norm of randomized control trials. This call was answered by vocal objections 
in the educational research community. As Mary James notes [ 12], such arguments are 
not new. David Hargreaves [ 11] promoted “teaching as a research-based profession” in 
1996, a position echoed by Philip Davies [ 8], among others. Yet, as Davies notes – the 
fault is not with teachers. Academic research, he argues (in agreement with Har-
greaves), is often not relevant or not accessible to practitioners. Mellar, Oliver and 
Hadjithoma-Garstka [ 18] find that research is perceived by practitioners as providing 
too much detail, or conflicting evidence, does not address their immediate concerns or 
does not acknowledge the reality of their experiences. Ironically, they conclude, “the 
same characteristics that make it hard to draw general principles from the work can 
also make it credible to practitioners”. Korthagen et al [ 15] show that teacher training 
which focuses on educational theory fails consistently. Not only do teachers find  
themselves ill-equipped to translate the theoretical abstractions to the concrete context 
in which they work, their negative experience in attempting to do so results in theory 
aversion: teachers feel threatened by educational theory and see teacher education as 
detached and useless.  

This sense of dissonance between educational research and practice often leads 
practitioners and policy makers to disengage with research, seeing teaching as “a craft 
and it is best learnt as an apprentice observing a master craftsman or -woman.” [ 9, 
in  3]. Yet, as [ 23] show, the most successful educational systems are those maintain 
multi-directional links between research, practice and teacher training.  
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Thus, the DIL approach mimics the structure of an educational design study [ 22], with 
the exception that students do not have the resources or the time to conduct several 
iterations, scaling up from a conceptual prototype to an extensive deployment. 

Design based research progresses through cycles of theoretical analysis, conjectures, 
design, implementation, analysis and evaluation – which feeds into adjusting the theory 
and deriving practical artefacts (Fig. 1) [ 18]. Anastopoulou et al [ 1] describe personal 
inquiry learning as a cycle of questioning, investigation, evidence collection, analysis, 
sharing, and reflection. Combining these two yields the cycle of design inquiry of 
learning: imagining a desired change, investigating the current situation, drawing inspi-
ration from theoretical frameworks and exemplars of practice, ideating and designing 
an innovation, prototyping it, evaluating its effects and reflecting on the process. 

 

Fig. 2. The Design Inquiry of Learning Cycle 

3 The Learning Design Studio 

One approach which appears to hold significant promise in training learning designers 
is the learning design studio (LDS) [ 13], [ 4]. This approach is modelled after the  
tradition of studio-instruction in arts and design disciplines (such as architecture). In 
this model, the main activity of a course is the students' continued work on design 
challenges in a defined domain of practice. Students typically work in groups.  
They identify an educational challenge, research it, and devise innovative means of 



 The Learning Design Studio: Educational Practice as Design Inquiry of Learning 237 

 

addressing it. The course instructor guides the students through the process, and  
classroom sessions are mostly dedicated to group work and public review of design 
artefacts. 

The model of learning design studio presented in this paper manifests the DIL  
approach presented above.  

In a LDS, students work in groups on projects of their own choice. Each group 
identifies a concrete educational context and a specific educational challenge within 
this context, locates and reviews relevant literature, devise a techno-pedagogical in-
novation to address the chosen challenge in its context, and evaluate their innovation 
– if possible, by observing its implementation in the real-world context.  

The first phase of an LDS course focuses on defining the context in which projects 
will be situated and the pedagogical challenge they attempt to address within this 
context. Students are asked to propose an idea for a project they would like to  
develop. They form groups based on common interests, and spend the majority of the 
course time working on their joint project. Students document and described the  
material, social and intentional factors which define the environment in which they 
will work. Reflecting on the tensions identified in the analysis of the context, students 
are asked to specify well-defined and measurable educational objectives. Next, they 
conduct preliminary research, reviewing appropriate learning theories and relevant 
case studies, and choosing the theories which they identify with and the cases which 
inspire them, as a basis for their design work. 

Based on their articulation of the context and challenge, and the outcomes of their 
preliminary research, students develop an initial scenario, which included an outline 
of the proposed solution, and a storyboard depicting the learner's envisioned activities 
and expected learning trajectory. Students consult existing repositories of design 
knowledge, such as the design principles database [ 14] or appropriate collections of 
design patterns [ 18], [ 22]. They articulate the knowledge they gathered in the form of 
a prototype of their solution. This prototype is evaluated, if possible – through a pilot 
study in the actual project settings, and if not – via a heuristic evaluation by peers or 
experts.  

Despite the seemingly pragmatic, action-oriented nature of the LDS, individual and 
group reflection are central to the learning experience. Students are instructed to 
maintain a learning journal, provide peer feedback within and between project groups, 
and conclude the process by writing a design narrative, recounting their journey. 

Students use a website as a collaborative workspace which scaffolds them through 
the LDS process. When they complete their project, they edit their website to present 
their work - the design process, its outputs, and their reflections.  

4 Implementation 

The learning design studio format was trialled in two courses at the Technologies in 
Education postgraduate programme at the University of Haifa during the academic 
year 2010-2011, in the Open Learning Design Massive Open Online Course (OLDS 
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MOOC) and in one course in The Open University’s Master in Open and Distance 
education programme. 

The University of Haifa cases were a course on “games and learning” 
(http://courses.edtech.haifa.ac.il/games) and a course on “mobile learning” 
(http://courses.edtech.haifa.ac.il/mlearning) [ 21]. Both ran for 13 weeks in a blended 
format (2 hours face time, 4 hours independent study). The first included 22 students, 
who split into 9 project groups. The second included 17 students in 6 project groups. 
The courses used the institutional google apps suite as a platform. Students created a 
project site from a template which was provided, and used it throughout the course. 
The website template contained sections corresponding to the phases of a single itera-
tion of a design experiment. Students replaced the instructions in the template with 
the content and artefacts they generated in the course of their work, so that when they 
completed the project, the website presented both its products and the process by 
which they were created. All students passed, and all projects were completed. 

The OLDS MOOC (http://olds.ac.uk) ran for nine weeks, from Jan. to March 2013. 
The course was designed for 3-10 hours a week, but many participants could not 
commit to this timeframe. Out of the 2420 who registered their interest in the course, 
200-300 where still following the course in week 8, but only 23 where actively  
contributing to the course space. The course used a google site and two google groups 
as its focal space, with “clouds” and “cloudscapes” in cloudworks (http://www. 
cloudworks.ac.uk) to support specific activities. Some participants used their personal 
blog as their medium for participation.  

The OU case was a 7 week block out of the 30 week MA course “openness and  
innovation in elearning” (http://www3.open.ac.uk/study/postgraduate/course/h817. 
htm). This course has 70 students registered. It is taught fully online and students are 
expected to commit 14 hours a week. The students were assigned to 11 project groups  
 

 

Fig. 3. OU project website template 
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based on their choice of project subject. The course used the OU version of Moodle as 
a VLE, and students also used the institutional suite of google apps as their collabora-
tive workspace. Similar to the University of Haifa courses, students were provided 
with a website template (Fig. 3) which scaffolded their work. This template offered 
website sections which corresponded to the various phases in the project lifecycle. 
Students edited and populated this site as they progressed. 

In addition, the course used a bespoke system called OpenDesignStudio for sharing 
and discussing their work between project groups. 10 out of the 11 projects were 
completed successfully, most with impressive outputs. All projects received a large 
number of comments from peers in other project groups. This block has ended very 
recently, and is currently being evaluated. As in the University of Haifa courses, each 
group maintained a website for their project, instantiated from a template designed to 
scaffold their design process.  

4.1 Variations 

The characteristics of the three domains of implementation were radically different, 
and consequently the design of the LDS, and the supporting technology, had to be 
adjusted significantly to suit the different situations.  

The University of Haifa courses where conducted in a blended environment:  
weekly classroom sessions with continuous interaction between students and tutor via 
the course forum, email, and skype. The classroom sessions were dedicated mainly  
to summarizing the online discussions and reviewing students’ progress on their 
projects. Students often met out of classroom to work on their projects together – 
either physically or virtually (e.g. by skype). The relatively longer time span of the 
courses (13 weeks) meant that most students had the opportunity to test their design in 
real-world conditions, with learners representing the target audience, adding a great 
deal of depth to their learning experience. The project sites were shared in a “walled 
garden” during the course – visible only to the course community. After completion, 
students had the option of making their projects public, and most chose to do so. 

The OLDS MOOC assumed a radically open stance: no registration was required, 
all resources were, and still are, freely and openly available, and facilitators repeated-
ly noted that peripheral, casual and incidental participation were legitimate. Conse-
quently, participants found it hard to form project teams. The open nature of the 
course also implied that we did not have the option of setting up a project site  
template for participants to use. The majority of participants found it hard to form 
project teams, and did not systematically work through the proposed phases of a 
learning design project. These limitations, to an extent, were predicted by the course 
team. In response, the tasks were designed as autonomous building blocks, which can 
be experienced individually but can also stack up to more complex and rich learning 
structures. The open nature of the course also meant that participants work was typi-
cally public throughout the course and beyond, although it also meant that they had an 
option of keeping their work completely private. Another significant difference was 
that the MOOC was facilitated completely online, and the ratio of facilitators to  
participants was two scales of magnitude higher. This made the classical studio  
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format irrelevant. To provide an alternative, the course team held weekly “fishbowl” 
sessions, where a few facilitators and a few participants conducted an hour long  
video conference, discussing the weeks’ tasks and the participants’ projects. Other 
participants could watch the conference live and interact via twitter or view a  
recording later. 

The context of the OU course was, in many ways, half-way between the small-
scale blended format of the University of Haifa and the large-scale on-line format of 
the MOOC. The number of student was 3-4 times larger than the Haifa course, but the 
ratio of students to facilitator was better. The time span was much shorter, but  
students were expected to dedicate more hours a week. The course was conducted 
completely online, but with a rich set of supporting technologies. Consequently, the 
studio format was maintained, albeit mediated by forums and the OpenDesignStudio 
rather than face to face. The shorter time span and the geographical distribution of 
students made real-world user testing unfeasible. Instead, students were guided in 
conducting a heuristic evaluation of peer projects. 

5 Results 

5.1 University of Haifa 

The University of Haifa courses have been evaluated in detail in [ 21]. We recount the 
main findings here. 

All 39 students completed the courses successfully, and responses to the end of 
course survey suggest they valued its contribution to their understanding of the core 
issues presented, as well as the pragmatic considerations of implementing these ideas 
in realistic educational contexts. Students expressed notable criticism about  
the courses’ administrative aspects, as well as the workload which exceeded their 
expectations. Despite these shortcomings, students all acknowledged the effectiveness 
of the design studio approach, some noting that it has changed their attitude to the 
course subjects, and to technology enhanced education in general. Content analysis of 
the mobile learning course students’ design narratives and learning journals uncovers 
several themes: 

• Students initially found the design-inquiry approach confusing, and engaged  
with it at a superficial level. However, in retrospect students acknowledged the 
advantages of the design-inquiry approach. To an extent, the initial confusion was 
alleviated by the iterative dynamics of the design-inquiry process. 

• Students reported on their difficulty in concretisation of theories and abstract 
ideas. The fact that students reflect on this issue indicates that they are aware of 
it, and indeed – some of their comments suggest the process helped them take 
steps to address it. 

• The design inquiry process at the centre of this course was supported by a variety 
of tools, methods and representations: a project site template, a design scenario 
template, force maps, design principles, storyboards, etc. Indeed, students  
acknowledged the value of these tools. 
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tools, techniques, and methodologies. The MOOC resources are open and freely 
available, and are frequently used: the last week saw approximately 700 visitors on 
the MOOC site. We have anecdotal evidence from participants testifying that the 
MOOC has changed their professional perceptions and practices.  

Nevertheless, as [ 6] notes: “Collaborative group working as implemented in this 
course design did not achieve the desired result. Consequently, whilst a good number 
of participants attempted to, or indeed, formed, nascent course development or study 
support groups these in general did not last more than a few weeks. Participants did 
however value the sharing, commenting and feedback that too place in broader course 
space and the sense of community this engendered” 

Likewise, we are aware of only a very small number of projects (group or individ-
ual) which succeeded in following the full design inquiry of learning cycle. However, 
the evidence suggests that many participants did appreciate the DIL approach,  
and adopted elements of it, such as investigating the context of design, reviewing 
examples of past innovation and projecting the lessons from these to their project, 
ideation, prototyping and evaluation.  

Taken together, the evidence suggests that the individual activities were successful, 
and learners found the community experience rewarding, but the Learning Design 
Studio approach failed. This can, to an extent, be explained by shortcomings of the 
supporting technology. However, even if the technical issues would have been  
resolved, it is questionable how many participants would have chosen to, or would 
have the capacity to, dedicate the sustained effort required to complete a project. It 
appears that the LDS format relies on strong group cohesion and intensive tutor  
support – both of which are hard to achieve in a MOOC setting. 

5.3 OU 

As noted above, the OU course LDS has only recently completed its first presentation, 
and it is currently being evaluated. Nevertheless, initial analysis indicates that by and 
large this was a success. Ten projects have completed a full cycle of investigating the 
project context, reviewing past cases and relevant theories, applying the lessons  
from these to the design and development of a prototype, and conducting a structured 
evaluation of the prototype. 

Student reflections suggest that most of them found the LDS block challenging but 
rewarding, and believe they will make use of the knowledge they acquired. 

However, students reported numerous technical difficulties, and noted that the  
extensive workload prevented them from reflecting on the process. In order to support 
the students in a distance learning environment, we attempted to provide very detailed 
instructions and scaffold activities by templates designed for the various tasks. Many 
students found these too prescriptive and felt that at times the tasks were reduced to 
form filling exercises. 

Most of these issues would appear to be fairly superficial, and can be resolved by re-
fining the guidance materials and supporting technologies. Overall, this experiment 
seems to suggest that the LDS format is not limited to traditional, small class, face to face 
scenarios – but can also be applied effectively in a large scale distance education setting. 
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6 Discussion 

The three cases presented above suggest that the DIL approach offers significant  
value for educational practice, and a robust framework for training and development 
of educational professionals. Specifically, the manifestation of this approach in the 
LDS emerges as an effective format for courses in TEL. However, this format has its 
limitations, and may not be suitable for certain circumstances. 

DIL combines an inquiry-based pedagogy with a design-based epistemology. The 
inquiry learning model posits that learning is more effective when grounded in active 
exploration of questions which are meaningful to the learners. In the cases presented 
here, the learners are educational professionals wishing to make effective use of  
technology in their practice. Thus, their inquiry explored questions pertaining to this 
domain. Design, in these cases, was adopted both as a mode of learning and as a mode 
of action: students learned by design, and they learned to design. The evaluation  
of the projects in the University of Haifa courses [14] showed that students had  
assimilated both relevant case studies and techno-pedagogical theories, by binding 
them to a personally meaningful context of action.  

The LDS model adds the constuctionist, project-based, collaborative pedagogical 
features of the studio-based educational tradition of design practices. The initial feed-
back from the OU course suggests that students experienced a sense of satisfaction in 
completing a meaningful project – such a sense is arguable significant in terms of the 
affective dimension of learning. Students in all three cases reported that they valued 
the social interaction and in the two university course cases – the positive impact of the 
project group on their learning experience. This is particularly notable in the case of 
distance learning, as the OU internal surveys persistently show students aversion to 
collaborative learning. In both the University of Haifa and the OU cases, students were 
highly active in social learning interactions within and between groups. The feedbacks 
between groups and sharing the opinions in class and online discussions helped the 
students in constructing new meanings and juxtaposition different points of view.  

Educational practice, and consequently – educational technology – is always context-
dependent. The LDS approach places an emphasis on documenting and articulating the 
context in which the pedagogical challenge is situated, and carefully referring to that 
context in the design of the solution. As discussed in [ 20] – this challenge of getting 
students to analyse context is far from resolved, but the courses showed promising signs 
in this respect. Several participant comments from both the MOOC and the OU course 
stress this particular aspect. 

As our experience suggests, and the student feedback confirms, the LDS model is a 
demanding one, both for students and for tutors. Its success is likely to be limited 
without serious commitment of both. For this reason, it is probably less suitable for 
more “casual” learning situations, such as MOOCs. However, where the commitment 
is present – it is highly rewarded. 

7 Conclusions 

We opened this paper, perhaps somewhat provocatively, with Ben Goldacre’s call  
for turning education into an “evidence based profession”. We argued that this is a 
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laudable cause, but its fault lies in its implicit model of evidence, or scientific process. 
We presented design science as an alternative paradigm, which we claim is more 
suitable for educational research, and offered Design Inquiry of Learning (DIL) as a 
projection of that paradigm into the domain professional practice.  

The main bulk of this paper reviewed the Learning Design Studio (LDS) format, as 
a pedagogical structure for training educational professionals in DIL. We presented its 
theoretical underpinnings, its fundamental principles, and a proposed sequence of 
learning activities. We then reviewed three recent implementations of this model. 

The preliminary evidence from these three cases seems to indicate that the model 
has merit, and appears to deliver on its promises. Students have achieved impressive 
results in the course of their project work. They report that the courses have enriched 
them both theoretically and in terms of practical skills. Perhaps even more important, 
the courses manage to link the two together, and promote a critical, informed,  
systematic and context-sensitive mode of practice. 

Technology Enhanced Learning has established itself as a significant field of  
scientific inquiry. Yet this field often finds it challenging to disseminate its knowledge 
beyond the academic circle. A DIL approach and the LDS model in particular,  
may offer a possible way of breaching the divide between research and practice in 
education.  

As the OLDS MOOC example illustrates, while the DIL approach has a wide remit 
– the LDS model imposes considerable requirements on the learning situation, and 
thus may not be suitable in certain conditions. 

Finally a caveat is due. The cases reported here are still but a small sample, and 
their accomplishments and shortcomings may be partially attributed to personal style, 
extraneous factors, or a simple Hawthorne effect. Nevertheless, the evidence is strong 
enough to warrant further independent trials of the models presented here and their 
implementation modes.  
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Abstract. In this paper, we introduce a new way of detecting semantic
similarities between learning objects by analysing their usage in web por-
tals. Our approach does not rely on the content of the learning objects
or on the relations between users and learning objects but on the usage-
based relations between the objects themselves. We take this new seman-
tic similarity measure to enhance existing recommendation approaches
for use in technology enhanced learning.
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1 Introduction

In recent years, recommender systems have become popular in the Technology
Enhanced Learning (TEL) domain to identify suitable learning resources for
users e.g. offered by learning portals. Such recommender systems often require
extensive additional information about the learning objects, e.g. the competen-
cies / knowledge they impart and information about the users, e.g. existing
knowledge and learning goals [1]. Such additional information is often not avail-
able and expensive to create, thus, we need new possibilities to gather infor-
mations about users and items that are implicitly given in their behaviour and
usage, respectively.

The special interest group dataTEL1 (Data-driven Research and Learning
Analytics) was created to increase research on educational datasets and make
educational systems more transparent and predictable. In a first study of the
datasets submitted to dataTEL, Verbert et al. [2] found that challenges to be
tackled include sparsity of data and that further research on implicit relevance
indicators and similarity measures is required to find relevant items and/or users.

In this paper, we present a new way of detecting similarities between learn-
ing objects by considering their usage contexts, i.e. the learning objects they
most significantly often co-occur with in the same sessions and claim that usage
context-based similarity gives rise to content similarity and can thus be used for
recommendations. This way, we are able to compensate a lack of semantic infor-
mation for the learning objects as well as sparsity of rating data. We evaluate

1 http://ea-tel.eu/sig-datatel/

D. Hernández-Leo et al. (Eds.): EC-TEL 2013, LNCS 8095, pp. 246–259, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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our approach using the usage and semantic metadata collected in the MACE2

and in the TravelWell3 portal.
The paper is structured as follows: In chapter 2, we give an overview of existing

recommendation strategies and in chapter 3, we describe the principles of the
usage context-based approach we propose. In chapter 4, we present the datasets
MACE and TravelWell that are used in the experimental evaluations presented
in chapter 5 (usage context-based similarity vs. content-based similarity) and
chapter 6 (usage context-based similarity for enhancing existing recommender
systems). In chapter 7 we give a conclusion and present ideas for further work.

2 Related Work: Recommendation Strategies

2.1 Content-Based Filtering

Content-based systems use the items’ attributes and the users’ preferences for
recommendations. Item profiles can be created automatically, e.g. through key-
word extraction for text documents, or manually, e.g. for restaurants holding
attributes like style and location. User profiles can be built explicitly by asking
the users about their interests or implicitly by the users’ given ratings. For rec-
ommending, the user profiles are matched against the item profiles and the most
suitable unknown items are recommended. Several systems are developed that
use content-based filtering to help users find information, e.g. PRES (Personal-
ized Recommender System) [3] and Syskill & Webert [4]. Recommender systems
relying on content-based filtering suffer from problems like the new user problem
and overspecialisation. Additionally, it can be time-consuming and expensive to
maintain the item profiles.

2.2 Collaborative Filtering

Systems based on collaborative filtering do not consider the item’s attributes
but make use of user ratings on items that can be explicit (e.g. rate a book with
3 stars) or implicit (e.g. visit a site, listen to a song). In user-based collaborative
filtering an item is suggested to a user based on ratings of that item by users
most similar to her. A prominent example for such a system is MovieLens4.
Item-based collaborative filtering approaches do not compare users but calculate
the similarity of items by comparing their users’ implicit and explicit ratings
[5]. A system relying on this approach is Amazon.com. where products often
bought by the same users get a higher similarity value than products that do
not share so many users [6]. Advantages of collaborative filtering are that no
semantic information is needed to create item profiles and cross-genre niches
can be identified. However, user and item profiles first need to evolve before
sufficient recommendations can be produced.

2 http://mace-project.eu/
3 http://lreforschools.eun.org/web/guest/travelwell-all
4 http://movielens.umn.edu

http://mace-project.eu/
http://lreforschools.eun.org/web/guest/travelwell-all
http://movielens.umn.edu
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2.3 Matrix Factorization

Matrix factorization models map both users and items to a joint latent factor
space, i.e. each item is associated with a vector q that measures the extent to
which the item bears the factors of the space and each user is associated with a
vector p that measures the extent of interest the user has in items that are high
on the corresponding factors. The resulting dot product of p and q represents
the users overall interest in the items characteristics [7]. Matrix factorization
methods have become popular since they combine a high predictive accuracy
with good scalability. In recent years, several approaches have been created to
deal with the major challenge of matrix factorization, which is computing the
mapping of each item and user to factor vectors, see [8] and [9]. Similarly to
collaborative filtering, the more ratings are given for users and items, the more
accurate are the predicted ratings.

2.4 Hybrid Systems

Hybrid systems are implemented to exert the advantages from more than one
technique while the drawbacks of single techniques can be compensated. Burke
[10] describes several approaches to combine recommenders, e.g. Ranked Hybrid
(combining the ratings from different recommenders using a weighting scheme,
see [11]), Switching Hybrid (selecting the rating prediction from the recom-
mender with the highest confidence value, see [12]), and Feature Augmentation
Hybrid (each contributing recommender adds features to the items’ descriptions,
so that the actual recommender has a better base, see [13]).

3 Usage Context-Based Similarity

3.1 Background of the Notion Usage Context

In the following, we will focus on the notion of usage context that was inspired
by the concept of word contexts successfully used in linguistics. Words stand in
linear orders, e.g. in speech or in written texts. The context of a word can thus
easily be defined by the words that occur before and after it. If two words have
very similar contexts (e.g. words they often co-occur with in sentences), they are
said to be paradigmatically related [14]. For example: In many contexts, the word
”car” can be replaced by the word ”vehicle”, i.e. they share a similar context
containing e.g. the words ”driver” and ”highway”. Thus, paradigmatic relations
lead us to semantic relations or, as [15] states, context similarity correlates with
content relatedness. We take up this insight and form our hypothesis that it holds
true not only for words but also for other entities that usage context similarity
provides an indication for content relatedness.

Similar to words used in sentences, data objects are used in sessions. The
definition of the term ”session” depends on the conditions. For example, a session
can comprise all events conducted by a user between logging in and out of a
portal. Thus, the usage context of an object is the result of the objects accessed
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before or after it in the same sessions, i.e. by its (significant) co-occurrences.
When comparing two data objects, they are assumed to be semantically related,
if their usage contexts’ significantly overlap. Please note that two objects can
have highly similar usage context, even if they were never used together.

3.2 Defining Significant Co-occurrences

We define two objects to be co-occurrences if they co-occurr in at least one
session. However, not every co-occurrence is significant, rather most co-occur-
rences are coincidental. Basic association measures calculate a significance score
by comparing the observed frequency O of a co-occurrence with its expected
frequency E, examples are MI (mutual information, formula 1) and z-scores, see
[16]. These simple association measures often give close approximation to the
more sophisticated association measures (as described below) and are therefore
sufficient for many applications. They also have some limitations as they, for
instance, tend to fail when calculating the significance value for a very frequent
and an infrequent object [17].

MI = log2
O

E
(1)

In statistical theory, association measures and independence tests are always
based on a cross-classification of a set of objects, e.g. using contingency tables.
These measures compare the expected and the observed frequencies as well. In
contrast to the more simple approaches, they do not only consider the expected
co-occurrence frequency of the two objects but compute the expected frequencies
for all cells in the contingency table [17]. Table 1 shows the contingency table
for the objects i and j which co-occured O11 times. Additionally, i was accessed
in O12 sessions in which j was not accessed, j was accessed in O21 sessions in
which i was not accessed and O22 session use any of these s at all. The expected
values for these observed values are E11, E12, E21, and E22, respectively.

Table 1. Contingency table

j ¬ j
i O11 O12 =R1

¬ i O21 O22 =R2

=C1 =C2 =N

Commonly used association measures that are based on contingency tables are
the chi-squared test and log-likelihood, see [16]. The χ2 test adds up the squared
z-scores for each cell in the contingency table and puts them in relation to the
expected frequencies. Since the normal approximation implicit in the z-scores
becomes inaccurate if any of the expected frequencies is small [17], the Yates’
continuity correction [18] shown in equation 2 offers a better approximation
(corrected χ2-test). Equation 3 shows the log-likelihood measure [19].
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χ2-corr =
(|O11O22 −O12O21| − N

2 )
2

R1R2C1C2
(2)

log-likelihood = 2
∑

ij

Oij ln
Oij

Eij
(3)

After the calculation of the co-occurrences’ significance values, the most sig-
nificant ones must be selected for each object. There are two ways to do so, i.e.
by ranking or by using a threshold. Ranking means that the co-occurrences are
sorted by their significance values and only the n most significant co-occurrences
are selected. When using a threshold, only co-occurrences with a significance
value higher than the threshold are selected. However, there is no standard
scale of measurement to draw a clear distinction between significant and non-
significant co-occurrences [20]. Therefore the calculation of a suitable n or a
suitable threshold (depending on the approach) is an exploratory investigation.

3.3 Object Similarity Calculation

We calculate the similarity for each object pair using the cosine similarity where
each object i is described by a vector which holds the most significant co-
occurrences of object i. The cosine similarity measures the angle between two
vectors, thus, the significance values of the co-occurrences are considered.

3.4 Expected Rating Calculation

We compute the expected rating p(u, i) on an object i for a user u by averaging
the ratings r(u, i) given by the user to the other objects in her profile P (u) while
each rating is weighted by the corresponding similarity sim(i, j), see equation 4.

p(u, i) =

∑
j∈P (u),i�=j(sim(i, j) ∗ r(u, j))
∑

j∈P (u),i�=j |sim(i, j)| (4)

4 Datasets

4.1 MACE

The MACE (Metadata for Architectural Contents in Europe) project relates
digital learning resources about architecture, stored in various repositories, with
each other across repository boundaries to enable new ways of finding relevant
information [21]. While interacting with the MACE portal, users are monitored
and their activities are recorded as CAM (Contextualized Attention Metadata,
[22]) instances. The event types considered for creating the sessions are accessing
the metadata of a learning object in the MACE portal, e.g. its ratings or user tags
and accessing the learning object in its origin repository. All other events that
involve learning objects, e.g. tagging and rating, require the access of the learning
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object’s metadata, thus, the learning object is already part of the session without
considering these events. Each CAM instance comprises at least the event type,
the identifier of the user who conducted the event, a timestamp, and the identifier
of the involved object. The CAM instances used for the evaluation were collected
in a period of three years from September 2009 to October 2012. Overall, we
considered CAM events for 12,176 learning objects conducted by 620 users in
4,291 Sessions. A session comprises on average 6.28 distinct learning objects and
each learning object is used in on average 2.18 sessions.

MACE offers users and domain experts the possibility of editing parts of the
metadata, e.g. tags and classifications. We use the tags and classifications to
create semantic similarities between learning objects as baselines to compare
our results to. The tags are free text and can be assigned to learning objects
by logged in users. The classifications are defined in a controlled vocabulary
consisting of 2884 terms and can only be set by domain experts. 78.69% of the
used learning objects hold such additional semantic metadata, 70.8% hold tags,
14.83% hold classifications, and 8.82% hold both. Each tagged learning object
holds on average 6.59 tags and each classified learning object holds on average
2.27 classifications. Additionally, logged in users are able to rate learning objects.
We use the provided ratings to test and evaluate our recommender systems. In
total, 230 learning objects were rated by 73 users, each of these learning objects
was rated at least once and at maximum 4 times (on average 1.2 times), and
each of the 73 users rated 1-19 learning objects (on average 3.79). This results
in a user-item rating matrix with a sparsity of 98.35%.

4.2 TravelWell

The TravelWell dataset [23] was collected on the Learning Resource Exchange
(LRE) portal that makes open educational resources available from more than
20 content providers in Europe and elsewhere. The dataset contains information
about the rating and tagging behaviour of 98 registered users over a period of
six months (August 2008 - February 2009). For each user activity, the date, user
identifier, identifier and the tag, respectively the rating is stored. As there is no
timestamp but only the date, a session comprises all activities conducted by a
user in one day.

Overall, 14,248 events took place in 255 sessions where each session comprises
55 distinct learning objects on average. 75 users rated 1,698 unique objects on
a scale of 1 to 5 for usefulness; each of these objects was rated 1.3 times on
average. Additionally, 79 users tagged 1,838 unique objects with 12,041 tags in
total; consequently each object was assigned with 6.5 tags on average. Similarly
to MACE, the learning objects can hold classification keywords from a controlled
vocabulary additionally to the free text tags. 97.97% of the learning objects hold
tags or classification, 95.53% hold tags, 69.04% hold classifications and 66.6%
hold both. Additionally, 73 users rated 1,597 learning objects, each learning
object was rated 1-10 times (on average 1.34 times) and each user rated 1-108
learning objects (on average 29.29) which results in a user-item rating matrix
with a sparsity of 98-17%.
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5 Experiment 1: Usage Context and Content Similarity

5.1 Methodology
Create Usage Context-based Similarities. We calculate the usage context-
based similarity for all learning object pairs in the MACE and in the TravelWell
dataset, respectively, as described in chapter 3. We start with calculating the
co-occurrences and their significance values for each object using the association
measures MI, log likelihood, and corrected χ2 (see subchapter 3.2). We use two
ways to select the most significant co-occurrences for each object. First, we vary
the co-occurrence vector sizes from 1-150 for TravelWell and from 1-1000 for
MACE. The vector sizes for MACE get bigger as for TravelWell since the MACE
dataset comprises more learning objects. Second, for each object, we calculate
an object-specific threshold by averaging the significance values of all its co-
occurrences. We calculate one threshold for each object and not one threshold
for all objects, because the significance values vary depending on the times an
object was used. Thereafter, we calculate the usage context-based similarity
of each object pair by comparing their co-occurrence vectors using the cosine
similarity (see subchapter 3.3).

Create Semantic Metadata-Based Similarities. We calculate the semantic
metadata-based similarity of all object pairs in MACE and TravelWell to get a
reference value for evaluating the usage context-based similarities. We do so
by taking the tags and classifications into account. Since an object cannot be
tagged more than once with the same keyword, we create a binary vector for each
object and use the Jaccard similarity [24] for calculating the pair-wise semantic
metadata-based similarity.

Calculate the Correlation of Both Similarity Measures. We use the se-
mantic metadata-based similarity as tentative ”gold standard”. Even though
the semantic metadata-based similarity cannot be a perfect representation of
the ”real” similarity, e.g. because some learning objects hold only one or two
tags, we assume it to be a good approximation. In order to prove our hypothesis
that usage context similarity implies content similarity, we calculate the Pearson
correlation coefficient [25] between the semantic metadata-based and the usage
context-based similarity distribution, see formula 5 with X being the set con-
taining all usage context-based similarities with x̄ as mean value and Y being
the set containing all metadata similarities with ȳ as mean value.

rXY =

n∑
i=1

(xi − x̄)(yi − ȳ)

√
n∑

i=1

(xi − x̄)2
n∑

i=1

(yi − ȳ)2

(5)

We only calculate the Pearson correlation coefficient for learning objects that
hold at least one semantic metadata-based and one usage context-based similar-
ity to another learning object (not necessarily the same learning object) that is
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Fig. 1. MACE: Pearson correlation coefficient and amount of considered object pairs

greater than zero. Thus, we exclude learning objects that do not hold a) sufficient
semantic metadata and/or b) a sufficient amount of significant co-occurrences
to establish semantic metadata- and usage context-based relations, respectively,
to other learning objects. Even if a learning object holds semantic metadata,
it might not be able to create a semantic metadata-based similarity to another
object greater than zero since 72.96% of the tags assigned to MACE objects
and 73.87% of the tags assigned to TravelWell objects are unique and cannot
be used to compare objects. The same holds true for the usage context-based
similarity, the less objects a co-occurrence vector holds, the less is the chance
to find similarities to other objects. However, when at least one similarity was
found for a learning object, the object is used for the calculation of the Pearson
correlation coefficient with all possible object pair combinations.

5.2 Results

MACE. Figure 1 shows a) the Pearson correlation coefficients for the semantic
metadata-based and the usage context-based similarities that are calculated with
different association measures (MI, log likelihood, and corrected χ2) and varying
vector sizes (”count” means that a fixed n was chosen, ”avg” means that an
object specific threshold, i.e. its average significance value, was used, see section
3.2) as well as b) the amount of object pairs that can be considered for each
combination of association measure and vector size for the MACE dataset.

As could be assumed, the more co-occurrences are considered as significant
and, thus, are used to describe an object, the more usage context-based similari-
ties can be detected between object pairs. Additionally, the correlation with the
semantic metadata-based similarity increases with the co-occurrence vector size,
whereas from a certain vector size on (here: 1000), the amount of similar object
pairs found and the correlation gets stable. This is due to the fact, that most
objects hold less than 1000 co-occurrences and are already described to their full
extend. With vector size 1000 (which means at maximum 1000) the real average
vector size is 213 (log likelihood), 255 (MI), and 261 (corrected χ2). Interestingly,
at vector size 1000, log likelihood performs best in terms of correlation (0,4973),
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Fig. 2. TravelWell: Pearson correlation coefficient and amount of considered object
pairs

followed by MI (0,4844) and corrected χ2 (0,4487), which shows that ”the more,
the better” does not hold true, but the insignificant co-occurrences which can
be considered as noise must be filtered to reach sufficient results.

The log-likelihood measure with the average threshold performs best in terms
of correlation with a value of 0,629. However, it can only calculate similarity
values for a subset of the available objects (14.707.176 object pairs). When com-
paring the association measures MI and corrected χ2 with the average threshold,
MI performs significantly better with a correlation value of 0,4653 (compared to
0,4079) and 42.067.378 object pairs (compared to 39.121.435).

TravelWell. Figure 2 shows a) the Pearson correlation coefficients for the dif-
ferent association measures and varying vector sizes as well as b) the amount of
object pairs that can be considered for the calculation of the Pearson correlation
coefficient for the TravelWell dataset. Similar to MACE, the amount of objects
for which usage context-based similarities can be established with other learning
objects increases with the vector size, but the results stabilize between vector
size 100 and 150. This is due to the fact that the TravelWell dataset only holds
1.925 learning objects whereas the MACE dataset holds 12.176 objects.

Apart from the outliers when using very small vector sizes (10-25), the correla-
tion coefficient increases with the vector size. For vector size 150, the association
measure log-likelihood performs best with a correlation coefficient of 0,3432,
followed by MI (0,3324) and χ2 (0,3235). When using the average threshold,
log-likelihood performs significantly better than the other measures in terms of
correlation (0,4506) but only for a subset of objects (180.300 object pairs). MI
outperforms χ2 with a correlation coefficient of 0,3317 (compared to 0,3227) and
1.326.006 object pairs (compared to 1.140.805).

5.3 Interpretation

The resulting coefficients can be described as medium and as we regard a large
sample of objects, the coefficients can be said to be representative although no
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tests for bivariate normality have been undertaken [26]. Moreover, because of
the big sample size the correlations are significant on the 5%-level (p=.05).

A further important point is the fact that the considered metadata can only
be interpreted as a shallow content representation. Thus, it is possible that the
correlation between semantic metadata- and usage-based similarity represents a
lower bound for the real correlation between content and usage context.

For the MACE dataset, the reached correlation coefficients are significantly
higher than for the TravelWell dataset; we assume this is due to the fact that the
MACE dataset holds more detailed usage data, e.g. each learning object access
is tracked and not only the metadata provision activities rating and tagging as in
TravelWell. Additionally, the MACE usage data offer precise timestamps for the
collected events, whereas TravelWell only provides the date; thus, the sessions
are more accurate in the MACE dataset.

The three association measures MI, log-likelihood and χ2 behave quite simi-
larly compared to each other for the MACE and the TravelWell dataset. For
both datasets, the best performing set-up in terms of correlation coefficient
and amount of object pairs is the log-likelihood measure in combination with a
”large” vector size, whereat the meaning of ”large” must be defined depending
on the dataset. For MACE and TravelWell, a vector size of about 7% of the num-
ber of distinct objects in the dataset is recommended. This set-up is followed
by the association measure MI in combination with the average threshold which
has the advantage that no parameter for the vector size must be defined, thus,
we use this set-up in the following experiment.

6 Experiment 2: Usage Context-Boosted
Recommendations

6.1 Methodology

Usage Context and Content-Based Boosting. Melville et al. [13] intro-
duced content-boosted collaborative filtering, i.e. a feature-augmented hybrid
recommender system (see subsection 2.4) that uses the given rating history of
users and content information of objects to predict the missing ratings in a user-
item rating matrix using a content-based recommender. This enhanced matrix
is then used as input for traditional collaborative filtering.

In the previous section we show that the usage context-based similarity gives
an indication for the semantic similarity of learning objects pairs. Here, we use a
usage context-based recommender to predict the missing ratings in the user-item
rating matrix (see subsection 3.4). This matrix is then used as input for several
recommendation approaches which are described in the next subsection. Thus,
the usage context-based boosting is similar to the content-based boosting but
does not require any content information which are often not given in a sufficient
amount for learning objects.

Recommendation Approaches. In order to evaluate our approach we use
the standard collaborative filtering methods item-based (with adjusted cosine
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similarity) and user-based (with Pearson correlation based similarity) collabo-
rative filtering. Additionally, we tested the matrix factorization methods (MF)
offered by the PREA toolkit [27] (i.e. Single Value Decomposition (SVD), Non-
negative MF, Probabilistic MF, and Bayesian Probabilistic MF) as well as the
MF methods offered by the Java port of the MyMediaLite Recommender System
Library [28] (i.e. a standard MF as well as a Biased and a Factorized MF). Based
on the performances of the different methods on our test sets and to not overload
the diagrams, we choose to present the SVD [8] method from the PREA toolkit
and the Biased Matrix Factorization (BMF) [9] from the MyMediaLite toolkit.

Experimental Set-up. We perform a 5-fold cross evaluation to compare the
recommendation approaches with their usage context- and content-boosted ver-
sions for the MACE and the TravelWell dataset. In order to do so, we calculate
the predictive evaluation metric Root Mean Squared Error (RMSE), see formula
6. Predictive accuracy metrics measure the deviation between a predicted rating
p(u, i) and the user’s true rating r(u, i) of item i for all users U and their rat-
ings P (u) in the test set. The most commonly used predictive accuracy metrics
are Mean Absolute Error (MAE) and RMSE. The MAE measures the average
absolute deviation of the expected ratings and the users’ true ratings, whereas
RMSE squares the deviations before they are averaged. Thus, the RMSE gives
a higher weight to large errors.

RMSE =

√∑
u∈U

∑
i∈P (u)(p(u, i)− r(u, i))2
∑

u∈U |P (u)| (6)

6.2 Results

MACE. Table 2 shows the results for the MACE dataset. Due to the sparsity
of the original user-item rating matrix, the baseline algorithms IBCF, UBCF
and SVD are only able to predict ratings for a small subset (14.8% - 24.9%)
of the ratings in the test sets. BMF predictes a rating for each possible user-
object combination. For all underlying algorithms, but the IBCF, the boosted
approaches are able to decrease the RMSE up to 16.39% (usage context-based)
and up to 11.66% (content-based), respectively. Additionally, up to 4.5 times as
much ratings are predicted with the boosted approaches. For all approaches, the
usage context-based boosting performs better than the content-based boosting
in terms of RMSE and quantity of predicted ratings.

TravelWell. Table 3 shows the results for the TravelWell dataset. Similarly
to the MACE dataset, the baseline algorithms, with BMF as exception, can
only create predicted ratings for a subset of the ratings in the test sets whereas
all boosted approaches create predicted ratings for about three times as many
user- combinations. For the IBCF, SVD and BMF algorithms, both approaches
are able to decrease the RMSE up to 2.81% (usage context-based) and up to
4.66% (content-based). In contrast to the MACE data set, the content-boosted
approach outperforms the usage context-boosted approach for all algorithms.
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Table 2. MACE: Comparison of the recommendation approaches

Baseline Usage Context-Boosted Content-Boosted
RMSE Quantity RMSE Quantity RMSE Quantity

IBCF 1.0090 14.8% 1.0562 67.9% 1.0675 63.9%

UBCF 1.0816 14.8% 1.0792 67.9% 1.1329 63.9%

SVD 1.2975 24.9% 1.0848 70.4% 1.1462 67.9%

BMF 1.1144 100% 1.0583 100% 1.0821 100%

Table 3. TravelWell: Comparison of the recommendation approaches

Baseline Usage Context-Boosted Content-Boosted
RMSE Quantity RMSE Quantity RMSE Quantity

IBCF 0.8909 31.5% 0.8769 94.7% 0.8494 93.3%

UBCF 0.8946 31.5% 0.9255 94.7% 0.8537 93.3%

SVD 0.9095 35.8% 0.8839 94.8% 0.8712 93.4%

BMF 0.8656 100% 0.8533 100% 0.8342 100%

6.3 Interpretation

The MACE portal offers more extensive usage data than the TravelWell portal,
i.e. more tracked events including a timestamp. Thus, as shown in chapter 5, the
MACE usage data is better suited to create usage context-based similarities that
imply semantic similarities. In contrast, the objects in the TravelWell dataset
hold more content information than the objects in the MACE dataset. As a
result, all usage context-boosted approaches perform better than the content-
boosted approaches for the MACE dataset, whereas for the TravelWell dataset,
the content-boosted approaches perform better.

For both datasets, the MF methods SVD and BMF profit from the usage
context-based and the content-based boosting approach. The standard collabora-
tive filtering approaches IBCF and UBCF are more sensible concerning expected
ratings in the user-item rating matrix that differ from the true user ratings.

To conclude, boosting can be recommended for the use in learning portals, es-
pecially in combination with the Biased Matrix Factorization (BMF) approach.
If the collected usage data is fine-grained, i.e. all events concerning a learning
object are stored and the timestamp is given and/or only sparse semantic meta-
data information is given for the learning objects, the use of usage context-based
similarity can even outperform the use of semantic metadata-based similarity.

7 Conclusion

In this paper, we introduce a new way to calculate similarities between learning
objects by considering their usage contexts. The usage context of a learning
object is defined by the objects it significantly co-occurs with in user sessions.
This way, learning objects are similar if they co-occur with the same learning
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objects. This also means, two learning objects can be similar even if they were
never used together in the same session. Our hypothesis that usage context-based
similarity is an indication for content similarity is supported by the experimental
evaluation using the datasets MACE and TravelWell.

The usage context-based similarity can be used in several ways. Here, we boost
existing recommendation approaches by filling up the underlying user-item rat-
ing matrix with expected ratings that are calculated using the usage context-
based similarity. We evaluate this approach against the original recommendation
approaches and their content-boosted equivalents. This evaluation shows, that
the usage context-based similarity is able to even outperform the content-based
similarity if the usage data is fine-grained enough. Thus, simple log files of sys-
tems providing learning resources are sufficient to calculate similarities between
the resources that can be incrementally updated.

The results motivate us to further develop this approach. First, we will try
to find a suitable way to combine usage context and content-based similarities
to not waste any available information. Additionally, we plan to evaluate our
approach in a running system to gather more insights about the usefulness of
the created recommendations.
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Abstract. This paper discusses the ontology-based competence management in 
the context of curriculum development. The data was collected through two 
participatory design experiments, which were conducted to develop and 
formatively evaluate the designs and scenarios for computer-supported 
curriculum development in higher education context. These experiments 
involved the use of prototypes of software tools developed in two different 
research projects: Intelleo and ePoAbi. As a result, the paper proposes 
ontology-based design principles to computer-supported curriculum 
development, course development and curriculum evaluation.  

Keywords: curriculum development support, competence management. 

1 Introduction 

Curriculum design and management is one of the most challenging and least 
automated areas in education where semantic technologies seem to have unrealized 
potential. Several authors have investigated the possibilities of semantic technologies 
in curriculum design, management and evaluation [1-7]. These studies propose 
ontologies to be used in the curriculum development systems for mapping courses and 
resources from the curriculum, managing learning outcomes, and modeling 
curriculum management. However, this paper deals with the gap of ontology-based 
harmonization of top-to-down and bottom-up approaches in curriculum development 
and management. 

Our study is based on two participatory design experiments involving two original 
software tool prototypes. Organizational Policy Tool (OPT) was developed within 
FP7 funded international R&D project IntelLEO (http://intelleo.eu) to support 
mapping and evaluation on competence standards in extended learning organizations 
(e.g. temporary partnership of business enterprise and university). ePoAbi tool was 
developed within a national-level research project ESF Primus to support Web-based 
composition of course syllabi in accordance with competence standard requirements. 
As a result of this study, we propose the scenarios for curriculum and course 
development and evaluation, the curriculum ontology and the design principles for 
competency-based curriculum design tools. 
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2 Competence Management in Curriculum Development 

2.1 Curriculum Development Concepts and Process 

In June 1999, representatives of the Ministers of Education of 29 European countries 
convened in Bologna, Italy, to formulate the Bologna Declaration, which aimed at 
establishing a common European Higher Education Area (EHEA) [8]. The Bologna 
process spells out a number of ‘action lines’ in which learning outcomes play an 
important role [9]. One of the decisions was that education in higher education 
institutions throughout the EHEA should be based on the concept of learning 
outcomes, and that curricula should be redesigned to reflect this. These outcomes 
would become the foundation for decisions about the curriculum, instruction, 
assessment, staff development and so on. Nationally OBE has been implemented 
through the requirements in the National Higher Education Standards. These 
standards are obligatory when designing curricula and courses in higher education 
institutions, and are used in the curriculum evaluation process. Van der Horst and 
McDonald [10] noted that one of the problems of OBE lies in the teachers’ ability to 
translate the imprecisely worded outcomes into their teaching and learning practice.  

Curriculum is made up of a number of parts, what in general fall under the broad 
headings of content, learning experiences, objectives and assessment [11]. Broader 
concept of curriculum defines it as a plan for learning [12] that specifies how learning 
takes place, considers central rationale, the aims and objectives, content, organization, 
and evaluation of learning [13]. It contains a sophisticated blend of educational 
strategies, course content, learning outcomes, educational experiences, assessment, the 
educational environment and the individual students’ learning style, personal timetable 
and the program of work [14]. Course is a subset of a program of study (equivalent to a 
module or unit of study) within a curriculum. Typically, course design starts with the 
definitions of the competences that must be met at the end of the course. 

Curriculum is not something static, and permanent change is one of its key 
features. Lu [6] has detected that it is not easy to keep track of the curriculum 
evolution – the information of the curriculum design may get lost when interpreted by 
different stakeholders. Often the curriculum design is hindered by the lack of shared 
vocabulary among different stakeholders (such as curriculum board and the teachers 
who prepare the courses) to communicate about the curriculum.  

Figure 1 below illustrates the core part of the curriculum ontology in the form of a 
concept map, derived from the literature review and adapted to Estonian higher 
education standard.  

Developing a university curriculum and keeping it up to date is guided by two 
counter-directional factors: 

I. The stabilizing factor: Matching the curriculum goals and the course goals to the 
existing standards in certain domains 

Informed and intentional curriculum design is guided by a vision, what considers 
university and national strategic plans, policies, priorities and quality processes,  
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Fig. 1. Curriculum ontology in the form of a concept map 

external accreditation processes and domain knowledge and competences. The head 
of the curriculum and the curriculum board should define overall goals and aims for 
the curriculum, stating specific measurable knowledge, skill/ performance, attitude, 
and process objectives for it, and defining how these goals might be achieved in 
different course modules. Learning goals and outputs for every course and subject 
should be compatible with those criteria. Learning outcome is an expression of what a 
student will demonstrate on the successful completion of a course. Learning outcomes 
are related to the level of the learning; indicate the intended gain in knowledge and 
skills that a typical student will achieve and should be capable of being assessed. 
Learning outcomes are more about the learning that is actually to be achieved by the 
learner. Outcomes ten formulated as competences. Sampson and Fytros [15] define 
competences as personal characteristics (e.g. skills, knowledge, attitudes) that an 
individual possesses or needs to acquire, in order to perform an activity within a 
specific context, whereas performance may range from the basic level of proficiency 
to the highest levels of excellence.  

II. The change factor: Advancing the existing competence conceptualizations and 
creating new competences. 

Boud [16] points out that it’s the courses not a narrow top-to-down operational 
competency-based approach that is guided only by curriculum learning outcomes that 
gives an educational approach to the curriculum. Furedi [17] argues that curriculum 
objectives should be flexible enough to allow ‘individual scholars to pursue their 
passionate interests’ [18, p. 2] within the curriculum objectives, however, very few 
course developers examine 2the full curriculum document.  

Hsiao et al., [19] have suggested three stages to develop a practical competency 
oriented curriculum: the first is the planning stage; the second is designing stage and 
the third stage is to choose the representative subjects in this program, to develop the 
teaching materials and to proceed with the experimental instructions. In the first stage 
the board discusses and analyzes, which courses should be taught and what 
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competences required for labor market. In the next change the development and 
design of the curriculum takes place. The national and international competence 
standards in this domain area serve as the main guiding factors in the goal 
development, enabling standardization of learning goals, and the further evaluation of 
curricula, based on these standards. 

If the curriculum board would be willing to bring in the change factor into the 
curriculum development, the course developers need to be provided with the freedom 
creating new learning outcomes for course programs and proposing these to be 
integrated to the curriculum learning outcomes. Thus, after the curriculum goals have 
been defined at competence level, the initiative should be given to the course 
developers who must take responsibility for developing the particular course goals. 
Roche [20] have also indicated that collaboration between the curriculum designers 
and academics in curriculum development process is an efficient strategy that 
promotes creating curriculum ownership [2]. Assuming that each course developer is 
an expert in this domain, and is involved into the international research and 
development besides teaching, would guarantee that they could embed this front-line 
knowledge and expertise into their courses. It is highly unlikely that the existing 
competence descriptions, derived from the normative standards into the curriculum 
would cover all the required competences needed at the courses. The course 
developers must define new learning goals for their courses that do not appear in 
competence standards, and backward matching to the curriculum and standard must 
be conducted. Zervas and Sampson [21] have described that both the available and 
required competences for a certain role, job or function should be kept updated in 
formal standards. In the curriculum development process, it means that matching new 
competences, searching, mapping and filtering them, is needed.  

2.2 Managing Competences in Outcome-Based Education 

Several studies proposed systems that support developing curricula using the 
competence-management approach. Ronchetti and Santi [1] developed the 
competence-ontology based strategy for managing, inspecting and monitoring a full 
course of study (a program). They proposed to use ontologies as a management tool 
for coverage of a full study course, one that would be useful in curriculum 
improvement and program reviews. In their experiment an analysis of the syllabi of 
the computer science bachelor courses in Trento University was conducted, 
associating the topics in the curriculum courses with the reference ontology. They 
indicate two possible objections to using ontologies in curriculum development: a) the 
reference ontologies take considerable effort and time to develop, and since curricula 
need to evolve, the ontology might not support new topics that emerge, b) creating an 
ontology and indexing all the courses’ content against it requires much effort. 
Paquette [3] proposed the ontology and software framework TELOS for competency 
modeling and resource management to support learning program development as an 
assembly-and-coordination system, which uses competencies, their groupings to units 
(called courses), and the estimated competency gap to define the structure of the new 
program. His ontology for competency modeling defines competencies as statements 
that someone, and more generally some resource, can demonstrate the application of a 
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generic skill to some knowledge, with a certain degree of performance. The 
knowledge/competency structure presents a hierarchy of concepts in an application 
domain, with their associated entry and target competencies. Lu [6] developed the 
ontology-aware course-consulting system On2C for curriculum evolution that uses the 
conceptual model of the evolutionary processes of the curriculum. Barrera et al. [5] 
described the semantic system DIOGENE, which aims at supporting the design of 
competency-based curricula. Vaquero et al. [4] proposed a methodology intended to 
improve course design using semantics and case-base reasoning techniques. Dexter 
and Davies [2] developed the ontology-based curriculum knowledgebase - the 
CRAMPON system – for managing complexity and change in curriculum 
management in medical studies. The knowledgebase system manages and maintains 
the complex interrelationships between curriculum content, dynamically updated 
medical cases for enquiry based learning and their intended learning outcomes, and 
assessment based on the outcomes. Any competency may be ‘tagged’ with values 
such as curriculum aims, outcome etc., which allows detecting ‘gaps’ and 
‘overcrowding’ in the curriculum. Dexter and Davies [2] indicate that both academic 
staff and the students might benefit from such a system in preparation for quality 
reviews, and planning and executing changes to the curriculum; and making 
appropriate aspects of the curriculum intuitively visible to facilitate self-directed 
learning. For instance, they describe the mapping issues between the standard and the 
curriculum as one of the challenges - updating any aspect of the curriculum in line 
with new standard guidelines involves identifying and tracking all the related parts in 
course programs on which that aspect may impinge and agreeing the changes within 
the curriculum development team. CRAMPON system enables the following: 
defining a core curriculum; mapping of external criteria onto the curriculum; linking 
assessments to the curriculum; mapping cases to the curriculum; allowing more 
systematic, rigorous and transparent curriculum content design and revision and 
search; extending ‘ownership’ of the curriculum to a larger group of teachers who 
would otherwise never be consulted; support widespread collaboration and 
consultation on curriculum expertise inside and outside the institution, allow 
managing and quality assessment of the curriculum. From the learner’s side the 
CRAMPON system has a connection to their e-portfolios and allows browsing 
curriculum for the identification of strands of activity in the curriculum and enables 
them to plan learning. Karunananda, et al. [7] described the OntoCD as an ontology 
driven approach for curriculum development that runs on protégé ontology 
development toolkit. The expected users of OntoCD are curriculum designers, 
persons who revise curriculum and maintain degree programs. The features of the 
system are loading the benchmark ontology for a curriculum, loading skeleton 
curriculum or to start from scratch, validating skeleton curriculum against ontology 
(missing knowledge areas, core/electives, credits), creating modules from knowledge 
area and distributing them across the study, annotating modules, evaluating 
curriculum. 

Three aspects may be summarized based on these studies: 
The targets for Curriculum development tools are mainly academic staff and 
evaluators of the curricula, the tools are meant for promoting taking ownership of the 
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curriculum based on competence management, and allow the two-way curriculum 
development, evolution and evaluation. However, some studies [2] suggest that the 
users for new type of curriculum development tools may target also self-directed 
learners helping to search across the curriculum and providing them with the enacted 
curriculum output in their portfolios.  

Most of the tools focus on curriculum management from its narrower perspective 
(managing competences). Few systems support also focusing on curriculum content 
and learning experiences, besides objectives and assessment and conceptualize 
learning program development as an assembly-and-coordination system, using 
competencies to define the structure, learning cases and the resources of the program 
[1-3]. Some systems target rather the course design [4]. 

The ontology support is provided for the following purposes: reference ontologies 
catch the central concepts and relations of a domain and have been used for mapping 
courses and resources from the curriculum [1-2]; competence ontologies, have been 
used for managing learning outcomes [3-5]; benchmark ontologies for the curriculum 
have been used to model curriculum management aspects and phases [6-7]. 

3 Methods 

We evaluated the curriculum development tool prototypes OPT and ePoAbi 
formatively using the case of Educational technology master curriculum in Tallinn 
University, Estonia. OPT was used for defining the competence lists of an 
Educational technology master curriculum; for harmonizing curriculum competences 
with competence lists provided by other organizations, such as the ISTE ICT 
competence standard for teacher for accreditation purposes, and; proposing 
competences to the standard. ePoAbi was tested for harmonizing the competences in a 
certain course with the acknowledged competence standards; harmonizing the 
competences, learning activities and assessment types in a certain course.  

OPT evaluation was done as following: In the design experiment the head of the 
curriculum tested the original competence-harmonization tool OPT for harmonizing 
the Educational Technology master curriculum with the International ISTE ICT 
competence standard for teachers. Secondly, a competence standard expert from the 
Tiger Leap foundation, responsible for Estonian teachers’ ICT competences, 
evaluated the master curriculum based on the standard. Interviews with them were 
conducted. ePoAbi prototype was evaluated with 7 course developers of the 
Educational Technology curriculum. The sample was created from the staff of the 
compulsory subject domain courses in this curriculum. Initially the system was 
populated with some example learning-outcome, -activity and assessment descriptions 
that were collected as part of the qualitative study among the elearning trainers [18]. 
Each user revised their course program – the learning objectives, -activities and 
assessment types using the ePoAbi system. This enabled them experiencing the 
course-management system in real context. Each course developer could populate the 
system with the learning outcome, -activity and assessment descriptions and benefit 
from those added by other colleagues. We conducted the post-questionnaire with the 
ePoAbi users.  
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4 Evaluation of the Curriculum Development Scenarios 

4.1 The Evaluation of the OPT Tool 

I. Curriculum development scenario has the following goals: 

a) Based oon standards, defining the competence lists for the curriculum  
b) Proposing curriculum competences to the course programs 
c) Harmonizing the competences in the curriculum with the competences formulated 
in the course programs of this curriculum 
d) Proposing emerging competences from courses to the competence standard 
e) Harmonizing the course competences, learning activities and assessment types 
across the curriculum 

In the initial phase of curriculum development the competences and competence 
descriptions should be acquired from the different competence standards in order to 
compile the learning goals for the curriculum (see figure 2). Our experiment showed 
that this full mapping between two standards might be a very time-consuming 
activity.  

 

 

Fig. 2. Mapping the curriculum competences on the ISTE ICT competence standard for 
teachers 

Since the list of competences in the standard/curriculum is decided by the 
board/commission, the direct uptake of one competence to the other organization’s 
competence list is impossible. Rather the proposed competences from standard should 
be stored in the temporary store and considered while a) changing the competence 
descriptions or b) acquiring the whole competence description. This process may be 
accompanied by the further discussions between the competence managers in two 
organizations. The curriculum competence manager and the competence standard 
manager may take a partial responsibility for the competence descriptions in another 
organization. For example, they may see that some emerging competences that are 
present in their learning goals list are missing in the standard or that the curriculum 
does not have learning goals associated to some competences in the standard. They 
may also see the need to rephrase some competence descriptions of another 
organization. In this case they may propose that the other organization could acquire 
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some competence descriptions. The explanation, why this competence may be needed 
should be added to the proposal. We found that long discussion threads between the 
competence managers do not appear. Rather, one comment and short response are 
common. The users also mentioned that it is important to keep these comments as 
notes associated with the competences for the future purposes. Especially in case of 
mapping the competences the reason for mapping must be stored for the future.  

These compiled competences form the curriculum goals may be made available as 
templates for the lecturers/teachers who start planning the course goals (see the 
Course development scenario for ePoAbi below).  It would be very useful to see the 
emergent hierarchy of competences of the curriculum sorting them by modules or by 
domain concepts. Curriculum competences should be tagged using the domain 
ontology, as well as with the curriculum module hierarchies. Tags will enable filtering 
the set of competences that belong into one module, or to certain domain concept that 
supports curriculum evaluation activities.  
 
II. Curriculum evaluation scenario has the following goals 

f) Estimating the match between curriculum competences with competence standards, 
such as the ISTE ICT competence standard for accreditation purposes  
g) Estimating the balance of competences, -learning activities and assessment types at 
the curriculum 

The curriculum evaluation scenario requires analyzing to what extent the curriculum 
and its modules (the competences in the curriculum) cover certain normative 
competences in the standard. In evaluation, matching competences in the curriculum 
and the standard may stay uni-directional and serves for the purpose of analyzing the 
match and overlap between curriculum and standard competences. The evaluation 
would become more useful, if the overall match between the sets of competences (for 
example by one competence in the standard, by curriculum modules or by the 
competence groups) could be analyzed and visualized. 

Secondly it is important to evaluate how the learning objectives of the curriculum 
are achieved and evaluated. For this purpose, getting an analytical overview of the 
competences, -activities and assessment types used at different courses for seeing 
which are more frequent or less used across the curriculum is needed. In ePoAbi tools  
(presented below) we tested the functionalities of viewing from analytics, which 
combinations of competences, -activities and assessment types have been frequently 
used together in the curriculum, which are more used competence, -activity and 
assessment type formulations, and which formulations have been viewed frequently 
by other lecturers in the curriculum. 

4.2 The Evaluation of the ePoAbi Tool 

III. Course development scenario has the following goals 

h) Harmonizing the competences in a certain course with the acknowledged 
competence standards and the curriculum competences; 



268 K. Pata et al. 

i) Harmonizing the competences, learning activities and assessment types in a 
certain course, matching competences with (one or several) learning activities and 
assessment types 

ePoAbi supports course developers in formulating the competences according to 
the standard requirements and enables associating the learning activities and 
assessment types with the formulated competences. The course developer can initiate 
the course program from the scratch or use the previous program text and then 
formulate competences based on learner’s expected outcomes in this course. System 
allows matching competences with one or several competence standard formulations 
or curriculum competences. In that phase course developer may view the curriculum 
board proposals to add or eliminate some competences from the course program and 
to get advice for (re)formulating competences from stored competence descriptions 
added by other lecturers from the same curriculum. 

In the next ePoAbi supports the course developer in formulating the learning 
activities and assessment type for achieving of each competences. One or several 
learning activities or assessment types can be associated with the one competence of 
the course. There is a chance to get advice from the system for (re)formulating the 
learning activities and assessment types based on descriptions suggested by the 
system, which have been stored by other lecturers from the same curriculum. That can 
inspire course developers to take better ownership in the curriculum development and 
also use the mutual vocabulary with other course developers in this curriculum.  After 
formulating and associating the competences, learning activities and assessment types 
the course developer may categorize each competence, activity and assessment type 
with the available competence ontologies and tag them with the suitable tags.  

Analytics functionality allows course developers to view, which are more popular 
competences, learning activity and assessment type formulations and which 
formulations other lecturers have viewed frequently. The same functionality enables 
to see which combinations of competences, learning activities and assessment types 
have been frequently used together by other lecturers of the curriculum. For 
supporting the curriculum development process in general the course developer may 
propose new competences to be added to the curriculum and standard that are missing 
from there (see scenario I). In the end, the final course program with matched 
competences, learning activities and assessment types may be imported as the course 
program in .pdf format and delivered to the administrative unit.  

We conducted the post-questionnaire with the ePoAbi users. The space limits of 
this paper do not allow presenting fully the data from this survey. However the main 
findings were the following: The course developers created learning outcomes, 
activities and assessment types for their courses but seldom viewed the social support 
which enabled to see the descriptions of other users. We distinguished two types of 
users – the critical but autonomous users considered their course programs 
sufficiently good and did not see the need for harmonization with standard learning 
outcomes; the supportive users were more open to radically change the learning 
outcome, -activity and assessment formulations of their course programs – this may 
be caused by the lower level of harmony between the learning outcomes, -activities 
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and assessment types in their initial course programs. Both critical and supportive 
course designers considered enabling the bottom-up development and evaluation of 
the curriculum as the biggest merit of the system. The users suggested that social 
support functionality, collecting data about the curriculum as part of the course 
development process and the analytical functionalities should be provided when the 
curriculum is developed or annually evaluated internally. 

5 Design Principles in Curriculum Design 

5.1 Design Principles for Competence Management in Curriculum Design 

Based on the literature review about curriculum development tools as well as our own 
experiments with the curriculum development tool prototypes OPT and ePoAbi we 
can propose the design principles what should be considered in developing tools for 
ontology-based harmonization of top-to-down and bottom-up approaches in 
curriculum development and management: 

I. Translate learning outcomes of the curricula and courses to competences for 
managing curricula (see Fig. 1 for Curriculum Ontology). 

II. Provide a shared vocabulary among different stakeholders (such as curriculum 
board and the teachers who prepare the courses) to communicate about the 
curriculum.  

This may be supported by up-to down and bottom-up tagging competences, -
learning activities and assessment types in curriculum development and course 
development phases. Secondly, we have proposed sharing the competence, -learning 
activity and assessment formulations and proposing these formulations to the course 
developers during the course development process, which might enable the 
development of shared vocabulary of this curriculum and extending ‘ownership’ of 
the curriculum to a larger group of teachers who would otherwise never be consulted 
because they do not belong to the curriculum board [2].  

III. Manage the stabilizing factor in curriculum development. 
The competence matching and harmonization tools must be provided at two 

directions – matching the curriculum with the competence standards and matching the 
courses with the curriculum. However, we found that matching at both levels is a 
time-consuming activity. Secondly, matching the course competences, learning 
activities and assessment must be supported. Matching tools need a temporal store. 
Challenges: There is no one-to-one match between competences, learning activities 
and assessment types: Some course developers use more than one learning activity to 
achieve a certain competence, others use the same learning activity to develop several 
competences and assess the same learning activity from each competence perspective.  

IV. Manage the change in curriculum development for supporting the evolution of 
the curriculum 

Provide tools to keep track of the curriculum evolution [6]. Updating any aspect of 
the curriculum in line with new standard guidelines involves identifying and tracking 
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all the related parts in course programs on which that aspect may impinge and 
agreeing the changes within the curriculum development team [2]. Enable the course 
developers to take responsibility for developing the particular course goals [16] by 
providing flexible enough curriculum objectives that allow individual scholars to 
pursue their passionate interests’ in the course development [17]. Collect from 
courses the competence conceptualizations and new competences that were developed 
by course developers, allow freedom in defining new competences, learning activities 
and assessment types for their courses that do not appear in curriculum standard, and 
enable backward matching to the curriculum and the standard.  

V. Provide analytical tools to evaluate the curriculum internally and externally 
Curriculum evaluation tools should enable searching, mapping and filtering 

information about competences, learning activities and assessment across curricula 
and its modules. For evaluation, match between the curriculum and its modules and 
courses to the standard competences as well as the coverage of certain competences at 
different courses and the match between the course competences, learning activities 
and assessment types must be made measurable. Analytical tools for curriculum 
evaluation should enable developing a quick overview of the state of the curriculum, 
and allowing a more detailed look for possible problem areas [1], for example 
visualizing the curriculum match with the standard and competence coverage with 
courses. For analytical tools any competence, learning activity and assessment type 
may be ‘tagged’ with values such as learning outcomes, modules as well as using the 
course developers’ vocabulary [2].  

VI. Match curriculum domain knowledge an the resources with the competences 
Create and annotate modules from knowledge area and distribute them across the 

curriculum courses [7]. The knowledge/competency structure can present a hierarchy 
of concepts in an application domain, with their associated entry and target 
competencies [3]. Model and represent competence-related information in a machine-
readable way so that it allows inter-exchange in a standard way between different 
system implementation [15]. The knowledgebase system may manage and maintain 
the complex interrelationships between curriculum content, dynamically updated 
learning cases and their intended learning outcomes, and assessment based on the 
outcomes, mapping cases to the curriculum [2]. Challenges: The reference ontologies 
take considerable effort and time to develop, and since curricula need to evolve, the 
ontology might not support new topics that emerge [1].  

VII. Provide the co-development possibility for courses for creating synergy in 
curriculum evolution.  

The same course design differs from one designer to other due to teacher’s 
different viewpoints, and the re-use of knowledge and prior user experiences coming 
from different experts is rarely considered in course design [4]. Enable course 
developers to cooperate across courses for achieving some learning goals jointly. 
Enable the co-development of courses among several staff members responsible for 
the same course.  

VIII. Make appropriate aspects of the curriculum intuitively visible to facilitate 
self-directed learning [2]. 
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5.2 Curriculum Design Process 

We outline the simplified Curriculum design process between different stakeholders: 
Curriculum head, Curriculum Board, Course Designer and the External Evaluator. 
The semantic support with competence ontologies is provided for harmonizing and 
matching competences of the Standard, the Curriculum and the Syllabi of the Courses 
and for the Curriculum Analytics. The Domain ontology is used to provide semantic 
support on relating learning resources and cases with the competences taught at the 
courses. 

 

 

Fig. 3. Curriculum development process 

6 Conclusion 

In our paper we evaluated OPT and ePoAbi tool prototypes that use ontology-based 
approach to computer-supported curriculum development, course development and 
curriculum evaluation. Based on literature and the findings from formative evaluation 
we propose important design elements and the processes of competence based 
curriculum management. Our further research is directed towards integrating the two 
prototypes in order to provide support for curriculum development, management and 
evaluation as well as contribute to the evolution of competence standards. The future 
application areas for curriculum development tools might be supporting self-directed 
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learners in choosing courses from the curriculum based on personal competence-
plans. Another application area would be supporting course developers with the pre-
composed learning environment configurations that meet to their course syllabi. We 
have made some developments towards this direction in the Dippler environment, 
where course environments can be composed by mutual involvement of Course 
developers who define learning outcomes, competences, activities and assessment 
formats and settings, while learners are enabled to integrate their personal social 
software tools to the course setting. 
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Abstract. Even though several studies have examined peer feedback through 
synchronous and asynchronous communication within the context of distance 
learning, few have addressed its contribution in higher education face-to-face 
settings. This proposal addresses this gap by examining peer feedback mediated 
through synchronous and asynchronous communication in the context of a face-
to-face university course. Thirty-five undergraduate students participated in this 
study to provide feedback to each other’s work through synchronous (chat) or 
asynchronous collaboration (in-context commenting). A variety of data were 
collected and included pre- and post-course surveys, videos and student 
interviews. The analysis of the results showed that students take advantage of 
the feedback they receive from their peers. As findings showed, peer feedback 
through asynchronous communication helped students learn, while peer 
feedback, mediated through synchronous tools, was important for interpersonal 
communication. Even when the feedback was not used to improve course work, 
students took it into serious consideration.  

Keywords: Peer feedback, synchronous communication, asynchronous 
communication. 

1 Introduction 

Feedback is regarded as one of the most important contributors to learning. Hattie and 
Timperley [1] defined feedback as “information provided by an agent (e.g., teacher, 
peer, book, parent, self, experience) regarding aspects of one’s performance or 
understanding” (p. 81). A plethora of studies conducted so far confirm the 
significance of feedback during the teaching and learning process [2, 3]. 

As our current understanding of learning suggests that learning should be an 
active, student-centered process, peer feedback, as a method for facilitating reflection 
on one’s practice is increasingly becoming more accepted [4]. In recent years, this 
idea found fertile ground among the various types of technologically-mediated 
communication. Several studies have investigated the issue of peer feedback through 
synchronous and asynchronous modes of communication [5, 6, 7]; however, most of 
them focused on studying the construct in distance learning settings. The present 
study addresses this issue by examining the topic of peer feedback provided by 
students enrolled in a face-to-face university level course.  
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2 Feedback in Education 

The importance of feedback in learning has received considerable attention in 
education [8]. Matsangouras [9] emphasized the two-fold value of feedback. On the 
one hand, it provides information and guidance to the teacher. On the other hand, it 
helps students develop skills of communication, observation and self-evaluation [2]. 

Matsangouras [9] reports that an important condition for feedback is to state the 
targets clearly during lesson planning. Gibbs and Simpson [10] state that effective 
feedback should be timely so that its results can be exploited for further learning. 
Additional factors that may affect feedback are: (a) the type of feedback—oral, visual 
and kinesthetic [11]—(b) the quality and frequency of feedback [12] and (c) the 
source of the feedback—teacher or peer. 

The source of feedback is probably the most determining factor in how students 
perceive feedback. The feedback from the instructor has been established as the 
primary source of assessment of students’ work. Cho and MacArthur [12] report that 
the advantage of teachers’ assessment is that, due to their experience, they give useful 
comments which may lead to the improvement of students’ work. On the other hand, 
teacher feedback can sometimes be ineffective, as teachers may underestimate or 
overestimate the difficulty of a task assigned to the students, or overestimate the 
capabilities of students [12].  

3 Peer Feedback 

“While Vygotsky's zone of proximal development suggests that learning takes place 
in interaction with "more knowledgeable or more experienced individuals" (1978:86), 
later authors have come to widen this concept of expert knowledge to include peers 
with approximately the same level of language knowledge” [13] (p. 185). 

Students as providers or receivers of feedback have more opportunities to learn, 
socialize and develop their cognitive skills by engaging in feedback processes [14]. 
Feedback from peers can support the learning process by providing an intermediate 
control of performance, indicating strengths and weaknesses and giving tips for 
improvement [15]. The benefits of peer feedback are not restricted to learning, but, 
they include the social aspect too. In peer-feedback contexts students create a small 
learning community [14], by engaging in discussions that make them feel more 
comfortable than in similar situations with the teacher. On the other hand, students’ 
evaluation is often considered as less valid, a fact that may lead students to refuse to 
take into account the feedback from peers, especially when this is negative [16]. 

Several studies examined peer feedback and reached significant but, sometimes, 
contradictory results. For example, Liu and Carless [17] examined the contribution of 
peer feedback to Hong Kong students’ learning using questionnaires and interviews. 
Results showed that a significant number of academics and students believed that 
students rarely evaluate each other in a valid way. Additionally, Xie, Ke and Sharma 
[18] found out that peer feedback in blog-based online journaling did not promote 
students' reflective thinking skills. Students who took part in solitary blogging showed 
a much higher level of reflection than students who engaged in peer feedback process. 
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On the other hand, the study conducted by Ertmer, Richardson, Belland, Camin, 
Connolly, Coulthard, et al. [16] indicated that although the students prefer instructor 
feedback, the quality of their postings in an online course was maintained through the 
use of peer feedback.  

Meerah and Halim [19] examined the views of postgraduate students and 
academics with regard to feedback in learning. According to the results, the frequency 
of feedback received by students was low and of poor quality. Based on the students 
and academics’ opinions on giving feedback, the researchers proposed a plan of 
action using feedback from peers. The experimental study showed that peer feedback 
had positive results and students’ collaboration helped their learning process. 

Cho and MacArthur [12] examined whether feedback from multiple peers 
improves the quality of students’ writing more than feedback from the instructor. 
Further, it was tested how this feedback was associated with subsequent corrections 
and how these corrections affected the quality of students' writing. Undergraduate 
students had to complete written assignments as part of a compulsory course in 
research methods in psychology. After completing the task, the students received 
feedback from the instructor, a peer or multiple peers. The findings indicated that the 
students who received feedback from the teacher made simpler corrections than those 
who received peer feedback. Conversely, students who received feedback from 
multiple peers made more corrections. The overall conclusion of this research 
supports the positive influence of peer feedback in writing. 

4 Synchronous vs. Asynchronous Communication 

Synchronous communication refers to communication in real time and requires the 
simultaneous participation of respondents, such as the communication occurring in 
chat rooms. On the other hand, asynchronous communication concerns 
communication which does not require simultaneous participation of respondents, 
such as the communication occurring via electronic mail [20]. Thus, asynchronous 
communication is characterized by lack of immediate response, increased time 
required to complete a discussion and, potentially, a sense of isolation. At the same 
time, the time delay in completing a communication task allows more time to process 
the response. This encourages those who do not feel comfortable in engaging in a 
direct, synchronous conversation. 

Synchronous communication is characterized by lack of time to process messages. 
Synchronous discussions are more difficult to take place than asynchronous ones 
since they are more demanding in terms of response time, knowledge and timing. 
However, synchronous discussions offer simultaneous communication among more 
users, and a greater sense of presence and spontaneity as it imitates interpersonal 
communication [20]. 

Several studies have investigated the use of synchronous and asynchronous 
communication in providing and receiving peer feedback. Kear [5] studied the 
different uses of asynchronous discussion in distance learning with distance learning 
students attending a UK course. Computer conferences were organized to provide 
peer support and assessment. The results showed that the practice of students offering 
support to their peers was effective. Students learned from one another through 
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discussions, material exchange and by providing feedback on each other’s work. The 
students also emphasized the importance of combining synchronous and 
asynchronous communication, especially at the beginning of the task, so that team 
members get to know each other. 

Mabrito [6] studied a group of students working on essay writing and 
communicating via synchronous and asynchronous discussions. Groups of 3-5 
students participated in the study and had to complete two tasks. For the first task, two 
of the groups were asked to use synchronous discussion via a chat tool. The other two 
groups were asked to use asynchronous discussion boards to collaborate. In the 
second task, the groups alternated their way of communication from synchronous to 
asynchronous and vice versa. Mabrito [6] concluded that when students 
communicated through synchronous discussions, they spent more time on 
communication. In addition, most of the synchronous discussions that took place 
focused on teamwork and dialogue. In the asynchronous communication situations, 
students communicated less but most of the discussion concerned the task. Thus, the 
researcher concluded that asynchronous communication can be the most effective 
way for written assignments which demand cooperation, even though asynchronous 
communication offered fewer opportunities for communication and intimacy among 
group members outside the boundaries of the task. 

Last to be discussed, Park and Bonk [7] investigated the opportunities and 
challenges students had as they engaged in synchronous communication. The 
participants in this study were 22 distance learning students and 11 students who 
attended a face-to-face post-graduate course in educational technology. All students 
worked through the Breeze online system (which included written discussions, 
conferences and calls) to carry out the requested work; peer assessment was  
also facilitated via the synchronous tools offered by Breeze. Study findings indicated 
that the students appreciated the immediate feedback from peers, the interpersonal 
communication and the multiple perspectives on each subject. The regular 
communication with other team members enhanced the participants’ social presence 
and sense of connection. Time constraints, lack of reflection, difficulty in 
communication relating to language (for foreign students), problems with the tool and 
internet connection were considered as challenges to synchronous communication. 

5 Research Questions 

The review of the literature indicated a research gap in this newly emerging field of 
peer feedback through synchronous and asynchronous communication tools. 
Specifically, there is little research investigating peer feedback, provided via 
synchronous and asynchronous communication, in face-to-face classroom 
environments. Thus, the purpose of the present study is to contribute to a better 
understanding of this issue by providing answers to the following questions: 

1. What are undergraduate students' views regarding the use of peer feedback 
and the specific tools used for its technological mediation (synchronous vs. 
asynchronous collaboration)?  

2. To what extent did the students perceive the peer feedback methods used as 
useful for communicating or learning?  
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6 Research Methodology 

6.1 Participants 

The participants were 35 undergraduate students of a university in Cyprus. Students 
used the online platform STOCHASMOS [21] for face-to-face activities during the  
13 weeks of the course. Participation was voluntary but an extra bonus for 
participating in the study was provided. Eight groups, consisting of 4-5 people each, 
were formed based on their overall grade and gender, so that groups were of equal 
overall abilities. 

Students engaged in group work, assigned by the instructor, and which related to 
the subject matter of each session. After completing each assignment, each group 
gave and received peer feedback, using one of two technology-mediated 
communication tools. Four groups used the STOCHASMOS in-context commenting 
to review each other’s work (asynchronous communication), while the remaining four 
groups used the STOCHASMOS chat tool (synchronous communication). 

6.2 The Online Teaching and Learning Platform STOCHASMOS 

The STOCHASMOS online platform [21] is a web-based learning environment which 
supports students’ reflective inquiry with complex, multi-modal data [22]. The 
students’ learning environment consists of two main environments: the inquiry 
environment, in which the multi-modal data are organized, and the reflective 
WorkSpace, which is a separate area where students can organize their data in 
templates created by the teacher, and externalize their thinking, and engage in 
evidence-based reasoning [22]. STOCHASMOS provides tools that allow students to 
asynchronously share their WorkSpace pages with their peers and provide in-context 
commenting, and a chat tool for synchronous communication between paired groups. 

6.3 Data Collection 

Data collection lasted about three months, and included data from all students’ 
individual pre- and post-questionnaires, the case study, and interviews.   

Data Collection from all Participants. The 35 participants responded to pre-and 
post-course questionnaires, containing open and closed questions. The first 
questionnaire was completed at the beginning of the study and included general 
questions related to the students’ views of feedback and its importance. The second 
questionnaire was administered at the end of the course and included questions 
concerning the students’ experience with providing feedback and the tools used. 

Data Collection from Small Group Interactions. To answer the question on the 
nature of reflection derived from peer feedback and its use to improve their work, 
eight students were randomly invited to participate in additional, small group 
activities and interviews. These students took part in a structured investigation and 
peer-review sessions and in individual, end-of-the-activity interviews. 
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The small group activities had students work in two groups to answer a problem 
presented in a new, online environment on STOCHASMOS. Two 3-hour sessions 
were held outside of regular class hours during the sixth week of classes. During the 
first session, the groups addressed the topic ‘New Technologies in Education’; during 
the second session students examined a topic titled ‘Distance Learning’. Each group 
was asked to provide their answers using the STOCHASMOS template pages, to 
share them with the other group and to provide feedback to each other. The groups 
were not located in the same room. During the first meeting, the participants were 
instructed to use the in-context commenting (Fig. 1). In the second meeting, 
participants were asked to use the chat tool to give and receive feedback (Fig. 2). All 
sessions were video-recorded. 

 

Fig. 1. In-context commentary (in Greek) in the STOCHASMOS reflective WorkSpace 

 

Fig. 2. The STOCHASMOS Chat tool (group work in Greek) 



280 A. Pavlou and E.A. K

 

6.4 Data Analysis 

After the completion of 
followed, based on the rese
categories reflecting each 
grounded theory. The most
the sub-sections below. The
reliability testing, which 
subsequently resolved betw

7 Results 

The results section is orga
discuss students’ reports o
they used, and then prese
supported their efforts to co

7.1 Students’ Views on

Figure 3 presents the partic
in peer feedback. While a
reported that peer feedback
percentage increased to 20,6

 
 

Fig. 3. Participants’ view

0%

10%

20%

30%

40%

50%

0 1 2

0.0%
2.9%

8.6

0.0%
2.9%

Degree 

Kyza 

the data collection, coding and analysis of the res
earch questions and the data obtained. Tables of differ

of the settings of data collection were created us
t representative examples of each category are presented
e first author and a graduate student engaged in inter-r
was initially estimated at 91%, with all disagreeme

ween them. 

anized according to the two research questions; we f
n the importance of peer feedback and the specific to

ent results on the students’ views of whether the to
ommunicate and learn from each other. 

n the Importance of Peer Feedback 

cipants’ views on peer feedback before and after engag
at the outset of the study only 2,9% of the participa
k was very important to them, at the end of the study 
6%.  

ws on the importance of peer feedback (pre- and post-course) 

2 3 4 5

6%

40.0%
45.7%

2.9%5.9%

26.5%

44.1%

20.6%

of importance

Pre-course views (Ν=35

Post-course views (Ν=34

Degree of importance:
0: Not importance at all
5: Very important

ults 
rent 
sing 
d in 
ater 
ents 

first 
ools 
ools 

ging 
ants 
this 

 

)

4)



 An Investigation of Two Methods for the Technological Mediation 281 

 

7.2 The Use of Peer Feedback 

The analysis of the videotaped discussions in the small group settings indicated that 
the two case study groups noticed the peer feedback they received.  

“Uh in cases we had to ... we considered that we had to change 
some things we changed them, but because many times we covered 
the topic it was not necessary [to make any changes] because we 
agreed with what the other team’s members told us...” (Markos, 
post, TeamA) 

(TeamA: Reads the comments received from TeamB) 
“Very good wording of your ideas and we agree that although 

there are negative aspects too, in the end technology has offered a 
lot to learning.” 

TeamA: “ok” 

Both groups seriously considered the comments of the other group and discussed 
several of them. This provides evidence that the groups took into account the 
feedback they received. As observed from the videos, as well as from the interviews, 
the students reported that there were instances when they modified their initial 
opinion based on comments received, if the team members agreed that what they 
initially wrote was indeed wrong.  

(TeamB reads TeamA’s shared work...) 
(Discussion between the members of TeamB) 
Antonis: “I disagree with the fear of the industrialization of 

education." 
Manolis: “Me too.” 
(TeamB writes comments for the other team) 
TeamA replies: 
 “Respect… by the way, if you realized it, we agree that 

 traditional methods are still present. We shall go on with 
 our comment, regardless of the development of 
 technological means. So we agree on this.” 

TeamB replies: 
“Yes, the only thing we don’t agree is about 

industrialization  of education. The overall opinion is the 
same but we disagree on some points that we may have 
perceived differently as we said on the industrialization of 
education.” 

“Anyway we have already written that they will be 
changed but we don’t agree that, for example, the 
computer will deliver the lesson. It’s the person behind the 
computer, it is just more unnatural, this thing cannot 
undergo industrialization.” 

(Discussion between the members of TeamB) 
Anna: “But we won’t change our project, I don’t agree.” 
Elena: “Me neither.” 



282 A. Pavlou and E.A. Kyza 

 

Thus, it was observed that the two groups did not only exchange feedback but also 
explained their comments. In the above excerpt, there was agreement between the 
members of the two groups, but, there was also reflection and discussion between 
them. On another case, although the issue was discussed, the two groups did not 
agree, so the members of the team (TeamB) did not modify their reply. In their 
interviews (Excerpt 1) students reported that they reflected on the feedback they 
received and went on to improve their work, if they felt that the comments received 
from peers were correct. In contrast, in Excerpt 2, students reported that if they did 
not agree with the comments received, they did not proceed with revising their work. 

Interview Excerpt 1: “uh we read their comments and then we 
discussed them between us to see what we can answer, where we 
made mistakes to correct them. …sometimes we corrected some 
things.” (Vasso, post, TeamA) 

Interview Excerpt 2: “First of all we read ours again and where 
they pointed a negative point, we read it again and we wondered if 
indeed they are right or not. Uh then based on our judgment first, if 
we decided that they were wrong we didn’t change it.” (Anna, 
post, TeamB) 

Studying students’ views on the use of feedback, all of them reported that they 
took into consideration the feedback they received from their peers; they, then, either 
proceeded to changes to their work or not.  

7.3 Comparing the Peer-Review Tools: In-Context Commenting vs. Chat 

Tables 1 and 2 present students’ perceptions of the positive and negative aspects of 
the tools used. The data were collected by open questions included in the post-course 
questionnaires completed by all participants which reported on their experience of the 
tool each of them used (chat or in-context commenting). 

Table 1. Chat tool: Positive and negative aspects 

Chat 
Positive aspects • Immediate response 

• Friendly discussion 
• Comfortable communication 
• Fast problem solution 
• More appropriate for this age group 
• Quick process of feedback 

Negative aspects • Confusion between the groups’ comments 
• Discussion focused on issues other than the task 
• Time consuming 
• Timing problems 
• Technical problems with STOCHASMOS 
• No comfortable expressing of thoughts 
• Tension during discussion 
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Table 2. In-context commenting: Positive and negative aspects 

In-context commenting 
Positive aspects • No need for both interlocutors to be connected at the 

same time 
• Completed comments 
• More careful processing of the comments given 
• No confusion on who said what 
• Always present on the platform 
• More focus on the subject 

Negative aspects • No response to the comments 
• Problem with understanding of the comments 
• Tension in interpersonal relationships 
• Technical problems with STOCHASMOS did not 
show others’ comments  
• Delayed response or no response 

7.3 Students' Views of the Contribution of In-Context Commenting and 
Chat to Their Learning 

Regarding the extent to which the tools used helped the students in their learning, the 
following view of one of the case study students provides a representative answer. 

“I think that in-context commenting is more useful in learning, 
because in chat you can write things that are not necessary, while 
in in-context commenting you write less and more precise things. 
The in-context commenting was better for learning and chat was 
better for communication.” (Antonis, post, TeamB) 

 
Fig. 4. Students’ views of the importance of in-context commentary and chat in their 
communication 
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Respondents noted that the chat tool helped them to communicate better with each 
other, while the in-context commenting was best for their learning. This is also 
reflected in Figure 4 and Figure 5, which represent all 35 participants’ views. Since 
half of the respondents to the post-class questionnaire (n=17) used the in-context 
commenting tool and half of them (n=17) used the chat tool to provide peer-feedback, 
the students’ answers are grouped accordingly. 

As Figure 4 shows, about 41% of the students who used the in-context commenting 
said that it did not help them communicate with each other; 29.4% had a neutral view, 
while 29.4% noted that it helped them a lot. On the other hand, a large percentage of 
respondents (58.9%) reported that the chat tool was very important for their 
communication, with only 17.7% of the students who used the chat tool arguing that it 
did not help them much in their communication. 

As shown in Figure 5, 64.7% of the students who used in-context commenting said 
this tool helped them with their learning; a small percentage, 11.8%, reported that it 
did not help them, whereas 23.5% had a neutral view. On the other hand, 23.6% of the 
students who used the chat tool said that it helped them in their learning, 35.3% had a 
neutral view, while 41.2% noted that it did not help much. 

To conclude, as indicated by students’ responses, the majority of students who 
used the chat tool emphasized that the chat tool was useful for communication, 
whereas the majority of students who used the in-context commenting tool indicated 
that this communication facilitated their learning process. 

 
 

 

Fig. 5. Students’ views of the importance of in-context commentary and chat in their learning 
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8 Discussion 

Based on our findings, we can conclude that peer feedback can constitute an 
important process in the context of re-framing modern education. The results of our 
study showed that the role of students, when providing and receiving feedback, was 
not restricted to a passive one, but students had an active and productive participation 
in the learning process. Such involvement helped them to take initiative to evaluate 
the suggestions received from peers which implies the presence of critical thinking as 
Liu et al. [23] claimed. Consequently, it appears that both the provider and receiver of 
feedback can benefit as the peer-review process required them to read, compare, 
challenge ideas, suggest changes and evaluate their peers’ work. 

In the case of online feedback, we observed that students who used the chat tool 
enjoyed the use of synchronous communication, even though they realized that it can 
be a more time-consuming process that may not focus solely on the task. The 
technological tool used may play a key role in the whole process of feedback, since 
each one has its own affordances. A similar conclusion was drawn by Mabrito [6] 
who found that, in asynchronous communication, although students communicated 
less, most of the discussion focused on the task. 

Another finding of the current study is the fact that all participants took into 
consideration the feedback they received. However, this might be indicative of 
socially desired responses. Such a finding is opposed to what Guardado and Shi [24] 
argued that the participants in their study took little account of their peers’ comments 
and that some of them refused to take responsibility to express and explain comments. 
This might have happened because the researchers examined students’ experiences 
about online peer feedback in a different context than the one in the Guardado and 
Shi’s study (Learning English as a Second Language). Therefore, the subject on 
which to give or receive feedback may be a determining factor in this process. Future 
research may examine peer feedback experiences of students in different disciplinary 
areas. Larger sample sizes and purposive sample of population of maximum diversity 
(in grades, skills, etc.) can help test the findings of this study. 

To sum up, peer feedback via synchronous and asynchronous communication can 
be considered an important activity in the context of face-to-face higher education 
since, as this study demonstrated, students recognize benefits from this process. As a 
result, one can argue that the use of technologically mediated communication, and 
especially of asynchronous communication, in face-to-face courses, can bring positive 
results to the teaching and learning process. 
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Abstract. Virtual labs for science experiments are a multimedia technology  
innovation. A possible growth pattern of the perceived critical mass for virtual 
labs adoption is modeled using (N=240) potential-adopter teachers based on 
Roger’s theory of diffusion and of perceived attributes. Results indicate that 
perceived critical mass influences behavior intention to adopt a technology  
innovation like Virtual Labs and is affected by innovation characteristics like 
relative advantage, ease of use and compatibility. The work presented here 
models the potential-adopter teacher’s perceptions and identifies the relative 
importance of specific factors that influence critical mass attainment for an  
innovation such as Virtual Labs. 

Keywords: virtual labs, innovation diffusion, critical mass, simulation, lab  
experiments. 

1 Introduction 

Virtual learning environments like Virtual Labs have played a catalytic role in  
improving conceptual learning across the higher education landscape. The trends and 
challenges elicited in Mueller’s work [1] highlighted an important factor affecting its 
implementation i.e. the perception of such an environment by the users and therefore 
its rigorous usage.  

The dominant focus of the content coverage of virtual learning environments has 
been on theory concepts. While this is important, practical knowledge on usage and 
applications of theory is equally critical in science and engineering curriculum [2], 
[8]. Cognizance of fundamentals, conceptual understanding of its applications in the 
field of study, sensory attentiveness, psychomotor skills development etc. forms the 
gamut of objectives for laboratory exercises. The limited experimental infrastructure 
and restricted time in most institutions make it challenging to ensure all students  
attain these learning outcomes in a satisfactory fashion.  

Recent years have seen creation of a new dimension to virtual learning with the  
introduction of virtual labs. Virtual labs have been augmenting the hands-on physical 
laboratories in several ways by allowing students to learn most elements of the  
experiments prior to physically seeing or experimenting with the instrumentation [9], 
[14]. Physical laboratories group students to perform activities while virtual labs  
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provide individualized training. Virtual labs are in fact preferred in many educational 
scenarios for scalability and tacitly addressing fundamental issues such as the inability 
to visualize complex phenomena, compromise in topical coverage of the content  
due to variations in teaching styles etc. In spite of its advantages of the academic 
community hasn’t integrated virtual labs in a global way as is the case with physical 
labs. Unless there is massive adoption of virtual laboratories, its large-scale impact 
will remain a distant reality.  

Many technological innovations have required espousal by a threshold ‘critical 
mass’ for their main-stream usage and sustenance [10]. Some examples include:  
E-platforms used for online businesses [12] showed success when factors such as 
user’s decision and user network surpassed the critical mass.  Grajek [11] developed 
empirical models in global cellular telephony that predicted the critical mass based on 
heterogeneous factors and showed how the timing of technology introduction is  
critical. Grewal [13] emphasized that the depth of usage of an innovation apart from 
the critical mass should also be considered in ascertaining the level of adoption.  

The phenomenon of critical mass is important in the context of virtual labs due to 
the interdependent and collaborative aspect of technology adoption in teaching 
processes. Rogers [10] defines critical mass as ’the point after which further diffusion 
becomes self sustaining.’ Loch and Huberman [19] concluded that critical mass can 
be attained if users have a high rate of trialability. The threshold level for critical mass 
varies anywhere between 10% [20] and 25% [21]. Our work analyzes the potential 
adopter teacher’s intention to adopt virtual labs using their perception of critical mass. 
Thus it becomes important to consider ‘how many’ should adopt virtual labs for it to 
become a conventional technology.  

Starting with a research model we develop various hypotheses and describe  
the research methodology followed to empirically validate the hypothesis with  
conclusions and recommendations. 

2 Literature Survey 

2.1 Virtual Labs for Engineering Education 

Review of the literature on physical and virtual labs by Ma et. al [5] showed lack of  
foundation to evaluate effectiveness of laboratories and the need to consider learning 
outcomes and student preferences more closely in an isolated fashion. Corter et al [4] 
compared the effectiveness of physical laboratories with remotely controlled and  
simulation based virtual laboratories and showed that all three were effective in terms 
of conceptual understanding they imparted to the students. Today virtual laboratories 
that are simulation-based or remotely triggerable have been developed for physical & 
chemical sciences, engineering, biotechnology and medical sciences. The VALUE labs 
(Virtual Amrita Laboratories Universalizing Education) [14] has built over 400  
experiments that are interactive animations, mathematical simulations of physical phe-
nomena and interfaced a variety of equipments as part of its virtual laboratory devel-
opment program. This was developed as part of larger consortia of 12 institutes whose 
mission was to develop over 1500 experiments in nine disciplines of engineering and 
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sciences (http://vlab.co.in). The concept of ‘discipline wise national coordinator’ 
(DNC) was introduced to assign the responsibility of coordinating the virtual lab  
development of a particular discipline to a specific consortia partner. The DNC for  
a discipline made sure virtual laboratory experiments aligned to the laboratory  
curriculum of that discipline. 

2.2 Critical Mass of Potential Adopters 

Rogers [10] suggested that technology adoption depended on the mental attitude  
of the adopters and classified them as ‘innovators’, ‘early or late majorities’ and  
‘laggards’ based on their extent of adoption. The concept of ‘critical mass’ and endo-
genous growth of adoption that Rogers described has been successfully demonstrated 
in many applications [13,16]. The social influences, networking with positive  
feedback looping in the communication exchanges accelerate attainment of critical 
mass required to justify adoption [15]. The diffusion curve starts to even out when 
approximately half of the individuals in a social system have adopted the innovation, 
defined as a ‘critical mass’. This is because every new adopter finds it increasingly 
difficult to convey the idea to a peer that has yet to adopt, as individuals that are  
unaware of the innovation become increasingly scarce. Critical mass is achieved 
when enough individuals have adopted the innovation so that it becomes  
self-sustaining. Grewal’s findings [13] outlined for critical mass to be achieved in the 
use of a new online learning platform, user support and training are necessary in  
facilitating adoption of the new system.  

Wang et. al [7] model the factors affecting instructor’s attitude and intention to use 
web-based learning systems. Their work showed that increased perceived usefulness 
also increased the intention for use. Reflecting on the challenges with adoption of 
virtual laboratories, issues working against its prevalence may be technological and/or 
pedagogical in nature. Factors most considered in such a debate are lack of infrastruc-
ture, internet bandwidth, proficiency in use of technology, attitudinal variations of 
teachers and poor human-computer interactivity [3].  Instructors play a very critical 
role in determining the success or failure of virtual learning systems.  Yoon et. al [6] 
discuss the lack of adoption of virtual reality worlds by organizations from a technol-
ogy-organization-environment framework and conclude that this is partially due to 
lack of other organizations adopting it. In other words, it is important for competing 
organizations to adopt a new technology for institutional isomorphism leading to the 
rapid diffusion of innovation. 

3 Case study: Modeling Perceived Critical Mass of  
Potential-Adopter Teachers 

3.1 Research Model and Hypothesis 

In the diffusion model of Virtual labs we chose teacher perception of critical mass as 
the dependent variable and two groups of characteristics - innovation characteristics 
and environment characteristics as independent variables (Fig. 1). 
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Behavior 
intention to adopt 

Virtual Labs 

Innovation Characteristics
Relative Advantage (+)
Compatibility (+)
Ease of Use (+)
Observability (+)
Trialability (+)
Perceived enjoyment (+)

Environment Characteristics
Department support (+)
Peer influence (+)

Perceived 
Critical Mass

 
 

Fig. 1. Research model for perceived critical mass on Virtual Labs adoption 

3.2 Innovation Characteristics 

Relative Advantage. Rogers [10] defines Relative Advantage as ― ‘the degree to 
which an innovation is perceived as being better than the idea that it supersedes’. Here 
the focus is on the potential adopter and his perception of advantages of the innovation 
and not so much on the advantages proposed by the producer. We hypothesize that 

H1:Perceived critical mass will have a positive effect on teacher’s beliefs about the 
Relative Advantage of Virtual Labs 

Compatibility. Rogers [10] defines compatibility as ― ‘the degree to which an inno-
vation is perceived as consistent with existing values, past experiences, and needs of 
potential adopters’. We hypothesize that 

H2:Perceived critical mass will have a positive effect on teacher’s beliefs about the 
compatibility of Virtual Labs 

Complexity. Any innovation quickly gains a reputation as to its ease or difficulty of 
use [10]. An important question is to what extent Virtual Labs are perceived by users 
as simple to use. The idea of complexity, as described by Rogers’ [10], was formu-
lated from an “Ease of use” perspective in this study whereas the notion of adoption 
was substituted with the notion of attitude towards use. We hypothesize that 

H3:Perceived critical mass will have a positive effect on teacher’s beliefs about the 
ease of use of Virtual Labs 

Trialability. This is ‘the degree to which an innovation may be experimented with on 
a limited basis’ [10]. Innovations that potential adopter can play with on a trial basis 
are more easily adopted because an innovation that can be tried presents less risk to 
the potential adopter. If there exist a way and opportunity to try an innovation and 
acquire personal experiences, it will notably decrease user apprehensions towards that 
innovation.  We hypothesize that 
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H4:Perceived critical mass will have a positive effect on teacher’s beliefs about  
Trialability of Virtual Labs 

Observability. Another aspect of Rogers theory [10] of perceived attributes is related 
to ―the degree to which the results of an innovation are visible to others. Rogers 
writes [10] ― ‘the observability of an innovation, as perceived by members of a  
social system, is positively related to its rate of adoption’. If potential adopters can see 
the benefits of an innovation, they will easily adopt it. We hypothesize that 

H5:Perceived critical mass will have a positive effect on teacher’s beliefs about the 
observability of Virtual Labs 

Perceived Enjoyment. According to Rogers [10] Perceived enjoyment is the ‘degree 
to which using an innovation is perceived to be enjoyable in its own right and is  
considered to be an intrinsic source of motivation’. The enjoyment that is perceived to 
be derived by using Virtual Labs is, therefore, expected to affect the attitude and the 
intention of teachers to adopt them. We hypothesize that 

H6:Perceived critical mass will have a positive effect on teacher’s beliefs about the 
perceived enjoyment of Virtual Labs 

Department Support. More often teachers are motivated to consider technology 
decisions that are sanctioned by the department management since those will have 
adequate support resources for training, infrastructure etc. We hypothesize that 

H7: Perceived critical mass will have a positive effect on teacher’s beliefs about the 
departmental support for Virtual Labs  

Peer Influence. Exchange of ideas occurs much more frequently between potential-
adopters who are peers. In this regard the peer’s perception of the innovation will 
strongly influence teacher’s thinking. We hypothesize that 

H8: Perceived critical mass will have a positive effect on teacher’s beliefs about their 
peer’s influence about Virtual Labs 

3.3 Research Methodology 

Sample and Method of Dissemination for Virtual Labs Teacher Workshops. A 
database of institutes, department heads was created with their contact numbers and 
emails. The target institutes had never used computer mediated course materials for 
any of their laboratory courses. A brochure eliciting an introduction to virtual labs 
importance of virtual laboratories, the content coverage with location, date and time 
was created.  Following this, a four-prong approach to advertising was chosen as 
shown in Figure 2. Brochures were sent to the head of the institutes and the depart-
mental head by postal mail. Calls were made to the department heads and a verbal 
affirmation or decline of attendance was received. In case of institutes that were  
within 150 km area, visits were made to personally invite faculty. 243 teachers (male 
= 97, female = 146) participated through four different workshops. 
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Fig. 2. Publicity approach to the workshops 

Structure of Workshops. The workshop was designed to cater for all levels of IT 
literacy from the novice to advance users. The whole program was engineered to hold 
participants interest, to evoke curiosity, and to excite them about the potential and 
possibilities of virtual laboratories. The process was a step-by–step guide starting  
with the basics defining the concepts of virtual labs leading to presentation of topical 
areas, followed by demonstration of experiments with interactive discussions and 
culminating with hands-on training. 

The workshop had six main parts: 
 
Registration. At the beginning of the workshop a registration process was required 
and faculty background information was collected. It was found that most teachers 
registered online. Workshop attendee profile is shown in Fig. 3.  
 

 
Fig. 3. Workshop attendee profile 
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Introductory Session. Most teachers had never heard of the virtual labs program 
prior to attending the workshop. The vision, objectives, methodologies and current 
state of development was first presented to them. This was followed by the elabora-
tion of the advantages of using Virtual Labs based on the feedback received. This 
introductory session was common to teachers from different engineering streams.  

Demonstration of Virtual Lab Experiments. Teachers were divided into groups 
pertaining to their field of expertise. Subject matter experts that developed Virtual 
Labs content guided the demonstration section. A list of topics covered under the 
theme of physics, chemistry or biotechnology was presented. Specific experiments 
were taken for demonstration due to shortage of time. The selected experiments  
belonged to various classes of virtual experiments i.e. interactive animations (for  
protocol intensive experiments), simulation based (mathematically modeling physical 
phenomena) and remote triggered experiments (equipments interfaced via the web for 
remote experimentation). This session was made interactive so that teachers are  
involved in questioning the various features and their utility. 

A typical Virtual Lab experiment with theory, procedure, animator, simulator,  
assessment etc. is shown in Fig. 4. 

 

 

Fig. 4. Sample Virtual Lab experiment 



 Virtual Labs in Engineering Education: Modeling Perceived Critical Mass 295 

 

Hands on Training. For the hands-on training, teachers were given a dedicated com-
puter. Instructions were given on how to log into the system. Once they logged in, 
they were allowed to explore any experiment. Guidance was given at an individual 
level if and when questions were raised. Most teachers completed several experiments 
to check the accuracy and realism behind the experiment. 

Feedback. After completion of the experiments, a detailed questionnaire was filled 
out by every one.  

Nodal Center Forum. The concept of nodal centers was introduced the attendees. 
Nodal center program is an exciting new venture which allowed faculty and their 
institutes to actively partner in the development and implementation of virtual labora-
tories.  A commitment to usage of virtual labs by provisioning computer labs and 
exposing students and/or other institutes in their periphery were the only requirements 
to becoming a nodal center. Other advantages of being nodal center included faculty 
following the progress of Virtual Labs, providing a platform for everyone to contri-
bute towards the future development of laboratories and experiments and networking 
with several other institutions. 

4 Results, Analysis and Discussion 

SPSS and R were used to analyze the data. Some innovation attributes emerged as 
dominant and more relevant to the behavior intention under study. In this section 
we do a systematic testing of the various hypotheses starting with reliability,  
discriminant and convergent validity analysis. 

In our study reliability of the eight attributes had values ranging from 0.88 to 
0.93. (Table 1). According to Nunnally (1978) for internal consistency, reliability 
Cronbach Alpha values of 0.70 and above is acceptable.  

Table 1. Reliability Analysis 

Variables Attributes # of items Cronbach’s  Alpha 

Innovation charac-
teristics 

Relative Advantage 8 0.92 
Compatibility 3 0.88 
Ease of Use  3 0.91 
Trialability 2 0.93 
Observability 2 0.89 
Perceived enjoyment  2 0.93 

Environment cha-
racteristics 

Department support 8 0.91 
Peer influence 4 0.89 

 
In the Table 2, diagonal elements (bold) represent the Average Variance Extracted 

(AVE) between the attributes. The numbers below the diagonal elements are the 
shared variances) among attributes. For discriminant validity, diagonal elements 
should be larger than off-diagonal elements. 
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Convergent validity was analyzed by examining the average variance extracted 
(AVE) for each attribute. The AVE for an attribute reflects the ratio of the attribute’s 
variance to the total variances among the items of the attribute. It is important to note 
that the AVE’s are well above the recommended 0.50 level. (Table 3) 

Multiple regression analysis was performed using all the 8 independent variables on 
the dependent variable perceived critical mass. Results are summarized in the Table 4.  

There is strong support for Hypothesis H1 (Relative Advantage), H2 (Compatibili-
ty), H3 (Ease of Use), H6 (Perceived Enjoyment), and H7 (Department Support). The 
regression model was statistically significant (p < .0001) and accounting for 79% of 
the variation in perceived critical mass towards adoption of Virtual Labs (R² = .79).  

Table 2. Discrimant Validity analysis  

  RA CO EOS TR OB PE DS PI 
Relative Advantage (RA) 0.94 
Compatibility (CO) 0.56 0.89 
Ease of Use (EOS) 0.45 0.54 0.88 
Trialability (TR) 0.42 0.49 0.33 0.90 
Observability (OB) 0.45 0.43 0.39 0.44 0.91 
Perceived Enjoyment (PE) 0.55 0.51 0.45 0.49 0.36 0.88 
Department support (DS) 0.46 0.39 0.41 0.39 0.41 0.35 0.92 
Peer Influence (PI) 0.33 0.29 0.34 0.37 0.39 0.42 0.38 0.88 

Table 3. Convergent Validity analysis 

Attributes CR AVE 

Relative Advantage (RA) 0.85 0.81 
Compatibility (CO) 0.84 0.78 
Ease of Use (EOS) 0.86 0.67 
Trialability (TR) 0.81 0.69 
Observability (OB) 0.85 0.71 
Perceived Enjoyment (PE) 0.88 0.79 
Department support (DS) 0.89 0.81 
Peer Influence (PI) 0.85 0.78 

Table 4. Summary of Hypothesis results 

Attributes   Beta t-values Result 

Relative Advantage (+) H1 0.38 2.89 Accepted 

Compatibility (+) H2 0.31 2.62 Accepted 

Ease of Use (+) H3 0.34 2.64 Accepted 

Trialability (+) H4 -0.17 -1.22 Rejected 
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Table 4. (Continued) 

Attributes   Beta t-values Result 

Observability (+) H5 -0.30 -1.31 Rejected 

Perceived Enjoyment (+) H6 0.32 2.82 Accepted 

Department support (+)  H7 0.36 2.14 Accepted 

Peer influence (+) H8 -0.16 -1.23 Rejected 

R² 
Adjusted R² 

 
0.79 
0.75 

 

The largest beta coefficient is 0.38 which is the Relative Advantage of Virtual Labs 
which make this variable the strongest contributor in explaining the dependent variable 
(perceived critical mass), when the variance explained by all other predictor variables 
in the model is controlled for. It is equally interesting to see that the beta coefficient for 
Department Support is also near high confirming the importance of environment  
support for the adoption of Virtual Labs by the teachers. The predictor variables like 
Observability and Peer Influence were insignificant in their contribution. 

5 Conclusions 

Virtual Labs is still an emerging learning paradigm in laboratory engineering educa-
tion. Our current study focused on potential-adopter teacher’s perception of critical 
mass for Virtual Labs and ranked attributes like Relative Advantage, Ease of Use, 
Perceived Enjoyment and Department Support as dominant factors. Surprisingly 
enough Peer Influence did not come across as a significant factor. Critical mass refers 
to ‘the point at which enough individuals have adopted an innovation so that the  
innovation’s further rate of adoption becomes self-sustaining’ [10]. Since it is difficult 
to pinpoint the exact timing of critical mass attainment, a potential-adopter’s percep-
tion of whether it has reached or how much more time the innovation will take to 
attain critical mass is very helpful. This work emphasizesthat the critical mass of  
potential-adopter teachers is of paramount importance for sustaining a technology 
innovation like Virtual Labs. From  a  practical  point  of  view,  the  findings  of  this 
study  can be  used  by  educational policy makers and higher educational institutions  
to  establish or  improve  their  virtual learning environments like Virtual Labs. 

The  outcome  of  this  study  is  limited  by  time  since  the  adoption  decision 
process,  according  to  Rogers [10] is not  an instantaneous  decision  but  rather  an  
evolutionary  one. Future studies could focus on the worldwide adoption of Virtual 
Labs to study potential influence of any demographic, cultural differences. 
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Appendix A – Virtual Lab (VL) Survey Questionnaire  

Survey options:  

1 = Strongly Disagree;  2 = Disagree;  3 = Neutral;  4 = Agree;  5 = Strongly Agree  
 

Relative Advantage 
1. Using VL enables me to accomplish my teaching tasks more quickly 
2. Using VL improves the quality of my teaching 
3. Using VL enhances my teaching effectiveness. 
4. Using VL gives me greater control over my teaching 
5. VL supports student learning in different ways  
6. I do not see too much need to utilize VL in the instructional process. 
7. I do not see too much advantage of VL over thetraditional approach in the 

instructional process. 
8. Classroom management is more difficult when using VL in teaching 

Compatibility  
1. Using VL will fit well with the way I teach and assess students 
2. Using VL will fit into my style of teaching  
3. I feel already over-burdened without adding VL into my instructional 

process 
Perceived ease of use 

1. Using VL to support my teaching is clear and understandable. 
2. When using VL to support my teaching, it is easy to get tools to support VL 
3. Overall, I believe that it is easy to use VL to support my teaching 

Trialability 
1. It is easy to recover from mistakes when using VL  
2. Before deciding whether to use VL, I would want to be able to properly try 

them out. 
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Observability  
1. I learned new ways of using VL from my colleague 
2. I changed my way of using VL based on what I have learned from my col-

league 
Perceived enjoyment  

1. The actual process of using the VL is pleasant 
2. I enjoy learning new ways of teaching, assessing  like VL for my students 

Department support   
1. The department understands the importance of using VL and encourages me 

to use them. 
2. The department is committed to supporting my efforts in using VL for teach-

ing 
3. The department will recognize my efforts in using VL for teaching.  
4. The use of VL for teaching is important to the department 
5. I have pressures from my department to use VL 
6. My department does not provide convenient time for getting trained on VL   
7. I am happy with the procedures in my department to adopt innovations like 

VL 
8. The technical support for innovations like VL in my department is satisfacto-

ry. 
Peer influence  

1. My teacher colleagues think that using VL is valuable for teaching 
2. My teacher colleagues’ opinions   are important to me 
3. If most of my colleagues have started to use VL to support their teaching, 

this fact would encourage me to do the same. 
4. I will learn how to use VL after seeing my teacher colleagues use it.  
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1 Universidade Federal do Rio de Janeiro, Rio de Janeiro, Brasil
{vfcr,xexeo}@cos.ufrj.br

2 Department of Computer Science, Eindhoven University of Technology,
Eindhoven, The Netherlands

debra@win.tue.nl

Abstract. This paper presents and discusses in detail the results ob-
tained by an evaluation of an adaptive course served by the GALE system
developed in the EU FP7 project GRAPPLE. The main goal of that eval-
uation is to understand the influence of adaptation on students’ learning
in an adaptive hypertext course. We analyzed the students’ logs, the per-
formed tests and assignment grade as part of the quantitative method.
The qualitative method consists of the analysis of a questionnaire, where
students answered questions about their first experience in an adaptive
course. Through the questionnaire, usage log, tests performed and as-
signment grades, we show that the students follow, in most of the cases,
the adaptive structure of the course. We also present results about how
the students felt about the adaptive course. At the end we discuss future
work, and in particular suggest changes to the setup and adaptation in
the course based on the observed student behavior as well as the student
feedback.

1 Introduction

Adaptive Hypermedia (AH) systems, first summarized by Brusilovsky in 1996 [1]
and in 2001 [2], and updated by Knutov et al. in 2009 [10], are systems that build
an individual model for each user and apply it for adapting the system to that
user. The individual model is based on his preferences, goals and knowledge. AH
systems are used on the Web in the educational field to improve the students’
experience in studying an on-line course. The course content can consist of in-
formation, assignments, activities and tests. The adaptation intends to, in most
of the cases, offer the students freedom in the possible ways to study a course,
without running into trouble that could be caused by studying parts that can
only be understood after studying some other (prerequisite) parts. The GALE
system was recently introduced as an evolution of the AHA! system [7,8]. It was
created to support the main adaptive techniques that exists nowadays [12] and
to allow extending the system to suit particular adaptation needs. The two main
technique used in the adaptive courses currently served through GALE are: the
adaptation engine can present links in different colors depending on whether

D. Hernández-Leo et al. (Eds.): EC-TEL 2013, LNCS 8095, pp. 301–313, 2013.
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it considers the student ready to study the link destination (page), and it can
conditionally include fragments and objects in the page, for instance to show
a prerequisite explanation. Link colors or colored icons suggest which links are
relevant to each student; this approach dates back to early adaptive systems
such as ELM-ART [4].

In the educational context, the past few years the number of AH systems
has grown. The adaptive link annotation technique, has been shown to be an
important tool to help students to acquire knowledge faster and easier, and to
reduce navigation overhead, while at the same time moving away from the tra-
ditional sequential way of studying (typical for textbooks) [2,5,6]. Good surveys
about the state of art of Adaptive Educational Hypermedia (AEH) systems can
be found in [3,11]. A more specific work about evaluations of AEH systems is
presented in [9].

In this paper we present in detail the results obtained by an evaluation of
(the adaptation and navigation in) an adaptive course offered through GALE.
We briefly describe the adaptive course in Sect. 2. The evaluation is based on
quantitative and qualitative methods. We use data obtained from the access
log, test logs, questionnaire, and exam grades from bachelor students at the
Eindhoven University of Technology. In Sect. 3 we describe the results obtained
by our evaluation. To understand the way users navigate through an adaptive
course, our goal is to identify which pages and links influence the choices of
the students and to contrast this with the test logs, questionnaire answers and
exam grades as well as the adaptation rules employed by the adaptation engine.
Another goal is to verify how the adaptation rules, created by the author of
the course, influence the navigation by the students. The discussion about the
results and the future work are presented in in Sect. 4.

2 The Adaptive Course in GALE

GALE is an extensible generic and general purpose adaptive hypermedia engine
[12,13]. GALE is an evolution of the AHA! system [8]. AHA! was originally de-
signed to serve a hypertext course taught through the Web [7]. It was later made
more and more generic and extensible. As part of the EU FP7 project GRAP-
PLE it was completely redesigned and extended to become GALE. An adaptive
course in GALE consists of concepts that are connected to pages. The pages
contain information (or tests, exercises, assignments or anything else that can
be represented by Web pages) and links to concepts. Links in GALE always refer
to concepts instead of pages, and the link destination page may be adaptively
selected by the adaptation engine. A page may also contain links to external
pages on the Web, but we shall not consider these here. One approach used in
GALE to adapt a course is to use different colors for the links of the pages.
The author of the course defines rules to determine the conditions under which
a presentation class is associated with a link. The default presentation classes
are named “bad”, “good”, and “neutral”, and have the following meaning and
presentation style:
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1. The bad links point to non-recommended concepts, which means that ac-
cording to the rules defined by the author, the student is expected to study
something else—do some reading or perform some tests—before accessing
these concepts. Bad links are colored in black and are not underlined, which
implies that they are indistinguishable from the textual information of the
page. So, bad links are hidden within the text, though they are fully opera-
tional and can be clicked on at any time.

2. The good links point to a recommended concept that the student has not
yet visited after it became recommended. Good links are colored in blue.

3. The neutral links point to a recommended concept that the student has
already visited after it became recommended. Neutral links are colored in
purple.

Because of the choice of adaptation and colors the hypertext course looks
like a standard (non-adaptive) website with pages and blue and purple links. In
Fig. 1 we show an example screen-shot of this the hypertext course as served by
GALE (and called upon from the Sakai learning management system).

Fig. 1. Screenshot of a page from the hypertext course, showing also the navigation
menu (left) and a header that gives access to settings and progress information.

The adaptive course evaluated in this paper was offered to bachelor students at
the Eindhoven University of Technology. It is an adaptive course that introduces
the basics concepts of hypermedia and the Web. This course has existed for a
long time but the content was updated several times and the course as a whole
was moved from AHA! to GALE. This has also allowed us to use the extensibility
of GALE to perform more extensive logging, as needed for our evaluation.
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At the beginning of the course (upon the very first access, and only on that
access), the student gets a page with some explanation about the course and
adaptation that is used. An important message to the student in this intro page
is that in (almost) all the cases when the student request a page, the adaptation
process is done, even when the student clicks on the back button of the browser.
The message in this intro concept presents the following sentences:

The course pages are adapted each time you request them from the server.
This should also happen when you use the “back” button of the browser, but
some browsers (or browser configurations) may refuse to do so in which case
you don’t see the adaptation. There is nothing we can do about this.
. . .
Links in this course are not underlined (no, there is nothing wrong with your
browser). Links appear mainly in three colors: blue, purple and black. Since
the main text is also black there may be links you don’t see. These links are black
because the system thinks these links are not (sufficiently) appropriate for you at
the time you view the page containing them. Don’t be alarmed, when you revisit
the page later these links may become blue (or purple). The link colors are de-
termined by the server, not your browser. You should not configure your browser
to override the colors requested by the server.

This message in the intro alerts the students about the importance of the link
adaptation. The author suggests that students should not follow black links.
The black links, as the course presents, “...are not (sufficiently) appropriate for
you...”. The author’s intention is to tell the student to follow the structure of
the course in a way that at some point they will have all the links colored in
blue or purple.

In earlier analysis [6], we noticed that students followed roughly 6% of the
links via black links, but we could not ask them why they did that, because we
analyzed the logs long after the end of the course. For our new evaluation we
implemented a plugin in GALE (you can find more detail about plugin implemen-
tations in GALE in [12,13]) that presents a multiple choice question whenever
the student has followed 5 non-recommended links. We called this plugin quiz.

The students all started the course at the same time and they were aware
that after three weeks there would be an exam about the course’s content. Con-
sequently, they had 21 days to learn about hypertext by studying the on-line
course text. They were also aware that they would be allowed to consult and
navigate through the course text during the exam. (In previous years students
were free to take the course at their own pace and complete it with an assign-
ment for which there was no deadline. This led to students postponing the work,
concentrating on other courses with fixed deadlines and exams first.)

The main goal of this paper is to understand the influence of adaptation on
the students learning in an adaptive course. One of our approaches to achieve
the paper’s goal was to investigate and try to understand why the students
follow bad (non-recommended, black) links. We present our findings in Sect. 3.
Another goal was to find a way of stopping the students from following bad links,
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or at least decrease the percentage of that. Our suggestions to course authors
are presented in Sect. 4.

2.1 The Structure and a Few Rules of Adaptation of the Course

The course is composed of 175 concepts, including: 11 multiple choice tests,
one about each major topic except the last one (“future”), and 1 final test (to
prepare for the exam). From all the concepts, 12 of them are called the main
concepts. We consider the main concepts to be the concepts that introduce a
major topic in the course; the other concepts are sub-concepts of some main
concept. Thinking of the course as a book, the main concepts would be the
chapters with an introduction and the others would be the book’s sections and
pages. If we consider the adaptive course as a pure hypertext course, with no
adaptation, the big difference between it and a book is that the student could find
the same section in different chapters. Another difference is that the students do
not follow a fixed page order, they follow embedded links in concepts in any way
they like. In the adaptive case, the embedded links and their presentation class
suggest how students should navigate through the course. Non-recommended
links are indistinguishable from the running text and therefore unlikely to be
followed by students. In the navigation menu however they are quite visible and
rely on the (black) color to make their non-recommended status clear to the
student.

The main concepts are listed in (and linked from) the course’s welcome page.
The welcome page is linked to a concept and it is presented every time a student
logs in, unless the student tries to access a concept with a direct URL but he is
not logged in (or his session is expired). In that case, after the student logs in
the system redirects him to the concept he tried to access.

The students can set up the course to present the navigation menu shown in
Fig. 1 or to hide that menu. The menu shows the main concepts and the sub-
concepts of the currently active main concept. The menu links are also adapted
like the links in the pages.

Initially, on the welcome page and in the menu, the system presents 3 out of
the 12 main concepts as good links (recommended). The first 3 recommended
main concepts are: introduction, definition and history. At the beginning of the
course, there are 74 recommended concepts (good links), 1 visited concept (the
Intro concept) and 100 non-recommended concepts. In the list of the 74 rec-
ommended concepts there are 3 tests related to the 3 (already) recommended
main concepts. After the student performs these first 3 tests, 90 out of 100
non-recommended links become recommended (so the chances of students still
accessing information through a non-recommended link become quite small after
that point).

The welcome page also shows a sentence saying that the student has to per-
form all of the tests in order to be able to perform the final test. Indeed, to access
the final test the student has to perform all the 11 tests in the course. It is im-
portant to remark that the final test is not just presented as a non-recommended
link, it is blocked until the student performs the other tests.
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The student can perform each test only once, except for the final test. At the
final test, the system lets the student repeat it until he scores more than 90%.

The next section presents the evaluation data and analysis.

3 Qualitative and Quantitative Evaluation

The data considered for this paper consists of the access log of 46 bachelor stu-
dents of the adaptive course offered in 2013 and a questionnaire answered by 28
of the same group of students. These were first year students in the programs
of Web Science, Software Science and Psychology and Technology. The on-line
course text was intended to prepare the students for the exam and for a later
(group) assignment. The questionnaire was made available online to all the stu-
dents, shortly before the exam (and left opens until a few days after the exam).
The students were not required to complete the questionnaire and the system
did not log their identity. The anonymous nature of the questionnaire should
give students more “freedom” to answer the questions honestly. The course’s ac-
cess log contains 17,318 entries, where 609 entries are answers for the tests and
1,001 entries are accesses to the test concepts (the questions). So clearly students
sometimes requested a (multiple-choice) test, realized they did not yet know the
answers and went back to study some course pages before trying to complete
the test. Note that the tests are generated randomly from a larger collection
of questions, so when a student views a test but does not answer the questions
the next visit to the test may show different questions. This is also true for the
final test that can be repeated: each time the student will get (some) different
questions.

We start our analysis by relating the test log with the exam grades (or to
simplify, just grade). Students were told that the tests that are part of the
adaptive course test are only there in preparation for the exam and do not
contribute to the course grade. The grades that were obtained have an average
of 5.2 out of a maximum of 10. (Grades were integers.) The highest grade was
7 and the lowest is 0 (only 1 student); the second lowest grade was 2 (only 2
students). 20 students obtained a grade above the average (i.e., a 6 or 7).

To understand Table 1 with the attempts and scores for the final test it is
important to understand the operation of the course: only students who com-
pleted the tests embedded in each of the main concepts (chapters) were allowed
(and had access) to the final test. Out of the 46 students only 12 performed all
preliminary tests and gained access to the final test. Of these 12 only 8 students
actually attempted to complete the final test. Students were told they should
attempt to score at least 90% on that final test. The test could be repeated
as often as desired (until the score of 90% was reached). The preliminary tests
could be done only once and their score was not used for deciding on access to
the final test and did not influence the adaptation. The final test was tried 319
times (by only 8 students). It is interesting that 5 out of 8 students who tried
the final test got an exam grade above the average. We also note that all the
students who got a score higher than 90% in the final test got a grade of 6.0
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or 7.0. These findings suggest that if a student followed the course and tried to
get a high score in the final test, he would be better prepared for the final exam
than the “average” student. Although this is just anecdotal evidence (with few
students taking and passing the final test) it is good to know because before the
students started the on-line course they were told that the final test would be a
good preparation for the exam. The anecdotal evidence “proves” us right.

Table 1. Number of time a student answered the final test, his highest score and the
exam’s grade

Student # Tries Highest Score Exam Grade

Std1 1 27 7.0
Std2 1 27 7.0
Std3 3 40 3.0
Std4 34 100 7.0
Std5 47 47 3.0
Std6 49 93 7.0
Std7 51 60 4.0
Std8 133 93 6.0

The first three tests associated with the three recommended main concepts
(introduction, definition and history) were performed by 40 students. Performing
these tests turned the “advanced” concepts into recommended concepts, so that
was a clear motivation for taking these tests. These 40 students thus clearly saw
the link color changes after completing the first three tests. The questionnaire
has the question: Regarding LINK ANNOTATION, where the system presents
links in different colors, perhaps with additional icons, which of the following
statements applies? For this question the answers was (in parentheses there is
the number of students who chose that answer):

– I was not aware of link annotation. (1)
– I only notice that visited links became purple. (6)
– The link annotation was clearly intended to offer guidance through the

course. (10)
– The link annotation was manly intended to avoid to going to some pages.

(2)
– No answer. (9)

The answers show that 12 out of 19 students were influenced by the link annota-
tion, since they recognized the importance of the link annotation to guide them
through the course or to avoid them following links.

Even though students who performed the first 3 tests then got many more
recommended links, they did perform some navigation through bad links before
the advanced topics became recommended. The logs contain a total of 471 visits
via bad links by 36 different students. To understand why the students would
visit non-recommended concepts, the system presented a question to the students
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who accessed more than 5 concepts via bad links: Why are you following black
links (not suitable yet)? The possible answers were:

1. I am curious to see what happens if I click on a black link.
2. I would like to explore the course a little bit before learning.
3. The system presented a lot of black links and I would like to know what it

means.
4. I read many times about one concept and it is not suitable yet, but I would

like to learn about it.
5. I do not know what a black link means.
6. Other (please specify).

15 students visited less than 5 concepts via bad links and did not get this ques-
tion. We only wanted to question the “repeat offenders”.

Table 2 presents the summary of the students’ answers. It is interesting to
note that 13 out of 18 answers were given on the day of the exam, including 3
of them during the exam, showing that students studied the course text just in
preparation for the exam, not really considering that the most important aspect
of the course was that it prepared them for the later assignment. One student,
called Std1, chose the other answer during the exam and he wrote: “Trying to
find an answer to a question”. Std1 had already answered this question a few
hours before, and at that time he chose the answer 2. This student reset his
profile after the first “exploration phase”, which means that the system deleted
everything about what he did from his user model, including the performed tests
and visited status of concepts. (The log however remained unaffected by a reset.)
We can also estimate the time students spent reading pages, by considering the
time difference between two log entries for that student. Std1 showed an average
reading time of roughly 9 seconds per page. Clearly in the exploration he did not
spend enough time on the pages to actually read and study the text. The system
adaptation influenced Std1’s steps in the course in spite of the fact that he was
not concerned with learning the material and was only exploring the course. The
adaptation in the course only depends on access, not on reading time. Because
of the profile reset this student received the question about navigating through
black links twice. And it turns out he gave a different answer the second time.

Table 2 also summarizes how we could groups students who do not follow the
system recommendation:

Table 2. Summary of the answers about why students follow bad links

Answer Before Exam Day Exam Day Total

1 2 2 4
2 2 6 8
3 1 0 1
4 0 2 2
5 0 1 1
6 0 2 2

Total 5 13 18
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– students who have curiosity about what would happen if they do not follow
the adaptive structure. It is represented by students who answered 1, 3 and
4;

– students exploring the course: students who want to explore the course before
they start learning. It is represented by students who answered 2;

– late students: students who start studying the course when it is (too) late.
Three of them were still following bad links during the exam.

As it appears that many students started studying for the exam quite late it is
interesting to look specifically at the log for the day of the exam.

On that day the bad links access log shows 278 accesses (including during
the exam), which is roughly 60% of the all bad link accesses. During the exam
there are 168 accesses via bad links, representing roughly 36% of all bad links
accesses. These 168 accesses are concentrated in 9 different students, where 3
of them accessed only 1 bad link each and the others have an average of 27.5
(4 students above the average). Teachers often state without proof that some
students go to an open book exam without any preparation, thinking they can
look everything up as needed during the exam. Our log proves that some students
indeed did not prepare for the exam and tried to search for the answers during
the exam, and thus often going through bad links. Before the exam day the bad
link accesses are mostly concentrated in the log for 5 students who performed
120 of these accesses, representing roughly 25% of all bad links accesses. These
students are in the category of student curiosity or student exploring the course
according to their answer on the question about why they followed bad links.

In the questionnaire, the students answered the question: Regarding LINK
HIDING, where the main text is black, the black link is hidden in the main text
but you can still click on it. Have you tried clicking on these links? For this
question, we have similar results to the one presented in Table 2: 67% of the
students who admitted to have followed black links talked about the curiosity;
25% admitted to explore the course before learning; and the 8% said that they
did not remember if they followed black links.

Another point to corroborate the idea of the students’ curiosity is the fact that
the first two most accessed concepts via bad links are the first two of the main
non-recommended concepts appearing in the list of topics on the welcome page.
(These are “architecture” and “navigation”.) The referrer of a visited concept
indicates the concept the student came from. So we could also analyze whether
other non-recommended concepts were visited directly from these concepts or
whether they were accessed through cross-reference links from other main con-
cepts. So we looked at the all pages from which bad links were followed. Again,
the navigation and the architecture concepts appear in the top four rank, losing
the first and second positions only to the welcome concept that lists all the main
topics and the TO DO list (a page containing a list of all the concepts that were
not visited by the student before.), two links that are always recommended. This
indicates that when a student followed a bad link to a main topic he was not
considered ready for, he did not stop at the first page of the non-recommended
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topic but kept following bad links on that topic. When asked about this behavior
the answer to the bad link question was “by curiosity”.

The use of link colors in the adaptive course text is described as link hiding
because black link anchors appearing in a paragraph of black text in fact causes
the link anchor to be hidden. However, the black links also appear more clearly
visible in three places: on the welcome page that shows a list of links to the
main concepts (Fig. 2 show a screenshot of this page), in the optional navigation
menu of the course (also shown in Fig. 2), also showing bad links and in the
TO DO list (of all unvisited concepts). In these places the differences in color
should be referred to more correctly as link annotation instead of link hiding. For
example, Fig. 2 illustrates the presence of bad links. In the menu on the left, the
items from “Architecture of Hypertext” to “Future of Hypertext” are web links
in black color. Similarly, in the welcome concept (right) shown in Fig. 2, the list
of topics from “The architecture of hypertext systems” to “Assignment for this
course” are web links in black color that can be clicked by the student. We can
thus distinguish between bad links followed through annotated links versus bad
links followed through hidden links. It turns out that 87% of all bad link accesses
are through the three mentioned places that use link annotation. When we use
the same three sources (welcome, menu and TO DO list) to check the accesses
via good links, the percentage falls down to 57%. The accesses that remain thus
indicate that the students follow many links from the course pages but few bad
links in the course pages. Link hiding is thus effective in keeping students away
from non-recommended topics but link annotation is not. Or in other words,
students look for good links when they are navigating through the course pages
but consider all the links that appear in menu-like structures.

Fig. 2. Screenshot of the welcome page from the hypertext course, showing also bad
and neutral links in the menu (left) and in the main view (right)
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We asked the students: Regarding adaptation, what was your user experience?
The students answers seem to contradict the logs: 8 out of 28 students (28%)
marked the option: “I hardly noticed it”, while 9 others marked the option “I
found it patronizing”, and only one “found it helpful”. 10 students did not give an
answer at all. It is important to recall that roughly 90% of the students completed
the first 3 tests of the course. Consequently, they got 90 new recommended
concepts, of which 9 are presented in the menu and in the welcome page. For this
reason, it is easy to see that the adaptation is working. Yet 28% of the students
said they “hardly noticed it”. Apparently link hiding and link annotation as
used in this course (having links become recommended but never making a
recommended link become non-recommended) is a fairly unobtrusive adaptation
technique.

Considering that 51.5% of the log entries correspond to the last day of learn-
ing and 26.5% of the whole log belongs to the day of the exam (including during
the exam), it appears that the students were much more concerned with quickly
preparing themselves for the exam and were not too concerned with a comfort-
able learning experience for which the adaptation is intended. The log entries
accumulated until two days before the exam represent 23% of the whole log, and
the bad links entries on these days represent only 15% of the total number of
bad links followed. Students who started learning in the beginning of the course
period followed the course’s link structure and adaptation better than of the stu-
dents who started learning a few days (or even hours) before the exam. Clearly,
when rushing towards the exam students are not open for advice that tells them
they are not yet ready for certain topics and should study something else first.
They want to take it all in, as quickly as possible and in any order.

When students were asked to talk about their feelings about the adaptation
in the course, two of them talked about the menu that could be enabled or
disabled. They would like the menu to be enabled by default, whereas in the
course it was disabled by default. They see an advantage of following the menu
while following links, instead of relying on links that appear within the pages.
Another student said that It’s not my cup of tea. I see the advantages, but I
prefer an old-fashioned paper book. Two students also suggested the possibility
of having a back link/button within each page of the course, to be used instead
of the browser’s back button, so as to allow them to keep navigating through
the pages’ content.

In the next section, we discuss the results presented here and the suggestions
made by the students in the questionnaire. We also present our suggestions to
the author of the course and adaptive course authors in general.

4 Discuss and Future Work

In this paper we presented the evaluation of a distance learning course
implemented in GALE. The focus of this case study has been to analyze qual-
itatively and quantitatively whether the adaptation mechanism influences the
students’ learning and navigation behavior. We approached these topics in two
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ways: verifying the access log of the course, comparing it with the exam grades
and analyzing a questionnaire answered by the students. We used the exten-
sibility of GALE to add logging of the link annotation/hiding states and to
automatically ask students about their use of bad (non-recommended) links.

The main analysis of the access log relates to the visits of concepts via the
so-called bad links (that point to non-recommended concepts) and whether the
presence of these links affected the student’s behavior. We found that students
who start studying late in the course period tend to follow more bad links than
students who use the entire period. We also noticed in the log and questionnaire
analysis that students often follow bad links because they are curious about the
linked non-recommended concept or they are exploring the course before they
start studying more in depth. We have observed that students navigating via bad
links continue through bad links for a few more links. When students navigate
through bad links 87% of the clicks came from the welcome page, the menu view
links or the TO DO list of concepts. On the one hand this suggests that they
are curious or exploring the course before they start learning as confirmed by
them in the questionnaire and by answering a specific question about following
bad links during their navigation. On the other hand it also shows that the link
annotation used on these three pages has less effect on the students’ navigation
than the link hiding that is used for links appearing in the running text of the
pages.

An important remark about the access log is related to the fact that 51.5%
of the entries occurred on the day of the exam (including during the exam),
and 26.5% of the entries occurred on the day before the exam. There are more
entries during the exam (4,495 entries) than during the whole period before the
day before the exam (3,976 entries). This suggests that, independently of the
exam (which the adaptive course was supposed to help the student to study for),
the students need to be stimulated to start studying right from the beginning
of the course term. The absence of classes or other contact with a tutor during
the course period leads to students postponing their study activity until right
before the exam.

The questionnaire gave us a good insight in the needs of the students, because
they had a few suggestions to improve the quality of the course and its naviga-
tion. Students suggested to have a navigation menu presented at all times (by
default). We made this optional because the course was on the topic of hyper-
media and we wanted to stimulate navigation by following links in the pages.
But for other course topics it is certainly worthwhile to offer a navigation menu
by default. Some students remarked that the course structure (i.e., the naviga-
tion support including a menu) should be the way they are used to study, more
like a book. The new paradigm of navigating through links in pages makes the
navigation, as a student wrote, “quite difficult and annoying.”

Students also want to know how far along they are in the course. Such a “count
down” counter exists in the course but it is not permanently displayed. Instead
of a menu a progress bar could also be used. As the deadline (the exam) was
approaching it is clear that students lose their patience in following the advice
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to study some concepts before some other concepts. They want to click through
the whole course quickly.

For future work we decided to implement a analysis tool to allow the authors
of the courses to make their own analysis, in real time, while students are using
the course text. We also plan to carry out another case study of the adaptive
course with master students who will implement their own extensions to GALE
in order to run other analysis experiments.
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Abstract. This paper reports on our ongoing research around learning
analytics. We focus on how learning analytics can be used to increase
student motivation and the use of badges as a way to aggregate learn-
ing activity being a representation of their goals and progress along the
course. The context of this work is an open learning environment, based
on wikis, blogs, twitter, an activity stream mash-up and an open badges
system. Our evaluation analyses perceived usefulness and usability of the
system, as well as the impact on student motivation. Our results indicate
that badges are useful to motivate students while activity streams have
the potential to activate students.

1 Introduction

Motivation, while often overlooked, is perhaps the single most important factor
in learning [1]. Also in our earlier work [2], students reported motivation as one
of their main learning issues. New strategies to raise learner motivation have
been discussed in recent years [3,4].

Some research identifies the factors that influence motivation in order to plan
interventions [5]. Others study how technology such as using augmented reality
devices [6] and learning dashboards [7] can impact on the learner motivation.
Whilst nobody has found a magic recipe, we try to figure out what strategy
works better in our context.

We believe that social support and collaboration among students and active
teacher support may help to overcome and regulate problems in motivation [1].
In order to promote such collaboration in our courses (see section 3.1), we follow
an ’open learning‘ approach. Students use Twitter (with a course hashtag), wikis,
blogs and other web 2.0 tools such as Toggl [2] and TiNYARM [8] (i) to report
on and (ii) communicate about their work with each other and the outside world
in a ’community of practice‘ kind of way [9]. We focus on the use of learning
dashboards that visualise data about learners in an open way, therefore students
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can check their own and peers’ information [2]. We design, build and evaluate the
dashboards in order to measure their potential to support awareness and (self-
)reflection and to motivate students to participate actively [2]. Whilst several of
our case studies showed that these kind of dashboards can successfully address a
variety of learning issues, one thing they did not, is to increase learner motivation
[10,2]. This paper focuses on the next version of our dashboards of which we
believed they could increase learner motivation.

The learning dashboard described in this paper merges three approaches:

• Badges. Exciting new research is adopting badge systems to certify skills
and abilities [11] such as Mozilla Open Badges that allows students to
share their achievements/badges on different social networks such as blogs,
Linkedin and Facebook [12]. The use of badges have been proven to positively
increase learner motivation [13]. In addition, badges are a representation of
how students carried out the activities which in turn can affect positively
the learner motivation [14].

• Social visualisations. The use of social visualisations may increase learner
motivation [7].

• Activity Stream. Activity streams increase user awareness [15] by aggre-
gating the activity from the different systems that are being used in our
course: posts, comments, tweets and badges.

We carried out a detailed online 5-point Likert scales questionnaire and a
second evaluation with open questions four weeks into the course. 21 out of 26
students replied to the survey. The questionnaire assesses perceived usefulness
and usability of the different components of the system.

The remainder of this text is structured as follows: section 2 describes related
work. Section 3 describes the architecture of the Open Learning Analytics system
and the badges used in this experiment. Section 4 explains the evaluation settings
and the obtained results. Conclusions and future work are presented in Section 5.

2 Related Work

Dashboards can be considered as a subset of ’personal informatics‘
applications[16]. These applications typically encourage positive change of be-
haviour or provide new insights from data[17,18].

Results of our analysis of learning dashboards [17] suggests that dashboards
can have an impact on the behaviour of students if they go through four stages:

• The first stage is awareness. This level concerns with just data. Such data
can be visualised as activity streams, tabular overviews, linecharts or other
visualisations.

• The second stage is reflection. It concerns users coming up with questions
and assessing how useful and relevant these are.

• The third stage is sense-making. This level concerns users answering such
questions.
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• The final stage is impact. This level concerns new meaning or change
behaviour.

Dashboards such as Moodle dashboard [19] visualise the overview of the ac-
tivity in a table. In addition to the table overview, StepUp! [2] visualises the
activity using also spark lines and bar charts to zoom in the activity .Other
dashboards visualise the data using line charts such as GLASS [20] and others
are complemented with parallel coordinates and word clouds such as the Student
Activity Meter [10]. Class-on [21], for instance, visually represent the class and
the status of the student with different colours for each seat.

The dashboard described in this paper visualises the achievement of Open
Badges along the course using line charts. Open Badges [12] are used as a mean
to aggregate data and representation of achievements. In addition, Badges are
also completely public enabling factors such as social influence and the per-
ceived degree of recognition [22]. This dashboard is supported also by an activ-
ity stream mashups providing a quick and easily accessible overview of a group’s
work. Different activity streams enable users to become peripherally aware of
contributions[15]. Some activity stream dashboards visualise this information by
aggregating information from different social networks in a single stream [23].
The activity stream presented in this paper also aggregates information when
students are awarded with badges.

Depending on how the data is visualised, the dashboard will trigger differ-
ent questions and consequently different conclusions [24]. Some dashboards are
designed to detect isolated students [25] or students who do not work well [26].
Other dashboards are used to increase awareness of class activity [2] and resource
use [10] or to increase motivation of students [7]. Our learning dashboards is
designed specifically for motivational purposes. Badges are set up in order to
represent the way that activities are carried out. Displaying this information
should motivate the students [14].

3 Open Learning Analytics System

3.1 Introduction

The system described in this section has been designed based on the previous
statements and deployed in a course on user interfaces where 26 engineering stu-
dents work in teams on projects related to Human-Computer Interaction. This
year they focus on creating a ”recommendation application”. A large part of the
course activity focuses on the design, implementation and evaluation of a work-
ing prototype, starting from a paper prototype to a working digital prototype.
Each group sets up a blog on which they regularly post updates on thoughts,
ideas and progression. They also tweet using a course hashtag (#chikul13) and
comment on each other’s blogs. All blogs are deployed on the Wordpress1 plat-
form. This allows us to easily track student activity through the use of RSS

1 http://developer.wordpress.com/docs/api/

http://developer.wordpress.com/docs/api/
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feeds and the availability of their usernames for all comments. Interaction with
teacher and assistants outside the classroom also happens through Twitter and
comments on their blogs. Using these platforms, we create an open course that
is accessible by everyone, promoting interaction with external parties and giving
the tasks a value also outside of the course.

3.2 Architecture

Our system (see Figure 1) consists of trackers, the Activity Stream, the Badge
Rewarding System, Navi and the Data Store.

Fig. 1. System architecture

• The trackers aggregate the RSS feeds of the students’ Wordpress blog posts
and comments and the Twitter2 activity related to the course hashtag.

• The activity stream (see section 3.3) visualises these streams of informa-
tion and relies on the TiNYARM software. The Badge Rewarding System
contains and applies the rules that define who will be awarded a badge (ex-
plained in Section 3.4).

• Navi (see section 3.4) visualises the badge information and follows the
Mozilla Open Badges Infrastructure[12], creating interoperable badges that
the students can share across different social networks.

• The Data Store is the glue between these applications as it stores the infor-
mation streams and exposes them through a RESTful web service.

These applications work independently and run on Google App Engine3. The
Data Store is hosted on a server running Apache Tomcat4 and PostgreSQL5.

2 https://dev.twitter.com/docs/api
3 https://appengine.google.com
4 http://tomcat.apache.org/
5 http://www.postgresql.org/

https://dev.twitter.com/docs/api
https://appengine.google.com
http://tomcat.apache.org/
http://www.postgresql.org/
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3.3 Activity Stream

Following the activities in the course with a fragmented set of tools can easily
become a time consuming and disorienting task. With this in mind, we have
deployed a web application to provide a quick and easy way to get an overview of
the course activities. The Activity Stream (AS) receives output from the different
applications and presents it to the students as an social awareness stream[27].
The AS (see Figure 2) shows the tweets, blog posts, comments, bookmarks, and
badges of each student. These activities are composed of 4 elements: authorship,
action, artefact, and date; providing answers to the questions of: Who is doing
what?, What are they doing?, and When did that event happen?. The students
therefor get a general overview of the course, filtered streams of activities based
on the applications used, and an activity profile of their classmates. These views
allow students to quickly get a complete summary of what is happening in the
course. The different streams are also available through RSS feeds to provide
another way to consume this information.

Fig. 2. Activity Stream main screen. It can be visited at http://chi13course.
appspot.com/

The AS is an aggregator or mash-up of activities, same as any RSS reader
or TweetDeck6. The course activities are pushed to the application by different
trackers following the Activity Stream specification 7 and structured as: Actor
|verb |(Object). For example, jlsantoso |has tweeted |’Can u fill this survey...’.
Other examples are available in Figure 2.

3.4 Navi

During the course, students are rewarded for their activity and achievements
through the means of badges. These badges can shed light on their progression

6 http://tweetdeck.com/
7 http://activitystrea.ms/

http://tweetdeck.com/
http://activitystrea.ms/
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and that of the class. To design these badges, we start from the idea of what we
want to promote, namely: activity, quality and results.

Evident choices for activity are the amount of entries posted on Twitter and
Wordpress, resulting in, for example, badges rewarding 5, 10 or 15 tweets posted.
Quality can be indirectly linked to the external activity on a student’s activity.
For instance, a blog post with many comments by external parties or ”retweets”
in Twitter can be a good indicator, hence we design badges rewarding the acquir-
ing of 5, 10 or 15 comments on one’s blogpost. Results are related to milestones
so students can be rewarded for completing certain activities such as finishing
an assignment. Thus, we award badges for the completion of a development
iteration in the course.

To keep the students actively engaged during the entire duration of the course,
most badges are awarded biweekly. There are badges that are awarded instantly
(i.e. a student that tweets 5 times receives a badge), other badges are awarded at
the end of the 2 week period (i.e. the most active student in class). A few badges
can only be achieved once in the course (i.e. development iteration 1 completed).
To reward team effort, some badges can only be earned as a team. Keeping
track of and commenting on every blog post is more feasible as a team and
is rewarded with an appropriate team badge. While generally badges represent
positive activities, we designed a couple of negative badges that students should
not wish to receive, such as the badge for ’no comment‘ activity.

To visualise this information, the dashboard application Navi was developed
giving the students an overview of the badges that have been awarded by the
badge system. This application has been developed in Java and Javascript, using
D3.js8 and is deployed on Google App Engine.

Fig. 3. Navi Personal Badge Dashboard: achieved badges are coloured. The number
next to the badges indicates the class’s progression for the badge. It can be visited at
http://navi-hci.appspot.com/

8 http://d3js.org/

http://d3js.org/
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Fig. 4. Navi Class Progression: Each line represents class progression for a specific
badge. The circle indicates when the student achieved the specific badge.

At the start of the course, we present the students a list of all achievable
badges. Every definition of a badge is set up as follows:

• a badge icon with an easily identifiable image related to the meaning of the
badge

• a color coding for categorizing the badge by type
• a bronze/silver/gold medal for badges indicates different steps of achieve-
ments

• a textual description on how this badge can be achieved.

This list is available in Navi and helps students understand what activities and
results are required to complete the course.

Figure 3 illustrates Navi’s Personal Dashboard which contains the achieved
and remaining badges of one student. To support a better group awareness, Navi
displays the total number of awarded badges next to each badge. Hovering the
mouse over a badge displays the names of the students who have acquired this
badge. Students can also compare their own progress with that of their peers.

Drilling down on badges in Navi’s Personal Dashboard, the student obtains
Navi’s Class Progression view, a visualisation of the awarded badges over time.
An example of this view is shown in figure 4 for student A where the X-axis
represents time and the Y-axis the number of students that have been rewarded
the badge. Each line thus represents the class progression for a specific badge.
The circle indicates when student A was awarded this badge. With these views,
Navi invites the students to reflect on their individual progress by giving them
a tool to be aware of their activities, but also of that of their fellow students.

Navi’s Personal Dashboards are also available to teachers, providing them
with an immediate overview of the class progression. The dashboards can help
teachers figure out what activities the class or even specific students are strug-
gling with.
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4 Evaluation

4.1 Evaluation Setup, Data and Demographics

We carried out a detailed online 5-point Likert scales questionnaire four weeks
into the course. This survey was not anonymised: we informed the users that
their name was required to find possible correlations with their activity within
the community for research purposes. In the questionnaire, we analysed four
aspects, in order to obtain a broad view:

• Frequency of use. How frequently students visit the applications and why
(see marker 1 at figure 5, the colors are defined in the legends below the
boxplots). The results are discussed in Section 4.2.

• usability of the activity stream and Navi (see marker 2 at figure 5). In addi-
tion we use the SUS questionnaire[28]. SUS scores and results are discussed
in Section 4.3.

• usefulness and how they perceive that Navi and the activity stream are
helping them (see marker 3 at figure 5). The results are discussed in Section
4.4.

• perceived usefulness of the badges (The results are not visualised but they
are discussed in Section 4.5).

A week later, we performed a second evaluation to gather additional infor-
mation regarding usefulness and usability that was not clear in the first survey.
This second evaluation relies on open questions and is anonymous.

Furthermore, we track the use of the wiki, the activity stream and Navi with
Google Analytics9. This data together with the individual activity within the
community (comments and tweets) are visualised in figure 6. The linechart helps
us to find usage patterns.

These two additional sources are referenced along the sections 4.2, 4.3 and 4.4
in order to enrich the discussion.

21 students out of 26 replied to the online survey. They are between 20 and 25
years old. 20 out of 21 were males and only one female student replied to the sur-
vey. All participants are master students. 24 out of the 26 students participated
in the second survey.

4.2 Frequency of Use

Google Analytics. The activity stream, Navi and wiki are all actively used
(see Figure 6). Navi is the most actively used application based on figure 6.
Moreover, the activity stream and wiki page views are aligned. Activity peaks
correspond to the face-to-face sessions with the teachers.

Information about the Course. The survey results show that our students
prefer the wiki, the url of the blogs and following the twitter hashtag for getting

9 http://www.google.com/analytics/

http://www.google.com/analytics/
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Fig. 5. Boxplots of the results gathered from the survey

Fig. 6. Wiki, Activity Stream, Navi Google Analytics data and the student activity
(tweets+comments). The letters correspond to the first letter of the week day.
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information about the course (see marker 1 at figure 5: all of these have an aver-
age Likert score mean of 4). The activity stream is visited less (Likert score mean
is 3). However it is used more than the RSS feeds which are almost not consumed
(Likert score mean is 1). Based on Figure 6, we expected better results regarding
the activity stream that was designed as a central point of information. More
insights from the second evaluation from a usefulness perception are discussed
in section 4.4.

Gaining Insight about their Own Activity and Peers Activity. Figure 5
(second and third row at marker 1) point out that Navi and the activity stream
were rarely used (Likert score mean are 2 and 3) in order to gain some insight
about their own or fellow students activity. Nevertheless, we highlight that the
student distribution is slightly more positive when it concerns to individual activ-
ity. Based on Figure 6, we expected better results regarding the activity stream
and Navi because both tools have a profile view. Whilst these results may point
out that students do not perceive both tools for reflection purposes, the second
evaluation provided more insights about perceived usefulness of the tools and
they are further discussed in section 4.4.

4.3 Usability

SUS Scores. We analysed usability through SUS scores[28]: the results are
a total score of 70 and 65 for the activity stream and the badge dashboards
respectively. These results are below what is considered good usability.

Functionalities of the Activity Stream. First row in marker 2 at figure 5
shows that all the activity streams are considered quite neutral.

Regarding the activity stream, 15 out of 26 students highlighted that this pro-
vides an easy overview of all activity and avoids that they have to go through
all the blogs. On the other hand, 10 out of 26 students reported an informa-
tion overload problem with expressions such as ’Sometimes feels a bit cluttered‘.
However, four of them state that the filters were useful to avoid this problem.
In addition, 3 students proposed additional filters such as filtering per groups of
students and filtering per time periods of the course.

15 students highlighted the main functionality of the activity stream compared
with only 10 in the case of the dashboard. These results are reflected neither
in the survey results or the use of the activity stream. Notifications triggered
students to visit Navi, in the same way, this extra feature could improve the
perceived usefulness of the activity stream. Moreover, we need to further research
alternatives to deal with the information overload issue reported by the students
and additional features to increase the perceived usefulness results.

Functionalities of Navi. Second row in marker 2 at figure 5 shows that
’Overview of all badges‘ is considered important (Likert score mean of 4), the
rest of functionalities are quite neutral (Likert scores mean of 2 or 3).

Regarding Navi, 10 out of the 26 students who participated in the open
ended feedback of the second evaluation highlighted the personal overview of
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the badges. 8 students also highlighted comparison of the earned badges with
their peers. On the other hand, 3 students reported some problems regarding
the graph functionalities. They reported that it is difficult to draw conclusions
from the visualisations. 2 students reported that they only accessed the badge
dashboard when they got a notification email that they earned a badge. 2 other
students report that there are too many badges and that this makes it difficult
to be fully aware of the ones they can earn. 9 students reported that they did not
know the functionality of sharing their badges through Mozilla Open Badges.

Based on the quantity and quality results, we conclude that the ’Overview of
all badges‘ is the most important functionality, although the ability to compare
their achievements with their peers is also used. Addressing the graph usability
issues reported by the students, students may use Navi more frequently in order
to be informed about their own activity and their peers (section 4.2). Moreover
the badges notification trigger some of them to visit Navi. This notification
system can also be used to reinforce the use of the graphs or other new features
in Navi and the activity stream.

4.4 Perceived Usefulness

Motivation. Whereas first column in marker 3 at figure 5 shows that the stu-
dents consider badges motivating (Likert scale average of 4), they do not have
same opinion about the activity stream (Likert scale mean of 3). This results
are somehow logic since the activity stream is designed to increase the learner
awareness and not motivation. However, it is also useful to see clearly the differ-
ent scores between both applications in order to see how the perception changes
regarding a tool designed to motivate and the other that was not designed with
this goal.

Motivating Activity. Columns 2, 3 and 4 in marker 3 in figure 5 show that
students believe that badges motivate reading other blogs, writing comments and
tweets, whereas the activity stream only promotes reading other blogs (Likert
scale mean of 4). However, we also know from earlier research that the activity
stream may help them to decide what to read next [8].

How they are Doing in the Course. Results are inconclusive regarding ei-
ther the activity stream or Navi helps them to understand how they are doing in
the course, although the student distribution is slightly more positive in Navi’s
boxplot. We expected better results since badges are designed in order to indi-
cate their progress. Further research is required in this area. Badges are further
discussed in section 4.5.

Earlier Research. In earlier research[2], we evaluated StepUp!, a dashboard
that displays the raw data of the community in a big table overview with the
same questions discussed in this section. The obtained results were similar to
the activity stream regarding motivation but similar to Navi regarding the other
questions.

All three apps require tracking of student activity, they make the data public
and they get the same result regarding promoting reading of blogs. Therefore
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increasing the student awareness of the activity within the community may pro-
mote the curiosity of the students to read what others are doing.

Whereas Navi and StepUp! aggregate the activity per actions such as com-
ments and tweets in badges or simple numbers, the activity stream displays
uniquely the individual actions. Therefore, the aggregation of the data may pro-
mote actions such as commenting or tweeting.

Navi uses badges in order to give the message to the user, whilst StepUp! relies
the whole cognitive effort on the users who have to process the information and
draw conclusions by themselves. Badges may provide this motivational element
to the students.

Open Feedback in Second Evaluation. In the second evaluation, 4 out of
26 students also reported that the badge system was motivating and boosts
extra effort for the course, whereas one student wrote the opposite. This kind of
statement supports our previous analysis regarding motivation.

Regarding the activity stream, 3 out of 26 students highlighted that the cen-
tralisation of all the information was a nice feature for the course. 5 other stu-
dents also reported that it was a nice way ’to catch up with what others are doing‘
. This feedback also supports the conclusions of section 4.3. However we should
explore the implementation of new features in order to improve the perceived
usefulness such as a notification system as Navi has.

4.5 Perceived Usefulness of the Badges

We asked students to score 18 badges following a likert scale from not at all
important to extremely important.

Summarising the results, they surprisingly consider among the most important
badges those badges which have a negative connotation. The rest of the badges
are ranked as we could expect. The most important ones are those who promote
to achieve learning outcomes, afterwards those who want to improve the quality
and finally those who want to promote quantity. Moreover, they consider group
badges more important than individual badges, except for the negative ones that
are in the top.

In the second evaluation, 2 students reported that there were many badges.
However, we expect that badges increase their curiosity in order to explore them
and to increase their learning motivation. Therefore, we do not consider it nec-
essary to reduce the number of badges as the system is motivating them.

5 Conclusion and Future Work

This paper reports on an experiment where we deployed a badge reward sys-
tem in order to increase learner motivation and activity stream to raise learner
awareness about contributions within the learning community.

Comparing the results of three different tools such as Navi, StepUp! and the
activity stream, we conclude that the mere fact of tracking student activity and
making it public through student activity such as activity streams, tabular and
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badge overviews may motivate activity such as reading. Social visualisations such
as StepUp! and Navi may trigger more explicit activity such as commenting and
tweeting. Moreover, badges motivates our students.

Whereas students reported that they did not really use the graph visualisa-
tions, they reported that they used Navi to compare their badges with others in
the second evaluation. Such comparison may trigger some reflection process. In
order to simplify this comparison process, we are going to explore others visuali-
sations and the use of tabletops and ambient displays in a classroom environment
to enhance such social comparison enabling several people to interact with the
visualisations at the same time and promoting social discourse.

Based on section 4.3, students did not add badges to their Mozilla Open
Badges Backpack. Further research is required in order to gain some insight
about what kind of badges students would like to share through such system.

Students also reported that the activity stream was a useful central point of
information, however they also reported that they used it rarely. We have seen
that notifications triggered visits on Navi. Email notifications may raise the use
of the activity stream and consequently the awareness of the activity.

This system will be integrated within the WeSPOT (included in the acknowl-
edgements) system in order to support inquiry learning and it is also open to be
tested in other testbeds.
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Abstract. Mobile devices are increasingly being used in lifelong learning. 
However, while older learners are active members of the lifelong learning 
system, little research has been aimed at understanding how m-learning can 
provide them with successful learning experiences. In this paper we address the 
question if m-learning can foster the acceptance and uptake of mobile 
technologies among a group of older people unfamiliar with ICT. Following a 
participatory design approach, 20 participants who were enrolled in a literature 
course created routes of geolocated questions about a fiction book they were 
reading and answered them in the real location using the QuesTInSitu 
application. Results indicate that their m-learning acceptance improved as their 
anxiety around use of technologies diminished. These findings question 
previous research in which use of mobile technologies tended to increase older 
users' anxiety and reduced their acceptance of technology. Participants 
described the experience as playful, enjoyable and useful. 

Keywords: M-learning, context-aware, lifelong learning, older learners. 

1 Introduction 

M-learning (mobile learning) and LBS (Location Based Systems) have mostly been 
used for supporting learning in formal educational contexts (primary, secondary and 
high school). In addition, the technologies enabling these systems, such as mobile 
devices and GPS (Global Positioning System), are increasingly being used in lifelong 
learning. However, there is a lack of research when it comes to understanding the 
relationship between older lifelong learners and m-learning. Sharples [1] posits that 
the use of mobile devices in lifelong learning is “an extended and holistic process of 
developing skills and understanding”, because mobile technology fosters innovative 
scenarios. Emerging technologies have to be those ones that provide more integration 
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of formal with informal learning, and those ones that support lifelong learning 
allowing students to access learning at times and places that are personalized and 
appropriate for them [2-3]. We claim that mobile devices and LBS are suitable tools 
to support lifelong learning activities also among older users.  

Context-aware m-learning activities are aimed at supporting learning in specific 
places, such as parks, the city, etc. The learner’s situation within a context-aware u-
learning environment (i) can be sensed, used to conduct an activity, and to offer 
adaptive supports; (ii) provides supports in the right way, right place, and at the right 
time; (iii) enables seamless learning within a predefined area; and (iv) is able to adapt 
the subject content to meet the functions of various mobile devices [4]. Time and 
location may be the most important and fundamental parameters for recognizing and 
describing a learner’s context [5]. Sharples indicates that situated activities involve 
learners’ reflection, and as a consequence learners have to integrate the current 
experience with previous knowledge and to construct new interpretations. 
Accordingly, the technology to support these activities should be mobile, draw on 
information provided by location-based sensors and related to the learner’s situation 
with the learning task at hand [1]. 

This paper addresses the relationship between context-aware m-learning and older 
people (60+), which appears to be an innovative and relevant scenario. Previous 
research has mostly focused on evaluating the benefits of geolocation technologies 
and mobile devices to support healthy ageing and independent living [6-8], two key 
aspects in an ever-growing ageing population. In this paper we aim to understand if 
m-learning activities can foster the acceptance and uptake of mobile technologies 
among a group of older people who are not interested in ICT. How should context-
aware m-learning be deployed to provide fruitful outcomes for older learners who are 
not familiar with ICT? Within this central research question, we aim to explore 1) if 
m-learning in situ can foster the acceptance of mobile technologies among older 
people initially not interested in ICT 2) which strategies and combinations of tools 
can provide an engaging m-learning in situ experience.  

This project builds on previous research where QuesTInSitu (an app to assess 
learning in situ) proved to successfully enable fruitful experiences among young 
students in formal learning scenarios [15]. We addressed these questions in an 
experiment conducted with older people recruited from an adult school that offers a 
variety of free courses supporting lifelong learning, following a co-design approach. 
During the study, participants worked with the researchers and used mobile devices 
and LBS with the aim of co-designing an m-learning activity related with their 
literature course.  

The goals were to design and realize an m-learning in situ activity that consisted of 
a route of geolocated questions based on the facts occurred in a novel that they had 
previously read in a dialogic literary gathering offered by the adult school. 
Subsequently, the group of learners completed the route in situ by answering the 
questions created by their colleagues, knowing their position, score and feedback in 
situ and in real time using smartphones. The dialogic methodology empowers all the 
participants to have the same rights in decision making, collaboration and co-design. 
These methods are in line with the statement of [1] who claims that lifelong learning 
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should be primarily collaborative rather than competitive, and should emphasize the 
role of the learners as designers of their own learning activities. We propose that 
adopting a co-design approach to create and perform the context-aware m-learning 
activity enhanced the m-learning acceptance among our participants and reduced their 
anxiety towards emerging and unfamiliar technologies. In the following sections, we 
present the experiment and provide details about the educational activity, the 
methodology applied. The evaluation and results of the experiment are described. 
Finally we discuss the main conclusions of the study. 

2 Related Work 

2.1 Older People and Geo-positioning Systems 

Previous works exploring the use of geo-positioning systems by older people have 
mainly focused on e-health applications. For example, Boulos et al. [8], present a 
number of projects in which tracking systems are used to support older people with 
special needs. Many of these systems combine the use of wearable health sensors and 
GPS embedded in mobile phones to report geographical position and health 
information to the corresponding professionals.  

The use of GPS in leisure, social and learning scenarios has largely been 
overlooked in HCI research with older people, despite the growing awareness of the 
importance to promote active, besides healthy, aging [9]. The potential of geo-
positioning technologies to support social interactions has been studied by Righi et al. 
[10] whose initial results revealed a set of potential scenarios for use of geo-
positioning technologies, in which sociability, informal and non-utilitarian 
interactions were proven to be key elements. The use of location-based technologies 
in leisure settings by older people has also been explored by O’Neil et al. [11], who 
investigated older people’s experience with a location-based mobile multimedia 
system in a rural nature reserve. Participants reported to be enthusiastic about such 
technologies but claimed that the system should provide them with richer interactions 
and contents.   

These studies suggest that the use of geo-positioning technologies during an 
informal m-learning activity is a scenario worth exploring, especially through an 
approach in which older people take an active role in the design of the activity’s 
contents. 

2.2 Technology Acceptance and Older People 

Previous research has indicated that technology can be a source of stress among older 
users. However, if correctly introduced, it can be perceived as useful for improving 
their physical and mental health [12]. Nycyk & Redsell claim that: “the effective 
delivery of computer training to older adults is still a problem. They can feel stressed 
as their family and peers use technology that they cannot, and they feel bewildered 
when attempting formal computer training that teaches at a fast pace”. 
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An experiment done by Shapira et al. [3] showed that ICT contributes 
to older adults’ well-being and sense of empowerment by affecting their interpersonal 
interactions, promoting their cognitive functioning and contributing to their 
experience of control and independence. We have used the study done by Wang et al. 
[13] as a main reference for our study. These authors highlighted the need to research 
the factors related to user intention to use m-learning. Their study was based on the 
unified theory of acceptance and use of technology (UTAUT) [14], which integrates 
elements across eight models of information technology use. They adapted the 
UTAUT model and proposed their own research model in order to understand the 
determinants of m-learning acceptance and to discover if there exist age or gender 
differences in such acceptance.  After conducting an experiment with 330 
participants, they concluded that performance expectancy, effort expectancy, social 
influence, perceived playfulness, and self-management of learning were all significant 
determinants of behavioral intention to use m-learning. In addition, age differences 
moderate the effects of effort expectancy and social influence on m-learning use 
intention, and gender differences moderate the effects of social influence, and self-
management of learning on m-learning use intention. The determinants factors 
proposed by Wang et al. in their model have been considered in this study to 
understand the m-learning acceptance of older people. 

2.3 QuesTInSitu: An m-learning App for Assessment in Situ 

QuesTInSitu is a web-based and mobile app designed and built to support assessment 
in situ activities based on tests [15]. On the one hand, authors can use this system to 
create their own routes of geolocated questions; on the other hand learners can answer 
the questions, receive feedback and score in situ by using a smartphone and sharing 
their position. The aim of QuesTInSitu is to study the application of handheld devices 
to open up possibilities for creating more appropriate context-aware activities for 
lifelong learning. Our view is that new assessment types can be integrated within 
learning in ways that motivate students and support their learning.  

Various experiments in real formal educational contexts (with secondary and 
university teachers and students) were analyzed to understand the benefits and 
limitations of using QuesTInSitu for doing assessment in situ activities. The results of 
the scenarios show how QuesTInSitu is useful for giving support in situ during the 
realization of an assessment in situ activity. The strategy of providing questions, 
feedback and score in real time and in situ is an essential aspect that helps students to 
better understand the content of the questions of the test-route [15-16].  

In this study we use QuesTInSitu as an enabler of an innovative in situ learning 
scenario where older learners co-designed, and conducted a context-aware m-learning 
activity that was meaningful for them. 

3 Description of the Experiment 

We draw on the study proposed in [13] to understand how performance and effort 
expectancy, and playfulness affect the participants’ m-learning acceptance. We carried 
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out an m-learning activity to engage the older learners (who reported not to be 
particularly interested in using ICT) in the design of a context-aware m-learning 
activity by creating a route of questions about a book they had chosen and read.  

In the following sections we describe the activity, its design process and the data 
gathering methods for the evaluation.   

3.1 Educational Context 

We have conducted the study in an adult educational center1 that promotes social 
inclusion of adults through lifelong learning. The center applies an adaptation of the 
dialogic learning methodology in their courses [17]. This means that all participants’ 
opinions have the same value and are discussed by the group. The participants who 
took part in the study were all enrolled in a  Catalan literature course. There is no 
teacher or instructor in the course but rather a participant who volunteers to organize 
the discussion. The book “La plaça del diamant” by Merçè Rodoreda was chosen 
because its story takes place in a district of Barcelona, the city where the lifelong 
learning centre is located, and because the participants were very interested in this 
novel. 

3.2 Description of the m-learning Activity, its Design and Implementation 
Process 

After the participants read the book and/or watched the film adaptation, we asked 
them to come up with questions about specific facts in the story that were related to 
areas of the district of Gràcia in Barcelona. The questions were defined by the 20 
participants in two workshops, which we summarize below. After the co-design of the 
activity, 11 participants (divided in two groups) participated in the m-learning activity 
in situ by interacting with smartphones. Finally, in a session with the whole group, we 
shared a last discussion in order to gather opinions with regards to their personal 
experience during all the process.  

Co-design Workshops 

The two workshops (1h 30 min each workshop) held during the same month, aimed at 
defining the route of geolocated questions related to the selected book. We asked 
them to voluntarily form two different groups (A, B). During the first workshop the 
participants in one group had to create questions that would be answered by the 
participants of the other group during the activity in situ. The criterion for selecting 
the questions was how related they were to a specific physical space: the real position 
should give the participants a clue to answer the questions. It is important to mention 
that during this first workshop we did not introduce the use of mobile devices but 
rather handed paper maps to the participants for them to explore the location of the in 
situ activity and to facilitate the brainstorming of questions. 

                                                           
1 http://www.edaverneda.org/edaverneda/en 
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During the second workshop, participants had to select 10 questions from those 
proposed in the previous workshop, and create a route by positioning the questions on 
a specific location on a map. In this case, we provided Apple iPads and Google Maps 
to re-explore the area of the district selected and find the most suitable locations for 
the questions. We then uploaded the routes to QuesTInSitu.  

Activity In-situ 

Participants and researchers went to the district of Gràcia in Barcelona. Group A 
explored and answered the route designed by Group B, and vice versa. Only one 
mobile phone was assigned to each group because participants refused to carry 
smartphones individually arguing that they wanted to discuss the questions 
collaboratively with their team mates. Furthermore, the majority of them reported 
being afraid of using the devices. Participants had 1h 30 min to plan the best strategy 
for completing the route, and answering the questions in the correct locations. At the 
end of the activity a questionnaire was administered and their opinions about the 
experience were gathered in informal conversations.  

Debriefing  

A 1h debriefing session was conducted one week after the activity in situ took place. 
In this occasion the data gathered and analyzed were presented and discussed with all 
the participants of the literature course. Additional comments from participants were 
also gathered.  

Fig. 1 shows the participants during the different phases of the activity (workshop 
1 and 2, and the activity in situ). 

 

 

Fig. 1. (a) Using the paper maps during workshop 1; (b) Interacting with Google Maps and 
iPads during workshop 2; (c) Activity in situ with smartphones 

3.3 Participants 

A total of 20 older learners participated in the co-design of the activity and debriefing 
session, and 11 of them did the activity in situ with smartphones. The rest of the 
participants did not join the activity in situ due to mobility/accessibility problems and 
personal reasons. The average age of the participants was 65 years old. This group 
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was selected as significant because only 1 of the participants had previous experience 
with mobile technologies; accomplishing the required condition (i.e. older lifelong 
learners without ICT experience) to understand if the co-design and participation in 
m-learning activities fostered the participants’ mobile acceptance. 

3.4 Data Gathering Methods 

We adopted a qualitative approach, combining participatory observations and 
conversations with participants while they were engaging in the activities described 
above. Three researchers participated in the co-design workshops and debriefing 
session, and four researchers (two for each group – A, B) participated in the activity 
in situ. During and immediately after the activity the researchers took note of their 
observations and conversations with participants. Additionally, all the activities were 
video recorded to further support first-hand observations. A questionnaire was 
distributed at the end of the activity in-situ. The questionnaire, which contained open 
and closed questions, was aimed to catch positive and negative aspects of the activity 
and participants’ attitudes towards the devices during the activity. However, the 
questionnaire resulted not to be effective with our participants. In fact, most of them 
left the open questions unanswered (preferring to comment their experience in face-
to-face conversations instead) and answered only a few closed questions. For this 
reason, in section 4, we do not report extensively on the results of questionnaires. 
Table 1 summarizes the main data methods adopted in each activity. 

Table 1. Data collection techniques 

Activity Type of data Labels 

Co-design 
workshops 

Videos during the workshops (workshop1 and workshop 2). 
Fieldnotes of 3 researchers’ observations and conversations with 
participants during the activity 

[V-ws] 
[fieldnote] 

Activity-in-situ Videos during the QuesTInSitu route. 
Fieldnotes of 4 researchers’ observations and conversations with 
participants during the activity 
Questionnaire post activity  

[V-gracia] 
[fieldnote] 
 
[Q] 

Debriefing Fieldnotes of 3 researchers’ observations and conversations with 
participants 

[fieldnote] 

3.5 Data Analysis Methods 

Three researchers have analyzed the entire body of fieldnotes and participants’ 
answers to open questions of the questionnaire by using thematic analysis [25]. This 
consisted in extracting the main themes from the data corpus. Themes emerging from 
the analysis have been discussed by the three researchers until reaching consensus. 
We identify three themes: i) Progressive engagement with device, ii) Meaningfulness 
of the activity,  iii) Collaborative involvement. Quantitative data extracted from the 
questionnaires and the videos, have been used to further validate the analysis.  
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4 Results 

In this section we present the partial results collected from the data gathering during 
the three phases of the experiment. The results are presented according to the three 
themes emerged from the analysis. The main results of each theme have been codified 
using a code. These codes are used in the discussion section to support the 
corresponding proposed implications. 

4.1 Progressive Engagement with the Technology - [PET] 

We observed that most of the participants initially refused to interact with the 
devices (i.e. mobiles phone in the activity in-situ, iPad in the co-design workshop) 
suggesting that their performance and effort expectancy was negative [PETr1]. 
This behavior waned as the activities progressed. The following conversation with 
one participant during the second co-design workshop shows the hesitance of the 
participant towards using GoogleMap on the iPad to choose the place where to locate 
the questions:  (Participant): “Do we have to use “it”?(talking about the iPad).” 
(Researcher): As you want, this is not mandatory.  (Participant): “oh my god!  I don’t 
want to use this thing. (Talking to other participant) You have to use it!” Although 
that participant never really used the iPad during the activity, a few moments later she 
asked the researcher to find the street she was looking for and gave instructions about 
where to move on the digital map. When the mobile devices were entering in the 
activity in a natural way, participants were no longer disturbed by their presence 
[PETr2]. It is important to note that in the first workshop the activity was explained 
and participants did not use any technological device to prepare the route of 
questions. It was during the second workshop when we included the use of iPads. The 
observations during the second workshop show this change in technology 
acceptance:“Participants quickly loose interest in the paper maps and prefer to just 
talk about the book and the questions interacting with the iPads (comparing this 
behavior to that in workshop two we can see a difference: iPads seem to be more 
motivating since users interacted significantly more with them and applied gestures 
such as swipe, zoom, drag, etc.)” [V-ws]. Participant’s comment supports the 
previous observation. For example: “The iPads enabled us to have a clear view of the 
place, it seemed like we really were at the place!”[q-user4]. As the following 
observation indicates participant’ acceptance towards the device increased during the 
activity: “About halfway through the experience they (participants) relate in a very 
familiar and comfortable way with the device. They don't seem to be scared of it as 
they were in the beginning” [V-gracia]. Participants´ increased confidence (self-
management of learning) with the mobile device is also supported by the fact that at 
the beginning of the in-situ activity only 3 out of 11 participants offered to carry the 
smartphone, while after the activity 9 out of 11 participants said that they were willing 
to carry the device if the activity was repeated. These observations suggest that users 
were so engaged in the activity that they started to interact with the technology 
“naturally”. 
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In a similar way, at the beginning of the activity in situ, only a few participants 
accepted to carry the smartphone. Most of them had never used the device before but 
saw it or heard about it from family members (e.g. one participant commented that 
her husband had a smartphone and that he used it for many things, including 
visualizing maps), showing how social influence is an important factor that has to 
be considered when engaging older learners in m-learning [PETr3], see also [17].  

4.2 Meaningfulness of the Activities Supported by ICT - [MSI] 

The results suggest that their increased acceptance of the technology was directly 
related with their strong emotional involvement in the activity perceiving it as a 
playful educational experience [MSIr1]. Engagement was observed during the in-
situ activity, especially when they discovered that the answers to the questions were 
correct. Participants displayed different body gestures in those situations: they 
jumped, they smiled and increased the volume of their voices. In two occasions the 
participants were so excited to cross the street to answer a question geolocated on the 
other side of the road that they did not acknowledge that the traffic light was still 
green for the cars. This observation shows the positive acceptance of the m-learning 
activity: “There was a strong emotional involvement during the activity, and 
especially when they knew that the answers to the questions were correct. Different 
body gestures were displayed during that moment: they jumped on one leg, they 
smiled and they increased the volume of their voices. They were so immersed into the 
activity that once they forgot about the cars traffic and two of them were about to 
cross the street in a very dangerous way” [fieldnote]. The fact that the participants 
were interested in the book used for the learning activity fostered their engagement: 
during the in-situ activity, they chatted about the book and fantasized about the 
buildings in which the book´s characters might have lived. Also, when participants 
missed the correct answer of a question they continued discussing it while walking 
towards the next one. Participants punctuated with an average score of 4,72/6 the 
usefulness of the activity in situ to better understand the book [q-all_users]. 

For the participants, the appearance of questions in situ was very useful and a 
confirmation that they were located in the correct position. The use of prompts 
(questions and feedback in situ and in real time) and location information (e.g. 
points in a map) engages the participants to observe the physical space, improves 
their knowledge about the district visited and the association of the real world 
with the questions augments their point of view about the novel [MSIr2]. 
Participants’ comments and observations support the previous statements: “The fact 
that when arriving at the indicated place a question would pop up was very 
ingenious” [q-user4]; “It wouldn’t be better to do it on paper. We saw with our own 
eyes the streets where the characters of the book lived, where the author developed 
the work.” [q-user1]; “On the phone we could clearly see those streets that guided 
you to arrive where you wanted to go” [q-user4]; “It was very interesting because the 
device allowed you to know where you are at all times” [q-user9]. Participants 
punctuated with an average score of 5,81/6 the usefulness of the activity in situ to 
know more about the district visited [q-all_users]. The behavior observed during the 
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activity in situ indicates that including paper maps is useful to unite the group and 
improve the collaboration with the person in charge of the smartphone: “The printed 
map was frequently accessed by more than one participant at a time, while the use of 
mobile devices was more individual” [fieldnote]. 

The participants reported that the context-aware m-learning activity allowed 
them to deepen their understanding of the story, and have a more realistic view of 
the scene [MSIr3]. In addition, using QuesTInSitu in a real-life context allowed them 
to improve their knowledge about the visited area, which might have not happened if 
they had only read the book, “It wouldn’t be better to do it on paper. We saw with our 
own eyes the streets where the characters of the book lived, where the author 
developed the work.” [q-user1].  The following partial results confirm the previous 
statement: participants valued with an average of 5,7/6 the functionality of seeing 
their positions and questions over the digital map. The use of paper map was 
punctuated with 5,3/6 points [q-all_users]. These results show that the activity in situ 
improved their learning because they could put in practice their knowledge in a 
realistic, situated way. 

As participants indicated, QuesTInSitu enables them to know their current position 
and find the nearest questions but the paper-map was a useful complementary 
instrument to have a global view of the district that they had to explore [MSIr4]. 
Observations and comments support the previous results: “One user realizes that the 
group of dolls on the screen changes according to the geo-positioning of the group: 
‘The dolls change position according to our movement!’. She is surprised and 
excited.” [fieldnote]; “The map (QuesTInSitu map) indicates correctly our situation, 
it can even be zoomed for a better view” [q-user1]. We observe how LBS can be 
combined with traditional paper maps because participants use these instruments to 
solve different problems during the exploratory task (e.g. the paper map provided a 
global view of the area, which is difficult to have in the small screen of a mobile 
phone. The map on the mobile phone facilitated the recognition of their position and 
allowed zooming functions). 

4.3 Collaborative Involvement – [CI] 

Regarding the collaborative aspects of the activity, it is worth noting that, as it has 
been previously indicated, participants worked in groups during the co-design and 
enactment of the activity. In the design stages, the collaboration between members of 
the same group is used to (1) understand the use of the technology employed; and (2) 
discuss the most adequate route and questions in relation to the book. Collaborative 
involvement in the co-design of the context-aware m-learning activity 
encouraged participants’ engagement and fostered participants’ acceptance of 
m-learning and LBS [CIr1]. This was due to the fact that all the participants had the 
same opportunity to share their ideas with their peers, and contribute to the design of 
the activity. All the participants agreed that doing the activity collaboratively in 
groups was one of the most positive aspects of the experience. In the in situ phase, the 
group’s strategy was to have a mobile-leader and collaboratively find the locations 
and discuss the questions to answer correctly. The following participant’ comments 
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and observations support these statements: “Among us all we selected the correct 
answer and shouted of joy when the response was positive” [q-user2]. The 
engagement of participants in the co-design process is well expressed by the 
following comment made by one participant during the debriefing session: “the 
activity in situ is not the only thing we have to remember! We worked a lot to create 
this successful activity! Thinking the questions and locations, designing the routes… 
we put a lot of effort but also enjoyed a lot” [fieldnote].  

When participants become familiar with the m-learning activity, especially 
working in teams collaboratively, their outcome expectations–performance and self-
efficacy improves and their anxiety is reduced [CIr2], “Together we found the 
correct answer, and then we shouted of joy when it was correct” [q-user2]. 

In addition, QuesTInSitu engaged participants and promoted discussions during the 
activity: “When participants miss the correct answer of a question they continue 
discussing it while walking towards the next one.” [v-gracia]. This behavior shows 
that despite the fact that only one person in each group carried the smartphone, 
all the members of the team were engaged in the activity and collaborated in the 
tasks [CIr3].  

5 Discussion  

The aim of this section is to summarize and highlight the implications derived from 
co-designing a context-aware m-learning activity with older learners to improve their 
m-learning acceptance. We use the three categories described in the previous section 
in order to facilitate the organization of implications and main results (using the code 
references of section 4). 

5.1 Progressive Engagement with the Technology 

When an emerging technology is used with a group of older learners, it is important to 
take into account that at the beginning some of them might be scared or uninterested 
because they have never used it before [PETr1], a similar behavior has been studied 
with the use of computers and older learners [18]. For this reason, a good start is to 
ask participants to explain how their social environment (e.g. partners, children, 
grandsons) use mobile devices [PETr3]. 

As we have observed, a good strategy for designing adequate m-learning activities 
for older participants is to encourage a collaborative and participative approach 
throughout the process (conception, development of materials, enactment) [CIr1, 
CIr2]. The design of the activity was structured in various stages (see section 2) and 
the participants had to work collaboratively in groups. The analysis of the results 
shows that this design helps older learners to understand how and why the technology 
is employed to perform an m-learning activity, and the organization in phases 
(workshop 1 and 2) reinforced the involvement of the participants in the creation of 
the routes and geolocated questions [PETr2]. In addition, the involvement of the 
participants in all the discussions and presentation of results helps them to understand 
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the value of the technology. These data suggest that a traditional, individual 
experiment, or an evaluation session with m-learning technologies where older people 
have not been given the opportunity to use them to create learning materials 
collaboratively, might not be the best approach for providing them with positive and 
meaningful lifelong-learning experiences.  

5.2 Meaningfulness of the Activities Supported by ICT 

Previous works showed that usefulness is an important construct to understand the use 
of ICT by older people. Usefulness has been discussed within the context of mobile 
phone adoption, video content-generation and social network sites [19-21]. These 
studies showed that perceived (lack of) usefulness in the technology can encourage 
(hinder) the uptake of such technology among older people. In our study, although at 
the beginning the participants did not consider the technology intrinsically useful, 
they perceived the activity (ICT-supported) as meaningful. By the end of the 
experience, participants showed interest in using the device if a similar scenario was 
proposed [MSIr3]. This result suggests that, although older people might initially be 
uninterested in the technology [PETr1], using it in an activity which is meaningful 
for them can contribute to their acceptance creating a strong emotional involvement 
[MSIr1].  

Rosales et al. [22] argued that conducting meaningful activities with older people 
using unfinished versions of products can contribute to improving the product under 
development. Our study supports the result of Rosales et al., since it shows that 
engaging participants in meaningful activity can facilitate the co-design process. At 
the same time, findings indicate that co-design fostered engagement and motivations 
among the participants and contributed to add meaningfulness to the activity [CIr1]. 

On the other hand, the use of LBSs (e.g. QuesTInSitu) to perform a context-aware 
activity with older learners was perceived as beneficial because it allowed them to put 
in practice the knowledge acquired in the associated real context [MSIr2, MSIr3]. 
Interacting with geographical information helps participants reflect where the 
questions have to be located (according with the facts of the novel). Participants 
prefer to combine LBS and paper-maps to perform the in situ activity [MSIr4]. At the 
beginning of the in-situ activity, the paper map was often the center of attention and 
decision-making. However, as the activity unfolded, participants felt more 
comfortable with the mobile phone and progressively lost interest in the paper map 
[MSIr2]. As the partial results have demonstrated the combination of traditional 
resources (such as paper maps) with technology increased their confidence. 

Based on Wang et al. [13]  and Moon & Kim [23] definitions and according to the 
results described in the above sections, we can claim that older learners perceived the 
context-aware m-learning activity as playful [MSIr1]. These authors defined 
playfulness as a state of mind that includes three dimensions: the extent to which the 
individual (1) perceives that his or her attention is focused on the interaction with the 
m-learning; (2) is curious during the interaction; and (3) finds the interaction 
intrinsically enjoyable or interesting.  
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5.3 Collaborative Involvement 

The results showed that a collaborative involvement in a m-learning activity (co-
design workshops and in situ activity) contribute to increase engagement and 
motivation [CIr1]. This result partially confirms previous ethnographical research 
with older people [24], which showed that social aspects play a central role in their 
use of ICT. Furthermore, we observed that those individuals (who had some previous 
experience with ICT, though limited) acted as “ice breakers” for the rest of the group. 
Observing how a peer used the devices allowed the rest to be introduced to the 
technology progressively (if there weren’t any “ice breakers”, those who were not 
willing to carry the mobile phone would have felt forced to use it to start the activity) 
[CIr2].  

6 Conclusion and Future Work 

This paper presents a case study exploring how to involve older people who are not 
intrinsically motivated to learn by using mobile devices, in m-learning activities to 
foster their acceptance and uptake. 

The methodology employed in this study may represent a good practice of m-
learning for older users. Our participants thought that their performance and effort 
expectancy improved after doing the activity. Participants found m-learning useful 
and meaningful because it enabled them to accomplish learning activities putting in 
practice (in the real world) their knowledge by doing a playful activity. As discussed 
in the results, participants indicated that the use of mobile devices and LBS allowed 
them to augment the knowledge that they previously had about the book. For the 
design and creation of routes, participants preferred to use iPads to interact with 
Google Maps because it enabled them to have a more realistic view of the learning 
area. In addition, the QuesTInSitu route mediated by smartphones was a successful 
activity since participants were immersed finding questions, answering them in the 
correct place and completing the routes. Their attention was focused on answering the 
questions correctly, and when one of their answers was incorrect they discussed the 
other options. 

The scenario and findings discussed in this paper contribute to the limited existing 
body of knowledge around m-learning and older users. On the one hand, it supports 
that co-design is an adequate approach to enhance m-learning acceptance for older 
learners. On the other hand, results have shown that participants perceived LBS as 
useful instruments for learning in situ. The meaningfulness of the ICT-based activities 
in which older people are involved is a key aspect to foster their acceptance of mobile 
technologies. It is worth noting here that the replication of the same scenario with 
participants of different profile (e.g. different interests) would not necessarily result in 
an equally successful experience. In fact, the results suggest that ad-hoc activities 
should be designed according to the interests of the participants involved in it.  

We are currently working on the design and development of a platform that 
supports the learning and sharing of knowledge through games created by older 
people [22]. The platform embraces the concept of meaningful activities by allowing 
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users to create their own game. In the future we plan to further explore m-learning 
with older people through the use of the aforementioned platform to gain insights on 
which other scenarios can be used to improve the experience of older participants 
during a m-learning in situ activity. With further results, it will be possible to propose 
good practices for lifelong learning applying context-aware m-learning for older 
users. 
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Röntgenring 10, 97070 Würzburg, Germany
katja.adloff@stud-mail.uni-wuerzburg.de

3 Humance AG, Goebenstraße 10-12, 50672 Köln
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Abstract. Within the last few years mobile learning has become very
popular. Many projects and case studies explore its usefulness in the ed-
ucational sector, i.e. at schools and universities. Few, however, deal with
work place learning. LogiAssist is an educational assistance and learn-
ing platform for truck drivers. This paper first explores how eager truck
drivers are to engage in online learning and the usage of an assistance
system. This is juxtaposed with first results of the actual usage of Lo-
giAssist. In a second step, we explore how the system was used and how
the usage can be interpreted from a learning analytics point of view.

Keywords: mobile learning, contextual learning, self-regulated learn-
ing, assistance systems, learning analytics.

1 Introduction

With the widespread use of mobile devices, mobile learning has become a very
powerful approach for learning and teaching with a steadily growing market.
Nowadays, schools, universities, healthcare and other organisational systems
already benefit from mobile learning in a large number of scenarios (cf. [1–
4]). Mobile learning is especially interesting because the new devices used have
the potential to change the way users behave, the way users interact with each
other and their attitude towards learning [5]. The key to enable mobile learning
is its contextualisation: (1) the learning material is integrated in everyday life
situations; (2) clearly defined goals and objectives that reflect daily practice and
usage scenarios help learners to become and stay motivated; and (3) learning
bases on the interaction of learners [6]. Furthermore, mobile learning must not
only support a sound pedagogical concept but must also aim to satisfy the needs
of the respective target group [7].
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This paper focuses on truck drivers as the target group for mobile learning.
The presented insights have been obtained by applying LogiAssist in such sce-
narios. LogiAssist1 is a mobile assistance and learning platform for truck drivers
developed by a German consortium and funded by the NRW Bank in the Ziel 2
sponsorship program. Based on the aforementioned principles for mobile learn-
ing, LogiAssist is designed to assist German truck drivers in their daily work
while also providing suitable learning activities. Additionally, it helps them to
prepare for more demanding and prospective tasks, thereby supporting further
qualification. In order to meet the needs of the druck driver community, the ac-
ceptance and usage of an elaborated prototype have been evaluated with German
truck drivers from different trucking companies. Introducing a learning system
like LogiAssist requires a slightly different approach than when dealing with
university students as truck drivers are on average not a computer affine group.
LogiAssist is still under development, thus the first results provide indications
on how to improve the system further. Several aspects will be explored in this
paper: first, are truck drivers open-minded towards a comprehensive learning
and assistance platform? Second, can an assistance-oriented application be help-
ful and can it support truck drivers even though they do not make heavy use of
a dedicated learning platform? Third, can learning analytics methods be useful
for getting an overview of users’ behaviour within the application? As the usage
of LogiAssist is still relatively sparse, question two cannot be explored to its full
degree yet.

The rest of the paper is structured as follows: First, we will describe the
background situation for truck drivers and related work (section 2) followed
by an explanation of the architecture of LogiAssist (section 3). After that we
provide the results of the questionnaire in a compact way (section 4) and then
take a closer look at the actual usage of the system (section 5). The usage data
is provided in descriptive statistical terms. In addition several analyses are made
that give some insights to the usage data in terms of learning analytics. Finally,
we will conclude (section 6) by discussing the data and analysing the actual
development stage of LogiAssist.

2 Background

Truck drivers are a very interesting target group: Not only are they very mobile
but they have to meet rising demands like tighter timetables, ever higher ca-
pacity utilisation and traffic that is continuously increasing (70%-80% from now
until 2025 [8, 9]). Additionally, demographic changes force them to work longer,
i.e. more hours as well as more years. In general, truck drivers are thus under a
considerable strain with high stress levels. Over and above, technical improve-
ments such as telemetric systems, digital speedometers, assistance systems and
changing regulations for load securing and frontier crossing force the drivers to
learn and integrate new behaviours into their daily routines [8].

1 http://www.logiassist.de/

http://www.logiassist.de/
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In Germany, the law on the qualification of commercial drivers (BKrQG,
Berufskraftfahrer-Qualifikations-Gesetz) regulates transportation procedures as
well as the qualification of truck drivers. According to the BKrQG exams have
to be taken every five years. The aim of these exams is to improve the safety, to
facilitate economical driving styles and to keep a common qualification standard
for drivers in the EU. For many truck drivers this is an obstacle that is not over-
come easily. Especially newcomers with low school levels or language difficulties
due to a foreign background often fail to pass BKrQG exams.

Few projects already explore online learning solutions for truck drivers, or
more generally for hands-on jobs with a high need for mobility. One of these is
called BLOOM (Bite-sized Learning Opportunities On Mobiles)2. It aims to de-
liver work-place training for the logistics and passenger transport sectors using a
variety of mobile phone technologies. The project conducted case studies exam-
ining best practices for learning, when to learn and what material taxi drivers
found interesting. The project concluded that blended learning approaches are an
important aspect to bring taxi drivers together. Another closely related project
to LogiAssist is ”Mobile Learning” by the Fernuniversität Hagen [10]. The aim
of the project was to explore new ways of mobile learning. Therefore, truck
drivers were equipped with netbooks to access their mobile learning content.
The learning topics focussed on health and safety issues. Drivers were free to
learn whenever they wanted . Results showed that drivers mainly learn in their
truck when they are alone and during breaks [11].

LogiAssist differs from both projects in that it integrates daily needed func-
tions and operates as an assistance system rather than a learning system. The
learning component is integrated as one element of many to ensure that the
truck drivers use the system on a daily basis and thereby get used to it (cf. re-
sults from the ”Mobile Learning” project). Hence, learning using the LogiAssist
system becomes just one of the various tasks for which they use the system.
Truck drivers are a specific user group: they are usually alone, have to handle
very concrete situations and are interested in quick feedback [12]. Consequently,
the entry level of LogiAssist to truck drivers is significantly lower than a system
provided with the sole purpose of learning. In line with this approach, LogiAs-
sist learning support is facilitated through intuitive and simple to use tools. The
pedagogical approach is formulated through the learning resources (provided by
publishing houses) and a simple, usage-based recommender system.

3 The LogiAssist System

LogiAssist was developed as a shippable product that addresses and offers solu-
tions for typical daily problems of truck drivers. It can be used by small as well
as larger companies and can be fed with contextual and important information
that is relevant to the drivers. Its generic framework integrates social network
features to exchange news and communicate, rate and comment on events and
other activities. Drivers can get navigational hints or use checklists to perform

2 http://www.bloom-eten.org/

http://www.bloom-eten.org/
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their routine tasks. Learning is integrated in assistance functions as well as in
dedicated learning sections. As such the approach is very broad and provides the
basic architecture for a sound and comprehensive assistance and learning plat-
form. It has been developed as an application for smartphones and thus can even
be valuable for individual truck drivers whose company does not equip them with
company devices. As truck drivers need situational relevant and quick feedback
and because learning material such as lengthy tutorials might be more intimi-
dating than they are helpful, assistance and community design aspects are both
integrated in LogiAssist to support setting up informal learning experiences.

In detail, LogiAssist consists of nine modules (see Figure 1): The Map en-
ables the users to see their own location and displays points of interest, e.g.
fuel stations, police stations, pharmacies that are close by. POI/Events handles
the creation and maintenance of POIs. Here, truck drivers can enter interest-
ing POIs as well as recommendations and ratings or write reports about traffic
jams or building sites. DocStop provides truck drivers with information about
medical drop-in centres in case of emergencies. This module can help to find a
doctor close to the current location and provides information about office hours,
emergency numbers and languages spoken at the respecting facilities. In case
of an emergency a button can be clicked transmitting a short message to a
specified contact. The module Ausbildung (i.e. Education) holds educational in-
formation and a number of technical and social topics as audio, text, and video
files. Two important factors for learning success are exchange and collaboration
[6]. Therefore, the platform Community serves as the message exchange centre
and provides an overview of connected friends, an inbox folder and a calendar
for important dates. Quick and direct help is given by the Gefahrgut applica-
tion which is an easy to use assistance system for dangerous goods where users
can easily look-up UN-Numbers for their load. Vokabeln offers users vocabulary
learning lists for different languages. The last two modules are Formulare, an
area for forms, checklists and questionnaires, and Profil, enabling the user to
create their own profile page and to update password and photo.

Except for DocStop, Vokabeln and Gefahrgut all modules were developed using
PhoneGap with HTML and JavaScript in order to make LogiAssist a cross-

Fig. 1. LogiAssist Module Overview Fig. 2. LogiAssist Tier Architecture
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platform system. For those six modules a logging framework was developed that
tracks user actions within the applications. DocStop, Vokabeln and Gefahrgut
are separate applications that have been integrated into LogiAssist but no usage
data is available for them. The architecture of LogiAssist consists roughly of three
tiers (see Figure 2): via the mobile device the user connects to the application
server in a protected area. From there all necessary and context-based data is
downloaded to the user after a successful login.

4 Attitude towards Mobile Learning

In order to measure the truck drivers’ attitude towards technology and mobile
learning, the logistics company Werner Ruploh KG3 did a questionnaire with
seven of its drivers. In addition, a second questionnaire was made available to
truck drivers as a part of the LogiAssist system and could be answered directly
within the application. This second questionnaire was answered by 88 partici-
pants between February 2012 and January 2013. The aim of the questionnaires
was to extract information about the attitude of the drivers towards technology,
learning and assistance systems. The detailed evaluation results can be down-
loaded from the LogiAssist website4.

Table 1. Most important results from the LogiAssist questionnaire

Item Highest Rated Option Results
in %

Mainly used electronic device on the
way?

Smartphone 95.4

Which information would be valuable
for your everyday job?

Traffic jams and construction
sites

92.0

Would you prepare for educational
courses when on the way?

Yes 93.2

What is for you the easiest way to
learn?

Practical examples 83.0

How important are tests to measure
learning success?

Important 90.0

Which topics are most important for
you?

Regulations for driving and
breaks

75.0

70% of the participants of the LogiAssist questionnaire were between 18 and 40
years old, and only 30% were above 40 years of age. 41.5% had driving experience
up to 5 years and 22% up to 10 years, with rates decreasing for more experience.
The load capacity of the vehicles was dominated by 25t-40t (40%) followed by
the weight class above 40t (15%). Average driving distance a week was 2185

3 http://www.ruploh.de/
4 http://www.logiassist.de/web/guest/forschung

http://www.ruploh.de/
http://www.logiassist.de/web/guest/forschung
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kilometres. As distances vary considerably, the standard deviation (SD) was
computed at 1178km. The most important results are listed in table 1 and show
the highest rated options. It is obvious that the drivers show the willingness
to use a learning and assistance system. From a marketing point of view it is
interesting that drivers are willing to pay for useful help: they would pay an
average of 9.42ea month for a useful application that supports them in learning
and assistance (SD=10.51e, maximum(max)=50e).

The evaluation done by the Werner Ruploh KG included seven drivers and
was conducted in the beginning of 2010 in the form of face to face interviews.
In contrast to the LogiAssist questionnaire, 85% of the participants were above
40 years of age. 57% had driving experience of more than 31 years, and only
one was a beginner. The load capacity of the vehicles was dominated by 25t-40t
(40%) followed by the weight class above 40t (15%). Average driving distance
per week was 2100 kilometres (SD=848 km). Again, the most important re-
sults are given in table 2. On average the drivers stated to be willing to pay
62.5ea month for a useful learning and assistance application with a maximum
of 175e(SD=73.48e). In addition 71.4% answered that their only qualification
to work as a truck driver was the acquisition of the driving license.

The questionnaire results show that truck drivers are open minded towards
learning and assistance systems. This is true for the rather older subpopulation
of the Werner Ruploh KG as well as the younger participants that downloaded
LogiAssist on their own. Even though the Ruploh sample is relatively small,
results can be termed representative as they replicate the findings of the Fer-
nuniversität Hagen [11, 13]. From a financial point of view a mobile solution for
truck drivers seems to be a worthwhile investment. As questionnaire statements
and actual behaviour can differ, we also analysed the usage data collected with
the LogiAssist system.

Table 2. Most important results from the Werner Ruploh KG questionnaire

Item Highest Rated Option Results
in %

Do you have experience with smart-
phones?

Yes 28.6

Which electronic device are you expe-
rienced with?

PC 71.4

Which information would be valuable
for your everyday job?

Traffic jams and construction
sites

92.3

Would you prepare for educational
courses when on the way?

Yes 85.6

What is for you the easiest way to
learn?

Practical and educational ex-
amples

85.6

How important are tests to measure
learning success?

Important 85.6

Which topics are most important for
you?

Economic driving 100.0
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5 Usage Data Analysis

The positive questionnaire results were compared to those of the usage data
analysis of the LogiAssist application to disclose (a) the acceptance of the ap-
plication and (b) its actual usage. The evaluation period lasted from June 2012
until March 2013 and includes all users that downloaded and tested LogiAssist.

5.1 Descriptive Statistics

LogiAssist has 245 registered active users. Most of the active users ran LogiAssist
only a few times. Figure 3 depicts how many sessions the users had. Over 80%
only had one to five sessions with exponentially decreasing percentages for those
with more than one session. The overall average number of clicks per user was
54. Including all the sub menus there are 36 pages available in LogiAssist. An
average user therefore made 1.5 complete run-throughs of the application.

The average time spent on the application per month was 4.17 minutes. Over
time, this did not change much (SD=0.87 min). The average session duration
was 4 minutes (SD=5.2 min) and the average time spent on a page was 14
seconds. In addition the distribution of the average time spent according to the
first level hierarchy categories is listed in Figure 4. These differences show that
some categories were merely browsed through, while others were regarded more
intensely.

When these results are compared to the group of the Top 5 power users with
highest session counts, the results are not much different: The average number of
clicks per power user was much higher (270) but the average amount of time spent
per page was also 13.6 seconds which is closely the average of the time spent
for each category (14.3 sec). Although power users spent more time with the
application, their browsing behaviour was not different from the overall average.

The descriptive analysis of the collected usage data shows that LogiAssist was
tested and used only superficially so far. Although many users played with it,
very few undertook the effort to examine it more closely. This contrasts with the
very positive questionnaire results reported in section 4 but was to be expected.
Three main factors are responsible for this. Firstly, LogiAssist does provide a
powerful architecture but individualised data like checklists, timetables or rout-
ing plans are not integrated yet. Secondly, as companies provide drivers with
this important information, tests and important hints for their routes, the ap-
plication will become more helpful. Also, LogiAssist will be more valuable the
more users rate, comment and enter information. This is a typical cold start
problem. Thirdly, LogiAssist is still under development and some parts offered
in the menu had thus not been implemented yet or were difficult to use. The
process analysis offers hints at what users failed to see and how LogiAssist could
be improved and reveals the main workflows of the application. To this end two
means of analysis were used: usage graphs and key action extraction. Although
these analyses were done with the reduced data provided (i.e. not from all mod-
ules), their usefulness for learning analytics shall be documented. Application
developers can use this information to see, where things went wrong. Further
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Fig. 3. Num. of sessions per num. of users Fig. 4. Average time per top category

qualitative feedback from users is shortly evaluated in the conclusion. This shall
give more insight, in why the application was not fully used.

5.2 Usage Graph Analysis

As described in section 4 the actual usage of LogiAssist is sparse. Nevertheless,
we provide some methods to gain deeper insight in how LogiAssist was used and
could be used. The usage graph analysis reveals which steps users followed to navi-
gate within the application. Usage graphs can help to uncover where working flows
stopped and users had to return to previous actions. By design, usage graphs help
in getting a very quick overview of the mainly used workflows within an applica-
tion. As such they are helpful in analyses with more data as well.

In the graphs for this sections nodes indicate the application pages and the
connections between the nodes (edges) show how often users moved from one
page to another. As the sub-hierarchy is relatively complex, especially in the
category of POIs/Events and Community, this visualisation can render new in-
sights. In the following sub-sections graphs are displayed that show the direction
of navigation and the frequency in which these steps were taken. The frequency
of transitions is displayed as thickness of the connecting edges and the arrow
size. The summed up clicks for pages are indicated by the diameter of the cir-
cles. These graphs sum up the activity of all users or the amount of users that
browsed into the sub-hierarchy. For convenience it is said that a decrease in clicks
in sub-hierarchies mirrors a decrease in user activation. In most case this should
be true.

Education. The education area (i.e. Ausbildung) has a very clear usability flow:
From the Menu page (mainMenuPage) the user gets to the overview of learn-
ing units (learningUnitListPage). From there the navigation leads to the several
learning objects (learningObjectListPage) as video or text files (textLoPage, vide-
oLoPage). The usage graph of the education category in Figure 5 shows that
users did get through to the list of learning objects that belongs to a learning
unit. There, however, 35% returned without clicking on the actual learning con-
tent. When they did look at learning content, it was mostly text files. Videos
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Fig. 5. Usage graph for the module Ausbildung

Fig. 6. Usage graph for the module Community

Fig. 7. Usage graph for the module POIs
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were just looked at by 2% of the users. This could be due to the fact that videos
must be downloaded separately and that drivers are more interested in quick
feedback rather than in lengthy learning material. The average time spent for
texts was equal to that for the average of pages: 14 seconds. Users that watched
videos, spent some time on it, but usually did not watch the whole video: average
playing time for videos was 38 seconds.

Community. The work flow in the community area is more complex. Users
get from the main menu to the Community page. There they have the options
of checking their calendar (functionality not yet included), getting an overview
of their contacts within LogiAssist and writing new message from their mes-
sage box folder. 52% of the users that browsed to the Community module
did check out the inbox folder (newMessagesPage). 70% looked at the friends
page (communityFriendsOverviewPage), but of them only 38% really tried to add
friends (communityFriendsAddPage). Direct ways to add friends or write a mes-
sage from the community menu (newMessagePageWithUser) were chosen by only
9% and 8% of the users respectively.

POIs. The third work flow we present here is the most complex one. In the POI
module users have the possibility to comment on POIs, add new POIs, rate
POIs etc. Users that browse to the POIs module get an overview of all events
and POIs that are entered into the system. By clicking an interesting POI,
the user gets detailed information (poiDetailsPage). 66% of the users did look
up details to a POI. From this subgroup 7% and 17% respectively commented
on or rated a POI. 2% added a POI from the details page (poiAddPage). The
percentage was higher for those users that added a page from the POI template
page (poiAddSetTypePage, 70%).

5.3 Key Action Extraction

Key action extraction is a concept borrowed from text analysis: instead of ex-
tracting key words from a text, we extract key actions from usage data. Key
words significantly describe the content of a text and thus form a useful seman-
tic representation of it [14], i.e. key words capture the essence of a text and
deliver essential information about it. Along those lines, we take key actions to
significantly describe the content of a session of user actions and form a use-
ful semantic representation of it. Key actions are indicative of what a user has
been doing and present essential activities. Because of this, they complement the
usage graph analysis where users are only indirectly addressed.

The n-gram approach [15] we use for the analysis of the usage data collected
by LogiAssist has already successfully been applied to usage data collected from
students in programming courses and its results were used by teachers to evaluate
their courses and gain insights in to the students behaviour [16]5. Key action
extraction can thus help to distil data and to identify reoccurring patterns of
action sequences by one or more users.

5 A detailed description of the key action extraction n-gram algorithm can be found
in [17].
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In the following we show three categories of key action sequences extracted
from the LogiAssist usage data: simple 3-step sequences done by many different
users, a little more advanced sequences of 4 to 5 steps done by several different
users and finally a very complex sequence done repeatedly by one user. It is also
demonstrated that key action extraction is very helpful in identifying pitfalls in
the application.

Simple Sequences (3 steps). Figure 8 shows typical browsing behaviour of
users. From the main menu they jump to a certain topic and back to the main
menu. The sequence gives a representative picture of the typical usage of Lo-
giAssist.

Medium Sequences (4-5 steps). These behaviours were shown by at least
four to five different users. In Figures 9 and 10 we have some slightly more
sophisticated user tasks: In the first case a user checks out his friend overview
page with his enlisted friends. Then he adds a friend from the registered users
and goes back to the overview page and the community menu page. A similar
case is given in Figure 10, where a user looks at the POIs/Events overview page.
He then takes a look at the POIs only, goes back to the overview page and from
there to the main menu. Figure 11 reveals a typical problem with the application
that occurred repeatedly. As LogiAssist requires a login, a fast click back from
the main menu forces the user to re-enter with username and password. From
there all needed local information is reloaded from the server which takes 10-
15 seconds. This is a break in the information flow and could lead to earlier
drop-out.

Complex Sequences (10 steps and more). A sophisticated usage chain done
by one user is shown in Figure 12. This chain happened more than six times and
displays a certain feedback cycle. The user was on the POI/Events overview page
and from there took a look at the Map to see the closest POIs. Then he returned
to the POI/Events module (poiAddSetTypePage) to add a POI (poiAddPage).
When this was done, the POIDetailsPage was checked to see if the POI is listed.
Albeit this sequence was interrupted by a quick click on the poiAddSetTypePage
that displays all templates that can be used for adding a POIs, because in the
next sequence the user returned to the POI/Events overview page, checked the
Map again, presumably to see the previously entered POI at hand and the cycle
started over again.

Usage graphs and key action extraction are helpful in identifying user be-
haviour and transitions within the application. The analyses confirm the results
of the descriptive statistics in section 5.1. Very few users made the effort to ex-
amine LogiAssist in more depth. Especially the usage graphs show the complex
arrangement of pages and their possible navigational connections. The key action
extraction displayed reoccurring workflows and some pitfalls users encountered
regularly. Complex activities show, how LogiAssist can be used if tested to its
full potential.
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Fig. 8. Simple sequence

Fig. 9. Medium sequence a Fig. 10.Medium sequence b Fig. 11. Medium sequence c

Fig. 12. Complex sequence

6 Conclusion

LogiAssist is a powerful assistance and learning application for truck drivers. Its
architecture and design enable a comprehensive support in everyday life. We also
found that truck drivers want to be supported with electronic devices and show
interest in learning and are even willing to pay for the support. Interestingly, the
acceptance was not age-dependent - both age groups above and below 40 years of
age stated that combined assistance and learning systems like LogiAssist would
be highly interesting to them. More importantly, they required a tight integration
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into their daily work life. Examples could be the automatic provision of driving
assignments by the trucking company, loading instruction support in relation to
their educational level, etc.

However, in its actual stage few users made use of the whole potential that
LogiAssist offers as was shown by the descriptive analyses (section 5.1). The slow
uptake bases on a not user-friendly interface design and clumsy user guidance.
The problem of quickly falling back to the login page and having to reload
local data is irritating. In respect to the Education module, truck drivers expect
small learning resources rather than extensive courses. Furthermore, learning
material must address the current specific situation rather than general themes.
The results from sections 5.2 and 5.3 show the potential of LogiAssist but also
its pitfalls.

The above mentioned problems have led to the redesign of LogiAssist. Version
3.0 of LogiAssist comes up with a new design and better performance values.
Already now, user reactions on the Google Play Store show a high interest in
the application and its assistance plus learning approach6. Until mid June 2013
the LogiAssist app has been downloaded 1525 times with an average rating of
3.5 out of 5. Other parts like the Gefahrgut app are highly acclaimed7. The app
had 13357 downloads until mid June 2013 with an average rating of 4.6 out of
5. It seems, therefore, that the experience from the prototype is well taken into
account. Further publications will report additional findings when drilling down
on specific modules of LogiAssist, e.g. the Education module where available
learning resources are currently added.
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Abstract. Despite research in mobile learning games has intensified over the 
last decade, there is relatively little research about how individual game mecha-
nisms influence or change behaviour. This article aims at understanding the  
influence of the game mechanism role-playing and investigates how it can be 
used to alter behavioural intention. In order to do so, we designed a mobile 
learning game to train Basic Life Support (BLS) and Cardiopulmonary Resusci-
tation (CPR). With the game we aim at improving laymen’s willingness to  
help in case of emergency. First, we illuminate the strand of research related to 
role-playing in the context of BLS and bystander CPR. Second, we describe the 
pedagogical framework of the mobile learning game that was designed to train 
BLS and introduce the game engine this development is based on. Third, we 
present the results from a first prototype testing, which we carried out with 
medical professionals as well as laymen in order to test game-play usability and 
interface. This article concludes by outlining the experimental setting of an  
upcoming study, which will use the mobile learning game to evaluate the  
influence of the game mechanism role-playing on the willingness to provide  
bystander CPR in case of emergency. 

Keywords: games for health, mobile learning, serious games, role-playing,  
behavioural intention. 

1 Background 

In industrialized nations, out-of-hospital cardiac arrest (OHCA) is one of the main 
causes of death [4]. Although it is known that early initiation of bystander cardiopul-
monary resuscitation (CPR) significantly improves the chances of surviving an 
OHCA [23], one of the main problems still is the availability of trained layman  
rescuers [12] and low bystander CPR rates [42]. In the 1960s, this led to an extensive 
introduction of CPR training measures with the intention to increase confidence and 
the willingness to perform bystander CPR [8]. Up until now, activities in this field 
have strongly focused on the level of resuscitation skills, teaching methods, frequency 
of updates or contents of sessions. Despite these activities, the rate of bystander CPR 
at cardiac arrests has remained low (less than 20%) [34][42]. However important the 
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level of resuscitation skills at performing basic life support, it seems that training on 
how to provide cardiopulmonary resuscitation is not the only decisive factor.  

Studies found that besides the skills and knowledge related to cardiopulmonary re-
suscitation, other factors such as the perceived risk of infection with a communicable 
disease during CPR, age or disagreeable physical characteristics, e.g. the presence of 
blood, influence and even prevent bystanders’ willingness to provide CPR [8][23]. 
Besides, over the past decade studies have increasingly started to investigate the  
impact of psychosocial factors on bystander initiated CPR [8][10][15][23][25][35].  

As Coons reports in his study, ‘the relative importance of the reasons for not  
performing CPR is informative’ [10, p. 334]. He points out the potential to change 
CPR-related attitudes and beliefs and implies different forms of educational interven-
tion to achieve this [10]. Dwyer concedes that in order to optimize the success of CPR 
training and to modify behaviour, educational interventions should address participant 
behavioural intentions [15]. The emerging field of games for health too acknowledges 
this. Games for health promote health related behavioural changes [33][19]. Axelsson 
too argues that CPR trainings should provide for appropriate models to produce the 
feelings of personal responsibility and courage required to intervene and to prepare 
the bystander emotionally for dealing with unexpected and unwanted situations [2].  

With this paper we argue that the provision for role-playing into CPR trainings  
enables such models. The objective of this article is to sample the use of role-playing 
scenarios for training measures of basic life support (BLS) and bystander CPR and to 
propose a model that assesses the impact of role-play on helping behaviour. The re-
sults could provide valuable information, which might inform future design decisions 
for BLS and CPR training measures. 

2 Related Work 

The role-based learning game presented in this paper builds upon a large body of 
previous research. In the following we outline the main pillars of the game design, i.e. 
the concept of role-playing in health-care-education and game making environments. 

2.1 Role-Playing in Health-Care Education 

Kidron [28], in his study on the effectiveness of role-playing exercises, cites Solem 
[38] who outlined defining goals and characteristics of role-playing. According to his 
definition role-playing ‘deals with emotional and attitudinal antecedents of behaviour 
in an experiential frame of reference, emphasizes the importance of feelings as 
sources of behaviour and deals with participants who are placed psychologically  
inside the problem situation’ [28, p. 491]. 

Since the early nineties, experiential learning has raised great interest amongst 
health-care-professionals. Experiential learning includes learning through and from 
experience [11]. It is characterized by learning through doing, role-playing and  
simulation, all elements thus far shown by literature to enhance CPR training [27]. 
Kidd and Kendall in their review of Effective Advanced Cardiac Life Support  
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Training [27] refer to the findings of Scherer et al. [37] and Burton [6] who showed 
that by providing learning scenarios, which include role-playing, learners are more 
prepared for the unpleasant realities of resuscitation attempts where their CPR skills 
would be called upon. ‘The fact that a resuscitation incident may involve distressed 
relatives; coupled with increasing evidence advocating the presence of family during 
resuscitation attempts; it would not be unreasonable to have actors or role-playing 
learners taking the part of relatives in the simulation’ [27, p. 62]. 

Chamberlain and Hazinski in their article on Education in Resuscitation state that 
‘repeated practice in realistic role-playing scenarios with situations and environments 
students are most likely to encounter’ [7, p. 2578] can increase confidence and the 
willingness to respond to an emergency. Also, Leigh concluded that ‘by participating 
in simulation scenarios, students can learn to control feelings of panic and their fear of 
emergency situations’ [29, p. 8]. 

2.2 Game Making Environments 

Frameworks for the development of mobile games are currently available. Some  
explicitly provide for the set up of mobile learning games. Recent studies report on 
place-based games for language learning or location-based museum games for  
example that were developed on the base of platforms such as the Myst pervasive 
game platform [39] or ARIS [22]. Platforms such as 7scenes.com or SCVNGR [26] 
enable the design, development and deployment of interactive location-based mobile 
games and experiences. With the aid of such tools teachers are more empowered in 
utilizing cell phones and creating low-threshold learning opportunities [26]. The 
MAGICAL project [31] provides a comprehensive overview of state-of-the-art digital 
game making environments for both desktop and mobile applications.  

State-of-the-art game making environments regularly provide for both, the iPhone 
and the Android Operating System. Working with these systems enables students to 
bring their own devices to school (BYOD). Many existing platforms are open-source. 
They usually focus on the display of graphic objects or the handling of touch gestures 
and frequently embed GPS and QR codes. Few of the reviewed game making envi-
ronments provide a multiplayer feature based on team play and/or roles though.  

In the following chapter we describe the pedagogical framework that informed the 
game design of HeartRun and introduce the game engine ARLearn, which almost 
comprehensively reflects the required features (e.g. role-based game environment).  

3 Pedagogical Framework and Game Design 

As prior research has shown, the integration of different roles can bring about a  
discussion of the psychological and most likely unexpected aspects of cardiac arrest, 
which may affect the responsiveness of bystanders positively. With the mobile  
learning game HeartRun, we aim at providing a training scenario that offers a  
framework to test these findings. We took the decision to design a mobile learning 
game because we wanted to have a scenario that 
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a) is authentic, i.e. prepares learners to react adequately in a closely related 
situation. Within the game just as in reality, notification systems are the base 
for first responders. Dispatch centres send them in case of emergency, 

b) includes different locations and different roles. Within the game just as in  
reality, different roles are involved in case of emergency. While one person 
gets the nearest automated external defibrillator (AED), another person  
already starts providing CPR to help the victim. A mobile game can include 
different locations and different roles. 

The game is an additional training measure within the context of a first-aid course 
or a dedicated basic-life-support training [24]. In the course of the mobile learning 
game HeartRun, we realized the concept of role-playing by providing opportunity to 
act out the different roles involved in a real case of emergency. In cardiac arrest, it is 
important to intervene immediately to save seconds and minutes, and to give the most 
appropriate help possible. Comparable to an unexpected emergency, HeartRun  
involves instant decisions on what to do and the recall of CPR knowledge under  
unexpected circumstances involving time pressure and stress. This way we intend to 
enhance psychological preparedness of the rescuer and thus achieving a more prompt 
and appropriate response. Social psychology presumes that ‘the more realistic the 
situation is made, the closer it is to reality, the better able the subject should be to 
imagine what he would actually do if he were in the real situation’ [18, p. 108]. 

The HeartRun setting comprises an introduction phase, a mobile gaming phase  
and a debriefing phase, to reflect and share the game experience and to turn it into 
learning [13].  

a) Introduction Phase. Players are presented a short introduction to the game, e.g. 
how to read QR codes with a telephone. They will then be provided with telephones 
and the game phase will start immediately. 

b) Game Phase. Students play in teams of two. Every team player is randomly  
assigned to one of the roles (AED support or bystander). When opening the game, the 
first message shows, which already relates to the role.  

According to the operating mode of ARLearn, opening and reading a message 
automatically triggers a new message. Messages have different types: text messages, 
videos, audio messages and questions (single-choice/multiple-choice).  

The set-up of the individual messages and the corresponding learning content is re-
lated to the Chain of Survival, i.e. (a) to prevent cardiac arrest, (b) to buy time, (c) to 
restart the heart and (d) to restore quality of life. The line of action described there is 
reflected in the sequence of messages, e.g. making sure that the victim and any by-
standers are safe, checking the victim for a response by gently shaking his/her shoul-
ders and asking loudly: “Are you all right?“ 

Time and location play an important role in the scenario. While Player A (AED 
support) heads for the AED, player B (bystander) runs to the victim to provide CPR. 
At the scene of emergency a manikin is provided with which player B interacts. 
Meanwhile, player A searches the next AED. As soon as he found it and scanned the 
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QR code attached to it, the game requires him/her to bring the AED to the victim.  
At the scene of emergency another QR code is placed, which payer A has to scan. 
This synchronizes the players. Henceforth, both roles get the same information on 
how to correctly apply the AED. Both players follow the instructions on the screen 
and apply the AED to the manikin until the ambulance arrives (last message). 

 

 

Fig. 1. Game screens HeartRun: first message, task, and instruction screen 

Also, in the course of the game phase, the player gets an unexpected ALERT mes-
sage that requires immediate action. An agitated caller pleads: “Quickly, quickly, 
come to the canteen. George has collapsed. I need your help, please”. This time, no 
additional information on how to proceed is provided. Then, the game immediately 
starts to count down 10 minutes and eventually ends.  

This part of the game has a third role integrated, the documenter. Immediately after 
the alert message has arrived, every player immediately needs to start action: find the 
next AED and get it (role of AED support), go somewhere and provide BLS (role of 
bystander), record the scene of action with the integrated camera of the smart phone 
and upload it to the system (role of documenter). After ten minutes the game auto-
matically ends sending the message that the ambulance team has arrived and will take 
over the care of the victim. The countdown is integrated in order to raise awareness 
for the span of time, which is given to actually recall actions in relation to BLS.  

In the course of the game students upload photos, audio recordings and video  
sequences, which are considered and evaluated in the subsequent debriefing phase. 

c) Debriefing Phase. In this last game phase, students meet for debriefing. Within the 
debriefing phase, they revise and share the knowledge they acquired in the course of 
the gaming phase. To do so, their recording as well as ideal type of action is presented 
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(gold-standard video). Learners are then required to compare both versions and reflect 
on things to improve.  

HeartRun can be played several times, with participants switching roles. This way, 
the game allows students to perceive the emergency situation from different perspec-
tives. By ‘‘putting oneself into other’s shoes’’ they have the chance to experience and 
control both feelings of panic and fear of emergency [29]. 

4 The Game Engine 

HeartRun was designed with the ARLearn authoring tool, an open source tool suite 
for educators and learners [39]. ARLearn features a client/server architecture, which 
enables the creation and management of a) games (reusable instructional design) and 
b) runs (game instantiations with real time communication) [39]. The ARLearn  
android client allows playing a run with mobile users. By building on the Google App 
Engine (GAE) stack, the server architecture offers a scalable web service for content 
and notification management as well as game state persistence [39].  

Games based on ARLearn have a reusable game logic description that can be  
instantiated in numerous game-runs. Within a game, an author defines items, depend-
encies between items, game score rules and progress rules. A run defines users 
grouped in teams. ARLearn enables game-designers to bind a number of content 
items and task structures to locations and to use game-logic and dependencies to  
initiate further tasks and activities. While playing, users generate actions (e.g., “read 
message”, “answered question”) and responses.  

The object model in ARLearn is based on media items, which can be used for mes-
sages that users receive at a specified point in time or in relation to a defined event. 
Further specializations of these media items allow to ask questions (MultipleChoice) 
or to include multi media (Audio- and VideoObjects). 

Items can define dependsOn and disappearsOn conditions for the state transitions. 
A simple dependency mechanism is put in place to support these conditions: 

• Action-based dependencies are triggered by specified actions.  
• Time based dependencies bind time offsets to other dependencies.  
• Boolean dependencies allow combining other dependencies to logically. 

HeartRun uses most of the functionalities the authoring tool provides. The multi-
user feature enabled the provision of different player roles and allowed us to send 
individualized information. The location-based feature for example enabled us to 
create a realistic game-play setting that supports team play and allows for mixtures of 
competitive and collaborative games.  

Because ARLearn supports the Android operating system (and soon also iOS),  
the game can be played on commonly used smartphones, which will simplify game 
distribution for the upcoming larger study. Prior to the forthcoming study we  
conducted a first prototype testing in order to identify problems that could be  
addressed beforehand. In the following chapter we present the results from this first 
prototype testing. 
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5 Prototype Testing 

We tested a first version of the game to assess (a) the HeartRun interface and  
game-play usability (i.e. the integrated features of the prototype) and (b) the technical 
functionality. Our main focus was on usability aspects such as adequacy of game 
features in relation to the integrated content (Chain of Survival). Therefore, we asked 
project staff to test-play the game. Four medical experts and three members who are 
concerned with project related tasks (graphical designer, project manager, and  
developer) volunteered for the testing. None of them had played HeartRun before. 
The testing was conducted on March 21st 2013 at the general consortia meeting of the 
EMuRgency project [16] in Leuven. 

5.1 Method 

We collected data by using a questionnaire and informal interviews after the game 
session. The questionnaire was based on the System Usability Scale (SUS). We chose 
the SUS because it is an accepted measure for attitudes toward system usability [30]. 
It is commonly used in a variety of research projects [5]. The Overall SUS provides a 
generic questionnaire of ten items, with odd-numbered items worded positively and 
even-numbered items worded negatively. The items had to be rated on a 5-point 
Likert-scale. We used the standard Overall SUS score, instead of the 8-item Usability 
scale, because the Overall SUS allows estimating perceived Learnability along with a 
cleaner estimate of perceived Usability [30]. Accordingly, we decomposed the score 
into its Usability and Learnability components. In order to further specify the  
feedback, we added two additional free text questions: ‘For which target group would 
you use the game?’ and ‘What would you suggest to improve the game?’  

For the gaming session, we equipped the participants with a HTC Desire mobile 
phone each and randomly assigned the players to one of the two groups (AED and 
CPR only). Before the testing, the game was installed on the devices and SIM cards 
were inserted in order to set up an online connection. Prior to the game testing we 
briefly explained the aim of the game and gave basic instructions on how to use the 
device. Then the players were asked to start the game. Immediately the first message 
appeared and people started to play. While playing, intervention was kept to a mini-
mum. The researcher’s role during the case study was participant observer. The data 
we collected were analysed with regard to game usability, learnability, technology use 
and students’ participation.  

5.2 Results 

The technical game testing delivered valuable feedback with regard to interface  
and gameplay usability, planned use of the game, integrated features and technical 
functioning thus safeguarding the upcoming larger study on the impact of role-play on 
learners’ intention to help.  

With regard to interface and game-play usability, the HeartRun questionnaire for 
the Overall SUS revealed a mean score of 73,57 with a median of 72,5 and a range 
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from 62,5 to 85. According to standardized interpretation, a SUS score above a 68 is 
considered above average and on an adjective rating scale could be described as good 
to excellent [3]. The adjective rating scale established by Bangor, Kortum, and Miller 
matches the SUS scale and helps to provide a subjective label for an individual 
study’s mean SUS score [3].  

In accordance with the proposition by Lewis and Sauro [30], we decomposed the 
Overall SUS score with the two questionnaire items number four and ten contributing 
to the Learnability scale and the remaining items contributing to the Usability scale. 
For perceived Learnability, i.e. the ease of getting used to the application, the ques-
tionnaire revealed a mean score of 16,43 with a median of 15 and a range from 12,5 to 
20. With regard to perceived Usability, the resulting score ranged from 47,5 to 65, 
with a mean score of 57,14 and a median of 55. 

From the questionnaire it shows that users accepted the game and were motivated 
to use it in a training context. In the interviews participants further specified that they 
think the game does not replace traditional BLS training but ideally complements it. 
Especially the fact that players have to quickly decide what to do in a stressful  
situation was rated positive feature.  

With regard to the target group for the upcoming larger study, participants  
acknowledged using the game for school children at the age of 10-16 years and young 
laymen (up to 20 years) as well as persons who are new to a certain environment. 
According to suggestions from medical experts, we fit some minor wording errors. 

Considering system usability and game design HeartRun needs adaptation though. 
Especially the game usability needs some re-work according to the users. They  
suggested adding further assistance with the device, i.e. directions where to go on the 
phone and a voice-over function was mentioned. In addition, participants suggested 
integrating further information on the AED, e.g. an AED movie. 

From a technical point of view, the game ran stable. Messages showed sequentially 
and the two roles involved in the testing were both able to upload audio and video 
files. We tested the game with two players per team (one player per role for AED 
support and one for bystander). After the first run, players changed roles and were 
thus able to test both roles of the game.  

We neither tested the third role of the game (documenter) nor the alert function due 
to time restrictions. This will be part of a second prototype testing, which is due to 
follow. This second testing will comprise the complete course of action that applies  
to the experimental setting of an upcoming study. This study will use the game to 
evaluate the influencing factors of the willingness to provide bystander CPR in case 
of emergency. The study design we describe in the following chapter. 

6 Future Work 

We will use the mobile learning game HeartRun to evaluate the influence of  
role-playing on behavioural intention. Because it is difficult to measure the actual 
behaviour (bystander CPR), intention or willingness to help is a crucial aspect when 
looking at bystander CPR in case of emergency [8][23].  
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Over the past decade, a significant body of research has focused on identifying 
various factors that influence helping behaviour [8][10][15][23][25]. Among this 
research, the theory of planned behaviour (TPB), introduced by Ajzen [1], has re-
ceived attention. First research approaches in the field indicate that this theory should 
be capable of explaining bystander's motivations with regard to CPR training and 
performance [15][41]. Ajzen’s theory implies that behavioural intention is the most 
influential predictor of behaviour and uses intention as a proximal measure of behav-
iour [1]. It suggests that behavioural intention can be induced through modification of 
one or more of three antecedents of intention: attitude toward the behaviour, subjec-
tive norm and perceived behavioural control. The TPB ‘proposes that the strength of 
an individual’s intention (or motivation) to engage in a behaviour, and the degree of 
control they feel they have over that behaviour (perceived behavioural control) are the 
proximal determinants of engaging in it’ [41]. 

Findings on attitude and self-efficacy (perceived behavioural control) in social 
psychology indicate that role-playing influences a person’s behaviour. Prior research 
investigated the effect of a serious game on role-taking and willingness to help [33]. 
Peng, Lee and Heeter aimed at understanding how interactive digital games affect 
role-playing and helping behaviours. They found that the presentation mode (interac-
tive game) positively influenced participants’ willingness to help and that role-taking 
partially mediated this relationship [33]. They state that during the role-taking proc-
ess, an individual goes beyond his or her typically egocentric means of perceiving the 
world to contemplate a different point of view. Also Pavey, Greitemeyer and Sparks 
resume that role-taking is likely to produce empathy, which in turn has been found to 
be a strong predictor of helping behaviour [32]. Chamberlain and Hazinski claim that 
realistic role-playing scenarios can increase confidence and the willingness to respond 
to an emergency [7]. 

 

 

Fig. 2. Proposed research model 

Theory of Planned Behaviour 
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An important factor related to CPR intervention is competence. BLS and CPR 
training increases laypersons’ confidence and willingness to perform bystander CPR 
on a stranger [8]. Even doctors who are competent in performing resuscitation may 
fail to apply their skills, unless they have a strong belief in their own capabilities [9]. 

Drawing upon findings in game studies, social psychology and medical education 
our research extends the Theory of Planned Behaviour by introducing variables of 
empathy, competence and role-playing to TPB in order to predict helping behaviour. 
We hypothesize that empathy, competence and role-playing influence the willingness 
to help in case of emergency. 

Figure 2 represents the proposed research model. It incorporates the three  
additional constructs empathy, competence and role-playing, which we assume to 
influence the existing variables if the TPB (attitude, subjective norm and perceived 
behavioural control). To explain the constructs of the model and the related hypothe-
sis would go beyond the scope of this paper. This will be part of a subsequent article, 
which will report the experimental settings and results. 

A connatural approach was introduced by Vaillancourt et al. [41] in order to  
identify barriers and facilitators of CPR training and CPR performance. Their work 
did not consider the concept of role-playing as an independent variable for the model. 

6.1 Method 

To test the hypotheses, we use a true experiment with students from a secondary 
school. Participants are between 12 and 16 years old. The evaluation setting will  
include: 

a) Intervention (BLS training measure including the game) directed at changing 
behavioural intention 

b) Post-test of specific and generalized value of the concepts described and  
behavioural intention 

The study will not include a pre-questionnaire. We assume that a pre-test would 
indicate the concepts and conceptual interrelations we are about to investigate.  
Post-test data will be collected immediately after the training. 

The findings of Plant and Taylor support this setting. They reviewed literature to 
identify methods of CPR, AED and first aid training children have been successful. 
Results suggest that the use of CBT, ‘virtual worlds’ and ‘multiplayer online simula-
tion’ in CPR training ‘could be an attractive training and/or retention tool to use in 
this age group’ [34, p. 3]. 

6.2 Measures 

The constructs in the model are measured with standard items adapted from previous 
research. All questionnaire items use a 7-point Likert-type scale where 1=completely 
disagree and 7=completely agree. In order to evaluate behavioural intention, we will 
provide a hypothetical scenario to the students. The scenario includes a short passage 
of information about a situation, which is likely to occur [25]. TPB items will be 
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adapted from Francis et al. [17]. A checklist with predefined criteria will assess profi-
ciency in CPR and AED skills. We will measure empathy with items adapted from the 
four empathy scales by Davis [14].  

6.3 Data Analysis 

In order to corroborate data conformity between the empirical data and the presumed 
model, we will first conduct a confirmatory factor analysis (CFA). We will then  
use structural equation modelling (SEM) techniques to examine the causal model. 
Structural Equation Modelling is commonly used in predicting and explaining 
health behaviour [36].  

The proposed research model and hypothesis testing will be carried out using  
variance-based partial least squares (PLS) path modelling. This approach to structural 
equation modelling (SEM) techniques, as opposed to the covariance-based SEM, is a 
'prediction-oriented variance-based approach that focuses on endogenous target 
constructs in the model and aims at maximizing their explained variance’ [20, p. 
312]. Recent review results of PLS-SEM applications [21] suggest that PLS-SEM 
allows the use of multivariate analysis tool for small sample size (and is even  
advantageous), provided the fact that the fundamentals of sampling theory are  
considered. As the planned experiment is rather complex in procedure and with large 
sample sizes, this is an important factor to consider.  

7 Conclusion 

This paper’s contribution to research in the field is based on four different pillars. 
Firstly, we provided an overview of related work on role-playing with regard to BLS 
and bystander CPR. Secondly, we exemplary described the educational framework of 
the mobile learning game HeartRun. Prior research on behavioural issues in BLS and 
CPR training informed the game design. Subsequently we depicted the technical base, 
the game engine ARLearn. Thirdly, we provided results from a first prototype testing, 
which was carried out with medical professionals as well as laymen in order to test 
game-play usability and interface. Eventually, this article outlined a new approach 
within the field of research on resuscitation. The experimental setting of a forthcom-
ing study will use the mobile learning game, to better understand the influence of 
role-playing on the willingness to provide bystander CPR in case of emergency. To 
do so, it applies the Theory of Planned Behaviour [1]. Data from the experiment will 
be analysed using structural equation modelling. 
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Abstract. “Internetworking with TCP/IP” is a Massive Open Online
Course, held in German at openHPI end of 2012, that attracted a large
audience that has not been in contact with higher education before. The
course followed the xMOOC model based on a well-defined sequence of
learning content, mainly video lectures and interactive self-tests, and
with heavy reliance on social collaboration features. From 2726 active
participants, 38% have participated in a survey at the end of the course.
This paper presents an analysis of the survey responses with respect to
the following questions: 1) How can a MOOC accommodate different
learning styles and 2) What recommendations for the design and organi-
zation of a MOOC can be concluded from the responses? We finally give
an outlook on challenges for the further development of openHPI. Those
challenges are based on didactical and technical affordances for a better
support of the different learning styles. We propose an evolution of the
xMOOC, that bridges the gap to the cMOOC model by developing tools
that allow users to create diverging paths through the learning material,
involve the user personally in the problem domain with (group) hands-on
exercises and reward user contributions by means of gamification.

Keywords: massive open online courses, learning styles, culture of par-
ticipation, active learning, gamification.

1 Introduction

The concept and format of “Massive Open Online Courses” (MOOC) have been
invested with hopes for radical changes in higher education, due to their potential
to make high quality teaching accessible to everyone with broadband Internet
access and motivated to invest their time into concentrated learning. While all
MOOCs share the goal of bringing together thousands of learners into a com-
mon event, they largely differ with respect to the underlying concept of openness
[11]. Minimally MOOCs are open because access is not restricted by cost, affil-
iation, or any other type of privilege. They differ with respect to the openness
of the learning content and the learning process. Siemens [14] has suggested to
distinguish between xMOOCs which rely on the traditional lecture format sup-
plemented with interactive exercises and discussion boards, and cMOOCs that

D. Hernández-Leo et al. (Eds.): EC-TEL 2013, LNCS 8095, pp. 371–382, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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are based on a connectivist pedagogy [13] that invites learners to engage in a
self-organized and social learning process. While xMOOCs tend to use learning
materials with proprietary licenses and a relatively closed, predefined schedule,
cMOOCs often make use of open educational resources, and allow learners to co-
construct the learning process through their interactions. It has been argued (T.
Bates cited by [11]) that the pedagogy of xMOOCs is better suited for learning
domain knowledge that can be mastered through repetitive practice, but that
only cMOOCs allow learners to acquire higher order creative skills.

The xMOOC format derives its name from the platform edX1, founded by
Harvard University and the Massachusetts Institute of Technology as joint ven-
ture for hosting online courses that extend the reach of the university’s teaching
to a massive audience. The first experiments with the xMOOC format though are
ascribed to courses offered by professors in Stanford university2 that have later
inspired the two commercial projects, Udacity3 and Coursera4. The cMOOC
concept was derived from a course experiment led in 2008 by Canadian educa-
tional researchers, George Siemens and Stephen Downes, and the discussion it
generated about the pedagogical theory of connectivism that conceives learning
as the creative and social process of connecting nodes of knowledge [9].

In this paper, we report on our experiments in an xMOOC where we included
practical exercises in order to go beyond the purely theoretical presentation of
learning content and to invite learners to relate and to apply knowledge to their
everyday environment. We believe that this strategy

– will allow mediation of the dichotomy of cMOOC and xMOOC,

– is attractive for different learning styles

– has the potential to nurture an active participatory culture.

openHPI [6] is a platform for xMOOCs, offered by the Hasso Plattner Insti-
tute (HPI) in Potsdam , Germany. In November/December 2012 it hosted the
course “Internetworking with TCP/IP” (the first xMOOC in German language)
that attracted a large audience that has partly not been in contact with higher
education before.

The majority of our course participants belong to the 20-29 and 30-39 age
groups (each approx. 30%). About 20% belong to the group from 40 to 49 and
a remarkable high share of 16% comes from the “silver surfers” group above
50 years. The remaining 4% are pupils of 19 years and younger. The youngest
participant stated his age with 12 years, the oldest with 91. About 24% of the
participants said, that they never went to university, 21% chose a B.Sc. as their
highest degree, 25% the M.Sc. or equivalent and 4% finished a PhD degree. The

1 https://www.edx.org
2 Artificial Intelligence by Sebastian Thrun and Peter Norvig
(https://www.ai-class.com/, Machine Learning by Andrew Ng
(https://www.ml-class.org/) and Introduction to Databases by Jennifer Widom
(https://www.db-class.org)

3 https://udacity.org
4 https://coursera.org

https://www.edx.org
https://www.ai-class.com/
https://www.ml-class.org/
https://www.db-class.org
https://udacity.org
https://coursera.org
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remaining 26% answered with “other” when asked for their highest degree. Since
openHPI focuses on ICT topics, we also ask for our users background in ICT on
registration: approx. 6% stated to have no experience, 32% declared themselves
as “beginners”, 45% as “advanced” and 17% as “experts”.

From a survey delivered to all of the approximately 10,000 registered partic-
ipants (out of which 2,726 participated actively), we obtained more than 1,000
responses, that allow us to understand the motivations, conditions and expec-
tations for taking part in the course, and to obtain a high number of valuable
suggestions for improving the course content and format.

The structure of the paper is as follows: First, we explain the concepts of
experiential learning and culture of participation. Next, we present the results
of the survey and then our implications in form of design guide lines. We conclude
with an outlook on further development of the platform.

2 Theory

Experiential learning describes a didactical model, where learning is not primar-
ily based on abstract theorization, but on a holistic cycle that includes concrete
experience, reflective observation, abstract conceptualization and active experi-
mentation [8]. These phases are organized in two dimensions: perceiving (from
abstract to concrete) and processing (from reflective to active). Learners prefer
one of four combinations of these two dimensions:

– Divergers combine concrete experience with reflective observation. They
learn from examples and can analyze these from different perspectives.

– Assimilators combine abstract conceptualization with reflective observa-
tion. They prefer learning from theoretical models.

– Convergers combine abstract conceptualization with active experimenta-
tion. They learn by processing ideas and concentrating on precise problems.

– Accomodators combine concrete experience with active experimentation.
They learn from experiments and match models to their obtained insights.

xMOOCs predominantly cater to the assimilating learning style through the
presentation of concepts and the video format that invites to reflective obser-
vation. In order to make the learning process more holistic, MOOCs need to
integrate activities that allow active experimentation and that relate to concrete
experience.

What is still missing in Kolb’s theory is an explicit recognition of the social
dimension of learning [17]. The social dimension of learning takes into account
that learning occurs together with others in all kinds of social situations or
contexts [1]. Wenger argues that a learner needs to participate in a community in
order to understand and create meaning [16]. ICT in distance education has the
role to to allow students to learn from and support each other despite the physical
separation [10]. We believe that the problem ob the missing social dimension
in Kolb’s theory of learning can be alleviated through the inclusion of Fischer’s
concept culture of participation. This is the case, because Fischer’s concept deals
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Fig. 1. Learning Styles by to Kolb (according to [8] and [15] pp. 67/70) and their
specification in openHPI

with guidelines for socio-technical systems to be implemented in a participative
manner so that individual are supported to engage in collaborative activities.
And Wheeler explains, that the weekness of Kolb’s theory is exactly that, not to
consider the interactive digital media of today’s world that is socially rich [17].

Gerhard Fischer [5] suggests design guidelines for socio-technical systems aim-
ing at stimulating participation. Through certain key elements within the plat-
form, social exchange and collaboration should be enabled and supported. The
culture of participation consists of three parts:

– meta-design: where collaborative design is enabled by the infrastructure;
– social creativity: that shall support collaboration among learners;
– different levels of participation (see figure 2): those levels should allow

different degrees of engagement with the system and its content. The different
levels range from totally unaware consumers that have no knowledge about
the possibilities they have to participate to the meta-designers who even go
beyond the boundaries of the given environment and create new knowledge,
tools and workflows.

Intrinsic motivation is basis on which the culture of participation is build upon.
This motivation can be triggered by group support, the feeling of a common
purpose and a collaborative creativity [5]. Fischer’s design guidelines include the
following outlines:
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– Human-Problem Interaction as an advancement over human-computer-in”-
ter”-ac”-tion shall be supported with the help of meta-design environments
in order to make problem owners responsible and encourage social creativity.

– Underdesign to encourage lively and open information creation and encour-
age individual workflows instead of limitating the participants by fixed en-
vironments, contents and processes.

– Support diverse levels of engagement in order to respect and consider the
different motivations, pre-requisites and needs of the participants and to
smooth the path to more challenging roles.

– Awareness and rewards for contributions should be supported in order to
strengthen the social incentives for participants. Those incentives include
the possibility to build up a reputation within the community and receive
feedback.

– Parallel development of the community and resources for system develop-
ment shall be supported by encouraging cross-pollination between those two.

They are underlying some of our design guidelines for MOOCs that will be
presented in the next but one section.

Fig. 2. Ecologies of Participation according to Gerhard Fischer [5]

Dick and Zietz [3] further analyzed different motivations within these cul-
tures of participation. They identified social norm, social proof as well as peer
pressure as the main motivational factors. The key enabler for this behavior to
be triggered is the awareness of other group members’ actions within the socio-
technical-system. Dick and Zietz therefore concluded that instead of trying to
make people more active, system designers need to focus more on the awareness
of the users for the action they may take and the reward they may get from it.
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The next section will deal with a mostly qualitative, but in key points also
quantitative analysis of the participants of the “Internetworking” course. We
aim at providing further information about which offerings were most accepted
and useful as well as which further developments people wish for. We focus
our analysis on elements identified within the learning styles and cultures of
participation theories.

3 Survey Evaluation

At the beginning of 2013 we conducted a study among the students of the first
German speaking MOOC at our institute, that is to our knowledge the German
speaking MOOC with the largest number of participants so far. From the 2726
active participants of the course, 42,3% have taken part in the survey. The large
number of questionnaires completed (n=1153) allows us to statistically evaluate
the results. Nevertheless, there is the possibility of self-selection bias since we did
not capture if only very successful participants or those who had a very positive
experience completed the questionnaire.

The survey allowed us to confirm a high degree of satisfaction amidst the
participants with the course content and structure: High satisfaction with the
expertise of the learning material was expressed by 92.1% (70.7% very satisfied,
21.4% rather satisfied) for the lecture videos, 88,8% (63.7% very and 25.1 rather
satisfied) for the tutorial videos, 89.8% (58.3% very and 31.5% rather satisfied)
for the slides, 70.8% (44.8% very and 26.0 rather satisfied) for the reading mate-
rial, 87.7% (56.6% very and 31.1% rather satisfied) for the quizzes. At the same
time, the usefulness of the different types of learning materials was also confirmed
to a large extent, as can be seen in figure 3. Interestingly the social features of the
platform (forums, learning groups) were not seen as having a positive impact on
the learning success. We also asked users to express their self-assessment of their
expertise in five different topic domains before the start and after the end of the
course, on a scale with the following values: 0 (no knowledge), 1 little knowledge,
2 substantial knowledge, 3 expert knowledge. The average delta for the cumu-
lative knowledge across the five domains was 4.86 points, i.e. the average user
was able to advance approximately one level in each of the five domains. 8.6%
of the users even expressed an advancement of 10 points and more. We cannot
eliminate the optimism bias, though, since the knowledge delta was calculated
based on a self-evaluation of the participants.

The survey also gave us access to qualitative feedback and recommendations
for improvements to the platform and to the course content, from which we will
deduce guidelines in the following section. In the following, we summarize some
salient topics:

– Consistency Learners expressed very thoughtfully their dissatisfaction with
several occurrences of inconsistencies in the content. For example when
quizzes made references to concepts that had not been covered in the pre-
ceding video lecture, when definitions were contradictory or not sufficiently
precise.
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Fig. 3. Reception of the learning materials by the participants of openHPI

– Multimedia Participants suggested to move beyond the traditional lecture
format and make more intensive use of visualizations, animations and simu-
lations, which helps grasp complex concept relationships.

– Hypertext Numerous respondents requested more extensive collections of
links that allow them to discover valuable resources on the Internet.

– Synchronous communication Several participants expressed the wish for
more immediate communication, which can be supported through the estab-
lishment of private and group chat functions.

– Practical relevance Most important, survey respondents asked for still
more practical examples and exercises, for example by using virtual lab-
oratories, or by presenting challenges that would require investigating the
learner’s own network environment.

4 Design Guidelines for MOOCs to Support Experiential
Learning

MOOCs have the potential to deliver high quality learning experiences to an un-
precedented high number of learners. Our survey confirmed on the one hand that
learners acknowledge the quality of video lectures and textual learning resources,
and we conclude that these effectively support the assimilating learning style and
that they explain the high level of self-estimated positive learning results. On the
other hand, learners ask formore intense support of active experimentation and are
interested in relating the concepts to their own experience. MOOCs can go beyond
the concentration on the assimilating style through the adoption of the following
guidelines, that are based on the integration of a social dimension into Kolb’s con-
cept of experiential learning. First we describe how learning tools can target the
four learning styles separately, then we show how they can be integrated into a
holistic process through the integration of a culture of participation.



378 F. Grünewald et al.

– The accommodating learning style should be supported through practical
exercises that call upon learners’ existing experience. In the “Internetwork-
ing” course we included tasks like using Wireshark5 to find out about certain
details of the protocol usage within one’s own computer. The hands-on tasks
were introduced by a tutor video (or screencast) and heavily questioned and
discussed in the forums. Inquiry-based learning is a long-standing paradigm
in the educational sciences, but scaling these approaches to the context of a
MOOC is still an open challenge.

– The diverging learning style is inspired by the inclusion of many perspec-
tives, and the high number of participants in a MOOC can be leveraged to
create these perspectives. In order to nurture a vibrant discussion culture,
we introduced discussion triggers, discussion threads where the community
should discuss issues strongly related to the course content, but not directly
covered. This can even result in learners contributing these triggers, as we
could observe with a posting containing an assignment question concerning
the behavior of nodes on a network route. Salmon [12] has developed an
extensive framework on best practices for stimulating discussions in on-line
learning.

– The importance of consistent and well presented learning materials has been
mentioned in the preceding chapter, and this is particularly true for learn-
ers that prefer an assimilating learning style. Beyond the necessary quality
assurance, we also suggest to provide glossaries for quick reference and con-
cept maps that facilitate the cognitive orientation in the knowledge domain.
More generally speaking, learning materials in MOOCs should not fall back
behind the advancements made in educational hypertexts during the last
decades: Hypertextual links should allow learners to understand relations
between concepts, and also to navigate beyond the boundaries of the course.

– Converging learners are best inspired by visualizations, simulations and ex-
periments that involve problem solving and decision making. MOOC plat-
forms like Udacity and edX provide virtual environments that allow learners
to directly interact with simulations for electronic circuitry or a program-
ming environment. At openHPI, we are actively investigating how virtual IT
environments can be made scalable for massive participation. Fischer et al.
[4] have shown that presenting learners with content-specific visualization
tools can foster the collaborative construction of knowledge.

The massive nature of participation in a MOOC creates new opportunities for
strengthening the social dimension of learning. As we have described, a learning
community with an active culture of participation can constitute an environment
where the four phases of experiential learning are more dynamically intertwined.
In the following paragraphs we present in more detail how active participation in
a community allows learners to enrich abstract concepts through group annota-
tions, to engage more actively in experiments that allow for creative interpreta-

5 Wireshark is a well-known tool for the inspection of network traffic – a so-called
network sniffer – that is used for network administration and diagnosis as well as for
eavesdropping, see http://www.wireshark.org/ .

http://www.wireshark.org/
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tion of concepts, to develop new perspectives on concrete experience from group
discussions and to reflect one’s learning process more thoroughly by linking it
to how one’s peers learn.

Different Participation Levels. In order to support social interaction, different
levels of engagement should be open for the participants, dependent on their in-
terest in social interaction. The levels can be seen adjacent to the levels proposed
by Fischer in his design guidelines for the culture of participation [5].

– Level 0 in the hierarchy of participation levels in MOOCs is describing the
passive consumer, who watches videos, consumes the reading material, does
his exercises for himself.

– Level 1 is the aware consumer, who is reading the forum, but not actively
participating in other activity.

– Level 2 is the active participant who writes forum posts himself and partic-
ipates in learning groups.

– Level 3 is the enabling participant who starts own forum threads, user groups
and chats and triggers discussions and other group learning activities, like
manuscript writing in groups.

– Level 4 describes meta-designing participants who move beyond the given
learning platform and implement their own games, tools, tutorials, blogs and
other material that fellow learners may use.

Awareness, Judgment and Reward for Contributions. As awareness is the key to
active participation and social judgment and reward a major motivational factor
[7], these should be supported intensively. Rating of forum entries, a public board
for the most active users, and promotions to forum moderators are possibilities
for the implementation of this design guideline.

These aspects are approached by enhancing the openHPI platform software
with a comprehensive set of gamification features. Gamification is defined as “the
use of game elements and game design techniques in a non-games context” [2],
where the game elements toolbox contains concepts like points and scores, levels,
badges, progress bars, leader boards, challenges (or quests), etc. Some common
functionality of e-learning platforms fit into a gamification system, in precise all
kinds of quizzes (which gain points) or the reception of learning material (which
can show up in an overall progress display). For other functionality specific to
MOOC platforms – in particular discussion boards – there are sophisticated best
practice examples, such as Stack Overflow (see http://stackoverflow.com/)
that show, how gamification can result in an enhanced contribution feedback
experience. The Stack Overflow discussion boards for example allow voting on
everything, i.e. questions, answers or even comments to answers. Users gain
points and badges based not only on the number of contributions, but also
on the quality of their contributions as experienced by the community. This
concept can be mapped directly on most user generated content in the context
of a learning platform and will be part of the openHPI gamification feature set.

http://stackoverflow.com/
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Stimulate Contributions. In order to evolve from a closed and pre-defined learn-
ing setting to an open learning culture, participants should be stimulated to pro-
vide own content and enhancements to existing content. openHPI participants
for example generated their own audio podcasts to our video lectures and their
own exercises – even though the current state of the platform does not provide
any facilities for users to integrate these contributions. The participants actu-
ally used the course forum to make their contributions available to the learning
community [6]. Participants’ video tutorials and other enhancements mentioned
in participation level 4 already are further contributions that can be thought of.
The task of the platform provider is to offer a space where those contributions
can be made accessible to fellow learners. Current plans for a platform extension
cover, among other things, tools for:

– community-driven subtitles and translations for the lecture videos;
– uploading participants’ media files (podcasts, tutorial videos, mind maps,

etc.);
– a battle ground for user generated quizzes and challenges.

Supplying rating capabilities for all of those items is a suitable way of quality
assurance and integrates seamlessly with the above-mentioned gamification con-
cept. Besides this, many participants positively replied to the question about the
usefulness of group annotation features for videos. Considering the only mod-
erate acceptance of general learning groups, this new group annotation feature
should be closely linked to the lecture video and should again incorporate aware-
ness and reward mechanisms.

Human-Problem Interaction. An approach for leveraging human-problem in-
teraction is the provision of hands-on exercises. There are numerous solutions
for courses and online laboratories in the domain of programming (e.g. Codea-
cademy or CodingBat6), and databases (e.g. Standfords online course Introduc-
tion to Databases, mentioned before as DB-Class). More general approaches
for such laboratory environments from the past years usually build on virtual-
ized computer labs that provide remote access to virtual machines running on
a central server (respectively the cloud) or are distributed on removable media
(rather unsuitable for MOOCs). The problem with these virtual laboratories in
the context of a social learning experience is that the assignment tasks usually
are static or must be personalized manually, which doesn’t scale for a massive
amount of users. Thus, these hands-on assignments would not be cheating proof,
since learners just could share the results of a practical task allowing other users
to omit the task but still being able to solve the assignment. The authors of
[18] propose a more generic approach for the automatic assessment of hands-on
exercise assignments: the lab management system asserts a student- and task-
specific pre-condition that is configured inside a training machine before the
student can get access. During the exercise, the student can reveal a “secret”
that is affected by the pre-condition and thus prove the successful completion of

6 see http://www.codeacademy.com and http://codingbat.com

http://www.codeacademy.com
http://codingbat.com
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the practical task by submitting the unique secret value to a quiz environment.
Future openHPI courses will integrate a virtual lab automatic online assessment.

5 Conclusion and Future Work

Pedagocical models and technical frameworks for MOOCs are in the focus of
scholarly debate and media attention. Based on the experience of openHPI’s
“Internetworking” course and on an evaluative survey, we have presented ar-
guments for a future development of the xMOOC model that bridges the gap
towards the cMOOC model: 1) Learning materials could be enriched through
concept maps and hypertextual links that allow diverging, learner-defined paths;
2) Hands-on exercises allow learners to feel personally involved in the problem
domain through their active experimentation and to grasp the complex relations
to their own concrete experience; 3) Group discussions that support awareness,
and reward contributions, allow learners to feel responsible and to collaboratively
strengthen the learning process and to provide richer perspectives for reflective
observation. This development heavily depends on the emergence of a culture
of participation, where learners are motivated to contribute to a network of re-
sources. We have outlined some guidelines for supporting this culture, that we
are adopting and improving in our current research and development activities:
human-problem interaction in scalable virtual laboratories, and learning services
and practical tasks that connect with learners’ living environment; gamification
features that increase the learning motivation and create responsibility and en-
gagement; social communication tools that allow users to evolve from lower to
higher degrees of participation.
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Abstract. Citizen inquiry is an innovative way for non-professionals to engage 
in practical scientific activities, in which they take the role of self-regulated 
scientists in informal learning contexts. This type of activity has similarities to 
inquiry-based learning and to citizen science, but also important differences. To 
understand the challenges of supporting citizen inquiry, a prototype system and 
activity has been developed: the Moon Rock Explorer. Based on the nQuire 
Toolkit, this offers people without geology expertise an open investigation into 
authentic specimens of Moon rock, using a Virtual Microscope. The Moon Rock 
Explorer inquiry has been evaluated in an informal learning context with PhD 
students from the Open University. Results of the evaluation raise issues related 
to motivation and interaction between inquiry participants. They also provide 
evidence that the integration of scientific tools was successful and that the 
nQuire Toolkit is suitable to deploy and enact citizen inquiries. 

Keywords: Citizen inquiry, nQuire, Science learning, Informal learning. 

1 Introduction 

There is a growing interest in involving non-professionals and learners in scientific 
activities. For example, Alberts [1], in an editorial for the Science, argues that wider 
personal engagement in “carefully designed, hands-on, inquiry-based exploration of 
the world” (p. 1604) will inform public debate and may lead to scientific break-
throughs. A central challenge is how to enable widespread involvement in this scien-
tific inquiry process, such that large scale online collaboration can be combined with 
inquiry based learning. We aim to address this challenge by developing citizen  
inquiry as a new theory and practice of informal education. 

The aim of citizen inquiry is to create a novel synthesis of citizen science and  
inquiry-based learning. Since the early 20th century, citizen science projects have en-
abled non-professionals to participate in real scientific investigations, more recently 
through online activity. Galaxy Zoo [2] relies on volunteers doing analysis of astronomy 
images. In the Great Sunflower Project [http://www.greatsunflower.org/] members of the 
public can contribute to study bee populations by cultivating plants in their own gardens. 
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For Fold it people engage in creative game-like activities to propose new protein geome-
try [3]. The motivation for citizen science projects comes typically from the need for 
large amount of computer power (e.g., Seti@Home, Rosetta@Home) or intelligent effort, 
as in the aforementioned projects. As a by-product, citizen science allows people to be-
come members of the scientific community and contribute towards the development of 
innovative science. It may also enable members of the public to learn about topics of 
their interest or gain understanding of scientific methods, but supporting productive 
learning is not integral to citizen science. 

Inquiry-based learning (IBL) also has a long pedigree. From the early 20th century 
onwards [4] there have been proposals that children should learn science through 
collaborative inquiry. Since scientific thinking is essentially social, Dewey proposed 
that schools should become “laboratories of knowledge-making” [4, p. 127] where 
children engage in experimentation, communication, and self-criticism, constituting a 
youthful commonwealth of cooperative inquiry. Yorks & Kasl [5] have shown how 
scientific inquiry can be applied successfully in adult learning, as a systematic and 
productive process for learning from personal experience, consisting of repeated epi-
sodes of reflection and action through which a group of peers strives to answer a 
question of mutual importance. The inquiry-based learning process of proposing and 
conducting experiments, collecting data, and engaging in self-criticism based on one’s 
own data, can have positive effects on the understanding of content material and the 
scientific method [6].  

To date, most inquiry-based learning activities have been conducted with pupils in 
the classroom, mediated by a teacher. Recent research has devised a new process of 
curriculum-based inquiry that extends beyond the classroom, supported by a personal 
inquiry toolkit implemented on a mobile device. In this approach, children typically 
start a science investigation in the classroom managed by a teacher, then continue it at 
home or outside with the aid of the mobile toolkit, then share, discuss, and present 
their findings back in the classroom [7]. This has shown success in engaging children 
with scientific activity, in teaching science topics, and in maintaining enjoyment of 
science lessons. But there is no evidence that children come to identify more strongly 
with science and scientists as a result of engaging with school-managed personal in-
quiry activities, nor of increased leisure interest or personal engagement with science 
outside school.  

2 Citizen Inquiry 

The term ‘citizen inquiry’ refers to the design and enactment of scientific projects by 
non-professional scientists in supportive communities, combining the benefits of large 
scale participation in authentic science practices with inquiry into scientific topics of 
personal interest and value. Our aim is to design and deploy an infrastructure that 
enables members of the public to develop their scientific interest in an innovative 
manner, in which they become independent scientists and investigate questions and 
hypotheses of their own or shared interest.  

Citizen inquiry integrates methods from personal inquiry learning, citizen science, 
and open science [8]. It shares with citizen science an open nature, being driven by 
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personal interest and developed outside of formal education. Compared to different 
models of citizen science [9], citizen inquiry is closer to participatory action research; 
however the goal is not to involve members of the public in professional scientific 
projects. Rather, it focuses on empowering members of the public to employ scientific 
tools and methods, augmenting their autonomy to plan and conduct scientific investi-
gations not necessarily managed by professionals. It could be undertaken at home or 
outdoors, by children or adults, providing there is opportunity to enact a complete 
inquiry cycle, a rich physical or social environment to investigate, a community of 
engaged peers, and a set of tools to guide the process and collect data. These require-
ments present challenges of theory and practice:  

• Motivating participants. Citizen science projects attract the interest of volunteers 
by their high profile, such as the search for extra-terrestrial life, or their contribu-
tion to science by addressing important medical or environmental problems. Con-
versely, students engaged in IBL activities are typically guided by their teachers, 
with extrinsic motivation provided by the curriculum and examining. We need to 
investigate whether an activity without these external influences will attract and 
maintain the interest of participants. In citizen inquiry, the initial motivation comes 
from personal interest in a topic, which is then maintained by forming or joining a 
club of investigators with similar interests and a diversity of contexts. 

• Devising scientific activities. Devising a scientific question is a challenging task. 
While citizen inquiries may be developed out of curiosity without need for wider 
relevancy, we are interested in the possibilities for non-professionals to make valid 
contributions to science. This may not be the ‘big science’ of medical advances or 
scientific breakthroughs, but it should be personally relevant to the participants and 
also have a wider meaning and validity, adopting methods recognised by the scien-
tific community. Investigations into supernatural, metaphysical or pseudo-
scientific phenomena may not enable citizens to access scientific literature, learn 
how to use complex tools, understand scientific theories, or adhere to the ethical 
principles of the scientific community.  

• Managing inquiry processes. Citizen science relies on professional scientists to 
plan investigations with suitable methodologies, whereas IBL activities are man-
aged by some combination of teacher and students. Some give responsibility to the 
learners to plan their experiments; others encourage learners to decide the research 
questions that will be investigated. A goal of citizen inquiry is to offer learners the 
opportunity to propose and design their investigations. However, it is challenging 
to devise investigations that are personally engaging, testable by available tools, 
and sufficiently constrained to allow collection and analysis of data [7]. Typically, 
learners have problems managing their process of inquiry. They need specific sup-
port in designing appropriate experiments (e.g. what variables to choose, how to 
state and test hypotheses), implementing experiments (e.g. making predictions and 
avoiding being fixated with achieving particular results rather than testing hypothe-
ses), and interpreting results (e.g. explaining graphs) [10-11]. The teacher has an 
essential role to provide guidance and to ensure appropriate quality of questions 
and methods planned by the students [12]. It is unclear whether non-scientists in ad 
hoc teams can plan or adopt inquiry processes that follow the good practices of 
professional science. 
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Within the IBL field, these issues are being tackled by the development of com-
puter systems that provide support to learners, guiding them through a structured 
process of devising a topic, deciding a research question, planning a method, collect-
ing and analysing data, answering the research question, sharing findings and reflect-
ing on progress [13]. Following the same approach, we have developed a citizen in-
quiry support system, built on the nQuire inquiry learning platform, to manage the 
process of open participation in science inquiry and to study the role of technology in 
addressing the aforementioned challenges.  

In addition to devising and testing software to support citizen inquiry, we are inter-
ested in understanding the management of online scientific communities. Online col-
laborative forums have been deployed to support inquiry learning [14] and are widely 
used in citizen science [15]. The iSpot platform has a reputation management system 
[16], enabling users to have their developing expertise recognized within the commu-
nity. The Fold it user community provides a novel form of community engagement 
through protein folding competitions [3]. Given their importance in citizen science, 
we are interested in understanding how strong user communities can support motiva-
tion and learning in citizen inquiry if neither teachers nor science experts were avail-
able to guide the scientific process.  

Our interest in citizen inquiry arises from its potential as a mechanism for informal 
learning, to facilitate comprehension of science in the everyday world, and the scien-
tific methodology behind it. Specifically, the research presented in this paper is fo-
cused on how citizen inquiry activities can be supported through online systems and 
the building of online communities of users with shared interests. The next section 
describes the development the nQuire inquiry support system, already openly avail-
able, to support online investigation of lunar rocks: the Moon Rock Explorer. Section 
4 describes the design of a study to evaluate this inquiry, which was conducted during 
February 2013. Section 5 discusses the results, and lastly, Section 6 presents the con-
clusions and future steps. 

3 Development of a Citizen Inquiry Activity 

Following the challenges listed above, this section describes a citizen inquiry on the 
subject of Moon Geology. Rather than developing a new software system, we have 
adapted nQuire, an existing tool for IBL. 

3.1 Inquiry Based Learning Support 

The Personal Inquiry project developed the nQuire toolkit to support IBL activities 
for science learning in secondary education [17]. The toolkit runs on laptop or tablet 
computers and enables teachers set up investigations that can be conducted within and 
outside the classroom. Investigations developed for the Personal Inquiry project cov-
ered the themes of Myself (activity and heart rate; healthy eating), My Environment 
(effect of noise pollution on bird feeding; microclimates; urban heat islands), and My 
Community (food packaging and decay). 

A distinctive feature of nQuire compared to other IBL tools (such as SCY and Let’s 
Go) is its representation of an entire investigation [18].  
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Fig. 1. Representation of the inquiry cycle (a) on the nQuire screen, (b) on the classroom wall 

As shown in Figure 1(a), nQuire depicts an investigation as a cyclical sequence of 
activities. This is shown as an interactive diagram on the nQuire home screen and is 
also used by the teachers to organise the sequence of activities: one teacher produced 
a version of the diagram as a large poster on the classroom wall Figure 1(b). It shows 
the activities as interconnected, indicating that although students are expected to pro-
gress round the inquiry cycle, they may also start at any phase and revisit earlier 
phases, for example to revise the inquiry question so that it matches the methods.  

Current development of nQuire is being continued through its integration into the 
OpenScience Laboratory (OSL) (http://www8.open.ac.uk/choose/ou/openscience), a 
project funded by The Open University and the Wolfson Foundation. The OSL is an 
online hub to access virtual instruments and practical science experiments. It inte-
grates virtual and remote scientific tools, such as a field trip in a virtual world and 
control of remote telescope, accessible through web browsers. All the data provided 
by the real or virtual equipment is authentic, not simulated, gained from remotely-
operated sensors, photo-realistic recordings of physical experiments and microscope 
images of real specimens. The OSL enables students on courses in higher education to 
conduct practical science experiments and some of the experiments will be open to 
the general public. 

 By integrating nQuire, the OSL will assist students and members of the public to 
engage in investigations that access sophisticated tools. This opens new possibilities 
for investigating IBL with nQuire, extending it from secondary education to under-
graduate courses. It also represents an opportunity to investigate citizen inquiry. 

3.2 The Moon Rock Explorer Citizen Inquiry 

The Moon Rock Explorer is prototype demonstrator and test-site of citizen inquiry. It 
provides a self-managed investigation into Moon geology for people with no previous 
knowledge of Moon rock or geology. A user accesses the system through a public 
URL (www.nquire.info/nquire) and is presented with a video introduction to moon 
rock and an appeal to ‘Investigate Moon Rock’. Having created an account, the user is 
taken to the home page, similar to that shown in Figure 1(a), but with six phases: 
Introduction, Decide my question, Plan my method, Collect my data, Analyse my 
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data, Decide my conclusions. Entering at the Introduction phase, the user is shown 
photographs of four samples collected by Apollo astronauts – two of basalt Moon 
rock and two of Moon dust, or regolith – and is set the challenge to identify the dif-
ferences between them.  

 

Fig. 2. Moon Rock Explorer inquiry, showing the Virtual Microscope tool and colour chart 
(‘Drag and zoom this chart in and out to match a colour in the sample. Click on a colour to 
select it.’). 

3.3 User Experience of the Moon Rock Explorer 

Typically, a user will first examine the four rock samples under a ‘Virtual Microscope’ 
which allows study of digitised thin rock sections (0.03mm polished slices), with the abil-
ity to increase the magnification, zoom into an area of a slice and view in both plane-
polarised and cross-polarised light. Then, the user will propose one or more specific  
questions to investigate, such as ‘why are some grains in sample D bright orange?’ or ‘is 
there a difference in the average grain size between the four samples?’ The questions need 
not be confined to the microscope, and the Moon Rock Explorer provides links to lunar 
maps and NASA sites giving background information on the Apollo missions. The next 
phase is to plan a method of investigation, which for the microscope involves selecting the 
measures from: grain size, distance, colour, opacity and crystal shape. The microscope 
provides tools to make these measurements for each sample. Having collected data, the 
user may move to analysing the data by creating a graph for selected measures (see Figure 
3). Lastly, the user can propose answers to the questions based on a personal interpretation 
of the measures and plots, then post an automatically-compiled set of findings on the  
public forum. 
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Fig. 3. Summary of an inquiry compiled by the Moon Rock Explorer 

Although the Moon Rock Explorer is implemented on a version of the nQuire plat-
form used for the Personal Inquiry project, it differs in three main aspects that are 
intended to support self-directed citizen inquiry rather than teacher-led inquiry: 

1. Simplified representation of the inquiry cycle. The inquiry cycle was adapted for 
self-managed learning by adults, by reducing the number of phases (e.g., ‘Reflect 
on my progress’ was removed) and amending the informational text in each phase, 
accounting to take account of the fact that no teacher is present. Temporal restric-
tions on access to different phases of the inquiry were eliminated: the user can al-
ways access and re-visit any phase of the inquiry.  

2. Integration of scientific tools. The Moon Rock Explorer was integrated with the 
Open University Virtual Microscope to promote scientifically relevant inquiries 
and learner motivation. Access to real Moon rock samples is extremely limited, so 
students and members of the public would not normally be able to examine them in 
detail. The microscope includes a measure tool, which lets users collect accurate 
data on grain size and separation, and a colour chart (Figure 2), based on a Rock-
Color Chart produced by the Geological Society of America, to identify colours in 
the sample. Data collected with these tools is automatically recorded in nQuire. 

3. Addition of an online community system. Although each investigation can be 
carried out autonomously, users can use the forum to interact with others. In addi-
tion, when an inquiry summary is generated by the system, there is a button to 
‘publish this question and discuss it with other users’. If a user chooses to do so, 
the system will create automatically a new forum thread to show with the investi-
gation summary (see Figure 3). Changes to the research question, the research 
method, data, or answers, will also be updated in the forum thread. These threads 
can be used for discussion or even for peer-review between users.  



390 E.D. Villasclaras-Fernandez et al. 

3.4 Development of the Moon Rock Explorer 

The Moon Rock Explorer was developed through a rapid iterative cycle of design, 
implementation and testing, initially involving members of the team, then with expert 
usability testers conducting heuristic evaluations [19]. The heuristic evaluation helped 
us to improve the user interface, especially to enable users to collect large amounts of 
data easily using the Virtual Microscope. 

4 Evaluation  

The development of the Moon Rock Explorer inquiry allows us to investigate the chal-
lenges of citizen inquiry activities. To that purpose, we have conducted a study using the 
Moon Rock Explorer inquiry in an informal learning setting. The goals of the study are to 
determine the relevance of the challenges discussed in Section 2 and assess the support 
implemented in the Moon Rock Explorer inquiry to overcome them:  

• Issue 1: Motivation. Is the Moon Rock Explorer inquiry adequate for the Geology 
novices? Do the inquiry activities maintain participants’ motivation? Do users sup-
port each other in their personal inquiries? 

• Issue 2: Management of inquiry processes. Can participants develop complete 
inquiries following the inquiry cycle adapted from IBL activities? Is the guidance 
provided by the system sufficient?  

• Issue 3: Relevant scientific activities. Are the questions proposed by the partici-
pants scientifically relevant? Does the integrated Virtual Microscope allow the par-
ticipants to collect data for their investigations?  

4.1 Method 

The study is designed to simulate an informal learning activity involving PhD stu-
dents in from the Faculty of Sciences of the Open University. To frame the study in 
an informal learning context, their participation was voluntary and the staff responsi-
ble for the study did not provide any guidance as in teacher-led activities. The study 
had the following structure: 

1. They are invited to participate through email, including an activity schedule. 
2. A one-hour face-to-face briefing session introduces them to the Moon Rock Explorer. 

Participants are encouraged to join, complete an inquiry, or just visit the forum. 
3. The Moon Rock Explorer website is open for two weeks. Users can register and 

access any part of the system. Two academics from the Faculty of Science join the 
inquiry in the role of ‘expert geologists’, and monitor the forum for questions. Ex-
cept for indicating that we will accept participation within a two-week period, there 
are no scheduled tasks, and the participants are free to register and complete the ac-
tivities in their own time. 

4. Online survey. A brief questionnaire about their perception of the experience.  
5. Focus group. Participants are invited to a one-hour focus group, two weeks after 

the completion of Phase 3. 
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4.2 Sample 

Participants were recruited from the collective of PhD students in the Faculty of Sci-
ences at the Open University; their PhD studies are mostly related to astronomy, ge-
ology and planetary science. Therefore, the original participant pool included students 
who were interested in science and had differing levels of expertise in general geol-
ogy and the geology of the Moon.  

Six students eventually registered in the system and carried out (completely or par-
tially) the inquiry. While the number of participants is lower than initially expected, it 
reflects the voluntary nature of the inquiry and the study.  

4.3 Data Analysis 

The goals of the study are focused on understanding the challenges of supporting this 
type of inquiry, rather than on observing gains on students’ domain knowledge, scien-
tific skills or attitudes towards science. The study was designed according to a mixed 
method that combines qualitative and quantitative data [20]. Both types of data are 
combined to reveal tendencies related to participants’ activity and their interaction 
with the system and between themselves.  

Qualitative data includes: participants’ profile, answers to the online questionnaires 
(identified as [OQ] in the rest of the paper), answers in the focus group ([FG]), and 
contributions to the forum ([F]). Quantitative data is obtained from nQuire logs, 
which include the amount of user-created content and page visits. 

5 Results 

This section details the results obtained from the evaluation described in Section 4. 
The analysis of the data is presented here in relation to the issues discussed through-
out the paper. Given the low number of participants, the objective of this section is to 
provide initial evidence of the relevance of the challenges discussed above, rather 
than to formulate conclusions. 

5.1 Motivation 

Motivation and entry barrier. The first question concerning motivation, as indicated in 
Section 4, was: “Is the Moon Rock Explorer inquiry adequate for the Geology nov-
ices?” Only one student without previous experience in geology joined the inquiry, and 
this participant created a significantly lower amount of inquiry content (see Table 1). 
Also, against our expectation, the ‘expert participants’ were more interested in the in-
quiry than providing help to other users (see ‘motivation and user interaction’ below). 
These results suggest that the Moon Rock Explorer has a high entry barrier for the target 
audience, and was more suitable for experienced geologists. 

Motivation and Inquiry Design. To answer the question “Do the inquiry activities 
maintain participants’ motivation?” we consider two different issues. 
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Table 1. Amount of content created by each participant. Experience: participants prior 
knowledge (E: doing research on geology; L: different background, but limited experience in 
geology; N: no previous experience). Key questions, Data, Data charts and Key answers: 
number of items of created by each participant.  

Participant Experience Key questions Data Data charts Key answers 
1 E 1 35 1 0 
2 E 1 32 1 0 
3 E 1 0 (used external software) 1 
4 E 2 (1 investigated) 15 0 0 
5 L 3 (1 investigated) 40 3 1 
6 N 1 0 0 0 

First, the Moon Rock Inquiry was designed as an open-ended inquiry without fixed 
research questions. While this may have contributed to the high entry barrier, it was 
suitable for participants with prior knowledge of geology. This is supported by the 
comments in the final questionnaire (e.g.: “I liked being able to explore the four sam-
ples with the virtual microscope […]” [OQ]), the quality of the questions they pro-
posed, and by the amount of data they collected to answer their questions (see Table 
1), amounting to two hours work in the case of one participant [FG].  

A second issue goes beyond the selected domain of inquiry. Some participants did 
not answer any questions, even after collecting data for them (Table 1). Asked about 
this, the participants found that there was a lack of purpose in the inquiry [FG]. In-
deed, the only product of their activity that could be shared with other users was the 
automatic forum investigation summaries, which had problems discussed below.  

Motivation and User Interaction. The objective of investigating interactions be-
tween users was obviously affected by the low number of participants. Users could 
interact through the forum, even though the inquiry activities were individual. We 
have identified and characterized a number of interaction types. 

1. The first type of interaction is related to participants discussing the investigations 
of others in the forum. Unfortunately, no participants commented on other inves-
tigations, which was an unexpected result. They reported that they did not feel 
comfortable to do so, because they did not know the state of each investigation, 
and were concerned about intruding [FG]. 

2. Participants did, however, visit other investigations. This happened 31 times. Log 
analysis allows us to identify two patterns in this behaviour, as shown in Figure 4. 
The first pattern (Figure 4-left) was carried out by three participants with previous 
expertise in Geology. They did not look at other investigations, even though they 
visited forum topics related to bugs and the tool. The second pattern (Figure 4-
right) was followed by three participants with varying levels of expertise. Again, 
this was against our expectation, as we had expected interest from the experts to 
see other participants’ work and help, if possible. 

3. Related to this, a third type of interaction involves asking domain related ques-
tions and obtaining answers from knowledgeable members of the community. This 
happened only once [F]. The question was answered by a member of staff, and the 
rest of the participants did not intervene in the discussion. 
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5.3 Relevant Scientific Activities 

Regarding the last issue, we were interested in whether “the integrated Virtual Mi-
croscope allow the participants collect data or their investigations” The amount of 
data collected by the participants (Table 1) confirms that they were capable of collect-
ing a large number of measures using the Virtual Microscope. Qualitative data con-
firms this, e.g.: “comparing the four slides quickly and easily - more easily, in fact, 
than would be possible with a real microscope!” [OQ] 

The study revealed, on the other hand, technical problems. First, the participants 
reported that after a number of data had been collected, it become difficult to remem-
ber which features of a specimen had been measured [FG][OQ]. A second problem is 
the lack of a powerful data analysis tool: one participant collected her data using ex-
ternal spreadsheet software that allowed more sophisticated analysis [F]. Despite 
these problems, we consider that the evaluation of the nQuire/Virtual Microscope 
integration is positive, as it satisfied its goal: to provide a tool to collect scientifically 
reliable data which can be used to answer research investigations. 

6 Conclusions and Future Directions 

The development and evaluation of the Moon Rock Explorer inquiry is the first step 
towards understanding the requirements of citizen inquiry. The long term goals of this 
research are to support learners in adopting an inquiry-based learning approach in a 
self-regulated and self-directed context, and to support the creation of citizen inquiry 
user communities. A milestone in this research is the integration of nQuire with the 
scientific instruments of the OSL, which will enable users to create inquiries for a 
wide range of scientific domains. 

The study presented in this paper provides initial evidence of the suitability of 
nQuire and the Virtual Microscope to support citizen inquiry activities, notwithstand-
ing some problems with the current implementation that need to be addressed. A key 
result of the study is the successful guidance provided by nQuire. The tool is currently 
being extended with an inquiry authoring tool. Feedback from the study is being used 
to refine the nQuire-Virtual Microscope user interface. 

The most exciting open challenges are related to the issue of motivation. Several 
mechanisms are under consideration to foster motivation in collaborative inquiries: 
reputation systems (as in iSpot), support for roles within large scale inquiries (similar 
to citizen science projects), and an internal peer-reviewed ‘scientific journal’ for 
members of the citizen inquiry community. Further research is needed to understand 
these and other mechanisms in the context of citizen inquiry. 
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Abstract. The ImREAL project is researching how to meaningfully augment 
and extend existing experiential training simulators. The services developed 
support self-regulated, goal-, and application-oriented learning in adult training. 
We present results from a study evaluating a medical interview training 
simulator that has been augmented by an affective metacognitive scaffolding 
service and by user modelling exploiting social digital traces. Data from 152 
medical students participating in this user trial were compared to the results of a 
prior trial on an earlier technology version. Findings show that students 
perceived the learning simulator positively and that the enhanced simulator led 
to increased feelings of success, less frustration, higher technical flow, and 
more reflection on learning. Interestingly, this cohort of users proved reluctant 
to provide their open social IDs to enrich their user models.  

Keywords: training simulator, self-regulated learning, affective metacognitive 
scaffolding, user modelling, social digital traces, evaluation. 

1 Introduction 

Today’s technology-enhanced learning market offers a variety of adaptive cognitive 
systems that automatically recognize individual learners’ needs and are able to create 
engaging and motivating learning experiences. In this context, experiential training 
simulators are gaining increasing popularity and importance as learning technologies 
for adult training. Adult learning is characteristically self-directed, experienced-based, 
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goal-oriented, intrinsically motivating, and relevant to the real world application 
context [1]. Immersive simulated environments for experiential learning need to 
correspond to these principles of andragogy by creating a situational context in which 
diverse kinds of skills relevant for job practice can be acquired and practiced [2]. 
Additionally, training environments should be tailored to the individual, taking into 
account each learner’s goals, prior experiences, and metacognitive competence [3]. 
This makes self-regulation and metacognition, which have a long research tradition in 
pedagogy and psychology (e.g. [4],[5]), key topics in the definition of sound 
conceptual underpinnings of learning technologies, in general, and training 
simulators, in particular [3],[6]. 

The EU-funded ImREAL project1 is researching how to augment existing 
simulators to increase their meaningfulness and their relevance by real-world activity 
modelling, enriched user modelling, and affective metacognitive scaffolding.  

This paper is a follow-up to earlier work on developing, integrating, and testing a 
metacognitive scaffolding service (MSS) in a medical interview training simulator 
[7],[8]. After the initial evaluation of the training simulator (section 2) with integrated 
ImREAL services showed positive effects on learning motivation and perceived 
performance, the simulator augmentation has been further expanded: the 
metacognitive scaffolding service has been refined and also extended by 
incorporating affective aspects and the user modelling has been enriched by 
exploiting social digital traces as a basis for adaptation (section 2.1). Herein, we 
present the related ImREAL services and how their integration in the medical training 
simulation is shown to add value to simulation development and learning experiences. 
A user trial has been conducted to investigate the effects of the updated and extended 
augmentation. The results are compared to the previous user trial with metacognitive 
scaffolding only. Potential improvements to the prior version regarding self-regulated 
learning support, learning experience, learning performance, motivation, and service 
integration are analysed (section 3). Obtained outcomes and their implications for 
future work are discussed in section 4. 

2 Experiential Training Simulator and Augmentation 

EmpowerTheUser (ETU), a Dublin-based SME, has developed the innovative 
RolePlay Simulation Platform, empowering training experts with easy to use, rapid 
tools for developing immersive simulations. The platform provides a test-bed for the 
simulations in the ImREAL project and consists of three core tools: a Simulation 
Development Tool, an adaptive RolePlay Simulator, and an Analytics Dashboard. The 
Platform is actively used in training areas such as sales, customer services training, 
leadership, management and clinical interviewing (Fig. 1). Each RolePlay Simulation 
supports two running modes: assess mode (where all learner decisions are scored and 
a detailed performance report is presented) and practice mode (where learners can 
explore the scenario with all the learning interventions like coaching activated). With 
its assess mode the platform also serves as a psychometric profiling, behavioural 
measurement and skills assessment tool. 
 

                                                           
1 http://www.imreal-project.eu 
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presents items from the Metacognitive Awareness Inventory [10]. In an evolution 
from last year’s scaffolding, however, prompts are displayed according to an 
underlying map created by the simulation’s instructional designers. 

It is commonly acknowledged that emotions play an important role in learning, 
exerting effects on information processing and performance [11]. In order to improve 
the provision of scaffolding to the learner, the existing MSS has been extended by an 
additional, affective element, thus becoming the Affective Metacognitive Scaffolding 
Service (AMSS). To obtain information of users’ current affective state, an explicit 
Smiley-Based Affect Indicator (SBAI) [12] was inserted into the simulation feedback 
interface (cf. Fig. 2) and the enriched analysis and user modelling services, as 
described in the next section, were also utilised to provide additional information, 
where available, about the learner and their input.  

With affect now included in the user model, and with a richer understanding of the 
learners, also the selection of the most salient metacognitive prompts to be displayed 
was changed. More priority was given to the weightings provided by the instructional 
designers. If high confidence values for learner affect attitudes were available, these 
were used to prioritise appropriate prompts (e.g. a prompt considered as encouraging 
might have a more prominent weighting for learners with negative affect indication). 

The augmentation services (as presented below) are the basis for providing 
additional information to the learner model. If a learner provides a Twitter ID and 
textual input into the system, an affect stereotype is derived from sentiment analysis 
of their tweet stream or entry to update the model in real time. Affect stereotypes are 
positive (i.e. optimistic), neutral or negative (i.e. pessimistic). The augmentation 
service also provides a unique ID for each learner, which allows AMSS to send back 
the user model values that it derived and updated. 

In addition, the presentation of the scaffolding service was slightly changed in this 
version of the simulation, with the open text box for collecting reflection consistently 
prefaced with a short text: “Reflect now on your learning: Was this last part of the 
simulation useful for you?”, as shown in Fig. 2. Also, as the scaffolding was now 
provided as an XML bundle, styling was delegated to the simulation presentation 
engine, resulting in a more completely integrated interface and styling.  

To integrate AMSS, ETU’s Platform was extended in a number of ways: (a) The 
Simulation Development Tool was extended to accommodate mapping between 
simulation sections and the thinking prompts of AMSS. It also allows a reflection 
trigger to be tagged as dynamically “metacognitive”. (b) The adaptive RolePlay 
Simulator can then interpret these new metacognitive reflection triggers, access the 
AMSS service and present the metacognitive prompts in-situ. (c) As part of the 
simulation self report dashboard, learners also have access to the AMSS SBAI affect 
reporting tool. 
In the evaluation of AMSS the following questions were addressed in our study: 

• Is self-regulated learning supported? 
• Does the AMSS lead to better learning experience? 
• Does the AMSS lead to a better learning performance? 
• Does the AMSS enhance motivation/affect? 
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range of adaptive dimensions supported by the ImREAL services (e.g. cultural 
awareness). It also allows a coaching trigger to be tagged based on a specified 
adaptive dimension; (2) The adaptive RolePlay Simulator provides a mechanism for 
capturing a user’s social tags (e.g. Twitter name or Flicker ID), registering them with 
ImREAL services and then adapting the coaching triggers to the user. 

To evaluate this conceptual and technical approach for enriching user models the 
following questions were of interest: 

• Do learners actively use one or more social network(s)?  
• Do learners feel comfortable to freely provide their open social IDs? 
• Does the augmented user model correctly reflect user characteristics? 

3  Empirical Study 

An empirical study was conducted with the goal of investigating the above outlined 
evaluation questions on the quality and impact of the service augmentation to the 
simulator. Overall 152 students from Trinity College, Dublin took part in this second 
user trial (UT2) and used the medical interview training on the ETU simulator with 
integrated AMSS and U-Sem services. Data collection was done during (log data) and 
after (questionnaire data) the training with the simulator. In addition, a cohort 
characterisation survey (on demography, metacognition, social network use, etc.) was 
conducted ahead of the trial. 

3.1 Method 

Instruments. Aligned with the evaluation questions outlined in Section 2 the 
following instruments were used:   

Real-world relevance of the simulation was evaluated by two survey items. 
Service integration of the ImREAL services in the simulator was measured by 

specific questions regarding the integration of AMSS and the flow of the simulation 
and learning experience (from a technical perspective).  

Self-regulated learning (SRL) was assessed via an SRL questionnaire [18] with 
nine subscales measuring the general use of cognitive, metacognitive, and resource 
management strategies. In addition, interaction data and text entries tracked by the 
simulator served to investigate SRL behaviour during the training.  

Learning experience covered workload and flow experience as aspects referring to 
how users perceive and experience the training with the simulator. These were 
measured with the NASA-TLX [19] and the Flow Short Scale [20], respectively. In 
addition, it was assessed how users experienced the thinking prompts provided by the 
AMSS, via a set of items provided in the post-simulation survey. 

Learning performance in the simulator was evaluated via the objective assessment 
procedures built into the ETU simulator. Thereby, dialogue scores relating to the 
individual steps of the medical interview scenario and competence scores on several 
interview skills were used. The scoring constructs are derived from the skills defined 
in the Calgary-Cambridge model for medical interviewing. The constructs are then 
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loaded in the simulation model and each decision path loads a particular weighting 
onto the respective skill constructs that are represented by a particular decision. All 
weightings across all paths taken by the learner during an attempt are then computed 
to produce the learners’ performance score. The subscale ‘performance’ of the 
NASA-TLX served as additional subjective measure.  

Motivation and affect. State motivation was explicitly queried by four specific 
questions; for affect assessment the Total Affective State Scales [21] were used as a 
subjective self-report. In addition, the SBAI of the AMSS provided the opportunity of 
capturing affect self-reports during the learning activity.  

Questions on social network use and attitudes relating to user privacy and trust in 
the context of providing open social IDs for personalisation of the learning experience 
were part of the cohort characterisation study. Social IDs were queried in the cohort 
survey, as well as directly in the simulator for user model enrichment.  

 
Participants and Procedure. UT2 participants were on average 22.81 years old (SD 
= 3.79) ranging from 19 to 45 years (note: N=95 for the cohort survey) and with equal 
gender ratio. Students participated from February until March 2013 as part of their 
curriculum. Before starting their training with the simulator participants completed 
the cohort characterization survey. During the training students could use the 
simulator as long and as often as they wished and deal with two psychiatric scenarios: 
mania and depression. Both scenarios could be entered in assess as well as practice 
mode. ImREAL services are integrated in the latter, whereas learning performance 
scores were assigned in assess mode. When entering the assess mode students were 
asked to predict their own scores regarding their performance in different steps of the 
clinical interview (introduction, eliciting information, outlining a management plan, 
closing the interview) and for interviewing skills (e.g. empathy, communication). The 
average overall duration of interacting with the simulation was 27.24 minutes 
(SD=11.03). After finishing their training, students provided their feedback on the 
simulator via an online survey covering the instruments listed above. Completion time 
of this survey was on average 10.75 minutes (SD=4.59).   

3.2 Results 

From the 152 participants using the simulator in the assess mode, different 
subsamples answered the cohort characterization and the post-simulation survey. 
Thus, sample sizes vary throughout this section. Where applicable results of this user 
trial (UT2) are compared to those of the prior user trial (UT1; 143 students using the 
simulator with MSS only in 2011/2012) reported in [8]. Comparisons are therefore 
based on independent samples, however participants in both studies were medical 
students from Trinity College, Dublin, with no significant differences regarding their 
sex or age. Log data was collected separately for the two scenarios. A scenario-
specific analysis had shown that the scenarios were used to a different extent in the 
two user trials, but closer analysis yielded the same trends with respect to data 
distribution across the interview phases and the prediction scores and ETU scores per 
trial. Therefore, the data was aggregated across the two scenarios.  
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interviews and those actually obtained during the interview are shown. Whereas 
students from UT1 overestimated their performance for the introduction and planning 
phases, UT2 students underestimated their performance for the introduction and 
eliciting phases and overestimated it for the planning phase (T-tests for UT1: all T(17) 
≥ 6.5, p<.001; Wilcoxon-tests for UT2: all z ≥ 3.2, p ≤ .001).  

Another indicator for SRL strategies is the kind of information students recorded 
during the learning process. Overall 1092 thinking prompts were provided during the 
second user trial (M=15 per student, SD=16.9). With each prompt a text entry field 
popped up for collecting users’ reflections (AMSS text entries) and students were 
asked about the usefulness of the last part of the simulation. From 69 yes/no responses 
88.4% were positive. Additionally, the ETU simulator’s notepad could be used at any 
time to reflect or take notes. Table 1 compares the number and types of UT2 notes 
(taken via AMSS or ETU) to those of UT1, coded by one researcher assessing the 
content of each entry and assigning its content to at least one of four types – Position, 
Technical, Patient Notes and Reflection [22]. Where the content was of more than one 
type, each was coded against that entry. The proportion of entries that were actually 
reflective increased in UT2, while the portion of all other entry types (positional, 
technical, and patient notes) decreased. Thus the type of notes taken by the students 
supports the assumption that AMSS fosters metacognition and reflection.  

Table 1. Rounded percentages of content types for entries from the note-taking tools.  

 Users Text entries Position Technical Notes Reflection 

UT 1 50 107 17 57 16 66 

UT 2 35   86   1 13   7 93 

Note: Entries can be coded to more than one type, thus percentages may exceed 100. 
 
Learning Experience. 21 students of UT2 answered 10 questions on the perception 
of how helpful the thinking prompts were. On 5-pt. rating scales (from ‘1 not at all’ to 
‘5 very much’) the overall score reached 3.55 (SD=.72), single scores ranged between 
3.10 and 3.81. This indicates that the prompts are helpful with regard to content, 
timing, support in planning, monitoring, improving, and analysing one’s learning 
performance. Comparisons with UT1 showed no significant differences between the 
overall or single item scores (all p >.2 for unrelated samples T-tests).  

Two further measures used for learning experience are workload and flow. 
Average NASA-TX workload scores for the two user trials are depicted in Fig. 4. 
Multivariate MANOVA results revealed significantly lower overall workload for UT2 
(multivariate F(6,52)=7.6, p<.001). Results from single subscales indicate that the 
training in the simulator leads especially to load for effort and mental demand. 
Univariate analyses yield effects on performance and frustration (F(1,52)=48.4, p<.001 
for performance and F(1,52)=7.3, p=.009 for frustration), indicating that students in 
UT2 felt less frustrated and had a stronger feeling to be successful than UT1 students.  

Ratings for flow (on 7-pt. scales, with higher ratings indicating higher fluency and 
smoothness of the learning process and higher involvement in the task) from 40 UT2 
users were compared to UT1 (N=37). The average UT2 rating of 4.75 (SD=.79) for 
overall flow was significantly higher than in UT1 with M=4.35 (SD=.91; T(75)=-2.12, 
p=.038).  
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friends and family only (25 entries), followed by another group of comments (13 
entries) indicating insecurity and a lack of trust about what happens with their 
information. These results were underlined by participants’ behaviour during their 
training with the simulator, where nobody provided a Twitter or Flickr ID, such that 
user model enrichment via the U-Sem service was not enabled and students could not 
experience additional adaptive coaching based on their enriched user model. Of 
course, with only 19 Twitter and one Flickr user (as per cohort survey), the number of 
users who could have potentially provided their IDs was very low in the first place. 
To investigate the correctness of user model augmentation, for the social IDs 
collected in the cohort survey a comparison of information derived via U-Sem 
services with explicitly queried or available learner data was attempted. The Twitter-
based interest profile [15] could be derived for two users, confirming their medical 
background and studies: for one user a quite narrow set of interest topics could be 
identified, with one third clearly associated with health-related aspects; for the second 
user a slightly wider interest profile resulted, including but not limited to health and 
education related topics. A comparison of information from location detection [13] 
with cohort survey data was not possible due to the unavailability of Flickr user IDs. 

4 Discussion and Conclusion 

We presented an evaluation study of the improved ETU simulator with enriched user 
modelling and affective metacognitive scaffolding. The study was a follow up to a 
first user trial with metacognitive scaffolding only. This allowed a more specific 
evaluation of the services, because differences could be directly attributed to the two 
stages of development. Each type of advancement led to different research questions, 
which we want to take up again now. 

 
Simulator Augmentation. The RolePlay Simulation Platform used for clinical 
interview training was enhanced with ImREAL services via U-Sem and AMSS. The 
extended simulator was evaluated with respect to service integration and perceived 
relevance of the learning experience. Relevance ratings did not increase significantly 
between the two trials, but users consider the training definitely as a relevant 
preparation for interviews with real patients. The simulation embeds an authentic 
scenario relevant to the real-world application context, as called for by adult learning 
theory [1],[2]. Technical flow ratings increased from the last user trial, which 
indicates a good integration of the services in the simulator and a smooth interplay of 
software components, thus allowing a fluent interaction with the simulation. 

 
Affective Metacognitive Scaffolding Services. The already existing MSS was 
enhanced by adding an affective element to prompts. Also, the selection of prompts 
was modified by giving higher priorities to instructional designer weightings and 
taking into account possible affective impacts of prompts. That is, each of the 
scaffolding prompts was examined and rated as to whether it would have a neutral, 
negative or positive impact. These ratings were added to the rulebase of the 
scaffolding intervention selector. The simulation designer now also creates the 
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mapping and alignment of metacognitive prompts to simulation steps. Furthermore, 
the SBAI was integrated into the feedback interface of the simulation. Research 
questions concerned the aspects SRL, learning experience, learning performance, 
motivation and affect. Effort and performance scores as well as students’ reflection 
notes show that students are supported in their SRL activities. Nevertheless, students 
still find it difficult to estimate how well they will perform, whereby under- as well as 
over-estimations occurred.  

With the improved service, the notes students take are increasingly of reflective 
nature, which points to an additional benefit that users get out of the enhanced 
simulation. However, the number of unique users who actually worked with the 
thinking prompts is rather low: 30 students left entries via AMSS and/or the ETU 
notepad. One important reason is that the ImREAL services are only available in 
practice mode, but almost 60% of the students did the training only in the assess mode 
(which is prerequisite for the practice mode). Thus, for future applications, it is 
necessary to find ways to attract more students into the practice mode and to actually 
use the prompts. Similar to this, the reluctance to use the SBAI needs to be further 
investigated. Potential reasons might be unawareness of this self-report tool, but also 
that students did not see any added value of using it. In the second case, more detailed 
information about the benefit for their learning experience (e.g. selection of prompts 
adapted to a user’s current affective state) could be a possible solution.  

With regard to learning experience and performance, results indicate that the 
enhancement of the simulator led to an improved learning experience for the students. 
In UT2 prompts were generally perceived as helpful. Furthermore, students from UT2 
rated the overall feeling of flow higher than in UT1. Thus, the improved simulator 
was able to convey a stronger feeling of task involvement and fluency. With regard to 
workload, frustration went down and the feeling to be successful at a given task 
(performance) increased from UT1 to UT2. High performance is also confirmed by 
the objective scores assigned by the ETU simulator, where students obtained an 
average of 77 (out of 100). Their performance had increased from UT1 in the 
introduction, eliciting, and planning phase of the interviews. Motivation and affect 
measures showed that students had a high motivation regarding their learning task and 
that they were in positive affective states after the training.  

 
Enriching User Models based on Digital Traces. The main idea behind U-Sem is to 
extract and structure relevant information from the social Web services users are 
active in and to use this information for enriching user models from client 
applications. These applications can consequently update their user profiles according 
to the newly received information and provide adaptive services without having the 
users to take initial assessments or fill out long surveys on their preferences. The Web 
services utilised by U-Sem for mining users’ digital traces are Twitter and Flickr. 
Natural requirements for this procedure are users who actively use social platforms 
and the willingness of users to provide their social network IDs. There are two main 
points we can derive from this study. First, the use of social networks other than 
Facebook is not as widely spread as we initially assumed. Especially for Flickr, which 
is a main source for the digital traces used by U-Sem, only one participant indicated 
use of this platform. Second, the type of data used by U-Sem is publicly available on 
the Web and participants indicated that they believe that social networks are rather 
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open (Md = 3.5 on a 4-pt. scale from 1-totally private to 4-totally open). Nevertheless, 
they were very reluctant to provide their social network IDs. Main reasons given were 
to maintain privacy and that the people behind the service are not known. Thus, for 
future research, these two aspects need to be taken into account by: (a) considering 
the type of sample (which might influence the type and extent of social networks 
used) and (b) by fostering trust in the service in order to prompt users to provide their 
user ID (e.g. by giving detailed explanation on the type of information that is used and 
on the way the information is retrieved, or by providing more information about the 
research group behind the service). By increasing users’ willingness to share their 
user IDs, the correctness of user information derived from digital traces can be 
investigated in more detail in a next step.  

 
Conclusion. This paper reports on further augmentations to the ETU RolePlay 
Simulation Platform with ImREAL services. Whilst further work needs to be 
performed to investigate outstanding issues of unwillingness to engage in affective 
reporting and supplying social IDs, we have shown that these augmentations further 
enhance the flow and fidelity of the simulation, leaving learners more motivated, 
engaged and competent. We finish with a quote from a user: ‘I really like the 
simulation: it is very interesting and is directly associated to a real world problem.’ 
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Abstract. In this paper the focus is on the construction, use, pedagog-
ical potential, and long-term sustainability of certain web-based tools
designed for teaching logic. A series of web-based tools have been im-
plemented as a two-part system, and the tools have been tested and
evaluated in a number of practical experiments. The first part of the
system is a student-facing Java-Applet running in the student’s browser,
implemented using the Prolog programming language as embodied in a
Java implementation called Prolog+CG. The second part is a teacher-
oriented, server-based backend for logging the progress of students. In
the paper, we provide a presentation of the pedagogical and technical
ideas of construction that underpin the tools which have been made so
far. It is explained how the tools can be developed as web applications
using gamified quizzing. We then provide an evaluation of the potential
of log data as learning analytics offered by these tools in the context
of university courses introducing basic logic and formal aspects of argu-
mentation. We also describe how we have used and evaluated the tools
in a real learning context, using both quantitative, log-based data and
qualitative interview. The evaluation also includes a discussion of the
ethical aspects concerning the logging of student data. We also provide
some insights on how the tools can and have been made sustainable.

1 Introduction

Since the rise of the medieval university in Europe the study of basic logic
and argumentation has been seen as an essential component of basic academia.
In the modern University, the various studies of computer science, information
science and communication have made it even important to focus on logic and
human reasoning. In consequence, it is commonplace at modern universities to
offer basic courses in logic and argumentation. Such courses normally include
the study of Aristotelian syllogistics and basic propositional arguments such as
Modus Ponens and Modus Tollens (see [1] and [2]). On this background it seems
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obvious to look for tools which can support such courses and also tools which
may support distance education in logic and argumentation.

A series of web-based tools for teaching logic have been implemented as two-
part systems, and the tools have been tested and evaluated in a number of practi-
cal experiments. The first part of the system architecture which has been applied
is a student-facing Java-Applet running in the student’s browser, implemented
using the Prolog programming language as embodied in a Java implementation
called Prolog+CG (see [3] and [4]). The second part of the system architecture
is a teacher-oriented, server-based backend for logging the progress of students
and for locating the difficulties in the learning process. In [5] we have discussed
these tools and their potential in logic teaching. This paper should be seen as a
continuation of [5], and in the light of the long tradition within the area [9–13].

In section 2 of the present paper, a discussion can be found of the paedagogical
and technical ideas of construction that underpin the tools which have been
made so far, as well as a brief circumscription of the problem domain of teaching
logic. In section 3 it is discussed how the tools designed for teaching logic can
be developed as web applications using gamified quizzing. Section 4 contains a
treatment of the teaching potential of these tools in the context of university
courses introducing basic logic and formal aspects of argumentation, as well as
a discussion of the ethical aspects concerning the logging of student data. This
evaluation is based upon practical teaching experiences and various tests of the
tools which have been carried out at Aalborg University, Denmark. Section 5 first
investigates how the development of these kinds of tools for teaching logic can
be carried out in a sustainable way. Section 6 offers some concluding remarks.

2 The Construction of Prolog+CG Tools for Logic
Teaching

From a modern point of view classical syllogistics may be seen as a fragment of
first order predicate calculus. A classical syllogism corresponds to an implication
of the following kind:

(p ∧ q) ⊃ r

where each of the propositions p, q, and r matches one of the following four
forms:

a(X , Y ) (read: “All X are Y ”)
e(X , Y ) (read: “No X are Y ”)
i(X , Y ) (read: “Some X are Y ”)
o(X , Y ) (read: “Some X are not Y ”)

These four functors were suggested by the medieval logicians referring to the
vowels in the words “affirmo” (latin for “I confirm”) and “nego” (latin for “I
deny”), respectively. – The classical syllogisms occur in four different figures:
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(x(M,P ) ∧ y(S,M)) ⊃ z(S, P ) (1st figure)

(x(P,M) ∧ y(S,M)) ⊃ z(S, P ) (2nd figure)

(x(M,P ) ∧ y(M,S)) ⊃ z(S, P ) (3rd figure)

(x(P,M) ∧ y(M,S)) ⊃ z(S, P ) (4th figure)

where x, y, z ∈ {a, e, i, o} and whereM , S, P are variables corresponding to “the
middle term”, “the subject” and “the predicate” (of the conclusion). In this way,
256 different syllogisms can be constructed. According to classical (Aristotelian)
syllogistics, however, only 24 of them are valid. The medieval logicians named
the valid syllogisms according to the vowels, {a, e, i, o}, involved. In this way
the following artificial names were constructed (see [1]):

1st figure: barbara, celarent, darii, ferio, barbarix, feraxo
2nd figure: cesare, camestres, festino, baroco, camestrop, cesarox
3rd figure: darapti, disamis, datisi, felapton, bocardo, ferison
4th figure: bramantip, camenes, dimaris, fesapo, fresison, camenop

In these names the consonants signify the logical relations between the valid
syllogisms, and they also indicate which rules of inference should be used in order
to obtain the syllogism in question from syllogisms which were considered to be
fundamental: barbara, celarent, darii, ferio. – In fact, the system of syllogisms
may in this way be seen as the first axiomatic system ever (see [1] and [2]).

The Prolog+CG system dealing with syllogisms picks some terms from a given
selection, an arbitrary figure number (1–4), and an arbitrary syllogism number
(1–12). The syllogism numbers 1–6 point to the valid syllogisms listed above,
whereas the numbers 7–12 stand for invalid syllogisms assumed to be somewhat
“tempting”:

1st figure: aia, oae, iai, ieo, iii, oao
2nd figure: oae, aoe, oio, ioo, ieo, oao
3rd figure: aaa, iaa, aia, eae, oae, eie
4th figure: aaa, aie, iaa, eae, eie, aee

In this way the system operates with a database of 48 syllogistic schemes among
which 24 are invalid and 24 are valid according to Aristotelian syllogistics.

The Prolog+CG tools designed for teaching syllogistics make use of this
database of syllogistic schemes. The steps in the program are the following:

1. A syllogistic scheme is picked at random.
2. The argument is presented to the user in terms of natural language with

clear indication of the premises and the conclusion.
3. The user gives his evaluation of the validity of the argument.
4. The system states whether or not the answer given by the user is correct –

if possible also providing a short explanation.
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5. Unless certain criteria have been met, such as getting 5 or 10 correct answers
in a row, the user is given the opportunity to go back to step 1 and thereby
get another question to answer.

In addition to the tool dealing with syllogisms, we have implemented a tool
dealing with basic propositional arguments. The valid arguments included in
this tool can be proved using Modus Ponens, Modus Tollens, or usual disjunctive
argumentation. This means that the following arguments are tested:

p ⊃ q, p � q

p ⊃ q,¬q � ¬p
p ∨ q,¬p � q

¬(p ∧ q), p � ¬q

Again the propositional tool is an implementation of the steps 1–5 mentioned
above using variations of the propositional arguments mentioned. In this way a
database of 36 schemes of propositional arguments has been constructed. 18 of
these schemes are invalid, whereas the other 18 are valid.

The Prolog+CG tools concerning syllogisms and propositional arguments
have been developed as web applications using gamified quizzing. The gami-
fied versions of the tools count the number of correct answers in a row. When
the user has got a certain fixed number of correct answers in a row, he or she
has won the game. In the syllogistic tool and the propositional tool the winning
criteria have been 5 and 10 correct answers in a row, respectively. All the student
activity using the tools are logged in the teacher-oriented backend.

The reason these systems can be predicated with the term “gamified quizzing”
is that they do not just present questions with concomitant required answers, as in
a “bare” quiz. They also have a side-goal, namely getting 5 or 10 “points”, they use
the concept of “streaks” (i.e., an unbroken sequence of correct answers), and they
have a criterion forwinning (and hence losing). Finally, external to the systems, the
students were asked to attempt to “win” as fast as possible and let all the others
know when they had finished. This last point gave a social dimension to the game
which was added to the system by virtue of the co-location of the students in the
same room, along with instructions from the teacher.

3 The Potential of the Prolog+CG Tools in a Teaching
Context

As shown by [5] the teacher may obtain very useful information from the log-
data of the student activities with the tools. In this way the teacher may also
find out which types of arguments the students find easy and which they find
difficult. This kind of log data seen as learning analytics can obviously be very
useful for the teacher in his or her preparation and design of the lectures and
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Table 1. Scores for syllogisms in figures 1, 2, and 3. In figure 1, no. 1-6 are valid,
while no. 7-12 are invalid. In figure 2, no. 13-18 are valid, while no. 19-24 are invalid.
In figure 3, no. 25-30 are valid, while no. 31-36 are invalid. In figure 4, no. 37-42 are
valid, while no. 43-48 are invalid.

Syllogistic figure 1

Validity No. Score No. Score No. Score

Valid 1 0.82 2 0.64 3 0.92
Valid 4 0.77 5 0.49 6 0.51
Invalid 7 0.77 8 0.81 9 0.13
Invalid 10 0.39 11 0.14 12 0.19

Syllogistic figure 2

Validity No. Score No. Score No. Score

Valid 13 0.69 14 0.73 15 0.76
Valid 16 0.82 17 0.66 18 0.56
Invalid 19 0.61 20 0.80 21 0.28
Invalid 22 0.23 23 0.29 24 0.32

Syllogistic figure 3

Validity No. Score No. Score No. Score

Valid 25 0.67 26 0.85 27 0.88
Valid 28 0.61 29 0.82 30 0.81
Invalid 31 0.28 32 0.74 33 0.76
Invalid 34 0.35 35 0.78 36 0.66

Syllogistic figure 4

Validity No. Score No. Score No. Score

Valid 37 0.60 38 0.73 39 0.87
Valid 40 0.61 41 0.73 42 0.57
Invalid 43 0.28 44 0.87 45 0.62
Invalid 46 0.40 47 0.52 48 0.74

work in the classroom. Two interesting examples of results of this kind will be
given here.

In continuation of the results obtained in [5] a study has been carried out with
the syllogism-tool. During February 2012, an estimated total of 170 students at
Aalborg University, Denmark, have been asked, alone or in small groups of up
to 3 students in each, to work with a version of the syllogism tool which took
them through all 48 schemes in a random order. They have been asked to do this
within half an hour. A total of 103 groups participated, and this measurement
was made before the students were introduced to syllogistics. The results found
are depicted in Table 1.

Obviously, this measurement is very useful for teachers who want to run a
course in syllogistic reasoning. Between sessions, the teacher can analyze the
log data from the previous session, and then concentrate on the parts of the
material which the students find particularly challenging. It is our experience
that the system is very useful for this purpose.

The results listed above give important evidence for the difference between
the syllogisms whose validity is drawn into question from a modern point of view
(see Table 2(a)), and those which are not questioned from a modern perspective
(see Table 2(b)). It is well known that the first group of 9 syllogisms are invalid
in general if terms corresponding to empty sets are accepted, but valid if no
empty-set terms are allowed in syllogisms.

On the basis of our investigation we may discuss how the students handle the
15 syllogisms that are not drawn into question within modern logic, versus the
9 Aristotelian syllogisms which have been questioned in modern logic. We may
compare the group of these 15 versus the 9 questioned syllogisms and the results
are shown in Table 3. The table shows strong statistical evidence against the
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Table 2. The 24 Aristotelian syllogisms, divided into two groups based on whether
they are drawn into question in modern logic or not. The reason to draw the 9 on the
left into question is that they are invalid if terms denoting the empty set are allowed,
but valid if empty set denotations are not allowed.

(a) 9 questioned syllogisms

Figure Syllogisms

1st barbarix, feraxo

2nd camestrop, cesarox

3rd darapti, felapton
4th bramantip, fesapo, camenop

(b) 15 unquestioned syllogisms

Figure Syllogisms

1st barbara, celarent, darii, ferio

2nd cesare, camestres, festino, baroco

3rd disamis, datisi, bocardo, ferison
4th camenes, dimaris, fresison

Table 3. This table summarizes how often the 103 student groups evaluated syllo-
gisms in the two subgroups as valid. The difference between the evaluation of the 15
unquestioned syllogisms and the 9 questioned is strongly significant by the two sided
chi square test.

Correct reply?
(Pre-test N=103 groups)

Syllogism Yes No
Valid in modern syllogistics (15) 1023 270
Questioned modern syllogistics (9) 454 319
p-value < 0.0001

presumption that students will handle the two subgroups of syllogism equally
well, and thus support our previous findings.

This study shows that although the students accept the Aristotelian notion
of validity, seeing all 24 syllogisms as valid, they are much more certain of the
validity when they are dealing with the 15 valid syllogisms than when they are
dealing with the 9 syllogisms which are drawn into question if we allow for the
use of terms corresponding to the empty set in the syllogisms.

Another interesting result based on log-data has to do with the propositional
tool. Although only a few students (N=8) participated in the test of this tool
it does in fact give strong evidence in support of the expectation that students
handle modus ponens significantly better than modus tollens. The results can
be summarized as in Table 4.

4 The Use of Gamified Quizzing in Teaching Logic

As mentioned in Section 2, the gamified version of the syllogistic tool will count
the number of correct answers in a row, giving one point for each correct answer,
and resetting the count to 0 when the user provides a wrong answer (thus ending
a “streak”). When the user has got 5 correct answers in a row, he or she has
won the game.
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Table 4. This table summarizes counts of how often students (N=8) replied correctly
to questions regarding the validity of propositional arguments. The difference between
modus ponens and modus tollens is strongly significant by Fisher’s exact test. (The
chi-square test may not be used because some of the cell counts are low.)

Correct reply?
(N=8 students)

Yes No
Modus ponens 63 0
Modus tollens 21 55
p-value < 0.0001

This gamified system was tested on March 7, 2013, at Aalborg University
before and after a lecture on Aristotelian syllogistics. The students were asked
to run the gamified syllogistic tool in groups of up to 4 both before and after
their logic lecture, with an estimated 90 students participating. The students
were asked to attempt to “win” the game as fast as possible, and were asked
to indicate to all present in the room when they had won. All these test results
were logged by the system. The score was computed as:

Score =
number of correct answers in last streak

total answer count

The statistical analyses of the scoring data were performed using standard meth-
ods from descriptive statistics and statistical testing. The two sample t-test has
been applied to detect increased score, and to look for significant differences
between results from the Pre-test and the Post-test. The Pearson correlation co-
efficients were computed to look for association between time used at each task
and scoring outcome. The chi-square test has been applied to detect differences
in how students handle syllogisms with true or false conclusions.

The immediate experience during the Pre-test was that the students enjoyed
the game and that the use of the game served as motivation for working with the
theoretical question of validity which was introduced during the following lecture.
After the late-afternoon lecture, a break was scheduled before the non-obligatory
Post-test. Several students chose to go home during the break. It was, however,
clear that the students who stayed to work with the game after the lecture now felt
better equipped to deal with the questions of validity, and that they now hadmuch
more to talk about when facing the problems in the game.

4.1 Results

The Pre-test was performed with 53 groups of students. But only 33 of the groups
achieved a score > 0, and hence the 20 groups with score=0 were not included in
the analysis. It may be noted that this is standard practice when doing statistical
calculations. The Post-test was performed with 24 groups of students. This big
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Table 5. The table below summarizes the Pre-test versus Post-test results of the
students score. The first table line is for the Pre-test versus Post-test of the student
groups with score > 0, while the second line shows the same data for the 24 best groups.
The first line supports statistical evidence against the presumption that students will
handle syllogism equally well before and after the lecture. The p-values are by the two
sample t-test (one sided not assuming equal variance).

Mean Score SD Score p-value vs. Post

Pre (N=33) 0.455 0.261 0.040

Pre (N=24) 0.566 0.213 0.351

Post (N=24) 0.596 0.316 -

Table 6. The table summarizes the Pre-test versus Post-test results of the time which
students spent on each task of the exercise. The first table line is for the Pre-test
versus Post-test of the student groups with score > 0, while the second line shows the
same data for the 24 best groups. Both support strong statistical evidence against the
presumption that student will handle syllogism equally fast before and after the lecture.
The p-values are by the two sample t-test (two sided not assuming equal variance).

Median time (s) SD time (s) p-value vs. Post

Pre (N=33) 20.0 16.2 0.002
Pre (N=24) 20.6 15.1 0.005
Post (N=24) 34.3 27.0 -

dropout creates a bias for our analyses, and we had to compare the Post-test
result versus both the 24 best results from the Pre-test as well as the 33 Pre-test
results with better score than 0. Both results are shown in Table 5.

We also compared how much time the student groups spent thinking on each
task of the syllogism exercise. Here we used the median time for each group, since
such student groups may spend time talking about other things while they work.
The results are shown in Table 6, and shows that the students spent significantly
more time to think about each task after the lecture has been given.
Finally we looked at correlations between scoring and time spent on each task of
the exercise. Table 7 presents the results, but shows no significant correlations,
although they are positive.

4.2 Discussion of the Results

Results from Tables 5–8 shows mixed results. By learning classical syllogisms the
students seem to learn to think, but not necessarily to achieve logically better
results. However, Table 8 shows that the best groups base their estimation on
validity of the syllogisms independent of the conclusion of the syllogism itself,
while the Pre-test group of N=33 are initially more influenced in their logic by
the closing conclusion of the syllogistic argument. In the last case they mainly
base their evaluation of the validity of a syllogism on the final statement of the
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Table 7. The Pearson correlation coefficients between score and time spent on each
task of the syllogism exercise

Correlation
coefficient p-value

Pre (N=33) 0.26 0.14
Pre (N=24) 0.03 0.88
Post (N=24) 0.31 0.14

Table 8. The table below summarizes counts of how often students in their evaluation
of syllogisms agreed with a False or True statement in the conclusion of the syllogism.
The first 2x2 subtable is for the Pre-test of the student groups with scores > 0, while
the second 2x2 subtable shows the same data for the 24 best groups, and the third
2x2 subtable shows the results from the Post-test. The p-values are by the two sided
chi-square test.

Pre-test Pre-test Post-test
(N= 33 (N= 24 best (N= 24
groups) groups) groups)

False True False True False True
Statement in conclusion: 242 342 99 131 94 138
Student evaluation: 226 358 62 168 73 159
p-value: 0.37 0.0004 0.057

syllogism alone, and how it is related to reality as they know it. The premises
of the argument are to a large extent ignored.

4.3 Post-test Interviews: Results and Discussion

Following the lectures and the test, two semi-structured focus group interviews
with a total of 11 students were conducted. The students volunteered to partic-
ipate based on a general invitation. The interviews were structured around the
following questions:

1. To what extent – if any – can the relevant system be of assistance in the
acquisition of competence in classical logic?

2. What could or should be changed in the system in order to further the
acquisition of competence in classical logic?

3. To what extent – if any – does the gaming element influence one’s use of the
system, i.e. one’s play?

4. To what extent – if any – does the logging of results influence one’s use of
the system, i.e. one’s play?

The answers to these four questions may be summarized as follows.
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The system is generally considered to be useful for the attempt to acquire
competence in classical logic (cf. 1 above). Several of the students summarize
their experience in statements like “One gets a very fundamental sense of what
logical validity is”, “You get this ‘aha experience’ about what logical validity is
that you do not get in the lectures”, “You develop a sense of what it means for
a statement to follow from another”, and “You catch a whiff of some underlying
patterns and of logical validity”. Interestingly, in these reports the students
refer to the acquisition of skills that seem intuitive and difficult to articulate.
They speak about developing “a sense” having “an experience”, and catching “a
whiff”. Several students contrast this intuitive grasp of logical validity with the
theoretical understanding acquired in the lectures: “The system would be a fine
supplement to the lectures because the lectures were theoretical in the sense that
they provided a number of concepts to be used for theoretical analysis while the
system provides a sense of logical validity in practice.” Another student remarks
“I needed my notes from the lectures to aid me in creating some sort of overview
of the syllogisms. It is easy to identify the figure ‘barbara’; from there on it gets
harder.”

These reports point towards an important distinction in the skills and compe-
tences that may be acquired, on the one hand through the lectures, and on the
other hand through the use of the system. In lectures, the students are taught
concepts and models for the systematic analysis of the logical validity of argu-
ments. In apprehending these concepts, the students first and foremost acquire
the ability to apply the concepts to the systematic analysis of the logical validity
of an argument. They do not first and foremost develop their ability to deter-
mine the validity of arguments without explicit, systematic analysis. By contrast
the system builds the ability to “see” or “sense” the validity/invalidity without
explicit, conceptual analysis.

It seems, however, that the ability to “see” or “sense” the validity/invalidity
of an argument is something one may have independently of one’s ability to
provide an account of what logical validity is and how it may be systematically
determined. A great many people will thus be able to determine that the argu-
ment “If it rains, the road is wet. The road is wet. Therefore it rains,” is invalid
on the grounds that the road may be wet for other reasons that it raining, with-
out being able to define logical validity. Thus one might ask whether the system
is, in fact, building competence in the conceptual analysis of logical validity, or
whether it only reinforces pre-theoretical ability to do so.

It is, however, clear from the reports of the students that they do in fact apply
the theoretical concepts from the lectures. As mentioned above, one student
stated: “I needed my notes from the lectures to aid me in creating some sort of
overview of the syllogisms. It is easy to identify the figure ‘barbara’ . . . ”. The
student thus explicitly identified a type of argument by means of the theoretical
vocabulary, and would have wanted to analyze the arguments by means of the
theoretical concepts, had they been available during the test. Two other students
back this by stating that they to some extent “took notes on a piece of paper in
order to determine the logical structure of the arguments.” Thus, in the mind of
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the students, there seems to be no clear separation of the pre-theoretical and the
theoretical ability to determine the validity of arguments. By exercising one, one
is exercising the other. At any rate, the analytical skills seem to be sharpened
by doing rather than merely listening to a lecture.

In response to the second question of the interviews (cf. 2 above) on possible
improvements of the system, the students suggest that “One should receive a no-
tification if the validity of arguments of the same form are evaluated wrongly on
several occasions,” and that “The syllogisms should also be shown in formalised
and/or graphic form.” Both suggestions underscore the points made above. It is
clear that the students to some extent perceive of the test as a test of the skills
and competences acquired in the theoretical lectures, but also that the testing
of these skills and competences could be more explicit. In terms of the specific
suggestions for improvement of the system, they would clearly bridge this gap.

The students are in general reacting positively towards the gaming element in
the test (cf. 3 above). Not surprisingly, the gaming element is noted by several
to be motivating. It is recognised, however, that in this case – where the gaming
element consists in the goal of getting 5 or 10 consecutive “right answers” – the
gaming element may be especially appealing for the “stubborn, persistent and
very competitive” students. The important lesson to be learned is straightfor-
ward. Different gaming elements attract different people. Future revisions and
testing of the system should address this issue by more systematically incorpo-
rating and testing different gaming elements and their appeal to different types
of “players”. This would obviously be primarily with the end-goal of improving
the learning effect of the system on the students, though other ends could also
be identified.

In response to the effects of the gaming element of the system, several of the
students have observed an interesting pattern in their behaviour during the test.
They report that “The gaming element made me inclined to take a chance at
the point of having 4 consecutive right answers. After all, it was a game . . . .”
The introduction of gaming elements thus seems to play a rather significant role
not only for the students’ perception of the system, but also for their behaviour
in using the system. A behavioural pattern of this kind clearly runs counter to
the purpose of the system to motivate students to form some kind of reasoned
judgement (pre-theoretical or theoretical) on the logical validity of arguments.
It thus becomes of vital importance for future developments of the system to
determine the extent to which the gaming elements trigger such behaviour.

The students all recognise that the logging of their answers had an effect
on their behaviour even though they were anonymous (cf. 4 above). It is worth
noting, however, that no one found the logging to be disturbing or caused him or
her to be worried or anxious. On the contrary, all report that the logging initially
had a positive effect on their motivation. As one says “It does mean something
that you know someone is registering your score. It is positively motivating.”
Several of the students note, however, that the actual effect of the logging on
their results is not straightforward. Thus, in the course of the test the logging
also had adverse effects on their motivation to do their best. “At the outset



Teaching Logic 421

one is focused on evaluating the first five arguments correctly . . . . After having
realised that it will not look good, you become more careless and start guessing.”
The exact effect on the scores generated by the logging is consequently hard to
estimate.

5 Sustainability of the Tools

Sustainability of systems and tools within education has become a major issue in
recent years, as people and projects may need to transcend the organizational,
personnel, and budgetary boundaries of any one institution. One primary ex-
ample is the Moodle1 Course Management System, which has grown to become
a world-wide phenomenon within education, with many contributors from sev-
eral institutions and organizations in disparate locations around the world. The
success of Moodle may arguably be attributed in part to the decision of its
orginator, Martin Dougiamas, to license the source code of the system as Open
Source. The effects of Open Sourcing software has been explored in various con-
texts, including [6] and [7].

Licensing the source code as Open Source by itself does not guarantee sustain-
ability. Making the code generally available is obviously also necesssary. Good
documentation is essential to supporting usability and the possibility of user
adoption. Finally, building a community around the systems and tools in order
to maintain the software beyond the capability, interest, and budgetary limits
of the originators is of paramount importance for both sustainability and user
adoption.

We have taken the first three steps towards sustainability of our tools listed
above, of licensing as Open Source, making the source code available, and doc-
umenting it. The tools can be downloaded2 from SourceForge.Net.

Whether the fourth step, namely building a community around the tools, will
become a reality, remains to be seen.

6 Conclusion

We have in this paper presented two systems for teaching logic, namely the “syl-
log” system for teaching Aristotelian syllogistics, and the “proplog” system for
teaching aspects of propositional logic. The two systems build on a number of
common ideas, which may be formulated as imperatives. Though these impera-
tives are by no means normative for the broader range of educational software,
they may illustrate some important aspects of the integration of software systems
into traditional University-level courses on logic.

Support learning by doing: As [8] points out, higher learning outcomes can
often be achieved through the student’s doing an activity related to the theo-
retical material provided in lectures, than through lecturing along as a teaching

1 http://www.moodle.org/
2 http://syllog.sourceforge.net/

http://www.moodle.org/
http://syllog.sourceforge.net/
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activity. In Section 4.3, we have seen how the students reported obtaining a
deeper understanding of the theoretical material through using the system than
they had acquired through the lectures. Thus supporting “learning by doing” is
an essential educational feature of our tools.

Support learning of analytical inquiry skills: The process of analytically finding
an answer to a question of validity in the field of logic may itself be founded
upon the ability to ask relevant questions, especially since proofs may be seen
as a sequence of propositions, the link between which consist of inference rules,
validity arguments, application of axioms and theorems, etc. Thus the ability to
think analytically about logical arguments involves the ability to inquire, or ask
analytical questions of the problem at hand. The nature of the questions posed
by our systems does not by itself ensure that the students will acquire skills in
analytically oriented inquiry, but the repeated prompt to apply analytical skills,
including methods of inquiry, may help instil in the student the basic potential
for analytical inquiry. That is indeed a higher learning goal of many courses in
logic, and our systems seem to support this goal, as indicated in Sections 3 and
4.3, as well as [5].

Provide learning incentives through gamification: Not all students will be
equally inclined to take all learning activities seriously enough for their own
good in meeting the learning outcome objectives of the courses which they at-
tend. The element of gamification, as we have seen in 4.3, although eliciting
mixed responses from the students, does seem to indicate that at least with the
student focus group in question, the element of gamification had some positive
effects on their motivation to learn. Gamification, of course, has many other ram-
ifications and potentially positive outcomes than student motivation, including a
strengthening of the element in the learning experience of the student of the ap-
plication of the principle of repetition, which in turn may lead to higher learning
outcomes. The proverbial abundant harvest founded upon diligent sowing ap-
plies equally well in farming as in many other kinds of work, including the work
of learning. With our systems, the student is encouraged, through gamification,
to sow more than they otherwise might have had the stamina or interest to do.

In future research, it would be interesting to:

– Expand the number of strategies for gamification. The current strategies
could be enhanced by communicating streaks, percentages, and grade as-
sessments at the end of each game.

– Expand the number of strategies for enhancing the learning experience of
the student, for example by diagramming or otherwise showing the structure
of the arguments.

– Elaborate on the kind of questions which the systems are able to ask of the
students. In both of the current systems, the central question is the validity of
the arguments. It might, however, be advantageous for the learning outcome
of the student to be able to, say, pick a valid conclusion from a list of possible
conclusions (valid or invalid), assess the truth-value of a given proposition
within a given model, pick the correct figure and/or syllogism name for a
given valid syllogism, and so on. Many different kinds of questions could be
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devised, and it would be interesting to research the effect of the nature of
the questions upon the learning outcomes and learning experiences of the
students.

We have thus presented some systems for teaching and learning two kinds of
logic, namely syllogistic logic and basic propositional logic. We have described
their construction, and have evaluated their potential in teaching logic through
both quantitative and qualitative methods. We have also provided some reflec-
tions on the sustainability of the tools, and have described how we have worked
towards that goal by Open Sourcing the tools.
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Abstract. One-to-one (1:1) computing has recently been scaled up and
integrated into learning strategies, but there have been rather few stud-
ies about it so far. This explorative observation and interview study
aims to gain increased understanding about the student role in the 1:1
computing classroom in upper secondary school. The results demon-
strate a media-rich classroom based on four categories of affordances:
students’ note-taking; searching the Internet; social media; and laptops
for duplication. The four categories of affordances delineate how teach-
ers’ behaviour is influencing students and their use of laptops in the
designed learning activities. The designs of the 1:1 classrooms are based
on technology-enhanced consumption of media as opposed to designs for
technology-enhanced learning. It is concluded that the student role is di-
verse and stretched between principles of both teacher-centred learning
and student-centred learning.

Keywords: one-to-one (1:1) computing, teachers behavior, constraints,
affordances.

1 Introduction

The one-to-one (1:1) computing classroom is an environment based on one
portable laptop per student, access to the Internet through wireless networks
(WiFi), and a focus on using laptops in the school practice (e.g. for presenta-
tions and academic tasks) [14] (p. 331). Traditionally, schools have been organ-
ised based on principles of the analogue world, whereas 1:1 computing spans
digital and analogue designs of the learning experience [7]. Goffman [9] used the
concept of the façade to conceptualise both established roles and how settings
construct roles based on the settings’ design. For example, a young person, on
walking into a school, takes on the formal role of student, and teachers and other
students hold certain expectations related to that role. However, in the class-
room, teachers’ design of teaching and learning could either be teacher-centred
or student-centred. Accordingly, the façade in settings of teacher-centred learn-
ing is based on hierarchical social relationships and knowledge that is transferred

� Corresponding author.
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and remembered [1]. In contrast, the façade in settings of student-centred learn-
ing is characterised as holistic, active, and informal learning in diverse contexts
[1] [13]. If the environment in which the role is played out changes, the role will
probably be extended [11] to include additional façade [9]. Therefore, we need
to know more about the student role based on how teachers’ behaviour is influ-
encing students and their use of laptops in the learning activities. To address
this knowledge gap, we have asked the following two research questions: How
can we understand the teachers’ design of the 1:1 computing classroom? What
expectations do the teachers hold about the student role in students’ learning
experience? To answer these questions we conducted an ethnographic study fo-
cusing on three 1:1 computing classrooms.

2 1:1 Computing in K-12 Education

Lei and Zhao [13] demonstrate four themes of how students use personal laptops:
for specific learning tasks (e.g. note-taking, online searching), for communication
(e.g. e-mail and instant messages), for expression (designing something), and for
exploration (e.g. games and multimedia products). Dunleavy et al. [6] argue
strongly that students’ learning experience must be based on four design prin-
ciples: learner-, assessment-, community-, and knowledge-centred (p. 451). An
important aspect of the design is that a power relationship is created between, for
example, Internet resources and textbooks, and one of them becomes dominant
[3].

2.1 Theoretical Framwork

In this paper we argue that social actions in 1:1 computing classrooms affect the
student role. Implicitly, the social actions are understood as being in relation to
the design of the environment and the properties of the environment. Greeno
[10] has developed Gibson’s [8] theory of affordances from an ecological view to-
wards a philosophical view by discussing affordances from Barwise’s [2] situation
theory. Greeno’s [10] theory provides analytical tools for understanding how sit-
uations relate to other situations through the concept of conditional constraints
(p. 339). Conditional constraints address regularities that provide a framework
to outline situations from which affordances can be interpreted. Greeno’s theo-
retical contribution highlights that if there are conditional constraints there are
affordances that, by definition, can be both recognisable and perceived directly
as properties of a design. For example, Chan et al. [5] state that 1:1 technology-
enhanced learning (TEL) means that each student uses at least one computing
device (p. 7), which brings out the following conditional constraint:

<<1:1 TEL>> --> <<students use at least one computing device>>
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The above constraint highlights when the situation of 1:1 TEL means a rela-
tion to another situation where each student uses a personal computing device.
Accordingly, the framework of conditional constraints and affordances will be
applied here to students’ activities involving 1:1 computing.

3 Method: Context, Data Collection, and Analysis

The study took place at an upper secondary school in the northern part of
Sweden during the spring of 2012. The school has about 2,000 students and was
chosen because of the municipality’s 1:1 computing initiative. Each student and
teacher was equipped with a laptop computer, and the classrooms were equipped
with digital projectors, an interactive board (Smartboard), and a whiteboard.
The whole school had WiFi access to the Internet and to a learning management
system (LMS) called Fronter. Three social studies classes (A, B, and C) were
chosen; there were 20 to 27 students in each class. We did not study students
using laptops in the cafeteria or in their spare time.

We did 17 observations during three weeks of study. The observer sat at
the back of the classroom and the observations were combined with informal
conversations and interviews. Field notes were developed, as close as possible to
the observations, into thick descriptions [12] (p. 153), which are characterised as
narrative, describing, analysing, and interpreted.

Students were selected for focus group interviews based on the classroom
observations where students were noted to be particularly verbal. The interviews
followed a semi-structured interview guide covering two themes: how students
study during lessons, and students’ use of digital technologies. The interviews
were digitally recorded and transcribed verbatim.

We analysed the empirical material using Boyatzis’s [4] framework for the-
matic analysis. The process of thematic analysis is based on indicated essences,
signs, episodes, and contrastive thinking that emerged. The themes were tested
between the two authors. Here, the second author created the first set of themes,
and then the first author assessed these themes in relation to the empirical mate-
rial. This process was followed by discussions until the authors reached agreement
about the themes.

4 Results

4.1 The Students’ Activities

The students used technology for both schoolwork and non-school activities. For
schoolwork, the students used the laptops most frequently for word processing
(N=12) for taking notes and writing assignments. The students’ used (N=7) a
search engine for searching and accessing information. In a majority (N=13) of
the learning activities, the students consumed media either from the teachers’
digital presentations or from videos. Thereafter, the students’ work was often
done in pairs, as they answered questions about the subject of study from the
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teachers’ digital presentation or video. During all the observations, students
used their laptops and mobile phones to conduct non-school activities such as
accessing social media applications, reading blogs, and playing online games. The
students’ activities and use of digital technologies indicate when one situation
is related to another situation. Based on the students’ activities and digital
technology use, the following conditional constraint [10] for the 1:1 computing
classroom is constructed:

<<the use of digital technologies>> -->

<<refers to the influence on students’ learning activities>>

In the next step, the above conditional constraint will be constituted through
a set of affordances raised by the related situations. Informants’ names have been
replaced with pseudonyms, and quotations are included.

4.2 Four Properties of 1:1 Computing

The Affordances of Note-Taking. Note-taking is a key activity for students
while teachers are presenting. The affordances are based on situations when
students use the word processing application for note-taking in relation to sit-
uations of students’ activities. The situations that influence students’ learning
range from their use of notes as they prepare for written exams to their devel-
opment of note-taking strategies. However, a specific note-taking strategy was
characterised as using the exact words and expressions (duplication) as in the
teachers’ digital presentations.

The Affordances of Search Engines. The affordances of search engines
demonstrate two episodes where the situation of using search engines influences
students’ learning. In the first episode, in class C, the students’ task was to
complete a short test about the central bank. This activity prompted the stu-
dents to use Google. Expected or not by their teacher, Maria, the students used
phrases from the test and found the test on the Internet. Two students, Eva
and Maya, said: ” if you used the exact phrases from the questions when us-
ing Google [Eva] you got hits and it was rather simple to find the right answer
[Maya]. In another episode, the students used tools to collect and read a vari-
ety of text resources on the Internet, such as Google, Google Scholar, and an
essay database (http://www.uppsatser.se). In their research the students used
sources (e.g. research papers) that were at a more advanced text level than the
information in their textbook.

The Affordances of Social Media Applications. The affordances of social
media highlight students’ use in both school and non-school activities. In the
school activities, social media (Facebook) has the affordances of sharing infor-
mation (N=1). This episode demonstrates how students use social media for
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sharing information that supports the learning process. It was observed how
Sofia had difficulty finding the facts she needed for an assignment and how Elin,
sitting behind her, gave her some support. Sofia said: Could you send me the
link about the nurses? Elin answered: I’ll send it on Facebook. As for non-school
activities, in all classes, during the teachers’ digital presentations or during other
activities such as group work, students were observed to be checking social media
applications, playing games, and reading blogs. However, the students’ lack of
focus was not due only to the Internet and laptops; it was also observed when
students were using mobile phones or chatting with each other.

The Affordances of Laptops for Duplication. In one episode, Maria taught
by using the interactive board and a pencil to illustrate, step by step, how money
is transferred in the economic system. Maria suggested that the students draw a
picture similar to hers on their laptops. In parallel with Maria’s teaching, the stu-
dents started personal and collaborative sub-activities with a view to duplicating
Marias drawing on their laptops. The sub-activities reflected students’ diverse
use of technology in one situation that related to supporting the students’ learn-
ing when they were drawing the picture. Three affordances are indicated from
the sub-activities. One affordance was highlighted when the students’ Googled
the subject of the drawing and found the picture. Another affordance of 1:1
computing was indicated when students suggested using the word processing
application (Word) to write what Maria was explaining. In a third affordance, a
group of students imitated Maria by trying to draw her picture using the word
processing application.

5 Implications

The three 1:1 computing classrooms demonstrated greater emphasis on façade
of teacher-centred learning based on technology-enhanced consumption (TEC)
of media, and minor implications of façade of student-centred TEL. Thus, the
teachers’ behaviour and TEL designs are based on situations that refer to situa-
tions where students duplicate the teacher’s digital presentation. The results in-
dicate that the affordances of laptops support duplication by using text. Tablets
would probably give richer affordances of taking notes through the affordances
of the camera or of digital pens used on the tablets to make simple drawings.
However, the implications of student-centred TEL were demonstrated when stu-
dents shared links through social media applications, or when they used search
engines. Teachers’ TEL designs would benefit by integrating the social media
applications that students use in non-school activities. To change practices to-
wards student-centred TEL, conditional constraints [10] of the 1:1 computing
classroom should be based on situations for using social media applications that
refer to situations that strongly integrate students’ preferences into the learning
activities. Such designs could manifest collaborative note-taking activities and
group reflections for deeper learning where all students have the possibility to
contribute to a shared understanding.
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Conclusion. This small ethnographic study confirms what other studies [3, 13]
have found: that 1:1 computing classrooms are based on TEC designs for teacher-
centred learning. From the teachers’ perspective, expectations about the student
role are based on traditional assumptions of TEC. Students’ non-school activities
make visible the tension between teacher-centred learning and student-centred
learning, or in other words, the tension between façade of TEC and TEL designs.
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Abstract. University lecturers are usually experts within a specific context 
domain of knowledge, however they are seldom expert teachers or educational 
technology wizards. Facilitating professional development for lecturers to 
engage with innovation in teaching and learning utilizing new technologies is 
no simple process. However, we have found that structuring lecturer 
professional development around a sustained community of practice can result 
in a journey of conceptual and pedagogical transformation [1]. The increasing 
ubiquity of mobile devices and social media provides a platform for enabling 
pedagogical change. Thus we established a MOBile Community Of Practice 
(MOBCOP) of lecturers interested in researching the potential of mobile social 
media in education interested in exploring the concept of the pedagogy-
andragogy-heutagogy continuum [2], and how mobile learning can be utilized 
as a catalyst [3] to move towards student-directed heutagogy. We argue that the 
MOPCOP framework is potentially applicable to a variety of higher education 
contexts. 

Keywords: Communities of practice, mlearning, pedagogy, mobile, social me-
dia, heutagogy. 

1 Introduction 

Design education is often centred around students acquiring the skills and knowledge 
required to become active members of the design profession [4]. This can take the 
form of learning a range of core skills, such as the ability to make appropriate use of 
various types of media and specialised desktop editing software such as Photoshop, 
Final Cut Pro (FCP), and Dreamweaver. However, in a world increasingly dominated 
by mobile devices [5], the design parameters associated with small screen devices and 
their unique connectivity and collaboration affordances need to be part of the graphics 
design process. The context of the MOPCOP was a Bachelor of Graphics Design 
degree, with six lecturers participating in a community of practice investigating the 
potential impact of mobile social media within their courses. The impact of mobile 
devices and social media upon graphics design professionals’ skills can be seen in the 
depreciation of Flash for html5, and the increasing first point of contact for web-based 
media being through users smartphones. Thus Graphics Design education needs to 
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prepare students for this emerging environment. The MOPCOP experience traces 
participants’ journeys from mobile social media technophobia to mobile social media 
evangelists. The activity of the MOPCOP was reified in the development of a range of 
mobile social media projects for students, and new forms of classroom interaction 
using mobile social media such as live video streaming, mobile eportfolios (for 
example Behance), and collaborative mobile video production. While the graphic 
design lecturers were already adept at utilizing desktop and laptop systems and soft-
ware (such as Photoshop, FCP, and In Design) they had little experience of the design 
issues specific to mobile and social media and the link with their current practice. The 
MOBCOP (MOBile Community Of Practice) within the Graphics Design department 
was established to explore these important emergent issues. 

Communities of practice (COP) is a social learning theory developed by Lave and 
Wenger [6] that has been extended by Wenger [7] and applied across many learning 
contexts. As an analytical framework for describing the process of becoming an active 
participant of a professional, social or learning community, the concept of  COP reso-
nates with the ethos of social media (participatory, social and user-generated). Wen-
ger, McDermott and Snyder [8] have emphasized the importance of nurturing COPs, 
and the significant supportive and empowering role of technology and social media in 
communities of practice [9]. We therefore used a framework [1] that scaffolds the 
introduction of new technologies and new pedagogies in Graphic Design education by 
reframing lecturer professional development as a COP of like-minded peers support-
ing one-another exploring the potential of integrating mobile social media into the 
Graphic Design curriculum. 

The ubiquity of mobile devices (particularly cameraphones and smartphones), 
alongside their connectivity, user content-creation, and collaborative affordances, has 
the potential to empower learners and disrupt traditional teacher-learner power rela-
tionships [10]. We argue that the disruptive nature of mobile devices can be harnessed 
to facilitate positive pedagogical change. Coupled with the user-centric and participa-
tory nature of social media, mobile social media presents a unique opportunity for 
higher education to reconceptualize teacher and learning around authentic situated 
learning experiences and learner-generated content [2-3]. 

We have found the concept of the Pedagogy-Andragogy-Heutagogy (PAH) conti-
nuum to be a useful theoretical framework for measuring pedagogical change, from a 
focus upon teacher-directed to student-directed discovery within authentic contexts. 
This pedagogical change requires conceptual shifts regarding the roles of the teacher 
and the learner. As Luckin et al., [2] argue, a focus upon learner-directed activity need 
not be relegated to the sole domain of past-graduate studies, but can be used at any 
educational level via the careful design of learning activities and experiences. A heu-
tagogical approach focuses upon higher-level learning that can produce graduates 
with creative and self-directed learning attributes that are critical to become active 
participants within the professional design community. 
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2 Research Methodology 

The formation of a graphic design lecturer COP focused upon mobile media, in par-
ticular mobile film making guided by the following research questions: 

• How can mobile social media be used as a catalyst for reconceptualising 
pedagogy, from teacher-directed paradigms to student-directed heutagogy 
using student-owned devices within the context of authentic collaborative 
projects. 

• What is the potential for collaborative student-generated mobile video to cre-
ate digital stories in an international team-based context. 

• What are the affordances of mobile social media technologies to enable au-
thentic learning contexts for Graphics Design. 

 
A lecturer COP was established to explore the potential of mobile social media in graphic 
design education based upon our previously established framework [1]. The mobile COP 
was titled MOBCOP12. Six lecturers were supplied with an iPhone 4S, and committed to 
meeting together weekly to investigate mobile social media. The COP established the use 
of mobile social media tools for collaboration, including: Twitter, Wordpress, and 
Google+ (G+) (http://bit.ly/mobcop12) creating a bridge between their mobile and desk-
top/laptop workflows. Those COP members with previous mobile social media experi-
ence (including the authors as technology stewards) created an initial programme of mo-
bile social media tools to investigate. Data collection and analysis were achieved by uti-
lizing RSS feeds from participants’ social media portfolios that they agreed to establish 
as part of participation within the COP. The participants were asked to regularly reflect 
upon their MOBCOP journey using YouTube, Vimeo, Wordpress blog posts, and to 
engage with Twitter, G+. Examples of the COP activity are curated at 
http://mobcop.wordpress.com. Emergent themes were identified and discussed during 
face-to-face workshop sessions with all the participants, who were tasked with creating 
projects for their students utilizing mobile social media for integration in the curriculum 
during the second semester of 2012. 

3 Results 

This section provides brief examples of the development of the MOBCOP through to 
the resultant implementation of mobile social media projects within the Graphics 
Design curriculum. 

3.1 Establishing the Mobile Community of Practice (MOBCOP) 

The goal of this project was to build capacity for innovation in teaching and learning 
within the department through the establishment and nurturing of a community of 
practice of lecturers (COP) in partnership with the universities Centre for Learning 
And Teaching (CfLAT) and also nationally / internationally. This COP investigated 
innovation in teaching and learning using social and mobile technologies within an 
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action research framework. The project leveraged student-owned smartphones for 
student-generated content and student-generated contexts, and explored a variety of 
mobile media production and sharing tools. 

Key to pedagogical innovation enabled by technology was developing lecturer 
competency with the technology so the project provided iPhones for participant lec-
turers to be used to develop their own eportfolios and research, so that they would 
become confident in integrating the use of mobile social media tools with their stu-
dents from Semester 2 2012. 

3.2 MOBCOP Outcomes 

The MOBCOP was a journey for most participants from initial peripheral participa-
tion and limited engagement with mobile social media to active participation in an 
authentic community of practice. This was approached in a structured way, through a 
series of workshops on mobile social media topics held over a period of 7 weeks. 
These workshops, which were streamed using Bambuser 
(http://bambuser.com/channel/mobcop), exposed staff to new graphics design media 
in ways that enabled them to integrate it into their own teaching. Participants also 
began to use their mobile devices in research and development of a professional 
eportfolio (two members of the team). The activity of the MOBCOP was reified in the 
publication and sharing of peer reviewed research outputs based upon their experience 
and the impact on their students. This led to the development of new assessment and 
learning activities enabling student-generated content and contexts via student-owned 
mobile and social media tools, for example G+. Participants wrote an initial mobile 
social media proposal for implementation with their students in semester two 2012 at 
the beginning of the COP. This was then rewritten at the end of the first semester 
following their MOBCOP12 experience. These project outlines were uploaded and 
shared as Google Docs and provided a reified reflection activity evidencing signifi-
cant development of the lecturers’ understandings of the affordances of mobile social 
media for education and pedagogical change. 

One MOBCOP participant was initially quite reticent to engage with mobile social 
media, and struggled to see the relevance for his teaching and his students’ learning. 
However, after experimenting with the affordances of the iPhone and mobile social 
media throughout semester one, this lecturer implemented several mlearning projects 
within the courses that he taught, and by the end of the year had become a ‘digital 
ninja’. 

 
The benefits of this project were to understand the big picture of the device, the 

apps that can work from it, and how these can cause beneficial change in multi-
ple areas of our program including different kinds of digital publishing over the next 
few years. (Lecturer blog post, 2012) 

 
This lecturer created an engaging video summary report of the impact of the 
MOBCOP on their teaching practice, which can be seen at: 
https://vimeo.com/53726227. 
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Another lecturer explicitly implemented the PAH continuum within studio practice 
with a class group of eight Graphic Design students, level 7 (final year of their Bache-
lor Degree). Students were expected to use a variety of mobile social media tools for 
their course including: Youtube, G+, Bambuser, and create an eportfolio using Be-
hance – a social network specialising in portfolios for design professionals 
http://behance.net. All the students were asked to deliver at least 3 mobile videos as a 
reflective statement as part of their digital workbook, but almost 50% of them did not 
meet these requirements – this was quite a departure from their previous learning 
experience that was much more teacher-directed. As a result of student engagement 
with mobile social media student’s reflective statements exhibited a higher level of 
self-critical skills than in previous assessment approaches. Using mobile technology 
combined with mobile social media, specifically G+, facilitated students’ conceptual 
shifts in sharing their work in progress and learning from it. Previously students were 
often reluctant to show their early sketches and didn’t like to publicly (even in the 
class) discuss their ideas. G+ has been a powerful tool to deconstruct this reluctance. 
For example, one student who, prior to the project, barely engaged in class and in 
critique, in 2012 became one of the earliest adopters and users of mobile social media. 
In one example a student’s self-analysis of her video project generated a discussion 
from student peers commenting on her progress via G+. In this case G+ was used to 
create a temporary community of practice amongst the students themselves. Thus the 
students took on board the COP model from their lecturer, creating a significant shift 
in their conception of the role of a learner. Unfortunately, this student COP lasted 
only one semester, since the students left the University, this COP is no longer active. 

4 Discussion 

One of the major positive and indirect outcomes of MOBCOP is that it created a re-
search focus on the scholarship of teaching and learning within the department. 
MOBCOP acted as a catalyst to facilitate learning as conversation between staff and 
students via technology [11], MOBCOP created a new bridge between generations: 
communicating with the students though their personal devices was challenging but 
rewarding for all the MOBCOP participants. MOBCOP acted as a great support for 
staff professional development providing motivation for staff to revisit, or to update, 
their own learning and teaching practice. This led to redefining research as ‘applied 
research’ around the scholarship of teaching and learning. Using m-learning and mo-
bile social media also challenged students to: initially consider a range of research 
strategies (from all disciplines), and carry out their project from the informed perspec-
tive of the reflective practitioner, as active participants within an authentic community 
of practice. Thus we argue that the PAH continuum is well suited for creative people 
who are naturally blending different methodological approaches in mixed mobile and 
desktop environments. This specific methodological framework is particularly rele-
vant for practice-led research projects. Lastly, another positive aspect of a refocus 
upon heutagogy associated with mobile social media is that assessment deadlines 
were negotiated between the lecturer and the students and amended via the class 
online schedule using Google Drive. 
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5 Conclusions 

Our MOBCOP experience reflects the transformational potential of a sustained com-
munity of practice to facilitate significant pedagogical and conceptual shifts for edu-
cators. These conceptual shifts are evidenced in the reified activity of MOBCOP re-
sulting in informing new pedagogical strategies within the Graphics Design curricu-
lum. We argue that the MOBCOP mobile social media framework is potentially trans-
ferable to a range of educational contexts, and will test this in future iterations of the 
associated projects [1]. 
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Abstract. Smartphones are increasingly being used on field trips to support 
students in exploring the natural world. In this paper we present a design and 
analysis of an inquiry-based learning field trip for primary school students. One 
problem for design is how to make use of smartphones to support, rather than 
distract, students in interacting with the physical environment. We approach 
this problem by comparing two alternative designs, where students use smart-
phones for identifying tree species either by using an identification instrument 
or by reading a text description. The results show that students made use of the 
instrument for identification, QR codes, for identifying tree species and made 
use of the text descriptions for searching for tree species. In this sense, QR 
codes, connecting contextual information on smartphones to the physical envi-
ronment, work as a learning tool that may be used for orienting students in their 
interaction with the physical environment. 

Keywords: Human-Computer Interaction, Interaction Design, Mobile Learn-
ing, Inquiry-Based Learning. 

1 Introduction 

Mobile technologies can be used to enrich learning experiences that take place outside 
the classroom. For instance, smartphones present features that allow learners to easily 
access, manipulate and share information. Moreover, they facilitate learners the 
access to their own resources, apps, and the Internet. The use of smartphones also 
make it possible for students to take photos and video, manipulate and share these. 
Together with positioning technologies, the use of smartphones may also help stu-
dents in identifying relevant targets for their own learning goals; learning about their 
surroundings, when the digital information is tied to physical location. Taken togeth-
er, mobile technologies can be used to orient students’ focus in outdoor lessons. 

On a small scale, mobile technologies have been used on field trips to support  
students in exploring the natural world. A few examples from earlier research are 
support for bird and butterfly watching [1, 2], visiting a botanical garden [3] or learn-
ing about woodland ecology [4]. Students may also use smartphones as tools for  
surveying or probing the environment they are visiting [5]. However, research in this 
field has found that introducing smartphones in field trips may lead students to focus 
on the technology rather than on the physical environment [3, 6-8]. 
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The field trip reported on in this paper is part of a project called mVisible, aimed at 
making abstract relations in natural sciences visible, tangible and concrete by using 
mobile technology. The learning tasks targeted in mVisible are framed within a struc-
tured inquiry-based learning process, with certain learning goals. The specific task 
focused on in this paper is for students to identify tree species, by using smartphones. 
The particular design problem of this paper is how to make use of smartphones to 
support, rather than distract, students in interacting with the physical environment. 
We approach this problem by comparing student interaction with smartphones in one 
design with QR codes and one design without QR codes. The comparison does not 
focus on learning quality and performance, however the comparison of student inte-
raction with smartphones may be relevant for designing learning tasks and activities 
to meet with learning goals. The research question that guides the study is: How can 
we use mobile technology to support students in interacting with the physical envi-
ronment in outdoor lessons? 

2 Related Work 

In the research field of human-computer interaction, there have been a number of 
projects studying the problem of interacting with mobile technology while on the 
move. These studies commonly build on two assumptions; where the first assumption 
is that the problem lies in how to match cognitive capacities (like cognitive load and 
short term memory) to what capacities are required to interact with the mobile tech-
nology. The second assumption is that the solution is to be found in the design of the 
user interface of the smartphone, through ‘minimal attention’ interfaces or making use 
of other modalities and thus not just relying on vision [9-11]. 

Referring to a review of 102 research projects in mobile learning [12], Göth [13] 
argues that among the 38 projects where the learning activities are set in the physical 
context, technology is too dominating in 28 of them (70%), In these projects the 
smartphones require continuous attention and interaction from the students, leading 
them to focus more on the smartphones than intended. This review of related research 
work suggests that mobile technology as distraction rather than support is a problem 
that is also noted by other researchers. However, with one exception the solutions 
suggested are not elaborated. In the only exception, Göth, Frohberg, & Schwabe [7], 
the evaluation of the follow-up study [14] resulted in only marginal improvements. 

3 Method 

In a previous study presented by Eliasson, et al., [15], interaction with smartphones 
was evaluated. Results from the evaluation suggested a model of contextual human-
technology interaction (see Fig. 1). Building on the model, we design one condition 
that uses QR codes and one condition that does not use QR codes. In line with Elias-
son, et al., [15], our primary focus remains on interaction with mobile technology 
rather than on assessment of learning with mobile technology. 
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Fig. 1. Model of contextual human-technology interaction (left) and the model with modes of 
interaction applied (right). The dashed line marks the two squares focused on. 

The problem focused on in this paper can be mapped to the bottom two squares of the 
model as can be seen in Fig. 1. Using the same argument as Buxton [16], the problem 
is how to design transitions where students can switch between interacting with mo-
bile technology in the foreground and background of human-environment interaction. 
In our case this translates into how to design outdoor learning technology and lessons 
to orient students towards task-relevant features. 

The model of contextual human-computer interaction must be operationalized to 
be meaningful in designing and analyzing specific learning designs. Arvola [17] ex-
press the design object of interaction design as interaction with, through and by means 
of the interactive system. We operationalize the bottom two squares of the model of 
contextual human-technology interaction as interacting through and interacting by 
means of mobile technology. One example of interacting through mobile technology 
is when students use smartphones for framing the physical environment when they 
take photos of characteristics of tree species (see Fig. 1). One example of interacting 
by means of mobile technology is when the task structure is given by smartphones 
and the students interact directly with the physical environment, however they do this 
in relation to mobile technology. 

3.1 Study Setup 

In mVisible, plants and trees are tagged with QR-codes, and when scanned with a 
smartphone the code gives additional information on the characteristics of each spe-
cies. The inquiry-based learning activity starts in the field. Each student scans a QR 
code to initialize the smartphone to show a list of 5-7 available species in one of four 
different areas in the forest behind the school. Each group of three students then go to 
their “nature square”, an area of 10x10 meters. They arrive at their nature square, 

Mobile 
Technology in 
Foreground 

 

Mobile 
Technology in 
Background 

 

Human– 
Human 
Interaction 

mobile 
phone call 

face-to-face 
collaboration 

Human– 
Computer 
Interaction 

mobile 
technology 
interaction 

QR code- 
based task 
structure 

Human– 
Environment 
Interaction 

take photo 
of species 

search for 
species 

Mobile 
Technology in 
Foreground 

 

Mobile 
Technology in 
Background 

 

Human– 
Human 
Interaction 

“interacting 
through” 

“interacting 
by means of” 

Human– 
Computer 
Interaction 

“interacting 
with” 

“interacting 
by means of” 

Human– 
Environment 
Interaction 

“interacting 
through” 

“interacting 
by means of” 



   Using Smartphones and QR Codes for Supporting Students in Exploring Tree Species 439 

which has been prepared with QR codes for each species and red and white tape 
markings in each corner. The task was designed to play out as follows: The students 
use their smartphones individually to scan QR codes attached to each species to iden-
tify them and take photos of what is characteristic of each species. Compared to the 
QR design, in the non-QR design the students identify the species by reading a de-
scription of the species on their smartphone and try to find a tree with the characteris-
tics described in the text. Apart from the QR scanning functionality, the instructions 
given and the smartphone functionality were the same in the two designs. 

3.2 Participants, Data Collection and Analysis 

Seven groups of three students and two groups of two students, 25 in total, took part 
in the study. The students participated in the study as part of their biology curriculum. 
They were from two fourth grade classes at the same school. Apart from which stu-
dents were known to be able to work together and which students were not, the teach-
ers used high heterogeneity as the basis for group formations. Six out of nine groups 
had both female and male students. The teachers chose students for the groups to have 
similar differences in prior knowledge on the subject in all seven groups. 

Data from six of seven groups of three students was used for analysis. The prima-
ry data used for analysis was video from handheld video cameras following each 
group in the field. In total 155 minutes of close-up video data was transcribed. 

To compare how students interacted with the environment, we used two dimen-
sions for measuring how the designs structure the learning activity in the QR design 
and the non-QR design: Number of photos and Time searching for the species. 

Number of photos we use as an indication of to what extent students interact with 
the species and the characteristics of the species. From the data collected we use the 
number of photos each student took from the nature squares for this dimension. Time 
searching for the species we use as an indication of to what extent students interact 
with the physical environment where the species grow. From the video recordings we 
use the time the students need to go from one tree to the next for this dimension. 

4 Discussion 

The results are analyzed in relation to the model of contextual human-technology 
interaction presented in Fig. 1. The analysis shows that students searched for the right 
tree, corresponding to mobile technology in the background of human-environment 
interaction, more in the non-QR design than in the QR design (see Table 1). The anal-
ysis also shows that students took more photos, corresponding to mobile technology 
in the foreground of human-environment interaction, to a larger extent in the QR de-
sign than in the non-QR design. 

In comparing the two designs we interpret that the students are mobile in and be-
tween contexts relevant for their learning goals to a larger extent in the QR design 
than they are in the non-QR design. 
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Table 1. Human-environment interaction: Number of photos and Time searching for the 
species 

 
Mobile Technology

in Foreground
Mobile Technology 

in Background 

Human-
Environment 
Interaction

Number of photos: 
QR > Non-QR 

Time searching for the species: 
Non-QR > QR 

 
The results show that the students took more photos in the QR design than in the non-
QR design. In taking photos the students interact through mobile technology. The 
results can then be interpreted as the students interact more through mobile technolo-
gy in the QR design than in the non-QR design. In the model of contextual human-
technology interaction, taking photos is in the bottom left square. This square corres-
ponds to mobile technology in the foreground of human-environment interaction. 

The results also show that the students searched more for the species in the non-
QR design than in the QR design. In searching for the species the students interact by 
means of mobile technology. The results can then be interpreted as the students inte-
ract more by means of mobile technology in the non-QR design than in the QR de-
sign. In the model of contextual human-technology interaction, searching for the spe-
cies is in the bottom right square. This square corresponds to mobile technology in the 
background of human-environment interaction. 

Interacting with the environment through mobile technology means that students 
use smartphones as tools for interacting with the environment. Interacting with the 
environment through tools can be used in learning design for structuring the inquiry 
process. Finding the right tree is framed as scanning a QR code and identifying the 
characteristics of a tree is framed as capturing or representing aspects of the tree with 
the QR code in a few photos. Interacting with the environment by means of mobile 
technology means that students interact directly with the environment. The smart-
phones (together with rules, norms and specific instructions) give a structure by pre-
senting tasks. Interacting directly with the physical environment can be used in learn-
ing design for allowing students to explore natural phenomena first-hand. 

5 Conclusion 

To recapitulate, the research question that guided the study was: How can we use 
mobile technology to support students in interacting with the physical environment in 
outdoor lessons? The findings indicate that; If one goal of the learning design is that 
students should use smartphones as a guide in exploring the natural world and to 
make abstract relations in natural science visible, then use QR codes, or similar tech-
nology for connecting digital and physical contexts. If one goal of the learning design 
is that students should explore the natural world more freely and establish relations 
between natural science and the physical environment themselves, then do not use QR 
codes, or similar technology for connecting digital and physical contexts. 



   Using Smartphones and QR Codes for Supporting Students in Exploring Tree Species 441 

References 

1. Chen, Y.S., Kao, T.C., Sheu, J.P.: A mobile learning system for scaffolding bird watching 
learning. Journal of Computer Assisted Learning 19, 347–359 (2003) 

2. Chen, Y.S., Kao, T.C., Yu, G.J., Sheu, J.P.: A mobile butterfly-watching learning system 
for supporting independent learning. In: WMTE 2004, pp. 11–18 (2004) 

3. Naismith, L., Sharples, M., Ting, J.: Evaluation of CAERUS: A Context Aware Mobile 
Guide. In: 4th World Conference on mLearning: MLear 2005 (2005) 

4. Vogel, B., Spikol, D., Kurti, A., Milrad, M.: Integrating mobile, web and sensory technol-
ogies to support inquiry-based science learning. In: 6th IEEE International Conference on 
Wireless, Mobile and Ubiquitous Technologies in Education, WMUTE 2010: Mobile So-
cial Media for Learning and Education in Formal and Informal Settings, art. no. 5476539, 
pp. 65–72 (2010) 

5. Rogers, Y., Price, S., Fitzpatrick, G., Fleck, R., Harris, E., Smith, H., Randell, C., Muller, 
H., O’Malley, C., Stanton, D., Thompson, M., Weal, M.: Ambient wood: Designing new 
forms of digital augmentation for learning outdoors. In: Proceedings of Interaction Design 
and Children, pp. 3–10 (2004) 

6. Cole, H., Stanton, D.: Designing mobile technologies to support co-present collaboration. 
Personal and Ubiquitous Computing 7, 365–371 (2003) 

7. Göth, C., Frohberg, D., Schwabe, G.: The focus problem in mobile learning. In: Fourth 
IEEE International Workshop on Wireless, Mobile and Ubiquitous Technology in Educa-
tion, WMUTE 2006, pp. 153–160 (2006) 

8. Cook, J.: Mobile Phones as Mediating Tools Within Augmented Contexts for Develop-
ment. International Journal of Mobile and Blended Learning 2, 1–12 (2010) 

9. Lumsden, J., Brewster, S.: A paradigm shift: Alternative interaction techniques for use 
with mobile & wearable devices. In: Proceedings of the 2003 Conference of the Centre for 
Advanced Studies on Collaborative Research, pp. 197–210 (2003) 

10. Oulasvirta, A., Tamminen, S., Roto, V., Kuorelahti, J.: Interaction in 4-second bursts: The 
fragmented nature of attentional resources in mobile HCI, pp. 919–928 (2005) 

11. Pascoe, J., Ryan, N., Morse, D.: Using while moving: HCI issues in fieldwork environ-
ments. ACM Transactions on Computer-Human Interaction 7, 417–437 (2000) 

12. Frohberg, D., Göth, C., Schwabe, G.: Mobile Learning projects - a critical analysis of the 
state of the art: Original article. Journal of Computer Assisted Learning 25, 307–331 
(2009) 

13. Göth, C.: Mobile Exploration: Lernen Im Physischen Kontext. PhD Thesis, Zürich Univer-
sity, Switzerland (2009) 

14. Göth, C., Schwabe, G.: Navigation support for mobile learning. In: HICSS 2010 Proceed-
ings of the 2010 43rd Hawaii International Conference on System Sciences (2010) 

15. Eliasson, J., Knutsson, O., Nouri, J., Karlsson, O., Ramberg, R., Cerratto Pargman, T.: 
Evaluating Interaction with Mobile Devices on a Field Trip. In: Proceedings of the 2012 
IEEE Seventh International Conference on Wireless, Mobile and Ubiquitous Technology 
in Education (WMUTE 2012), pp. 92–96 (2012) 

16. Buxton, B.: Integrating the periphery and context: A new model of telematics. In: Graphics 
Interface, pp. 239–246 (1995) 

17. Arvola, M.: Shades of use: the dynamics of interaction design for sociable use. University: 
PhD Thesis, Linköping (2004) 



 

D. Hernández-Leo et al. (Eds.): EC-TEL 2013, LNCS 8095, pp. 442–447, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Using Educational Domain Models for Automatic Item 
Generation Beyond Factual Knowledge Assessment 

Muriel Foulonneau and Eric Ras 

Public Research Centre Henri Tudor, 
29, av. John F. Kennedy 

L-1855 Luxembourg, Luxembourg 
{muriel.foulonneau,eric.ras}@tudor.lu  

Abstract. The Semantic Web offers many opportunities for reusing datasets and 
domain models in the field of education and assessment in particular. We have 
conducted research to generate test questions from Semantic resources. The reuse 
of semantic resources raises however challenges, since all data and models have 
not been conceived to be directly used for educational purposes. We have therefore 
analysed existing domain models created specifically for educational contexts to 
identify structures and relations of the model that can help deem the relevance of a 
particular domain model for automatic item generation. We present an initial set of 
conditions which can help identifying a relevant domain model to be used in an 
educational context. We also suggest a mechanism to relate them to levels of 
knowledge to be assessed in generated items. 

Keywords: domain model, Semantic Web, assessment item, model pattern. 

1 Introduction 

More and more, domain models are created to represent phenomena, problems and 
issues on the Web. The Semantic Web [1] makes available to machines many pieces 
of knowledge which could be used as domain models (e.g., [2]). The educational 
sector uses domain models to generate learning and/or assessment resources (e.g., [2-
4]). The ability to reuse semantic resources from the Web as domain models to 
support education is critical. Indeed, certain projects create domain models to support 
the generation of learning resources, such as APOSDLE or DYNALEARN. However, 
this requires gathering experts for a modelling exercise. In order to ensure the update 
of the model, the experts should even be gathered on a regular basis. This makes it 
very unlikely that the use of domain models can be generalized for educational 
domains in fast evolution (e.g., technologies), and specialized knowledge for 
professional environments where the number of learners is more limited and the 
curricula are not as formalized as for childrens’ educational systems.  

As a result, research has initiated the generation of assessment items (AIG) from 
the Semantic Web ([5-7]). By reusing existing domain models, the generation of 
assessment items can produce a wider variety of items. However, current approaches 
only address the lowest level of factual knowledge. 
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Our aim is to generate items from the Semantic Web to assess more dimensions of 
knowledge (e.g., conceptual knowledge). As a first step, we need to understand 
whether the Semantic Web includes relevant model patterns, which can be used for 
item generation. A long-term objective is to develop and evaluate a framework which 
helps relating model patterns to types of assessment items.  

In this paper, we analyse the level of knowledge assessed by the items which are 
generated from the Semantic Web (Section 3), we analysed the model patterns 
presented in three projects (Section 4), and finally we draw perspectives on the ability 
to reuse models from the Semantic Web. 

2 Existing Work on Models to Support Education and 
Assessment 

Domain models have been created in education, in particular with ontologies. Most 
approaches involve text mining and/or domain and modelling experts to derive 
domain models [8]. Further, tools for the creation and validation of models by 
experts, such as Wikis [9] or question generation interfaces [10] are available. 
However, these works do not define the specificities of the domain models used for 
education.  

Ying and Yang propose a mapping between modelling patterns and knowledge 
dimensions identified in the Bloom taxonomy [11]. They state that factual knowledge 
for instance is represented by holonymy and meronymy, conceptual knowledge by 
hypernymy, hyponymy, and cause/effect relations, finally procedural knowledge by 
formula, procedure, and condition relations. It defines the type of modelling patterns 
which would be suitable to represent the knowledge dimensions of the Bloom 
taxonomy. The way in which these relations are actually represented is not analysed 
(which properties are typically used) and it does not provide a link to assessment item 
types for instance.  

In NLP approaches to the generation of questions from texts, Shah proposes a 
mapping between discourse connectives (e.g., because), relations (causal), and 
question types (why) [12]. This creates a framework to identify textual patterns and 
relate them to questions but not to knowledge levels.  

The Bloom taxonomy is considered not to be useful for assessment because item 
and test performance are more related to knowledge and skills levels than to cognitive 
processes respectively cognitive demand [13]. Therefore, we decided to address only 
the knowledge dimension of the revised Bloom’s taxonomy [14]. Anderson and 
Krathwohl prefer distinguishing knowledge about discrete concrete elements (i.e., 
between terms and facts) from larger, more organized aggregation of knowledge (i.e., 
general concepts, principles, models, or theories): 

Factual knowledge refers to the basic elements that people use in communicating 
within their discipline and which can be isolated from their context. Anderson and 
Krathwohl refined factual knowledge into knowledge of terminology, which includes 
knowledge of verbal and nonverbal labels and symbols (e.g., words, numerals, 
pictures), and knowledge of specific details and elements (e.g., events, locations, 
people, dates, sources of information). Conceptual knowledge is more complex, 
organised knowledge. Several subtypes exist: knowledge of classifications and 
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categories is more general and abstract than knowledge of terminology and specific 
facts. It connects specific elements by links. Knowledge of principles and 
generalizations is composed of classifications and categories and is used to study 
phenomena or solve problems in a discipline. Finally, knowledge of theories, models, 
and structures, which are the most abstract formulations of conceptual knowledge. 
The level of procedural knowledge and metacognitive knowledge are not addressed by 
the models analysed in this paper. 

3 The Generation of Questions from the Semantic Web 

We reuse the DBpedia semantic dataset to generate choice and match items in IMS-
QTI format [2] and assign a knowledge level (Table 1). In Q1, we only request the 
property of an entity.  In Q2, we use a relation between an entity (country) and a 
pictoral representation (flag). The selection of countries is however limited to 
instances of a particular class. Q3 use a property successor but with the definition of 
entities as instances of the KingOfFrance class. Q4 uses both a property of the 
country entity and a relation to an external Web resource to include a feedback. In Q5 
we use a property meshname with a SKOS category as a range, i.e., a thesaurus.  

Table 1. Knowledge level addressed by different questions 

Q Item stem Ontology Know. level 

Q1 What is the capital of [Azerbaijan] Infobox F 

Q2 Which country is represented by this flag? Infobox, FOAF, YAGO F 
Q3 Who succeeded to [Charles VII the Victorious] as ruler of 

France ? 

Infobox, DBpedia, 

ontology, YAGO 

F 

Q4 What is the capital of [Argentina]? With feedback Infobox ,YAGO F 

Q5 Which category does [Asthma] belong to? SKOS, Dublin Core, 

MESH, Infobox 

C 

Q6 Which is the style of the following painting? Freebase C 

In Q6 we use a Freebase dataset to identify the artistic movement of a particular 
painting represented by its picture. The SPARQL query uses properties of an art 
work, although in DBpedia, the Guernica painting has a dcmi:subject property 
http://dbpedia.org/page/Category:Cubist_paintings. Its classification is therefore only 
represented as a property pointing to a taxonomy, instead of an instantiation or 
subclass relation. 
In Q1 through Q4 we only created items to assess factual knowledge through 
properties. For Q5 and Q6, we assess conceptual knowledge, since we address a 
classification of knowledge through a taxonomy. 
Álvaro Rey et al. have developed (multiple choice questions) using Linked Data (i.e., 
DBPedia) [7]. Using the RDF triple as input (example: “dbp:Napoleon 
dbpr:placeOfDeath dbp:Saint_Helena.“), the approach creates so-called fact statements 
(open question allowing natural language answers as response) and quizzes (multiple 
choice). The items address the level of factual knowledge only and the subtype of 
knowledge of classification and categories on the conceptual level.  
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Bratas et al. propose the Quiz Engine to create a complex game composed of 
multiple choice, matching and hangman item using facts generated from triples of 
DBpedia [6]. This approach tackles only the factual knowledge level. 

4 Characteristics of Domain Models for Educational Purposes 

We have analysed the characteristics of domain models in three cases: 
Case 1: In the FP7 APOSDLE project, ontologies were created by domain experts 

with a wiki interface [8]. Kump describes domain models for learning with network 
models including task and skill related relations such as prerequisite and issubtask-of 
[15]. In Ghidini et al., a domain concept template proposes using a concept 
represented in a domain model with synonymy, meronymy, a description as well as a 
list of properties [8]. A is_prerequisite_of relation can be used to define an ordering 
between the concepts of a domain model in the learning path. The relation with 
education is provided by the creation of task models which relate to one or more 
concepts of the domain model. 

Table 2. Modelling components identified in models of the DynaLearn project 

Set B [16] Set A [17] Set D [18] Set C [19] 
Number of topics 7 13 8 31 
Quantity spaces x x x x 
Rel. between quantity spaces x x  
Cause x x x x 
Impact x x x x 
Factors/influence x x x x 
Events x x 
Cond. Statements / knowledge x x x 
Conditional impact x  
Feedback loop x x 
Competing rates x 
Rate balance x x  
System patterns x 
Phenomenon x  
Mechanism x  
Combination of scales x  
Process x x  
Taxonomies / entity hierarch. x x  
Cycle / cycle component x  

 
Case 2: In the scope of the FP7 DYNALEARN project, six sets of models were 

created from which we analysed four. In Table 2, the sets are presented with the 
number of topics. Each topic can include multiple models. Borisova et al. distinguish 
between multiple types of models [16]. For each topic, they create a concept map 
which represents concepts and their relations, including influence, impact or 
meronymy for instance but no quantities or proportions, configurations relating the 
different entities, entity hierarchies, and a causal model. In addition, model fragments 
represent quantity spaces, relations between values of quantity spaces, impacts on 
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proportions or quantities, and influences. Noble also distinguishes between basic 
causal models, differential causal models where multiple factors can cause a 
phenomenon and causal state graph models [17]. DynaLearn sets of models are 
mainly dedicated to generate assessment resources on factual (Give the amount of 
Value, [4]), conceptual (What is going to happen with Amount during simulation?, 
[4]), and procedural knowledge (decision to remove macrophytes when the biomass 
reaches a certain level so as to avoid pollution in the phytoremediation model in [18]). 
The analysis of the model characteristics shows the importance of causal relations 
(subtype of conceptual knowledge in the knowledge taxonomy [11]), processes, 
conditions, and quantified impacts.  

Case 3: In Djaghloul et al., we created an ontology from an interview with a 
dentistry professor on caries in order to generate assessment items [10]. Modelled by 
an ontology expert, it was then validated by the teacher to support the generation of 
assessment items. It includes instances, subclasses, meronymies, and different types 
of impact relations. 

5 Conclusion: Towards Reusing Models from the Semantic 
Web 

We propose using the Web as a source of knowledge to support education. In 
Foulonneau we have investigated the data quality issues which can prevent the 
creation of high quality assessment items [2]. In Foulonneau et al. we have proposed 
mechanisms to define the educational context in which sub models can be used to 
generate items [5]. In this paper, we aimed to investigate the limitations of the 
semantic resources published on the Web to be reused as educational resources. 

The most commonly used vocabularies on the Linked Data Cloud [1] is Dublin 
Core. However, Dublin Core essentially aims to provide descriptive information 
about resources. A variety of relations can be used, such as isPartOf, hasPart 
(meronymy, factual knowledge) as well as the more general concept of relation, 
which can be used for comparisons for instance (conceptual knowledge). In addition, 
among the most common ontologies, a number of taxonomies and classifications are 
represented, including vu-wordnet, geospecies and uniprot. 

The ability to generate assessment items on factual knowledge is a great 
opportunity. However, in most cases, AIG has been limited so far to the assessment of 
factual knowledge. This is due to some extent to the inherently descriptive nature of 
Semantic Web resources which describe concepts rather than processes, impacts, and 
factors. This makes it a relevant source of items assessing factual knowledge and to 
certain extent conceptual knowledge through Knowledge Organization Systems (e.g., 
SKOS). These however raise quality issues related to the reuse of taxonomies which 
have not been conceived for educational purposes (e.g., Obesity as a type of 
childhood illness in [2]). The development of vocabularies to represent events (e.g., 
the LODE ontology for Linking Open Descriptions of Events) or processes (e.g., the 
Open Provenance Model) can help enrich existing datasets published on the Web with 
relevant information and hence to support the generation of assessment items that go 
beyond the assessment of factual knowledge.  
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Abstract. Learning design research focuses on how educators can act as 
designers of technology-supported learning activities according to their specific 
educational needs and objectives. To foster and sustain the adoption of 
Learning design, the METIS project is working towards the implementation of 
an Integrated Learning Design Environment (ILDE). This paper presents the 
vision for the ILDE and how user requirements from three educational 
institutions in vocational training, higher and adult education justify the need 
for this vision. The paper discusses the data collected in questionnaires, on-line 
interviews and face-to-face group work with the end-users, as a first phase in 
the design-based research methodology applied in the project. The results 
support a vision towards an ILDE that enables teachers to choose among 
multiple learning design authoring tools, (co-)produce, explore, share, evaluate 
and implement learning designs in Virtual Learning Environments. The paper 
also outlines a roadmap to achieve this vision. 

Keywords: learning design lifecycle, integrated environment, authoring tools, 
virtual learning environments, teacher communities. 

1 Introduction  

Learning design, as a field of research in TEL, is concerned with supporting teachers 
and course designers in analyzing, conceptualizing, and sharing the design of learning 
situations [1]. A rich set of learning design methodologies, languages, tools, and case 
studies are available today [2-3], but their transfer into classroom practice is still 
lagging behind expectations. There is a considerable body of research on why this is 
the case (see, e.g., [3-4]), including obstacles such as the lack of usable authoring 
tools, the lack of integration with real-world teaching processes, the lack of support 
during enactment of designs, and the lack of interoperability of learning design 
artifacts. Essentially, there is currently no integrated solution to support the full 
lifecycle of designing and deploying ICT-based learning activities. Furthermore, as 
with any other effort aiming to integrate ICT and other innovations in the classroom, 
adequate professional development of educators is recognized as being both difficult 
and crucial for success [5]. 
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The recently started “Meeting teachers’ co-design needs by integrated learning 
environments” (METIS) project1 aims to close this gap. It aims to mesh the current 
kaleidoscope of available learning design authoring tools, enhancing them to enable 
the sharing and enactment of learning designs (Ld), within an Integrated Learning 
Design Environment (ILDE). The project will also design professional development 
actions (e.g. workshops) to promote learning design practice, to be used in 
conjunction with the ILDE. To ensure broadest possible uptake, this initiative is 
methodologically based on strong involvement of end-user testbeds from different 
kinds of educational contexts. This paper presents the vision for the ILDE and the first 
design-based research studies involving end-users. These results will feed ILDE 
development and the production of workshop packages that will serve teachers 
outside of METIS in adopting ILDE as a tool for everyday practice.  

Next section outlines the methodology adopted for gathering user feedback about 
the ILDE vision; the vision itself is presented in Section 3. Section 4 presents results 
from end-user consultations, and Section 5 concludes the paper outlining the roadmap 
towards the realization of the ILDE. 

2 Methodology 

The work presented in this paper corresponds to a first step of a design-based research 
methodology [6] where the vision of the METIS project for an ILDE is implemented 
and evaluated in real settings. This first step addresses the collection of early feedback 
regarding the need and relevance of this vision for the project user groups, 
represented by three educational institutions in the sectors of Vocational Training, 
Higher and Adult Education (VT: KEK, HE: The Open University, AE: Àgora)2. 

To facilitate the communication and inquiry about the relevance of the envisioned 
ILDE for the user groups, a generic scenario and a set of use cases capturing the 
vision were formulated. The collection of data combined the use of different data 
gathering instruments as summarized in Table 1. These instruments included 
questionnaires and on-line interviews focused on the generic scenario and uses cases, 
as well as a face-to-face session to work on more specific scenarios. The complete 
instruments and proposed scenarios are available in one of the project deliverables 
[7]. Next section presents the vision behind the ILDE along with a summary of the 
generic scenario and use cases. 

Table 1. Data gathering instruments and type of data collected 

Instrument Type of data 
Questionnaire 1, administered on-
line, open questions [Q1] 

Qualitative explanations about user groups’ contextual information (3x Q1) 

Questionnaire 2, administered on-line, 
closed and open questions [Q2] 

Likert scales to rate the relevance of the use cases to their institution and open 
comments to explain the rationale behind the ratings 

Interviews, via videoconference, 
related to questionnaire 2 [I] 

Clarifications regarding use cases, qualitative data collected as comments 
associated to the ratings (3x1) 

Face-to-face group work (with 
representatives of user groups and 
other project stakeholders) [GW] 

Narratives with specific scenarios significant to the institutions of the user 
groups (1xGW) 

                                                           
1 http://www.metis-project.org (Last visit: 8 Apr 2013) 
2 http://www.eurotraining.gr/, http://www.open.ac.uk/,  
 http://www.edaverneda.org/ (Last visit: 8 Apr 2013) 
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3 Vision for an Integrated Learning Design Environment  

With the ultimate aim of fostering and sustaining the adoption of learning design, the 
vision for the ILDE is to support the complete learning design lifecycle: from 
authoring the designs to deploying them in VLEs for enactment and eventual 
redesign, all in the context of teacher communities. The support for this whole 
lifecycle is addressed from the perspective of the “user experience” in the flow of 
completing the various tasks involved in the lifecycle (i.e., the emphasis is not on 
achieving interoperability of designs between authoring tools).  

To support teacher communities, the LdShake platform [8] is considered as one of 
the central elements of the ILDE (Fig. 1). It provides social network features, acts as a 
repository, controls the access to the designs, and presents – embedded in its Web 
space – Ld conceptualization and authoring tools. Depending on the nature of the 
authoring tool (document-based, Web-based, standalone desktop application), the 
integration approach with LdShake will vary (rich text templates, adapters, upload 
feature). Examples of tools that are to be integrated first (provided by project 
members) are Web Collage [9], OpenGLM [10], CADMOS [11], and conceptual 
design tools proposed by the OULDI project [2]. However, other tools are also under 
analysis [7] for their potential integration. The ILDE architecture also includes 
GLUE!-PS [12], a system to enable the deployment of designs in mainstream VLEs. 
 

 

Fig. 1. ILDE architecture to support the whole learning design lifecycle 

The vision for a generic scenario applying the ILDE includes the use cases listed in 
Table 2 which, if considered in the order presented, represent the typical flow of 
usage of the ILDE (even if multiple variations are possible – e.g., use case 8 can be 
used at different moments along the flow). The first end-user feedback about different 
manifestations of the use cases (see sub-cases in Table 2) is discussed next. 
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Table 2. Main uses cases considered in the vision for the ILDE 

Use case Description 

(1) Choose a 
learning 
design tool 

Depending on the purpose and needs of particular educational cases, teachers may require 
different learning design authoring tools. Besides, the iterative process involved in 
learning design may also lead to the same team / individual choosing different tools at 
different phases [1-3]. Teachers’ goals may vary widely, including the design of (1.1) a 
high level overview of a course, (1.2) activities designed with a pedagogically-neutral 
authoring tool, (1.3) activities created following a pedagogically-specific design process 
such as collaborative learning, etc. 

(2) Produce or 
(3) co-produce 
a learning 
design 

When creating a learning design, two main desires from teachers are [3], [9-11]: (2.1) to 
produce a design from scratch, (2.2) to adapt and reuse an existing design. When 
participating in a co-design, there are two main possible situations: (3.1) participating in 
its actual co-edition, or (3.2) contributing with ideas (e.g. as comments) to the design. 

(4) Share a 
learning 
design 

Different teachers may have different intentions when sharing learning designs with other 
teachers [8], so that: (4.1) the design can be reused; (4.2) other teachers are aware of their 
designs; (4.3) other teachers can collaborate in their co-production. 

(5) Instantiate 
and (6) deploy 
a learning 
design into 
VLEs 

As a second step in the lifecycle, the designs need to be bound to the specific students 
(and other participants) and ICT tools that will support the activities in the designed 
learning experience [12]. The design may be applied (5.1) only to a specific cohort or 
classroom of students, or (5.2) it may be applied to multiple classrooms. Then, the design 
needs to be deployed in the target ICT learning environment (e.g., an institutional VLE 
like Moodle) either as (6.1) a new space (course) in the VLE, or as (6.2) additional 
activities to an existing space. 

(7) Provide 
feedback and 
reflections  

Teachers often observe aspects that need to be considered improved in a design. 
Formative or summative evaluation of designs (e.g. designs under analysis, or already 
used in practice with students) is essential for practitioners [1]. As a result, teachers may 
want to (7.1) modify a design or (7.2) provide evaluative comments about the enactment 
of a design for future consideration (related to cases 2-3). 

(8) Explore 
designs, 
instantiations 
and feedback 

In order to enable certain previous use cases, such as (3), and to complete the ultimate 
aim of others, such as (4) or (7), it is important to explicitly consider this use case 
including the possibility to: (8.1) explore designs, and (8.2) explore instantiations of 
designs (see case 5) available in the teaching community. 

4 First Feedback from User Groups  

The data collected (Table 3) indicate that the three user groups (from the sectors of 
AE, HE, VT) are interested in using a variety of Ld tools supporting different 
granularities (from modules/courses to activities) and design phases (from 
conceptualization to consolidation). Institutions whose designs have to be approved 
by authorities (VT) value especially the support to document high-level designs. The 
three user groups are highly interested in being able to (co-)create designs by reusing 
existing ones. This practice is preferred to creating new Lds from scratch, when 
possible. The three institutions recognized as an essential feature allowing diverse 
actors (also students –AE–, and managers –HE, VT–) to annotate the designs. Yet, the 
relevance of the co-production use case depends on the teacher collaboration culture 
of the institution/sector. While collaboration, sharing and reuse with multiple groups 
of students is critical in the studied cases of AE and HE, in the case of VT their 
applicability is very limited. Support for the whole lifecycle (including deployment 
and evaluation) will simplify processes in the three institutions. Besides, enabling the 
exploration of designs and comments (about the designs and their implementations 
with students) is valued as very useful, especially in the cases of AE and HE.    



452 D. Hernández-Leo et al. 

 

Table 3. Relevance/usefulness of the use cases for the user groups 

Use cases, ratings 
[scale: 0 – not useful, …, 5 – very useful] 

 

Qualitative data (selection) 
[labels indicating instruments in Table 1 and user groups] 

(1) Choose a learning design tool 

 

- Àgora’s courses are composed of multiple small parts, having the 
global plan is important [Q2-I_Àgora] 
- We applied varied pedagogies [Q2-I_Àgora], though our main 
methodology (dialogic learning) [Q1_Àgora] involves collaborative 
learning [Q2-I-WG_Àgora] 
- High level designs are useful during the initial stages of design, and 
can also help explain to others how a design works, and /or how lower 
level designs fit together [Q1-Q2-I-WG_OU] 
- Documents with high level designs are submitted to the ministry [Q1-
Q2-I-WG_KEK] 
- Guidance for considering specific pedagogical approaches would be 
useful for the design of micro-sessions (activities) [Q2-I-WG_KEK] 

(2) Produce or (3) co-produce an Ld 
 

 

- Reusing is a common practice at Agora, we create from scratch only 
when starting courses on new topics [Q2-I_Àgora] 
- An aim for Agora is that more than 50% of its courses involve more 
than 1 teacher in their design [Q2-I-WG_Àgora] 
- It’s important that students can contribute with feedback [Q2-I_Àgora] 
- Innovation requires building on existing knowledge, but there must be 
a way of assessing the designs [Q2-I_OU] 
- Teams create most designs [Q1-Q2-I-WG_OU] 
- There is a lack of culture of teacher collaboration [Q1-Q2-I_KEK] 
- Training managers need to make annotations [Q2-I- WG_KEK] 

(4) Share an Ld 

 

- Reuse of designs is very relevant, some are common to several courses 
[Q2-I_Àgora] 
- Transparency is critical in Àgora [Q1-Q2-I_Àgora] 
- It’s important that it does not imply extra work to teachers [Q2-I_Àgora] 
- We already use some Ld tools but they do not support co-editing and 
sharing [Q2-I_OU]  
- Sharing, only within KEK [Q2-I-_KEK] 

(5) Instantiate and (6) deploy an Ld 

 

- The same activity is potentially applied to many groups [Q2-I_Àgora] 
- The ILDE could help us to optimize resources, simplify processes [Q2-
I-WG_Àgora] 
- This is the typical procedure at the OU: a course typically run twice a 
year, for many years with only minor changes [Q1-Q2-I-WG_OU] 
- Designers need to consider VLE limitations beforehand [Q2-I_OU] 
- The designs are created for and applied to disadvantaged and socially 
excluded groups. Therefore, we often use the one-fits-to-all approach (a 
design for just a group) [Q1-Q2-I_KEK] 

(7) Provide feedback and reflections 

 

- Very important given the (high) number of teachers in Agora, and that 
many of them change from year to year [Q1-Q2-I_Àgora] 
- There is a need of mechanisms to record how well a design worked in a 
particular context (will increase the quality of future designs)  [Q2-I_OU] 
- It would be useful to have a set of evaluation criteria [Q2-I- WG_KEK] 

(8) Explore 

 

- Designs can offer ideas, inspiration to others [Q2-I_Àgora] 
- It would be nice to comment the instantiations –enacted designs- (and 
be able to explore those comments) [Q2-I_Àgora] 
- There is no tradition in sharing Lds in continuing education and 
training. However, internal use and re-use of Lds will be very useful (if 
they can be filtered by subject domains) [Q2-I- WG_KEK] 

5 Conclusions and Future Work  

The first studies with end-users of different educational sectors support the vision for 
an ILDE covering the whole learning design lifecycle in the context of institutional 
teacher communities (from exploring designs, choosing an authoring tool, co-
producing a design, sharing it, to implementing it into a VLE, or providing feedback 
and reflection) (details in [7]). The analysis also indicates that the user groups require 
support for different granularity levels and phases of the design process.  
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The roadmap towards the realization of the ILDE considers four cycles, in which 
iterative releases of the ILDE will be used in workshops with teachers of the different 
sectors. The first release will provide basic support for the analyzed use cases, 
following the architecture in Fig. 1. Advanced support for users’ requirements and 
progressive tool integration will be considered in the following cycles. The roadmap 
will be fed with the results from the workshops, and an extended analysis of the use 
cases’ relevance to the project associate partners. This extended analysis will indicate 
the degree of representativeness of the project for user groups in their sectors, and 
allow the project to provide an ILDE (and associated workshop packages) suitable for 
fostering and sustaining the adoption of learning design beyond the project.  
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Abstract. Serious games combine motivational aspects of games with pedagog-
ical approaches to enhance their players’ learning performance. A major chal-
lenge in serious game development is the proper alignment of concepts coming 
from the two domains, game development and pedagogy. As a consequence, 
creating successful serious games is difficult for single individuals only well 
versed in one domain, but not knowing about the other. Existing approaches fo-
cus on formalizing learning processes within individual games, but are incapa-
ble of making the instructor’s knowledge reusable in other serious games. To 
address this issue, we present a modeling language to capture pedagogical 
knowledge in reusable learning processes that enable game developers to create 
serious games that support imparting educational objectives. As a result, our 
language helps game developers to integrate educational approaches into se-
rious games. The paper illustrates the model and structure of the language. 

Keywords: serious games, modeling language, game development, educational 
objectives. 

1 Motivation 

Games can increase the effectiveness of learning processes [1]. Educational objectives 
are integrated within games, so that users can reach these playfully, while the nature 
of the game incites and motivates users [2]. These are so-called serious games (SG), 
digital games which engage the user and instruct him. 

To enhance the players’ learning performance and simultaneously achieve learning 
outcomes (educational objectives), pedagogical methods and approaches need to be 
integrated into the digital game’s story [3]. During the development process of a SG 
the toughest challenge is the alignment of pedagogy and the game itself [4]. Two 
domains need to be taken into account, game development, which deals with motiva-
tion of the user, and pedagogy, which aims to achieve learning outcomes. As a conse-
quence, creating successful SGs is difficult for single individuals only well versed in 
one domain, but not knowing about the other. But the transition of educational me-
thods and techniques into SGs has not been done in a structured and standardized way 
[5]. The aim of our work is to facilitate and stimulate the transition of pedagogy to 
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SGs. SGs developers should be able to rely on formalized learning processes for SGs 
based on activities linked to educational theories and models. Furthermore, these 
processes should not describe the actual ‘run’ of a learning process. Thus, they should 
be reusable without having specific learning and game content, which will be added 
when deploying these processes during development. 

For this purpose a modeling language is required to create a standardized descrip-
tion of learning processes to achieve educational objectives within SGs. Our work 
aims to answer the following research questions: What are the requirements for a 
modeling language to describe reusable learning processes to achieve educational 
objectives in SGs? What are the structure and elements of the prior mentioned model-
ing language? 

The structure of this paper is as follows: Section 2 presents the requirements for the 
modeling language, the structure and elements of which will be presented in section 3. 
Finally, section 4 presents conclusions, limitations and future work. 

2 Requirements to Describe Learning Processes in SGs 

The modeling language to describe reusable learning processes to achieve educational 
objectives in SGs should take into account the requirements (RQ) described in this 
section. The requirements where derived upon reasoning and the study of literature. 
Firstly, we describe General Requirements. 
• RQ1 Completeness: The modeling language must be able to completely describe 

a learning process to achieve an educational objective, including all activities and 
the relationships between those. [6] 

• RQ2 Abstraction: The modeling language must be able to describe learning 
processes as generalizations to achieve educational objectives. Thus, they should 
be free from specific learning and game content. The processes can be instantiated 
and adapted to the developers needs during SG development process. [6] 

• RQ3 Precondition: Preconditions for a learning process should be specified to 
describe necessary characteristics of a SG, which need to be fulfilled to successful-
ly deploy the learning process (e.g. single / multiplayer capability). [7] 

• RQ4 Reproducibility: The modeling language should describe learning processes 
that repeated application in different game development processes is possible. [6] 

Requirements for the Structure of Learning Processes define the structure and 
guidelines for the composition of learning processes consisting of activities: 
• RQ5 Modular composition: Learning processes to reach educational objectives 

must be constructed from activities. [7] 
• RQ6 Sequencing: The order in which the activities of a learning process have to 

be performed needs to be specified. This order ensures that all activities of an edu-
cational model implemented within a SG are followed in the correct sequence to 
achieve learning outcomes. [7] 

• RQ7 Selection: Activities within a learning process should be able to be specified 
as optional. During instantiation of the learning process, these blocks can be omit-
ted by game developers to better adapt the learning process to a SG. [7] 
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• RQ8 Reusability: All activities of a learning process should be extracted and re-
used in other learning processes. [8] 

• RQ9 Recurring patterns: Activities within a learning process could be bundled 
and named. This should reduce complexity and allow the reuse of frequently 
needed sequences of activities. [5, 9] 

Requirements to Support Learning are characteristics to illustrate learning in SGs: 
• RQ10 Educational objective: The learning outcome must be specified as an edu-

cational objective. This supports the focused composition of activities on a target 
and a measurement for the efficiency and effectiveness of a learning process. [5, 7] 

• RQ11 Pedagogical flexibility: It must be able to describe learning processes that 
are based on different educational models. These models could include, among 
others, problem-based learning, anchored instruction, cognitive apprenticeships, 
reciprocal teaching, goal-based scenarios and project-based learning. [5, 6, 10] 

• RQ12 Presentation: To reach educational objectives, the learner should be pro-
vided with learning stimulations and learning content. Learning processes should 
allow presentation of these to the user. [11, 12] 

• RQ13 Assessment: Learning processes should provide a way to evaluate the learn-
ing progress of the user. Thus, assessments needs to be implemented which can be 
used to reflect the current progress (RQ14) or adapt the learning process to the us-
er’s needs (RQ15). [9, 12] 

• RQ14 Feedback: Learning processes for SGs should provide feedback to inform 
the learner about learning / game progress. It can be given immediately on events 
in the game or actions taken by the user or delayed and summative. [9, 12, 13] 

• RQ15 Adaptation: The learning process must be able to describe personalization 
and adaptation aspects, so that the succeeding activities within the process can be 
adapted based on the preferences of the user or upon assessment results. [6, 9] 

• RQ16 Roles: Activities in learning process should allow different roles, especially 
learner and instructor. In this way, certain activities of the learning process can on-
ly be fulfilled by certain roles (i.e. evaluation of a written assessment can only be 
done by an instructor). [6] 

Requirements to Support Engagement are used to describe user involvement, en-
gagement and playfulness in learning processes: 
• RQ17 Non-linearity: A learning process should allow non-linearity. Based on the 

non-linear structure of games, a learner should be able to follow two or more paral-
lel active tasks or activities. [14] 

• RQ18 Rewards: When completing a learning process partially or wholly a learner 
should be able to receive a reward, i.e. points or achievements. [13] 

3 A Modeling Language to Describe Reusable Learning 
Processes in SGs 

The raised requirements serve as a basis to describe elements and develop a model of 
a modeling language to describe reusable learning processes for SGs. According to 
our prior work, we are using the terms serious game pattern (SGP), serious game 
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bricks (SGB) and serious game composites (SGC) for our modeling language [5]. 
SGBs are activities, which can be sequenced to model the flow within a SG (RQ5). 
Activities can be bundled for reuse and these bundles are called SGC (RQ9). SGCs 
can consist of two or more SGBs and SGCs. Finally, SGPs are specialized SGCs – 
also consisting of SGBs and SGCs. But contrary to SGCs, SGPs are associated with 
an educational objective and an educational model (RQ10, 11). These SGPs represent 
learning processes and are free from actual learning and game content [5] (RQ2, 4). 
Fig. 1 represents a model of the modeling language we propose. 

 

Fig. 1. Serious game learning process model 

Table 1 offers a description to each class of our learning process model, their rela-
tion to each other, their associated attributes, as well as the requirements they are 
based on. 

Table 1. Classes and attributes of the serious game learning process model 

Class / attribute Description 
Serious Game 
Pattern (SGP) 

SGPs describe learning processes and consolidate the actions a learner 
has to perform to attain learning objectives. (RQ1, 6) 

Learning Objec-
tive 

The learning objective describes the intended outcome of the learning 
process based on Bloom’s revised cognitive domain [15]. (RQ10) 

Educational 
Method 

Provides the educational method the learning process is based on. 
(RQ11) 

Serious Game 
Brick (SGB) 

A SGB is a representation of an indivisible, basic activity of a SG. 
These SGBs can be arranged to describe gameplay and learning. 
(RQ5, 8) 

logic Describes how the parameter and/or input of a SGB are processed and 
describes the function of a SGB. 

input Input defines values obtained from other SGBs which can be 
processed. They are used as connection points for information flow 
connectors. 
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Table 1. (Continued) 

output If data is processes the output must be specified to pass the data to 
other SGBs. They are used as connection points for information con-
nectors. 

parameter Parameters are interchangeable values to adapt the logic (i.e. answers 
of assessments). Parameters can be defined when deployed in an SG or 
changed through the input of prior SGBs. (RQ2, 4) 

usage description Usage description specifies rules for deploying SGBs. These are designed 
to support the developer to add learning / game content to SGBs by focus-
ing on the attainment of the educational objective. (RQ2, 4) 

optional Defines whether a SGB is optional within a SGP or SGC, and thus 
could be omitted during deployment. (RQ7) 

Precondition Preconditions are capabilities of a SG which need to be fulfilled before 
a SGB can be deployed in a SG. (RQ3) 

Role Roles define users who have to fulfill the activities of a SGB, i.e. 
learner, evaluator or teacher. (RQ16) 

Type The type defines the purpose of a SGB or SGC. Type can be presenta-
tion, assessment, feedback or operator. (RQ12-14) 

Serious Game 
Composite 
(SGC) 

SGCs combine two or more SGBs or SGCs “to encapsulate several 
indivisible functions to one reusable complex function” [5]. (RQ9) 

General attributes for classes 
name Name of the class. 
description Description of the class. 

Initial and final nodes are used to describe the start and end of a composition of ac-
tivities within a SGP or SGC. Decision/merge and fork/join nodes are used to illu-
strate excluding and parallel activities (RQ15, 18). Finally, the language consists of 
two types of connectors [5]. The first kind of connectors is used to describe the logi-
cal order of activities (control flow connector) (RQ6). This allows the composition of 
SGBs to map educational methods to SGs. The second kind of connectors is used to 
handle the information flow between elements (information flow connectors), i.e. to 
pass results of an assessment to a feedback to allow adaption (RQ15). The elements of 
the modeling language are instantiated and combined to describe a SG dynamic, simi-
larly to UML activity diagrams. 

4 Conclusion and Outlook 

This paper develops a description of learning processes by specifying and assembling 
activities linked to pedagogical objectives. The processes can be used during the de-
velopment of SGs to attain educational objectives within the game. These should be 
able to fulfill all of the following: (1) describe processes to achieve educational objec-
tives, (2) within SGs, and (3) are reusable and can be deployed repeatedly in various 
SGs. Based on literature as well as on observation of current practices, we raised re-
quirements for learning processes. Based on these requirements we defined elements 
and developed a model for a modeling language to describe learning processes. The 
proposed processes can aid developers to implement educational objectives in a stan-
dardized way and, as a result, save time and money during development of SGs. 
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Our work shows the effect of principles between education and games and particu-
larly, how learning objectives can be integrated as elements in games. Requirements 
and functional specifications are derived from the domain of technology enhanced 
learning. This paper also raises several issues. It must be examined, if the description 
of serious game patterns is sufficient to guide the game developers during develop-
ment. The ease for reuse must be considered and evaluated through practical tests, to 
determine if the usage descriptions are sufficient. Further research is also needed to 
evaluate the use of patterns in various SGs. 
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Abstract. Motivational and affective aspects have long been neglected in re-
search and development of technology enhanced learning (TEL) solutions, but 
it is now increasingly recognized that they are key to acceptance and sustain-
able success. However, the consideration of these aspects still suffers from 
fragmented research activities that are in between established disciplines. We 
summarize the results from three editions of the EC-TEL workshop series 
MATEL, which has established a forum for interdisciplinary conversations and 
joint research activities. This includes an overview and systematization of cur-
rent research and its findings as well as prioritized research challenges. The pa-
per concludes with a research agenda that advances the inclusion of motiva-
tional and affective aspects into TEL from art to an engineering approach. 

Keywords: Motivation, Affective, Emotions, Workplace Learning. 

1 Introduction 

Motivational and affective aspects are frequently neglected in TEL - although experi-
ences from research and practice consistently show that they are one of the most im-
portant acceptance and success factors of learning solutions. This becomes even more 
important as we move towards more open, independent, and informal learning set-
tings. Addressing these aspects requires a multi-disciplinary perspective, including 
pedagogy/andragogy, psychology, human resources management, computer-
supported cooperative work, knowledge management, serious games engineering, 
affective computing and sensors engineering, among others. To provide a forum for 
such multi-disciplinary activities, to collect the scattered state of the art in the various 
fields, and to stimulate further research, the authors have initiated a successful work-
shop series at EC-TEL. This paper highlights findings from the first three editions of 
the workshop series (in 2010, 2011, and 2012). Each workshop consisted of research 
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papers on results, short papers on on-going work, position papers for highlighting 
research directions, and tool demonstrations. Additionally, there were extensive inter-
disciplinary discussion sessions including “landscaping activities” of key concepts 
and identifying key challenges for further research (see for more extensive material 
under http://matel.professional-learning.eu). The accepted submissions were 8 for 
2010 (22 participants), 5 for 2011 (17 participants) and 6 for 2012 (17 participants).  
The following sections highlight outcomes of the workshop series and present the 
identified research challenges, both for the motivational and the affective strand. We 
conclude by discussing the link between affective and motivational aspects. 

2 Motivational Aspects 

As a result of the discussions at the workshops, we could identify three main types of 
motivation relevant to TEL:  

The motivation to learn addresses the question on what moves or hinders learners 
to learn, what makes them persevere in the face of difficulties and how the learners’ 
motivation is influenced by teachers/tutors, practices as well as peer behaviour. The 
motivation to learn is understood as an individual’s characteristic. This can be con-
nected to concepts like learning outcomes, attitudes and self-efficacy [1, 2]. The pro-
ject IntelLEO focused on a goal driven approach and developed a model on how to 
increase the motivation of self-regulated learners at the workplace. Holocher-Ertl [3] 
presented the evaluation results of TEL tools built according to this model which 
showed that self-regulated learning activities are important for self-motivation. Atten-
tion has to be given to potential conflicts between staff and management regarding the 
usage of the collected learning information, as well as to efforts spent with these ac-
tivities. The project suggested putting further research in the investigation of “light-
weight” tools for self-regulated learners and their role on motivation to learn. 

The motivation to share knowledge is increasingly important where learning be-
comes more social. But challenges arise on how to make tacit knowledge of experts 
explicit and useful for other workers and how to motivate knowledge sharing behav-
iour. Studies focus on drivers and barriers [4] for knowledge sharing. The motivation 
to share knowledge was the aspect, which was most intensively addressed by contri-
butions in the MATEL workshops. IntelLEO identified the importance of collabora-
tion on the motivation to share knowledge and self-efficacy [3]. Cress [5] discussed 
the aspect of free-riding, which occurs when people read others’ contributions but do 
not actively contribute because of manifold barriers. Further research in experimental 
settings investigated how far bonus systems, social norms, etc. influence people’s 
contribution behaviour. Within MATURE, Kunzmann & Schmidt [6] have developed 
an analysis model for identifying motivational barriers in a concrete work context, 
with the perspectives (i) individual (values, interest, needs, and capabilities), (ii) in-
terpersonal (cooperative, affective), and (iii) enabler (organization, infrastructure). 
Several concrete barriers were identified based on ethnographic fieldwork [7] and 
theoretical considerations, and the analysis model was embedded into a proposal for 
an iterative design process which has been used by Ravenscroft et al. [8]. Based on 
the model of Kunzmann & Schmidt [6], Cook et al. [9] extends this perspective fur-
ther towards larger networks of users where direct involvement is no longer possible. 
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The motivation to use a specific tool is related to the general question of technol-
ogy acceptance. Research in this area investigates factors that influence future users’ 
acceptance of innovative tools and reflects on supportive research and user-
involvement methodologies. One approach in the workshop was gamification, which 
makes use of game mechanics, such as giving scores for user activities and introduc-
ing leader boards for stimulating competitive behaviour [10], but it also has to ac-
knowledge gender and cultural differences [11]. 

During each of the MATEL workshops, there was extensive space for discussion. 
Next to the motivational landscapes, the main outcome from these discussions was the 
identification of research challenges (see Fig. 1). 

 

Fig. 1. Research challenges in TEL with respect to motivational aspects 

The main challenge is advancing this topic from art to engineering. Motivational 
research is often dealt with in different contexts, some research is based on theories 
on motivation, others focus on empirical investigations, some address motivation via 
tools and organisational interventions, others via the design process. It is still a collec-
tion of detached case studies and ideas on how to solve problems in a certain domain.  

We have to search for synergies between researchers and advance our joint knowl-
edge on motivation to provide systematic approaches (based on a sound body of evi-
dence) on three levels: (i) the level of design processes, where empirically grounded 
guidelines are needed on how to involve the future users into the design process in 
different contexts fostering aspects like autonomy, ownership and acceptance of inno-
vative solutions; (ii) the level of tools and interventions where an inventory of func-
tionality and other measures is needed, similar to design pattern approaches, and (iii) 
the level of analysis & measurement where indicators and measurement methods are 
needed to make motivation more traceable and to assess the effects of interventions. 

On all three levels there is the aspect of context, which influences processes, tools 
and measurement. The challenge is finding ways to keep the complexity manageable 
while on the other hand not completely neglecting the different contexts where moti-
vation is key to success. Towards that end we will need more specific investigations 
in comparative research between different approaches, preferably within a similar 
environment, which is often hard to achieve at the workplace.  
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3 Affective Aspects 

In contrast to motivational aspects, affective aspects in TEL are still an emerging 
topic. There are first prototypes and studies (e.g., [12], [13]), but a common under-
standing of the role of emotional aspects is challenging and not achieved yet. There is 
a broad base of theory from psychology, but these theories are quite complicated and 
hence difficult to apply in a design process. The Circumplex Model of Affect by Rus-
sell [14] and the model by Krathwohl [15] are two theories that are often considered 
in TEL. Both provide an understanding of emotions and offer a starting point to de-
sign a technological support. The affective domain of education is a relatively little 
understood phenomenon, especially when considering technology support, and sev-
eral tools are introduced in learning contexts. A discussion is presented in [16] along 
two conceptualizations of the affective domain of learning. 

As part of the MATEL series, the main contributions were related to specific ap-
proaches to apply technology in a learning context, based in a certain psychological 
theory (or a part of it). These approaches presented three purposes for which emotions 
are taken into account in TEL: 

• A first research direction investigates how emotions can be used for adaptive sys-
tems [13], which adapt themselves and react according to the emotions of the user. 

• Raising awareness and making emotions available for reflection (as content of 
the reflection itself) [12], [17] is another trend of employing affective aspects in 
learning. Being aware of emotions and reflecting on them can be supported both at 
individual as well as collective level.  

• Affective aspects in TEL are considered in approaches to influence and regulate 
emotions of users [18]. 

The goal of tackling affective aspects in TEL was also a discussion topic during the 
MATEL workshops. This goal is still undefined and it is unclear if the aim should be 
to feel and induce always positive emotions, similar to motivation, where the main 
goal is to achieve a high motivation. In the case of reflective learning, not only posi-
tive emotions are considered, but negative emotions play an important role as well. 
The discussed TEL solutions are facing similar problems, because they tend to follow 
one single theory coming from psychology, and this complicates the definition of a 
common understanding. The main challenges are (i) the lack of a common language, 
(ii) the dependency on the users’ context and (iii) the specific barriers and problematic 
assumptions for the success of applications.  

The discussion of a common understanding of affective aspects was an on-going 
theme during all MATEL workshops. A common language is lacking to connect the 
different involved disciplines, as designers, psychologists and sensor experts can use 
completely different terms. The communication between an application and the user 
suffers from a similar problem, because they depend on the visualization of the data, 
e.g. an icon that is selected to express mood can be used to communicate the current 
mood to others or store it for later reflection. Textual or graphical descriptions create 
different notions depending on the reader’s background. There is a wide variety of 
user interfaces that support the reporting of subjective impressions. In the field of 
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HCI, interfaces and representations for emotions have been extensively researched, 
but we still lack guidance on which methods or visualizations are more suitable for 
which contexts and purposes, especially in learning. There is not a universal prefer-
ence to express and communicate emotions from the user’s point of view and some 
users may prefer to use smileys, while others prefer a term from a taxonomy. This fact 
adds barriers and challenges to developing tools that may offer support to all of them. 

Finally, emotions are dependent on the current personal context e.g. the reaction of 
a person to a certain event can be different depending on the time of the day or the 
place where she is. This dependency originates that the meaning of the representations 
of emotions varies depending on the person’s context.  

Major concerns or barriers regarding affective aspects have been raised and dis-
cussed in the MATEL workshops. For instance, while humans are trained in detecting 
affective state of others, automated methods for detecting affective state will never be 
as good at it. This means that we should not seek to replace human perception, but 
rather to augment it. Problematic assumptions which may not be taking into account 
in research about emotional aspects of TEL are also discussed in [16]. 

4 Conclusions 

The MATEL workshops between 2010 and 2012 have identified concrete research 
challenges to guide future research in the field. It has become obvious that emotions 
and motivation are linked to each other closely, although their relationship is not an 
easy one. Emotions are on a low level of abstraction and close to what can be ob-
served; but rather short-lived and quick to change. Effects of emotions on learning 
processes are very complex as short-term effects often differ from long-term effects 
(such as the effects of stress, or anxiety), but the field of affective aspects still lacks a 
more stable notion of affective factors. Motivational aspects on the other hand are on 
a higher level of abstraction, which is more stable and makes it easier to link it to 
impact on learning processes. But motivation remains hard to observe, detect, and to 
influence. Motivation is influenced by emotions, aggregating series of emotions into a 
more stable motivational state. Due to its closeness to learning, research on motiva-
tional aspects has reached a higher maturity, while affective aspects have not yet a 
coherent research area. Overall, in both areas, the workshops have clearly highlighted 
the importance of contextual factors, ranging from individual characteristics, via 
learning context to tool context. To advance the field from an art to an engineering 
approach of designing motivational and affective aware systems, investigation of 
more concrete examples have been proposed to gain a richer body of evidence. Suit-
able engineering methodologies will probably be based on design-based research as a 
method and agile project management methodologies that refer to a shared conceptual 
model at the centre such as [19]. 
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Abstract. This paper is concerned with the exploration of an educational table-
top application designed to facilitate collaboration amongst young learners 
while they learn about the “Plants of Cyprus”. The application was used by 28 
third-graders during a scheduled visit at the Cyprus Center of Environmental 
Research and Education. We report empirical findings concerning the partici-
pants’ interactions around the table as well as their attitudes regarding the activ-
ity. Findings demonstrated that the students collaborated intensively in complet-
ing the task and they were overwhelmingly positive about the experience. The 
paper discusses issues of orientation of the on-display learning artifacts, which 
encouraged learners to move at a new location around the table to “correct” the 
orientation. Also, the study raises concerns regarding asymmetrical forms of 
collaboration, where peers dominated the activity despite the equal access on 
the tabletop surface. 

Keywords: Interactive Tabletops, Collaborative Learning, Interactions, Atti-
tudes, Orientation, Asymmetric Collaboration. 

1 Introduction 

Multi-touch interactive tabletops have recently attracted the attention of the Human 
Computer Interaction and Educational Technology communities. A multi-touch inter-
active tabletop can handle multiple simultaneous touch inputs and can support colla-
boration by allowing different patterns of turn taking, negotiation and interaction 
[2][1]. As discussed by [4], multi-touch tabletops afford cooperative gestures which 
can enhance users’ sense of teamwork. In this work, an educational tabletop applica-
tion was designed to facilitate collaboration amongst young learners while they learn 
about the “Plants of Cyprus”. The study sought to (1) explore the kinds of interactions 
evident around the tabletop and (2) examine students’ attitudes toward the activity.  

2 The “Plants of Cyprus” Application  

The “Plants of Cyprus” aims to facilitate collaboration amongst young learners while 
they learn the different types of the plants growing in Cyprus and their uses in  
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3 Method 

A convenience sample of 28, third-graders (8-9 years old) participated in this study 
during a scheduled visit at the Cyprus Center of Environmental Research and Educa-
tion with their teachers (2 teachers).  

Students worked in groups of four, formed by their teachers (i.e., 7 groups total). 
Groups, one after the other, were taken to a quiet place at the Center where they en-
gaged with the “Plants of Cyprus”. There were no time restrictions in completing the 
activity; all groups spent 25-30 minutes on task.  

Students’ interactions were videotaped for subsequent analysis. Also, a question-
naire was administered to the students at the end of the activity to assess their atti-
tudes regarding the experience. The questionnaire included six items with a Likert-
type response scale from 1: strongly disagree to 5: strongly agree in the form of smi-
ley faces, appropriate for the age of the participants. Also, the questionnaire included 
an open-ended question regarding students’ experience.  

 

 

Fig. 2. “The Plants of Cyprus”: Stage 2 - assessment 

4 Analysis and Results 

Video analysis was conducted first. Two researchers (coders), with professional 
backgrounds in educational technology considered the video in its entirety (approx-
imately 3 hours) in an effort to categorize the types of discourse and actions present. 
The coders worked closely together to create coding categories on the basis of the 
data (i.e., a bottom-up approach). Table 1 presents the coding scheme of the study, 
including four categories of verbal and non-verbal behavior. Using this coding 
scheme, the researchers coded all video data. The unit of analysis was the “unit of 
meaning”. The percent agreement between the coders was 85% for both segmentation 
(into units of analysis) and categorization. Finally, codes in each coding category 
were counted as presented in Table 2.  
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Table 1. Coding Scheme 

 

Table 2. Counts Within Each Coding Category Across Groups 

 G1 G2 G3 G4 G5 G6 G7 Total 
Task/tool related talk  14 14 21 15 13 14 9 100 

Questioning/answering  3 4 3 3 2 3 2 20 
Dominating talk/move  9 12 13 8 10 11 4 67 

Body relocation  1 1 1 1 1 1 1 7 
Total 27 31 38 27 26 29 16 194 

 
As the frequencies of Table 2 illustrate, the participants collaborated intensively over-
all, especially in Stage 2 of the activity. In particular, the participants shared informa-
tion about the plants they recalled from Stage 1 or provided advice to their peers to 
help them find the correct matching. For example, in Stage 2, one participant advised 
another member: “Read the description of the plant and if it says that you can eat this 
plant you will match it to the cooking category" (task/tool related talk). Also, some 
talk concerned confirmation seeking (e.g. “I think this plant belongs here. I am match-
ing it”) or asking/commenting about the technology (e.g., “I cannot drag it, how do 
you do it?”). Specific content-related questions and answers were less frequent, al-
though it was present in all groups. Interestingly, questions never went unnoticed by 
the cooperating peers, for example M3:“What does weaving means?” M4:“It is our 
cloths” (group 1).  

Coding Category Description Example 
Task/tool related 
talk  

Information sharing, provid-
ing advice, seeking confir-
mation, general talk about 
the task, asking/commenting 
about the technology.  

M3: “Why can’t I drag this plant?” M2: 
“Because I have it…take a different one” 
(tool related, group 5)  
 
M4: “I know what a carob is. It is food…you 
can eat it. I can do this matching.” (task 
related, group 2) 
 
M2: “Oh you took “savory”… The video 
said it is used in some recipes. Do you know 
how to match it?” 
M3: “Yes, it is food.” (task related, group 3) 

Question-
ing/answering  

Specific content-related 
questions and answers 
amongst the participants. 

M1: “Broom…How do we make a broom?” 
M2: “Someone in the video explained it. It 
has to do with basketry I think.” (group 2) 

Dominating 
talk/move  

Asking to lead or physically 
blocking and controlling 
others’ actions.  

M1 is trying to match a plant to a category 
but M2 pushes M1’s hand away from the 
surface to do it himself, while saying “No no 
no … let me do it” (group 7) 

Body relocation  
 

Moving body to face learn-
ing artifact at a proximally 
“normal” orientation. 

Students move physically at a new location 
around the table to orient themselves to-
wards the videos, images and text to ease 
reading/viewing. 
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questions and answers and general talk about the task and the technology as evident in 
Tables 1 and 2. Our investigation confirms previous research findings discussing the 
affordances of interactive tabletops to support collaboration (e.g., [1][2][4]).Also, 
student feedback was overwhelmingly positive, consistent with previous works sug-
gesting that tabletops can enhance users’ sense of teamwork [4] and can improve the 
(learning) experience and motivation to engage in the task [1]. 

Furthermore, the study showed that the orientation of the learning artifacts on the 
tabletop encouraged learners to physically move at a new location around the table to 
“correct” the orientation (i.e., oriented themselves towards the artifact to ease read-
ing/viewing). This moving occurred in all groups during Stage 1; then students moved 
to their working space for Stage 2. This result confirms previous work with non-
computer based, table-centered collaborative tasks showing that users consider 
straight-on orientated text as more readable (e.g., [3][5]). This finding suggests that 
learners around a tabletop should be free to move around to “correct” the orientation 
of the learning artifacts; being seated or restricted within the physical space can limit 
their ability to read/view.  

Last, the study revealed asymmetric forms of collaboration in all participating 
groups with one group member dominating the activity, despite the deliberate design 
of the application to promote equal access to the tabletop and equal opportunity to 
match plants to categories. This finding divergences, in part, from the premise that 
multitouch interactive tables can support collaboration by allowing different patterns 
of turn taking and interaction [1][2]. This result might be suggesting that some form 
of facilitation or guidance is necessary for young learners to engage in a well-
balanced collaboration free of dominant talk and blocking moves by peers.  

References  

1. Buisine, S., Besacier, G., Aoussat, A., Vernier, F.: How do interactive tabletop systems in-
fluence collaboration? Computers in Human Behavior (in press) 

2. Harris, A., Rick, J., Bonnett, V., Yuill, N., Fleck, R., Marshall, P., et al.: Around the table: 
Are multipletouch surfaces better than single-touch for children’s collaborative interactions? 
In: Proc. International Conference on Computer Supported Collaborative Learning, ISLS, 
pp. 335–344 (2009) 

3. Kruger, R., Carpendale, S., Scott, S., Greenberg, S.: How people use orientation on tables: 
Comprehension, coordination and communication. In: Proc. of the 2003 int. ACM 
SIGGROUP Conf. Sanibel Island, Florida, USA, pp. 369–378. ACM Press (2003) 

4. Morris, M.R., Huang, A., Paepcke, A., Winograd, T.: Cooperative gestures: Multi-user ges-
tural interactions for co-located groupware. In: Proc. CHI 2006, pp. 1201–1210. ACM 
(2006) 

5. Tang, J.: Findings from observational studies of collaborative work. International Journal of 
ManMachine Studies 34(2), 143–160 (1991) 



D. Hernández-Leo et al. (Eds.): EC-TEL 2013, LNCS 8095, pp. 472–477, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

What Happened to the Crossdisciplinarity of Technology-
Enhanced Learning in 2004? 

Marco Kalz 

Centre for Learning Sciences and Technologies (CELSTEC),  
Open University of the Netherlands, P.O. Box 2960, 6401 DL Heerlen, The Netherlands 

marco.kalz@ou.nl 

Abstract. In a recent study the crossdisciplinarity of the field of Technology-
Enhanced Learning was analysed with science-overlay-maps and diversity 
measures. Results reveal that the crossdisciplinarity of the field has constantly 
increased over the last 10 years. Only in 2004, a significant decrease of inter-
disciplinary research could be identified. In this paper we take a closer look at 
the publications of this year and test our hypotheses for the decrease of cross-
disciplinarity. 

1 Introduction 

Technology-enhanced learning (TEL) is defined as an interdisciplinary field of re-
search to which a number of disciplines contribute, namely: cognitive science, educa-
tional psychology, computer science, anthropology, sociology, information sciences, 
neurosciences, education, design studies, instructional design and others. According 
to Sawyer the field has been established in the late 1980ies based on the recognition 
that new scientific methods are needed that go beyond their own research field [1]. 
There are currently only a few qualitative studies about interdisciplinarity of TEL 
showing a mixture of methods and academics backgrounds of researchers in the field 
[2, 3]. While these studies report relevant findings most studies have the limitations 
that their data basis is small and that the approach chosen is not scalable.  

In this paper we report results from a recent study that uses science-overlay maps 
and diversity measures to analyse the crossdisciplinarity of the TEL field [4]. In this 
study a steady increase of crossdisciplinarity could be identified for the field of Tech-
nology-Enhanced Learning. Only in 2004 there was a drop of crossdisciplinarity. We 
use science overlay maps and diversity measures to analyse the reasons for this de-
crease. In the next part we summarize the method chosen, then we present results of 
the analysis and discuss our findings. 

2 Method 

2.1 Science-Overlay Maps and Diversity Measures 

We follow in our study an approach proposed by Rafols, Porter & Lydesdorff [5]. The 
basis for the analysis is a scientometric analysis of datasets from the Web of Science 
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(WoS) by Thompson Reuters. One of the most developed approaches that takes into 
account the dynamic structure of journals belonging to scientific disciplines and the 
citations inside and outside the discipline has been proposed by Leydesdorff [6]. 
Another important component of the analysis is the integration score proposed by 
Porter & Rafols [7]. This integration score is based on the idea that the level of inter-
disciplinarity can be assessed by an analysis of three different aspects: 

• the variety of the field (number of disciplines cited), 
• the balance of the field (distribution of citations between fields) and the 
• the disparity of disciplines cited (how similar are these disciplines). 

This combination of perspectives to measure interdisciplinary research is aligned with 
earlier approaches to measure diversity by Rao [8] and Stirling [9].  Hence, the pre-
sented integration score is a special form of the Rao-Stirling Index of Diversity. This 
index can be understood as “a Simpson diversity in which the products of proportions 
of categories are weighted by distance/similarity” [10]. The basis for this method is a 
global map of science constructed with the help of the subject categories (SC) in the 
Web of Science. Leydesdorff & Rafols [11] have constructed a matrix and global map 
of science with the analysis of citing Subject Categories and cited subject categories 
in the Science Citation Index (SCI) and the Social Science Citation Index (SSCI) (in 
total 221 SCs) resulting in 18 macrodisciplines and their relations after a factor analy-
sis. Leydesdorff, Carley and Rafols report that the resulting maps have been proven to 
be stable compared to other approaches to build a global map of science [12]. This 
global map of science is now used and overlayed with a local map resulting from a 
specific search approach in the WoS databases. This method is thus used to locate a 
specific organization, individual or topic on the global map of science. To come to 
such a local map for an overlay, a citation analysis is conducted.  

2.2 Procedures 

In a first step we have conducted a search in the WoS version 5.6 in July 2012 for the 
period between 2002 and 2011 in the SSCI (Social Science Citation Index) and SCIE 
(Science Citation Index Expanded) databases with the following keywords: “learning 
sciences”, “technology-enhanced learning”, “computer-based training”, “elearning”, 
“e-learning”, “mobile learning”, “electronic learning environments” and “educational 
technology”. This query resulted in 4255 records. We have narrowed the results down 
to journal articles and proceedings papers and we have only included articles in Eng-
lish. The resulting list consists of 3490 records. This list has been manually checked if 
the articles belong to the field. 14 results have been manually deleted from the origi-
nal list so that finally 3476 records have been used for further analysis. These records 
have been further analyzed according to the procedure described in Rafols, Porter, & 
Leydesdorff [5]. The list of records has been filtered according to the Web of Science 
Categories with a minimum threshold of 1 occurrence and exported into a local file. 
This file has been converted with the small applications described in the paper above. 
The resulting matrices have been visualized with the Pajek application for the analysis 
of large networks based on a 19 cluster solution [13]. In addition we have constructed 
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an overlay map for each year of the dataset. To assess the development of the cross-
disciplinarity of the field over time we have calculated a Rao-Stirling-Index of Diver-
sity for each year of the dataset. For the analysis of the year 2004 we have in addition 
constructed a table that shows the impact of individual disciplines to the diversity 
score of this specific year. 

3 Results 

To show the development of the crossdisciplinarity over time we have visualized the 
results of the individual science-overlay maps for years of the analysis in a video1. 
This animation of the science-overlay maps shows that the field of Technology-
Enhanced Learning cannot be easily reduced to disciplines as proposed by other au-
thors but is much more diverse. To be able to measure the level of interdisciplinarity 
we present in figure 1 a plot of the number of publications and the Rao-Stirling Diver-
sity Index for each year of the analysis. 

 

Fig. 1. Nr. of publications/Rao-Stirling Diversity Index 

This figure shows that the crossdisciplinarity of the field has increased in the last 
10 years. Only in the year 2004 a significant drop of the diversity index used in the 
analysis could be identified. Figure 2 shows the science-overlay map for 2004. 

The science-overlay map for the year 2004 and the comparison to other years of 
the analysis revealed that this was the only year in which the output from computer 
science were higher than the educational sciences and other fields. Thus our hypothe-
sis was that the decrease in interdisciplinarity was caused by the high amount of con-
tributions from the field of computer science. To analyze the impact of contributions 
from individual domains we have conducted a more in depth-analysis for the dataset 
for the year 2004. We have stepwise omitted results from individual fields to control 
the effect on the Rao-Stirling-Diversity for this year. The results from this analysis are 
presented in table 1. 
 

                                                           
1 https://vimeo.com/46020529 
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4 Discussion 

The results of the study show that Technology-Enhanced Learning is a field to which 
a diverse set of disciplines contribute. The analysis of science-overlay maps produced 
in this study shows that the diversity of the field goes beyond the image that is para-
digmatically reproduced in other publications. As an example the STELLAR Network 
of Excellence recently described the TEL community as consisting of a “more tech-
nical-centered silo and on the other hand a more people-centred silo” [14]. The repro-
duction of this old paradigm can be rejected based on the analysis. The diversity of 
the TEL-field is larger and cannot be described by such a simple model. The Rao-
Stirling-Diversity Index score has shown that the crossdisciplinarity of the field has 
constantly increased as well as the overall scientific output of the field.  

The decrease of crossdisciplinarity could be explained due to the high amount of 
publications from the field of computer science. 2004 was the only year of the analy-
sis where the output from computer sciences and specifically the sub-category “Com-
puter Science Theory and Methods” about TEL exceeded even the educational 
sciences. A closer look at the publications shows that most of these stem from a con-
ference on adaptive hypermedia in the “Lecture Notes in Computer Science” Series. 
The references cited in these paper are clearly rooted in computer sciences and thus 
the citations out of the discipline are rather small. Thus this output has decreased the 
level of crossdisciplinarity in this specific year. 

5 Conclusions 

The study has shown that crossdisciplinarity of Technology-Enhanced Learning can-
not be treated as a static entity but is a dynamic factor that is influenced by publica-
tions trends and citation practices of actors contributing to the field. We believe that 
the method applied in the analysis is an accessible and scalable way to measure inter-
disciplinary research conducted in the field. There is a raised interest of policy-makers 
to make interdisciplinarity as a requirement for funding decisions. The measures ap-
plied in this study have the potential to inform policymaking and allow a more objec-
tive assessment of scientific actors (people, institutions, disciplines) in the TEL field 
and related domains. In a recent study in the domain of Innovation Studies and Busi-
ness & Management Rafols, Leydesdorff, O’Hare, Nightingale, & Stirling [15] show 
that the strong focus on journal rankings and impact measurement can in fact suppress 
interdisciplinary research. Therefore we see it as an important issue that policy mak-
ers are able to operationalize and measure the actual crossdisciplinarity of work 
funded. The method introduced here can build a basis for such an assessment. 
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Abstract. By combining existing methodological approaches from Persuasive 
Design and Learning, this paper presents the initial version of a general guide 
for creating persuasive learning designs. The notion of persuasive learning de-
signs is based on the acknowledgement that there must be an appropriate bal-
ance between context and learning technology, and that reflections regarding 
the context must be included throughout the design process. The 6 step guide to 
persuasive learning springs from research conducted in the EuroPLOT project, 
however the approach aims to be generally applicable. 

Keywords: Learning Design, Persuasive Design, EuroPLOT project, Persua-
sive Learning, Context. 

1 Introduction 

The Six-Step Guide to Persuasive Learning springs from ongoing research in the EU 
funded research project EuroPLOT, which seeks to explore the theoretical cross field 
between learning and persuasive design (PD), and to develop learning technologies 
which is engaging and motivating for the learners to apply. Research within the 
project has established that the persuasiveness of a technology does not depend solely 
on its design, but more on the way in which the technology is applied within a given 
context [1]. The necessity of creating an appropriate balance between the context, the 
technology and the persuasive intention, in order for the learning design to be persua-
sive, has proven to be a challenge. In order to address this challenge, this paper 
presents the initial steps towards a guide for teachers who wish to create persuasive 
learning designs.  

The guide aims to provide teachers with a meta-framework for the development of 
learning designs, which directs the attention of the teacher towards some of the con-
text oriented reflections which are a requisite for a PD. The guide combines B.J. 
Fogg’s “Eight step design process” for developing persuasive designs [2], with Da-
nish professor in learning and pedagogy Carl Aage Larsen’s method for learning de-
signs [3]. Fogg’s design model itself takes a wide approach to PD, some of the main 
messages of the model are to be specific and simple in deciding what the attempted 
aim of the persuasion is and take the audience abilities into consideration when de-
signing persuasion. Despite Fogg’s wide approach, the model lacks the concept of 
learning.  Larsen’s approach on the other hand has been criticized from a learning 
perspective, as focus is placed mainly on the intended outcome and the content, and 
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not enough on the students’ abilities [4]. However, when related to PD, Larsen’s ap-
proach is beneficial as PD by definition focuses on intentional change of attitudes and 
behaviors [5]. The approach also presents the evaluation part of designing learning as 
an ongoing process, meaning the teacher’s process and decisions will be evaluated as 
well as the outcome of the learning. 

Where this guide clearly differentiates from the two inspirational models is the lev-
el of adopting context. As mentioned, it has been established both in EuroPLOT, and 
in other investigations of PD in relation to other fields [6] that the persuasiveness of a 
technology is dependent on the design’s ability to adapt the intended use context [7]. 
As such this guide not only combines two existing methods into one approach to per-
suasive learning, it does so in the acknowledgement that more nuanced understanding 
of PD is necessary. The guide should be seen as a general tool for creating persuasive 
learning scenarios. 

2 Methods and Materials 

This section provides a step-by-step introduction to the guide, with special attention 
drawn to the elements which are particularly important when creating learning de-
signs which are not only engaging and interactive, but potentially also persuasive. 

2.1 Context 

When designing persuasive learning it is essential to approach the design process with 
a constant focus on the intended learning context and to recurrently evaluate and ad-
just the learning design so that it constantly remains appropriate in relation to the 
time, place and manner in which the learning activity is to take place. The understand-
ing of context is in PD closely linked to the rhetorical notion of Kairos, which consti-
tutes the opportune moment where a persuasive initiative can be successful [1].  
Within this guide, context is perceived in a wide sense, and does as such include an 
understanding of the physical setting in which the learning design is to take place, as 
well as a more general understanding of the learning situation and the subject and 
material which the students are to be presented with. A recurring evaluation and ad-
justment of the learning design in relation to the context, is essential to the efficiency 
of the design. All changes made, and all details added both in the overall design of the 
learning scenario and in the more detailed preparation of learning material, reciprocal-
ly influence each other, and as a result may have an impact on the learning designs 
ability to be persuasive. 

Most importantly however, the recurring evaluation should include reflections re-
garding how the physical settings in the intended context can actively facilitate the 
intended learning outcome 

On the following page, Figure 1 visualizes how The Six-Step Guide to Persuasive 
Learning distinguishes between the overall design of the learning scenario and the 
more detailed preparation of learning material. The three first steps which are related 
to the preparations of learning scenarios reciprocally influence each other, and the 
order of the steps is not essential. Contrary, the order of the steps is important when 
proceeding with preparation of learning materials as the specific examples, texts and 
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visualization must facilitate the mediation of primary arguments. All steps are submit-
ted for recurring evaluation and considered in relation to the intended learning con-
text. Once the learning design has been executed it is recommended that a more gen-
eral evaluation takes place in order for the learning design to be expanded and poten-
tially applied into other domains. 

 

 

Fig. 1. The Six-Step Guide to Persuasive Learning 

2.2 Preparation of Learning Scenarios 

Most often, teachers will have an overall idea of the learning scenario they wish to 
create for their students. Whether the students are at university level or in primary 
school, teachers will have an intended learning scenario in mind while preparing the 
learning material. Before proceeding with the individual steps of the guide, it is rec-
ommended that the preceding intention with the learning scenario is evaluated in rela-
tion to the context, so that the point of origin does not immediately impose a conflict. 
The learning scenario should facilitate the students’ abilities to meet the intended 
learning outcomes; however it is important that an appropriate balance is maintained 
between the scenario and the intended learning outcome. Clarifying the overall inten-
tion of the learning scenario also constitutes the first primary link to PD, as the inten-
tionality of the design also comprises a core element in this field [1]. 



 A Six-Step Guide to Persuasive Learning 481 

Step 1 – Define intended learning outcomes 
Unlike the definition of intended learning scenarios, the intended learning out-

comes must be specific and simple. Rather than defining an intended learning out-
come as “give the student a thorough understanding of poetry theory”, it should be 
“the student must be able to construct a poem by learned theory”.   

A general challenge when defining the intended learning outcomes tends to be that 
the objectives are too broadly defined. This is an argument which is well known in 
learning theory [8], but which becomes even more important when the aim is to create 
persuasive learning designs. Persuasive Technology has do to with changing behavior 
or attitude, and as such there must be a change from what the students are doing and 
knowing to where the teacher want them to be afterwards, to conclude if the persua-
sion was a success. A good rule of thumb in this matter is to ask yourself if what you 
are trying to achieve is measureable. If not, try to make a new definition which is 
measureable. 

Step 2 – Clarify student abilities  
In order to define appropriate learning outcomes, the students’ abilities must be 

clarified and taken into consideration. Failing to appropriately level the intended 
learning outcomes to the students preceding abilities will challenge not only the learn-
ing outcome but also the persuasiveness of the learning design, as frustrations may 
distract the students’ attention from the intended outcome.  

Furthermore, this step also calls for reflections regarding the media by which the 
intention is to be communicated (step 3). As the abilities differences in a group the 
learning outcome should be at a level which challenges the students with less ability 
and increase the interest for the subject for students with more ability. In some cases it 
might be an advantage for the teacher to choose a set of different learning outcomes in 
relation to the different student abilities (step 1). 

Step 3 – Choose an appropriate media 
The last step of preparation of learning scenarios focuses on the choice of an ap-

propriate media for the persuasive learning design. Based on Fogg’s original perspec-
tives on Persuasive Technology, the media will most often be one or more specific 
computer technologies. Fogg argues that technologies hold some particular persuasive 
advantages compared to human persuaders, e. g. they do not get tired of repeating 
information and they can be time-saving [5]. However persuasive learning does not 
have to be based solely on a technology. Using a traditional blackboard appropriately 
may just as well be persuasive depending on the context. It may however be most 
beneficial to consider a combination of media which facilitates each other and enables 
the students to actively engage with the learning material rather than remain passive 
and observant. Most importantly when creating persuasive learning designs however 
is to choose an appropriate media where both the student and the teacher feel familiar 
and comfortable. By enabling students to learn within their comfort zone the media 
will not draw attention away from the intended outcome, but rather make it more 
simple and easy to grasp. 
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2.3 Preparation of Learning Material 

Once the general understanding of the intended learning outcome has been defined, 
this second layer of the guide draws the attention towards more specific details re-
garding the preparation of learning material. This part of the design process will natu-
rally incorporate more elements from traditional approaches to learning design and 
the steps described in this paper should as a result be expanded by the teacher as the 
design process moves forward. 

Step 4 – Define primary arguments 
Persuasion is often linked to classical rhetoric [9], and as a result, the development 

of persuasive learning designs has much to learn from the art of logical argumenta-
tion. The primary arguments serve as a guide for the teacher both during the execution 
of the learning, but also in the preparation of the learning, and should be seen as a 
core element in the learning design. The primary arguments help to define the appro-
priate learning material (step 5), they support and underline the intended learning 
outcome (step 1), and they constitute the material which should be presented via the 
chosen media (step 3). 

Step 5 – Select appropriate learning material  
Once the primary arguments are defined, learning material such as texts, illustra-

tions, film clips etc. can be selected in order to best provide a rich presentation of 
each individual argument. - Still keeping in mind that the arguments and the specific 
learning material must be appropriately balanced against both the context and the 
elements in step 1-3. The learning material will most likely require adjustments if the 
learning design is to be applied to different groups of students. 

Step 6 – Plan & prepare  
In the final step, the preparation of the course and its execution is finalized. The 

decisions made in the earlier steps are summed up, evaluated and adjusted. Also, it 
should be considered if other persuasive strategies such as rewards should be included 
in the learning design.  

3 The Three E’s; Execute, Evaluate and Expand 

Although reflections regarding the context play a vital role in the development of 
persuasive learning designs, the most important activities are in fact those which take 
place once the process moves beyond the contextual reflections. Once step six is 
completed, the persuasive learning design is ready for execution. Another primary 
overlap between PD and learning comprises the fact that it is once the student (or 
user) interacts with the design that persuasion may potentially take place. It is also in 
the execution of the learning design that the teacher is able to evaluate its effect. 



 A Six-Step Guide to Persuasive Learning 483 

Execution of a persuasive learning design should always be followed up by an 
overall evaluation of not just the design but also the learning situation as a whole. 
Evaluation should involve not only the designing teacher, but also the students and 
any potential observers. Evaluating a design in order to make improvements is always 
beneficial, but when implementing elements from PD, the evaluation becomes even 
more vital as the line between persuasion and manipulation is delicate, and ethics is 
argued to constitute a core element in the unique claim of the field [7]. 

Learning in general calls for a number of objectives and milestones. By following 
this guide only one or potentially a few of these objectives may be reached, due to the 
previously described simplicity of the intended learning outcome. When all aspects of 
that process has been evaluated, difficulties been corrected and the end result, the 
intended learning outcome defined in step one, is reached. The time has come for a 
possible expansion on the success, either in terms of adjusting the complexity of the 
existing design, or by moving on to developing new persuasive learning designs. 
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Abstract. While several technological advances have been suggested to scale 
learning at the workplace, none has been successful to scale informal learning. 
We review three theoretical discourses and suggest an integrated systems model 
of scaffolding informal workplace learning that has been created to tackle this 
challenge. We derive research questions that emerge from this model and illus-
trate these with an in-depth analysis of two workplace learning domains. 
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1 Introduction 

Despite the recognized importance of informal learning at the workplace, most tech-
nological solutions are targeted towards a learning model based on the ideas of direct 
formal instruction [1]. In contrast to formal instruction that is organised along curric-
ula, workplace learning takes place through work processes, is multi episodic, is often 
informal, is problem based and takes place on a just in time basis [2] and often in-
volves the passing on of skills and knowledge from skilled workers [3]. Learning 
trajectories [4] emerge as a result of those learning episodes in the context of situated 
learning, when individuals meaningfully connect them, reflect about them and ad-
vance their competence.  
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While this learning from individual experience is highly effective and intrinsically 
motivating for the individual [6], it does not scale very well: if individual experiences 
are not further taken up in systematic organizational learning practices, learning re-
mains costly, fragmented and unsystematic. Scaling up informal learning would en-
able a learner to receive meaningful, relevant and individualized support for his learn-
ing needs in the context of his work, and take better advantage of the multitude of 
learning opportunities that are available around him. A number of learning technolo-
gies have been suggested to scale learning, but each focus only on a single aspect of 
informal learning. Adaptive Learning Technologies scale guidance by codifying some 
of the strategies and rules that a human tutor would use. Social Networking Technolo-
gies scale personal interactions by extending and augmenting the reach of personal 
network. Semantic Technologies scale the representation and generation of meaning.  

With this paper, we suggest an integrative model for scaffolding informal work-
place learning that integrates these technological perspectives, and suggests new re-
search directions to scale informal learning at the workplace. 

2 Towards an Integrated View of Scaffolding Informal 
Learning 

The technologies briefly discussed in the previous section have each originated from 
one of three distinct theoretical discourses on learning and its support (see Figure 1). 
The first of these is the Pedagogical Perspective which deals with scaffolding self-
regulated learning. Scaffolding as a metaphor refers to the provision of temporary 
support for the completion of a task that a learner might otherwise be unable to 
achieve [7]. This perspective, therefore, looks at the effects of temporary support 
structures on learning with the aim of facilitating self-regulative processes. Scaffold-
ing is an approach to providing relevant guidance for learning by grounding the task 
between a more capable peer or teacher and the learner, thus creating a shared under-
standing of the task [7,8]. This requires fine-tuned support based on an ongoing diag-
nosis of the learner’s level of understanding and changing knowledge and skills [9]. 
There is a close relationship to adaptive learning technologies. 

Whereas the pedagogical perspective puts a focus on the individual agent’s learn-
ing, scaffolding in socio-technical systems is not restricted to interactions between 
individuals with differing skill levels, but it also includes interactions with artefacts, 
networks and peer groups [10]. A Community of Practice (CoP) [11] is a concept to 
systemize these interactions. CoP develop as a learning collectivity in situated work-
place setting, in which persons have dense relations of mutuality based on social rela-
tionships (for example trusting each other based on expertise and support) and social 
bonds (based on working with each other or having virtual connections). Nardi et al 
[12] highlight the use of embedded intensional networks which are highly strategic 
personal networks to meet individual learning needs. Within the CoP, members share 
cognitive communality which is created while working on joint enterprise, using 
shared repertoire (tools, objects, artifacts, rules) and shared knowledge. Learning in a 
CoP happens by a process of peripheral legitimate participation in which newcomers 
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are encultured to the CoP. In extending CoP, the knowledge maturing framework [13] 
takes a closer look at how collective knowledge is developed along a number of dis-
crete phases, and how the characteristics of knowledge change. We call this perspec-
tive the Community Perspective. 

 

Fig. 1. An integrated systems view on scaffolding informal learning at the workplace 

Finally, a Cognitive Perspective, more clearly specifies how human performance in 
the workplace and its support relies on cognitive schemas. Schemas are knowledge 
structures, in which typical relations of the reality are represented based on previously 
made experiences reflecting a common way to make sense out of experiences, to rep-
resent typical tasks or problems [14]. Cognitive schemas possess a procedural com-
ponent, in which bottom up and top down processes interact: i.e. specific environ-
mental information activate a certain schema, which then determines further actions. 
Schemas may have conscious element during learning, but over time, schema applica-
tion and use is automatized and enhances expert performance. Besides their function 
as internal knowledge representations, parts of schemas can also be explicated and 
represented externally in artifacts. In distributed networks of actors and artifacts that 
interact in a meaningful way, some knowledge is represented only in a distributed 
cognitive system [15]. Distributed cognition occurs when one cognitive task (e.g. 
solving a problem or making a decision) is distributed among people and artifacts that 
act as a single system [18] (e.g. in workflows and production chains).  

Each perspective (Pedagogical, Community and Cognitive) looks at a system that 
in itself is self-contained (each of the three circles). For example, in the pedagogical 
perspective, a self-regulated learner enters into interaction with a more capable peer. 
Through grounding, the two negotiate a common understanding of the task, and the 
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more capable peer then uses support structures to adapt the support to the learner, 
transferring more and more responsibility to the learner. This in turn should influence 
self-regulative competence as well as acquisition of domain knowledge.  

While each of the three systems is operationally closed and can therefore be ana-
lysed independently, we suggest that interactions between these sub-systems happen 
through structural coupling (see [19] for a similar argument) and this connects differ-
ent levels of analysis: processes taking place in one of the systems trigger effects in 
another system. It is in these intersections where new research questions emerge.  

3 Research Areas and Examples from Two Domains 

From the discussion in the previous section, the following research areas emerge: 

• Community and Pedagogical: How does collective knowledge emerge and mature 
in a community setting, and is then utilized in individual scaffolding interactions?  

• Community and Cognitive: How do individual and collective knowledge influence 
each other, and how are these represented in digital or physical artefacts? 

• Cognitive and Pedagogical: How do people appropriate and make sense of distrib-
uted knowledge representations and how are these utilized in scaffolding? 

We have recently set out to tackle those questions1. Next, we illustrate our ap-
proach with results from an in-depth analysis of two workplace learning domains.  

3.1 Health Care: Scaffolds Emerge from Collective Knowledge Processes 

In the UK, health sector national guidelines are published by NICE (http://www.nice. 
org.uk/) in three areas: the use of health technologies, clinical practice and guidance 
for public sector workers on Health promotion and ill-health avoidance. The guide-
lines are a result of considering all available scientific evidence to be taken into ac-
count when making decisions about treating a patient (evidence-based medicine). 
They are interpreted locally by General Practitioners (GPs) and other Health workers, 
and used in local practices. This local interpretation is challenging because the guide-
lines are written for the average and most common cases. In actual practice, however, 
GPs deal with individual patients with very specific conditions where it is sometimes 
necessary to deviate from the guidelines. In such cases, they may seek validation from 
a colleague in their trusted network. This can be considered a much weaker form of 
guidance and scaffolding as it revolves around the discussion of individual cases. 
Social network technologies could make these trusted personal networks more readily 
available for the person seeking validation and lead to “living local guidelines” that 
are interpreted in practice and adapted to local conditions. How trust emerges and is 
represented in such network settings is one of the questions that we set out to answer. 

                                                           
1 Project “Learning Layers - Scaling up Technologies for Informal Learning in SME Clusters” 

(http://www.learning-layers.eu), partially funded under FP7, grant no: 318209 
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In the wider professional network these discussions that evolve around the existing 
guidelines could be accumulated using semantic technologies to show where adapta-
tions to the guidelines could be necessary. For example, certain rare illnesses are be-
ing introduced by increased foreign travelling and become more common. As these 
are being discussed, this emergent collective knowledge can be used to scaffold learn-
ers before these conditions are actually introduced into the guidelines. 

3.2 Building and Construction: Scaffolding in Distributed Cognitive Systems  

Advanced educational institutions in the German construction sector require appren-
tices to complete several projects alongside their further training. These projects al-
ways follow the same sequence of steps learners have to go through: preparation, 
execution and quality assessment. This structure has developed over years as part of 
the practice of the construction trade and has been transferred into formal learning 
processes. While experts have internalized these structures and follow them automati-
cally, apprentices learn them by keeping a paper-based portfolio (called “white fold-
er”) of their training projects, where each project is structured in the same way.  

Digitizing the “white folder” would enable apprentices to easily return to some of 
their learning when back at the construction site of their employers. There they soon 
discover that at the real construction site, things often deviate from the taught stan-
dards. This provides the starting point for informal learning situations and enrichment 
of formal learning experiences. The digital white folder could enable the learners to 
co-edit and share knowledge on projects and to exchange their experiences. Thereby a 
distributed cognitive system could be created through which learning can be scaf-
folded. How individual knowledge and collective knowledge interact in such situa-
tions, i.e. how learners appropriate the aggregated experiences of others into meaning-
ful assemblies, and how this can be adequately supported will be a focus of the 
project.  

A particular challenge in building and construction is the role that physical tools 
and materials play in the learning process. While there is a body of knowledge about 
the use of tools and materials that can be taught in educational institution, there is also 
a large amount of individual knowledge among workers about specific tools and 
properties of construction sites. If some of this knowledge can be captured into related 
objects and locations, these objects and locations can work as improved support struc-
tures for apprentices. This could happen through tagging physical objects with tempo-
rary, company- or site-specific information about their actual use. We are testing how 
various wearable recording devices are suitable to record the use of objects, and are 
developing mobile tools to annotate and edit the recordings into learning resources. 

4 Conclusions and Outlook 

Current technologies mostly facilitate formal learning in well-structured domains. To 
scale informal learning in complex and dynamic domains, we have suggested taking a 
systems perspective that integrates perspectives on individual actors, their cognition 
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and interactions within a system of actor networks and communities. This perspective 
eventually suggests viewing scaffolding as an adaptive system, in which the individ-
ual learner and the network adapt to each other in the scaffolding process. 
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Abstract. Supporting students’ self-regulated learning (SRL) is an important 
topic in the learning sciences. Two critical processes involved in SRL are self-
assessment and study choice. Intelligent tutoring systems (ITSs) have been 
shown to be effective in supporting students’ domain-level learning through 
guided problem-solving practice, but it is an open question how they can sup-
port SRL processes effectively, while maintaining or even enhancing their ef-
fectiveness at the domain level. We used a combination of user-centered design 
techniques and experimental classroom research to redesign and evaluate an 
ITS for linear equation solving so it supports self-assessment and study choice. 
We added three features to the tutor’ Open Learner Model (OLM) that may 
scaffold students’ self-assessment (self-assessment prompts, delaying the up-
date of students’ progress bars, and providing progress information on the prob-
lem type level). We also designed a problem selection screen with shared  
student/system control and game-like features. We went through two iterations 
of design and conducted two controlled experiments with 160 local middle 
school students to evaluate the effectiveness of the new features. The evalua-
tions reveal that the new OLM with self-assessment support facilitates students’ 
learning processes, and enhances their learning outcomes significantly. Howev-
er, we did not find significant learning gains due to the problem selection fea-
ture. This work informs the design of future ITS that supports SRL. 

Keywords: Self-assessment, study choice, intelligent tutoring system, open 
learner model, user-centered design, classroom evaluations. 

1 Introduction 

Intelligent tutoring systems (ITSs) typically focus on supporting domain-level learn-
ing and have been illustrated to be effective at doing so [5]. Researchers are now 
more interested in how ITS can be designed to foster self-regulated learning (SRL), 
while maintaining or even enhancing their effectiveness in supporting domain-level 
learning. Self-assessment and study choice are two critical processes involved in SRL. 
Self-assessment refers to monitoring and evaluating how well you are learning/have 
learned. Study choice means the learner selects what s/he will work on next during the 
learning process. Feyzi-Behnagh and colleagues [2] found that the metacognitive 
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prompts and feedback provided by the pedagogical agents in MetaTutor could en-
hance students’ self-assessment accuracy and learning efficiency (but not the learning 
effectiveness) [2]. However, with such promising results from previous work, it is still 
an open question how we can design specific features of the ITSs to support self-
assessment and study choice effectively, while maintaining or even enhancing their 
effectiveness at the domain level. Recently, ITS researchers have pointed out the po-
tential of using Open Learner Models (OLMs) to support students’ self-assessment 
and study choice [1]. OLM is one component of ITS that displays students’ learning 
progress using different forms of visualizations. In the current work, we explore new 
designs of an ITS (especially the OLM) to identify the features that can effectively 
scaffold SRL processes (especially self-assessment and study choice), which will also 
lead to improved domain-level learning outcomes. We went through design and eval-
uation stages including paper prototyping, high fidelity prototyping, building rede-
signed tutor version 1, classroom experiment 1, building redesigned tutor version 2 
and classroom experiment 2. Throughout the whole design process, we combined 
different research approaches, including HCI/user-centered design techniques, expe-
rimental educational research and educational data mining. We describe the methods 
and results used at each stage of the design process to articulate the rationales for our 
designs, and discuss insights for future work.   

2 Design Process, Methods and Results 

2.1 Paper Prototyping and High Fidelity Prototyping 

We used a tutor for solving linear equations as the platform for this study. The tutor is 
an example-tracing tutor built with Cognitive Tutor Authoring Tools [5]. It provides 
practice for five types of linear equations. The example-tracing tutors have built-in 
OLMs (the Skillometer), which shows students’ progress in the form of skill meters.  

As the first step in user-centered design, in order to find out the needs of the users, 
we conducted an interview study with 44 high school students. The interviews re-
vealed that the students inspected the OLM frequently to see their progress, but 
thought the design of the OLM was too simple to convey much progress information. 
They did not actively reflect or self-assess in the tutor either. Besides, the students 
expressed strong interests in selecting their own problems in the tutor. Based on the 
results from this study, we decided to redesign the Skillometer and create a separate 
screen for problem selection. We built both paper and high fidelity digital prototypes 
that show different screens and alternative designs. We conducted two rounds of user 
testing through one-on-one think aloud sessions with 7 middle school students. The 
main features of the new designs aimed to 1) facilitate self-assessment; 2) provide 
more complete/multi-level progress information to the students; and 3) give them 
control over problem selection. We gathered three primary design recommendations: 

1) Facilitate self-assessment using explicit prompts. During the think alouds, the 
students did not actively initiate any self-assessment activities. To facilitate self-
assessment in the tutor, we need to add explicit self-assessment prompts/questions.  
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2) Gamify by creating levels. We tried to provide more complete progress infor-
mation by showing students’ overall progress on the five different levels (problem 
types) in addition to the skill bars, which also adds elements of gamification to the 
system. The students really liked this game-like feature. The participants also ex-
pressed that displaying the progress of each problem type on the same screen where 
they have to select the next problem was helpful for them to make decisions.  

3) Share control over problem selection between student and system. All par-
ticipants admitted that they might keep selecting easy problems if they were com-
pletely free to select problems by themselves. Therefore, to prevent such suboptimal 
problem selection decisions, also to maintain the effectiveness of mastery learning in 
the system, we decided that once the system deems that the student has reached mas-
tery for a certain level, they can no longer select new problems from that level. Such 
joint control with the system grants students freedom but prevents them from abusing 
the system.  

2.2 Redesigned Tutor Version 1 and Classroom Experiment 1 

We then implemented a fully-functional version of the tutor with support for self-
assessment and study choice, based on our prototypes. This redesigned tutor has four 
key new features: 

 

Fig. 1. The redesigned problem solving screen (left) and the problem selection screen (right) 

     1) Delaying the update of the progress bars. Instead of updating the bars while 
the student is in the midst of solving a problem, the new tutor updates the bars only 
when the student is done with the problem, so as to make it easier for students to fo-
cus their attention on the changing of the bars. The “Update my progress” button ap-
pears after the student finishes solving the problem. When the student clicks on it, the 
tutor updates the bars (i.e., the bars move to their new positions, based on the stu-
dents’ performance on the problem they just completed). The black lines marked on 
the bars allow a before/after comparison to further emphasize the change of progress.  
    2) Self-assessment prompt. The self-assessment prompt (“How well do you 
think you can solve a problem like “” in level x”) appears after the bars stop updating 
(shown in orange on the left in Figure 1). Answering this self-assessment question 
may help students become better at self-assessing and self-assess more actively. Also, 
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given the self-assessment prompt comes just prior to the problem selection screen, 
answering it may help them make better problem selection decisions.  

3) Showing progress on the problem type level. Showing both the detailed 
progress on the skill level and the overall progress on the problem type level gives 
students more complete information regarding their learning and may further support 
useful reflection and self-assessment.  
    4) Selecting the next problem. As shown on the right in Figure 1, on the prob-
lem selection screen students can view and compare their progress on different levels, 
which can aid them in deciding which level they want to work on next. Once they 
click any “Get One Problem” button, they are directed to a new problem solving 
screen with a problem from the chosen level. Students can only select problems from 
unmastered levels, which prevents one type of suboptimal problem selection decision 
students might make (selecting problems that are too easy),  while still giving them 
some freedom and control over their own learning. 

Experimental Design, Participants and Procedure of Classroom Experiment 1. 
To empirically evaluate the effectiveness of the new tutor, we decided to conduct a 
controlled experiment instead of a traditional HCI user study. We believe the con-
trolled experiment can provide rigorous evidence as to whether/how our new designs 
make a difference in student learning. We conducted a 2x2 experiment with indepen-
dent factors OLM (whether or not the OLM (both skill-level and problem type-level 
of progress information) are shown to the students) and PS (whether or not students 
could select their next problem from an unfinished level) at a local public middle 
school. 98 8th grade students were randomly assigned to one of the four conditions. 
This is an ablation experiment and we modified the interfaces accordingly to match 
the manipulation. All participants completed a paper pre-test on solving the five types 
of linear equations, worked with the tutor for three class periods, and completed a 
paper post-test that was in the same format as the pre-test.  

Results. There were no statistically significant differences among the four conditions 
either on the pre-test or the post-test. Also, no significant improvements from pre- to 
post-tests were found for the students. However, analysis of the process measures 
from tutor log data reveals some promising benefits of having access to an OLM dur-
ing learning in the tutor. Students who learned with an OLM needed fewer problems 
to reach mastery on each level (F (1, 435) = 4.450, p = .035, η² = .010), made fewer 
incorrect attempts when solving each problem (F (1, 435) = 4.922, p = .027, η² = 
.011), and needed less help in the tutor (based on the average assistance score ((hints 
+ incorrect attempts) / total steps) per problem, F (1, 435) = 6.557, p = .011, η² = 
.015). On the other hand, the students who had the freedom of problem selection 
asked for more hints than students who did not have problem selection (F (1, 435) = 
5.642, p = .018, η² = .013). 

Discussion. We had a ceiling effect on pre-test with the sample in this experiment, 
and did not find any significant learning gains due to the tutor. However, the analysis 
of the tutor log data shows some benefits of having access to an OLM with support 
for self-assessment. The students who had the OLM needed fewer problems to reach 
mastery, made fewer incorrect attempts, and needed less assistance in the tutor. These 
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improved significantly from pre- to post-tests, affirming the effectiveness of the tutor. 
More interestingly, we found that having access to an OLM resulted in better perfor-
mance on the post-test, which was also supported by log data analysis. However, we 
did not find significant effects of the PS factor. The results from the new study affirm 
the effectiveness of the OLM on students’ domain level learning, while the effects of 
problem selection still need further investigation.  

3 Conclusions and Future Work 

This paper documents and describes the iterative process we went through to redesign 
a linear equation tutor so it supports self-assessment and study choice, key processes 
in self-regulated learning. By scaffolding these processes, we seek to improve stu-
dents’ domain-level learning (and did so for supporting self-assessment). Through this 
design process, we identified three key features of the OLM that could scaffold stu-
dents’ self-assessment and reflection: self-assessment prompts, delaying the update of 
the progress bars and providing progress information on the problem type level. In 
reflection, we believe that the combination of HCI techniques and quantitative educa-
tional research methods is an effective way of exploring open-ended design questions 
in educational technologies. The two approaches weave together and work well in 
generating design ideas, iteratively improving the designs, and rigorously evaluating 
the design products. We plan to extend this work by exploring designs to support 
other SRL processes in the tutor, such as goal setting. Eventually, we hope to help 
students become better self-regulated learners, who are active and efficient in plan-
ning, monitoring and evaluating their learning.   
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Abstract. Learning is a level-progressing process. In any field of study, one must
master basic concepts to understand more complex ones. Thus, it is important that
during the learning process learners are presented and challenged with knowledge
which they are able to comprehend (not a level below, not a level too high). In
this work we focus on language learners. By gradually improving (complicating)
texts, readers are challenged to learn new vocabulary. To achieve such goals, in
this paper we propose and evaluate the ‘complicator’ that translates given sen-
tences to a chosen level of higher degree of difficulty. The ‘complicator’ is based
on natural language processing and information retrieval approaches that perform
lexical replacements. 30 native English speakers participated in a user study eval-
uating our methods on an expert-tailored dataset of children books. Results show
that our tool can be of great utility for language learners who are willing to im-
prove their vocabulary.

Keywords: Technology enhanced learning, language development, learning pro-
cess.

1 Introduction

Reading is a fundamental activity for all areas of knowledge. The practice of reading,
strongly linked to the learning process, starts in the early school years and remains
throughout life. Although, it requires mastery of certain techniques, reading is not a
technical competence, but a process that begins in the relationship between the reader
and text and continues by making sense of the text and promoting the development
of new ideas influenced by prior background. For instance, reading helps to develop
vocabulary in various forms of written and oral expressions. Thus, reading precedes
writing being the main provider of basic elements for the production of texts.

A text ends up from the reading and the meaning that the reader gives to the text
according to his understanding and the associations made shaped by the reader’s prior
knowledge and experiences. In this manner, it is possible to consider reading as a dia-
logic attitude in which the reader triggers threads of thoughts from a set of relationships
with the text.
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Trying to reduce the cognitive overload of reading activities, we often seek to develop
activities that involve the simplification of texts, i.e., simplification of text preserving its
original meaning [4]. Conversely, little has been explored about the possibilities of the
text sophistication can make towards developing vocabulary. The introduction of words
that are unusual for an individual or a group is an opportunity to expand their vocab-
ulary knowledge. This can be achieved by transforming a text with simple vocabulary,
read and discussed beforehand, into a more sophisticated terminology focusing on an
individual or group.

The language develops in experiences influenced by sociocultural surroundings. If,
due to various factors, this environment offers limited opportunities, the vocabulary of
this group will be restricted and phrasal structures will be simple. Previous studies show
that the language development of children is related to the sociocultural environment
and that school interventions in early childhood education can minimize the differences
between these children and those included in a privileged sociocultural environment
with a greater range of opportunities. Thus, it imposes a natural limit to the expansion
of vocabulary. However, reading nurtures new experiences and opportunities that con-
tribute in the process of vocabulary acquisition and language development. This trend,
coordinated with other activities, allows the acquisition, expansion, and formation of a
more complex vocabulary, which contributes to learning any language, native or not.

In particular, communication is undeniably relevant in social relations amongst the
groups that individuals attend. The vocabulary of a group gives the individual a sense
of belonging and the sociocultural migration that education can provide is often barred,
or at least hampered, by the limitations of the acquisition of new vocabulary. We do not
suggest that expressions that are part of the sociocultural environment of origin should
be overlooked, but they could be added to allow the expansion of types of communi-
cation and other sociocultural contexts. Another reason for vocabulary development is
to improve communication. In the classroom, teaching vocabulary is often overlooked,
although it is of well-known importance for learners of foreign languages to express
their ideas clearly. Thus, new learning strategies are needed for learning vocabulary and
development of autonomy.

In this paper, we introduce the ‘complicator’, a method that construes given sen-
tences into a more sophisticated vocabulary. As hereby mentioned, the rationale behind
the method is that one can learn (improve his vocabulary) by reading sentences that
contain new and infrequent terms.

2 Method
In this section, we present our method for text sophistication based on lexical replace-
ments as depicted in Figure 1. The method is divided into 4 main steps: (i) part-of-
speech (POS) tagging; (ii) synonym probing; (iii) context frequency-based lexical re-
placement; and (iv) sentence checker.

2.1 Part-of-Speech Tagging

Words cannot be exchanged disregarding the context, otherwise, the sentence may result
with a different meaning. For this reason, a first step is to identify the right part-of-
speech of each word in a sentence and then look for a suitable synonym.
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Fig. 1. Complicator workflow

In this step we used the Stanford Log-linear Part-Of-Speech (POS) Tagger [5] to
annotate each word in a given sentence. We focused on 3 POS groups: adjectives, nouns
and adverbs. As depicted in Figure 1, the first step outputs the original sentence with
the POS tags assigned to each word.

2.2 Synonym Probing

In this step, we identify synonyms of given nouns, adverbs and adjectives of a sentence.
As a word can have multiple synonyms, we divide the synonyms into categories and
filter out the synonyms that express different meanings.

To identify the sense of a word in a given context, we used the Babelnet API1 de-
veloped by Navigli and Ponzetto [3]. Babelnet is built on the top of Wordnet2, which is
a lexical database in English that groups words into synsets, i.e. words that denote the
same concept.

We also used a thesaurus database3 of the Big Huge labs. However, this thesaurus
does not provide any information regarding the sense of each word. Hence, we only
filter out the synonyms that belong to a different POS category and without filtering by
sense.

Thus, this step is responsible for finding a set of synonyms for a particular word
in the original sentence and for outputting a filtered set of synonyms according to a
specific context.

2.3 Context Frequency-Based Lexical Replacement

As we already have the set of synonyms filtered by sense from the previous steps, this
step aims at identifying a synonym for a word that best fits in a determined context. For
this, we rely on how frequent a word is found in a controlled vocabulary. The synonym
that will replace the original word is the next most frequent word in the vocabulary, but
less frequent than the original one.

We can focus on a specific domain to sophisticate a sentence according to a target
audience. Given a controlled vocabulary, our method is able to select the most suitable
words that match a context level (see Section 3).

1 http://lcl.uniroma1.it/babelnet/
2 http://wordnet.princeton.edu/
3 http://words.bighugelabs.com

http://lcl.uniroma1.it/babelnet/
http://wordnet.princeton.edu/
http://words.bighugelabs.com
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2.4 Sentence Checker

To validate the lexical replacements made in the previous step, we are aided by the
inherent knowledge of search engines. As search engines crawl content created by hu-
mans on the Web, the co-occurrence of words in the same sentence implicitly represent
the common sense. Thus, the validation process of the new sentence generated begins
by splitting the sentence into chunks of a predetermined size (i.e. windows size of a
sentence) and querying on search engines to check if these chunks occur on the Web in
high scale. If they occur, then the new sentence is validated. Otherwise, no changes are
made on the sentence.

3 Evaluation

Our evaluation aims at validating the methods with respect to preservation of the orig-
inal meaning and its grammatical correctness. Basing on native English speakers, our
main goal is to validate our complicating process regarding potential errors introduced
by our method and to check if the texts preserve their original meaning. Thus, in this
evaluation, we present to the participant a text retrieved from our dataset as well as its
complicated form. The questionnaire for the native English speakers is composed by
the following questions: (1) Do the texts above have the same meaning? (yes/no); (2) Is
the text free from grammar errors? (yes/no).

As for the dataset, we used in total 1325 sentences pairs extracted from the Terence
corpus [1]. For each book in the Terence corpus, we tokenized the sentences using the
Stanford NLP tool to keep the sentence structure.

The complicator tool contains many parameters for each of which the settings must
be specified. Here, we describe the parameters for setting the synonym source, the con-
trolled vocabulary and the windows size of the sentence checker. Our goal is to provide
a tool that can be adapted to a specific context.

Synonym source: This parameter is used to control the synonyms suggested for a
given word. In our experiments we used WordNet and BigHugeLabs (described in 2.2).

Controlled vocabulary: This parameter is used to customize the simplification to a
target audience. Although the list of synonyms provides words with the same sense, a
specific word might not be used by a target audience, thus the controlled vocabulary will
assist in picking up the right synonym in a given context. We used four vocabularies, (i)
Age 7-9 Level, (ii) Age 9-11 Level, (iii) Age 9-11 Level and (iv) Search Engine.

Window sizes: This parameter defines the boundaries of a sentence. The set of words
will be checked regarding its popularity, i.e., to prevent obscure and rare sentence for-
mulations. We set the window size between 1 and 3.

4 Results

The questionnaire was answered by 30 native English speakers and covered all sen-
tences in the dataset (original and complicated sentences).

Table 1 presents the results of the evaluations with native English speakers. The
column ‘Complicated sentences’ shows the percentage of sentences that were, to some
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extent, modified by the methods. The column ‘Precision (same meaning)’ shows the
agreement of the evaluators regarding the sense similarity between the original and the
simplified sentence; the column ‘Precision (grammatically correct)’ shows the rate of
the sentences that were simplified and were free from grammatical errors.

The results are also discriminated regarding their different configuration settings for
which we vary the window size, the controlled vocabulary and the synonyms source.

Table 1. Results of the complicator method for different strategies (parameter settings) from the
evaluation with native English speakers

Strategy Window’s Vocabulary Synonym Complicated Precision Precision
ID size source source Sentences (%) (meaning) (%) (grammar) (%)
S 1 1 Age 7-9 Level 4 WordNet 19.92 68.32 79.21

S 2 1 Age 7-9 Level 4 BigHugeLabs 75.2 67.28 59.42

S 3 2 Age 7-9 Level 4 WordNet 3.32 81.25 81.25

S 4 3 Age 7-9 Level 4 BigHugeLabs 38.48 67.86 67.35

S 5 1 Age 9-11 Level 1 WordNet 5.27 69.23 69.23

S 6 1 Age 9-11 Level 1 BigHugeLabs 59.38 62.05 55.45

S 7 2 Age 9-11 Level 1 WordNet 1.37 83.33 66.67

S 8 3 Age 9-11 Level 1 BigHugeLabs 15.82 65.00 68.75

S 9 1 Age 9-11 Level 4 WordNet 10.74 64.81 72.22

S 10 1 Age 9-11 Level 4 BigHugeLabs 0.2 0 0

S 11 2 Age 9-11 Level 4 WordNet 2.54 91.67 91.67

S 12 3 Age 9-11 Level 4 WordNet 2.34 72.73 90.91

S 13 2 Search Engine WordNet 6.45 65.63 75.00

S 14 3 Search Engine WordNet 7.23 58.33 80.56

S 15 2 Search Engine BigHugeLabs 42.77 68.52 63.43

S 16 3 Search Engine BigHugeLabs 7.62 60.53 55.26

S 17 2 Age 9-11 Level 1 BigHugeLabs 0.2 0 0

S 18 3 Age 9-11 Level 1 WordNet 0.59 100.00 100.00

S 19 2 Age 9-11 Level 4 BigHugeLabs 13.48 69.12 61.76

S 20 3 Age 9-11 Level 4 BigHugeLabs 5.86 58.62 68.97

S 21 1 Search Engine WordNet 58.4 77.78 80.56

S 22 1 Search Engine BigHugeLabs 0.2 0 0

S 23 2 Age 9-11 Level 4 BigHugeLabs 0.2 0 0

S 24 3 Age 9-11 Level 4 WordNet 3.32 75.00 87.50

5 Discussions and Conclusions

The results show that strategies S 2 (Age 7-9 Level 4), S 6 (Age 9-11 Level 1) and
S 21(Search Engine) achieve the highest degree of lexical replacements. These are
strongly related to the size of contextualized dictionary built for each level. The most
important is the result in terms of precision, regarding meaning and grammatical cor-
rectness. For this case, we see that most of the values are above 60.0%. In fact, the over-
all precision of the complicator aggregating the variables (window size, vocabulary and
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synonym) is 66.75% for meaning and 64.76% for grammar. This rather high precision
numbers support the utility and applicability of our proposed method. Additionally, we
believe that the complicator can significantly improve if it is used in combination with
better synonyms sources. The freely online available sources used in these experiments
are overwhelmed with out-of-context synonyms.

As aforementioned, the ‘complicator’ supports strategies for expanding vocabulary
necessary to convey ideas in a different language, social contexts or environments that
might require different language skills. However, in some cases, the synonymy pre-
sented may not be suitable and, therefore, every word replaced must be evaluated by a
user or group of users that will use the tool.

The dynamics generated by this substitution of words resemble the use of the dictio-
nary and, it helps to expand the vocabulary and learn the different meanings of words
and expressions. As studied by Krieger [2], the use of the dictionary can be used for de-
velopment at different levels of reading and textual production, therefore it plays a key
role as a didactic method for expansion and improvement of knowledge of a lexicon
language.

Therefore, we believe that similarly to the dictionary the ‘complicator’ is able to
contribute as a didactic resource in the development of skills related to the domain of a
language. However, it is worth noting that to achieve the stated objectives, it is essential
that the use of the ‘complicator’ is accompanied by a teacher or someone who has prior
knowledge of this tool and that recognizes its didactic potential.

Acknowledgment. This work was supported by the TERENCE project, funded by the
EC through FP7 for RTD, ICT-2009.4.2.
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INESC-ID, Rua Alvel Redol 9, Lisbon, Portugal
Department of Information Systems and Computer Science, IST/UTL, Technical

University of Lisbon, Portugal
{claudia.sofia.ribeiro,joao.madeiras.pereira,jlb}@ist.utl.pt

Abstract. The world in which medicine and healthcare institutions are
managed is rapidly changing in complex and unpredictable ways. In pe-
riods of rapid change, highly adaptive organizations have competitive
advantage. Therefore, training a modern, adaptive and high performing
team is one of the keys to success. There is a growing body of evidence
that Game-Based Learning can be highly successful in driving business
results, and a variety of drivers are making it harder and harder to ig-
nore as a candidate medium where deep and immersive learning needs to
be delivered as is the case of healthcare management. In this paper we
describe the Serious Game ImPROVE for training medical workers on
the impacts of patient care quality and costs of different configurations
of Emergency Department (ED) business processes.

Keywords: Serious Games, Simulation, Healthcare, Business Process
Modelling and Simulation.

1 Introduction

Across the board - from physicians and hospitals to health plans to pharmaceu-
tical companies - healthcare and life-science organizations are facing challenging
times. Costs continue to increase, regulations keep growing, and consumers are
demanding more control over their healthcare decisions. Business Process Mod-
elling (BPM) and Business Process Simulation (BPS) are a potential solution to
these problems. BPM and BPS is an important part of understanding and re-
structuring the activities and information a typical enterprise uses to achieve its
business goals. Modelling and simulation are tools and methods that are widely
used in Enterprise Engineering/Organizational study where these are considered
effective, efficient and economical for organizational analysis and design [1].

Recently, attention has been given to the use of Serious Games as they provide
three main benefits in promoting organizational learning, namely: (i) to orient
and train new employees; (ii) to select current managers or future managers;
and (iii) for ongoing management training [4]. The most important advantages
of applying games in a business context, are the immediate feedback, active
participation of students, learning from experience, observation of key factors
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in an on-the-job situation, preparation for the uncertainty of business, and the
high motivation to learn created by the competitive environment [7,14,6].

In this paper we describe the Serious Game ImPROVE. ImPROVE is a 3D
Serious Game based on the implementation of the Manchester Triage System [8]
of a Portuguese ED hospital. ImPROVE provides a player with the ability to
model the business process underlying the hospital ED and check its impacts on
healthcare values using the simulation features. The main goal of ImPROVE is
to assist and enhance BPM and BPS activities in order to provide two main ben-
efits, promote organizational learning and organizational change in healthcare
contexts.

2 Serious Games and BPM

Serious Games can be seen as an important response from the education tech-
nologist to these ”digital natives”, since they can introduce clear advantages in
supporting complex learning processes and knowledge transfer [12]. When com-
pared to traditional methods, games have the advantage of allowing the simu-
lation of complex environments, enabling learners to experience situations that
are impossible to simulate using the traditional methods for reasons of safety,
cost and time [3].

Although there are a wide range of process modelling grammars, there is
still a lack of connection between representation and simulation, which hinders
the processes analysis and optimization [11]. Generally these grammars are com-
posed by two dimension representation making use of shapes like circles, squares,
diamonds and rectangles. Authoring such schemes is generally supported by pro-
cess modeling tool suites that provide a graphical model editor [9]. More recent
approaches propose to complement the model editor with a limited support to
simulation, bug detection, reporting and analysis [10].

Several authors argue that these approaches experience several limitations
with respect to the modelling process. They typically offer a low degree of col-
laboration between users, the simulations are simplistic and do not take into
account the possible interaction of users during the simulation process and the
interfaces are many time complex and abstract requiring an extensive training in
order to use these tools efficiently [13]. Serious Games are mentioned as a promis-
ing approach for teaching and simulating BPM since due to their characteristics,
they may solve or minimize many of those limitations.

More than merely providing a modulation and simulation tool, Serious Games
can explore the advantages of three dimensional modelling grammars [2], placing
the user as an active decision maker, thus differing from the traditional tools.
Due to their collaboration capabilities, Serious Games may also enhance the
process of distance collaborative process modelling allowing both analyst and
domain experts to collaborate in the modelling process [5].
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3 ImPROVE

ImPROVE is a Serious Game based on a real-world healthcare scenario, specif-
ically the implementation of the Manchester Triage System (Manchester Triage
Group, 2005) of a Portuguese ED hospital. In ImPROVE the player assumes the
role of a department manager, responsible for restructuring the ED of a virtual
hospital which can be accomplish through changing and adapting the several
business processes inherent to the department functioning. The following sec-
tions will detail the game architecture and implementation, the Time-Driven
Activity-Based Costing (TDABC) simulator and authoring process and finally
the game mechanics.

3.1 Architecture

ImPROVE architecture, illustrated in figure 1, is divided into two main modules,
the Serious Games component and the TDABC simulator. The Serious Games
component is generically responsible for managing the game logic, graphic assets,
interfaces and players interactions. It’s based on Unity3D1 game engine and
follows a script based architecture, that encapsulates functionality as C# scripts.

Fig. 1. Implementation Architecture

The BPM validator is a central module to ImPROVE because it allows the
validation of business processes and also to retrieve information about perfor-
mance (costs, patient care quality and waiting time), which can be subsequently
used by the ImPROVE logic manager.

The TDABC simulator is an external module used to configure, simulate and
validate the businesses processes in ImPROVE. This simulator is a dynamic
linked library that can be configured using XML files, allowing a certain degree
of parametrization and authoring, as well as to represent the differences between
different hospitals. More details about this module are presented in the next
section.

1 www.unity3d.com

www.unity3d.com
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3.2 TDABC Simulator

TDABC simulator is a stand alone library, implemented in C# that provides a
configurable simulation module of the Manchester Triage System. The develop-
ment of this module started with the business process identification conducted
together with a team of healthcare professionals through several interviews held
in the hospital facilities. This process allowed us to identify key variables in this
process namely: cost, patient care quality and waiting time as well as different
process flows with different impacts on the identified variables. The different
flows were defined by healthcare professionals and are based on small adapta-
tions of the main process. These adaptations represent different impacts on costs,
patient care quality and waiting times.

Specifically, the goals of having these variations was two fold. On one hand it
was important to clearly show that every healthcare worker has a fundamental
role in the overall process. This was accomplished by showing the impacts of the
existence or non-existence of certain activities both for nurses regarding medical
activities and vice-versa. On the other hand it was important to create awareness
regarding the costs of such a complex process.

Although we integrated five different scenarios, new ones can be dynamically
added to the TDABC simulator using the XML configuration. Furthermore sev-
eral activity attributes can be added or changes such as: total unit time (time
consumed by each unity performing a specific activity); rate (price per minute)
and resources (define the healthcare professionals involved on a specific activity).

3.3 Game Mechanics

In ImPROVE the player assumes the role of a ED department manager, respon-
sible for building and managing all the business processes underlying the hospital
ED. By modelling theses processes in different ways the player is informed of
its impacts on healthcare values and hospital costs using the simulation fea-
tures. The game takes place on a virtual hospital ED environment in which
key departments and stakeholders are present such as: patients, doctors, nurses,
management staff and others, as illustrated in figure 3.3 (a). The player will be
able to manage the different business process in his office using an authoring
business process tool. This tool is a three-dimensional environment where the
creation of business process is possible, namely using activities, decision points,
start and finish primitives. The main goal of ImPROVE is to assist and enhance
BPM and BPS activities in order to provide two main benefits, promote orga-
nizational learning and organizational change. In this sense, the set of activities
that can be use are pre-defined and represent the range of possible activities
involved or otherwise done by people in the real-world setting. Therefore, when
the player is building a business process feedback is provided in order to guide
the player and also to prevent designing impossible sequence of activities and or
decision points. Providing real-time feedback while modelling and or simulating
a business process represents an important improvement comparing to current
tools. This not also motivates the player as it provides important information
for decision-making.
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(a) Virtual Hospital (b) Best Triage business process

The player has the ability to set up each activity duration and cost driver in
real-time by accessing a context GUI. The relationships between business process
primitives are manually created by the player by pressing a specific swim lane
element and choosing the appropriate link. This tool is closely connected with the
BPM validator module used to validate and simulate the process being modelled.
An example of the ideal business process within the game can be depicted in
figure 3.3 (b).

Once the business process is finished the player has the ability to test its im-
pact by simulating it. The simulation will applied the current business process
to the virtual ED department, in which the impacts can be seen using different
types of feedback. The first is the feedback provided by the game HUD, display-
ing information regarding patient health, waiting time and associated costs. In
addition the player can see the reaction of the several avatars present in the hos-
pital, for example if the waiting time is to long, people will start to accumulate
in the waiting room, if the quality of care decreases patients will decease and so
on.

4 Conclusions

In this paper we describe the Serious Game ImPROVE which combines BPM and
BPS for healthcare training. ImPROVE allows the player to model a business
process and visually receive real-time feedback of the impacts of implementing
that particular business process in a business context, which in the presented
example was the ED of a Portuguese hospital. The ability to receive real-time
feedback as well as visually witness the impacts of making certain decision (e.g.
deciding on a particular sequence of activities or using certain resources) brings
the activity of modelling business processes closer to the real world therefore, to
the on-job situations. This also promotes the transformation of tacit knowledge
into explicit knowledge representing a shorten period between learning a com-
petence and being able to apply it on a concrete or similar situation. Finally,
although several advantages have been pointed out, there is still a lot of space
for improvements, namely adding multi-player support and collaborative tools
could greatly increase knowledge transfer through socialization and promote col-
laboration between employees.
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Abstract. This paper arises from work ongoing in the GALA (Games and 
Learning Alliance – Network of Excellence for Serious Games). An exploratory 
set of case studies were carried out to understand the benefits, barriers and 
enablers of adopting serious games in companies and non-educational organiza-
tions. Serious games are games that educate, train and inform. It could therefore 
be expected that serious games would play an important role within corporate 
training, but this seems not to be the case. Five exploratory case studies of SG 
adoption were collected. There was use of serious games for training (three cas-
es) and for corporate change interventions (two cases). Most of the organiza-
tions commissioned the SG from an external party and only in one case did the 
organization itself develop the serious game. The key finding was that senior 
management support was critical for serious game adoption in every case. SG 
adoption was typically limited to a single department or branch/subsidiary of 
the company. 

Keywords: Serious Games, Adoption, Integration, Training, Business, Indus-
try. 

1 Introduction 

It could be expected that serious games would play an important role within corporate 
training, but this seems not to be the case. Less investigation has been focused on the 
integration of Serious Games (SG) in companies. The authors have been carrying out 
research on the adoption and integration of serious games in companies. This work is 
being carried out as part of the GaLA - “Games and Learning Alliance”, Network of 
Excellence on Serious Games. This paper addresses the question of why and how 
serious games can be adopted/integrated into companies. 

There are several ways serious games can be integrated into companies – a classi-
fication framework of the ways serious games can be integrated in to companies was 
devised and validated through a survey of SG cases relevant to business/industry [1]. 
The four ways of integrating SGs in companies are: as training, as corporate 
change/strategy interventions, through viral diffusion and as gamification. IT based 
techniques, such as Serious Games, need to be integrated in companies, however, 
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integration is a complex and challenging process [7,11]. The literature review showed 
that there is a dearth of studies of serious games integration in companies. We, there-
fore, needed to construct a hybrid research framework based on a review of the litera-
ture on technology adoption. This framework combined the insights from the technol-
ogy acceptance model [8] and the diffusion of innovation literatures [12]. The factors 
which can influence SG adoption were identified as: technological, organizational, 
environmental, contextual and individual [3,5,10] and SG specific. Five exploratory 
case studies of SG integration were collected from large organizations. The case stu-
dies explored the benefits of serious games, the barriers to adoption and success fac-
tors [4]. The adoption case studies have been designed as exploratory case studies. 
Exploratory, qualitative case studies are more appropriate to support theory develop-
ment [9], and to capture and understand the social and organizational context in which 
the phenomenon under investigation occurs [13]. Further, when a phenomenon is still 
under development (as SGs are), a flexible and exploratory research design is required 
[6]. A qualitative research design allows both the flexibility and exploration that are 
required for our investigation of SG integration in organisations. 

2 Analysis 

The following table provides an overview of the general characteristics of the case 
study organisations. Most of the case organizations using serious games are large, 
with employee numbers above 1,000. There is a diversity of industry sectors 
represented, health, telecoms, banking and the military. Three of the organizations are 
early adopters of technology and two are first followers. This is in accord with the UK 
SG adoption survey [2], where 40% of respondents were either early adopters or first 
followers of new technology. So it seems that a positive attitude to new technology is 
a prerequisite for serious games use. 

Table 1. Summary of Cases, SG Characteristics 

 

 Lego Serious Play Wallbreakers Service Game Afghanistan OpenSea 

SG Use Type  Corporate 
change 

intervention 

Corporate 
change 

intervention 

Training/     Viral 
diffusion 

Training Training 

SGs used Single Single Multiple - 3 Single Multiple - Several 

User org is SG 
developer 

No No No Yes Yes 

Commissioned 
SG 

As consultancy As consultancy Yes  Internal Internal  

Deployment 
level 

Limited             (1 
branch) 

Limited             (1 
department) 

Limited             (1 
branch) 

Limited Wide 

Participant 
numbers 

200 400 6000 500        annually 20-30 
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Only two types of use of serious games were present in the cases (Table 1) – for 
training and for corporate change intervention. One case (Service Game) used the 
innovative technique of viral diffusion – a distribution method of making the game 
available to anyone who wants to play it (and not integrating the game into formal 
training programmes). In most of the cases a single serious game was in use. Only in 
two cases was more than one serious game in use – three commissioned games in the 
Service Game and multiple use scenarios in the OpenSea case. In the OpenSea case 
the organization built a simulator which allowed experimentation with different 
scenarios. Most of the organizations commissioned the SG from an external party and 
only in one case did the organization itself develop the SG (OpenSea). In the two 
corporate change cases the serious game was commissioned as consultancy through 
the facilitator. In terms of the deployment, or internal diffusion, of serious games it 
was mostly limited to company branches or departments; only in the case of NATO’s 
OpenSea was there widespread use. The numbers of participants was generally quite 
high – in the hundreds, except for OpenSea which was designed for low numbers of 
users – the emphasis being on quality not quantity. 

Table 2 presents the benefits and barriers of SG use in the companies. A number of 
benefits of serious games were identified in the cases: serious games can get everyone 
involved; they are the modern way to learn and produce learning results quickly. In 
the corporate change cases the use of serious games signals a change and this helps to 
promote the cultural change objectives of the intervention. In the military cases the 
most important benefit was that SGs allow trainees to experience situations that 
would be impossible in the real world for reasons of personal safety, cost or time; 
they thus provide a risk-free training means. SGs were also found to be cost effective 
and allowed many people to be trained at the same time. 

Table 2. Summary of Cases - SG Benefits & Barriers 

 

 Lego Serious Play Wallbreakers Service Game Afghanistan OpenSea 

Benefits SGs can get 
everyone 
involved 

The change in 
means (to SGs) 

signals a change 
in culture as well 

- modern way of 
learning 

- quick to learn 

- trainees can 
experience 
situations that 
are impossible in 
the real world for 
reasons of safety, 
cost or time; 

- Risk-free;  
- train many 
people at the 
same time 
- train on hard to 
replicate 
situations 
- cost effective 
- quicker learning 

Barriers SG duration        
(1 day) too long 

technical 
oriented 

company culture 

high cost - minimum 
computer 
abilities;  

- SG 
development 

costs 

- SGs as a 
competitor to 
established 
programmes 
- Strategic 
change: 
resources, 
technology & 
space 
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Barriers to adoption were found to be SG duration, cost, and that minimum 
computer skills are required of the participants. The company culture can also be a 
barrier, whether being technically oriented or anti-game. Barriers during the 
implementation of serious games also occurred – they are competitors to existing 
programmes, they can require a strategic change including the reallocation of 
resources, the provision of PCs and dedicated physical space. 

In terms of success factors the cases showed that senior management support was 
critical for adoption in every case. In two of the cases an SG ‘product’ champion was 
important for successful adoption. There were a number of factors which enabled the 
SGs to be successful in use: thorough advanced preparation, use of a facilitator, the 
SG being based on existing management theories, including the SG in online course 
platforms and the commitment of several stakeholders in the organization. For a 
company to develop a serious game a high level IT knowledge, especially that 
relevant to SGs, was necessary. 

3 Conclusion 

Serious games have been rising in popularity and very many games have been 
developed for diverse applications. However, their adoption in companies is still 
limited. Further, research on how to integrate serious games in companies is in its 
infancy. The best we can do is to rely on the general technology adoption literature 
and especially the IT adoption literature. This paper has sought to make a contribution 
to understanding how serious games can be integrated into companies, what are the 
benefits, barriers and success factors. A review of the literature on technology 
adoption was carried out to produce a hybrid research framework which was used to 
inform the research. The factors which can influence SG adoption were identified as: 
technological, organizational, environmental, contextual, individual and SG specific. 

Five exploratory case studies of serious games integration in companies were 
carried out. They produced some insights and issues for further investigation. There 
was use of serious games for training (three cases) and for corporate change 
interventions (two cases); but not for gamification. In most of the cases a single 
serious games was in use. Most of the organizations commissioned the SG from an 
external party and only in one case did the organization itself develop the serious 
game. The key finding was that senior management support was critical for serious 
game adoption in every case. Therefore, the question of how the acceptance of senior 
management was gained needs to be investigated. How was senior management 
convinced of the benefits and by whom? Further research is required to understand 
the integration process – the actors involved and how the barriers were overcome.  
We need to develop a model of the adoption process from initial contact through 
generating wider buy-in, to the decision to adopt, and to implementation. And after 
the adoption decision who are the involved actors. Is the role of an SG champion 
necessary to the success of the adoption process? How were the adoption barriers 
overcome? 
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There is the question as to why the extent of SG adoption was limited; in the case 
studies, adoption was typically limited to a single department or branch/subsidiary of 
the company. So what are the factors that determine the extent of adoption, is it 
something to do with the customized nature, or lack of generality, of serious games? 

There are a number of limitations for the current research. The first limitation is as-
sociated with the exploratory nature of the study and the limited number of cases 
considered. Although our purpose in using this approach was to collect reasonably 
good quality data which can be used to identify the important research questions for 
further investigations. The cases came from large companies and so we do not know 
if the results apply to small and medium sized companies. The number of people in-
terviewed for the case studies was limited and we need to understand the dynamic of 
which persons were involved, when and why. We will then be able to identify what 
their motivation is and how senior management is convinced to make the adoption 
decision. 

The case studies provided some insight into how and why serious games are inte-
grated into companies.  The next stage of the work will be to develop a model of the 
integration/ adoption process based on ones which have been developed for IT sys-
tems adoption. From this we can identify who the key actors could be and develop 
interview questionnaires for them. We can then interview the different actors involved 
to understand their perspectives and motivations. The extent of involvement of the 
HR department remains unclear. In two of the cases, the consultancy/intervention 
cases, HR does not appear to have been involved in the integration process; only in 
the Service Game case was HR involved.  

Understanding serious game’s value and researching into how they should be inte-
grated to satisfy both users (companies, employees) and technology (Serious Games) 
providers, is part of the GALA serious games network mandate and will direct the 
research in the future. 
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Verónica Rivera-Pelayo, Emanuel Lacić, Valentin Zacharias, and Rudi Studer

FZI Research Center for Information Technology
Haid-und-Neu-Str. 10-14, 76131 Karlsruhe, Germany

Abstract. In order to successfully give a lecture or do a presentation
in a conference, presenters need certain skills as well as previous prepa-
ration. In such scenarios, reflective learning offers a great potential to
improve professional skills and presenter’s performance by relying on
data captured during the presentation. For this purpose, we developed
the Live Interest Meter (LIM App) which allows capturing, aggregating
and visualizing live feedback from the audience. After developing the first
prototype, testing it and conducting a user study, we developed the sec-
ond prototype presented in this paper. This further development made
emphasis on the recalling and revisiting of past experiences by exploring
the collected data. We conducted the evaluation of the LIM App with
three university lectures. Our evaluation showed positive results regard-
ing the capturing and sharing of feedback to improve presentation skills.
Whilst the LIM App guided the lecturers to reflect and to remember their
presentations better, some time and advice to get accustomed to using
it is still needed so that it is optimally integrated in their presentations.

Keywords: Reflective Learning, Live feedback, Tool, Quantified Self.

1 Introduction

Lectures and conferences are main daily activities in several professional fields,
like teaching, research or business. The presenter needs certain skills as well as
previous preparation in order to successfully address her audience. Additionally,
it becomes more challenging when the size of the audience increases. In such
scenarios, reflective learning, i.e., learning from own experiences, offers a great
potential to improve professional skills and presenter’s performance by relying
on data captured during the lectures or presentations [8].

There are several approaches related to capturing data in education (e.g.
[4,5,6,9]) with the purpose of increasing the interaction with the audience, but
none of them focus on using the captured data to review the presenter’s per-
formance and improve by reflecting on it. Presenters can only perceive their
performance from their own perspective, and having information about the per-
spective of the audience may offer potential for learning and improvement. This
audience’s perspective can be captured in form of feedback about the presenta-
tion (Is the lecture difficult or easy to follow? Is the presentation too fast or too
slow?).

D. Hernández-Leo et al. (Eds.): EC-TEL 2013, LNCS 8095, pp. 514–519, 2013.
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To address these issues, we developed the Live Interest Meter App (LIM
App) [7], which allows to track and visualize feedback from the audience to sup-
port reflective learning. Based on the conclusion of our previous work, this new
version improves existing features and adds new ones, especially for the support
of recalling and revisiting past experiences. Following the model described in [8],
the LIM App concretizes an example of a Quantified Self (QS) application to
support reflective learning, with the aim of guiding learners to improve their
presentation skills and performance when addressing an audience. We present in
this paper the second prototype of the LIM App and the evaluation we conducted
in three university lectures.

In the following, we will present a review of related work (Section 2), the Live
Interest Meter App (Section 3) and the conducted evaluation (Section 4).

2 Related Work

Audience Response Systems (ARS), also known as clickers [4,6,9], enable lec-
turers in a large lecture class to instantaneously collect student responses to a
posted question, generally multiple choice [3]. These systems generally aim at
improving student outcomes (e.g. exam scores or passing rates), student compre-
hension, and learning as well as student attendance and interest on the course.
Among the commercial clickers we can find ShakeSpeak1, a plug-in for MS Pow-
erPoint that allows users to insert questions in the slides. Socrative2 is also an
online mobile student response system to engage classrooms through a series of
educational exercises and games. There are also some approaches that explore
all way communication through micro blogging [1,5] to support a more active
learning experience in spite of the size and layout of large lecture halls.

Apart from the above mentioned clickers, there are other projects to support
real-time feedback during lectures. NUKATH [2] was a project aiming to develop
and assess the usage of notebooks in academia. Currently, the NUKATH tool is
called nuKIT3 and serves as a polling service during the lecture, also allowing to
give feedback about the speed of the lecturer. WIL/MA Toolkit [10] was devel-
oped to facilitate interaction and a bidirectional and synchronous communication
between lecturer and students. Another example is GoSoapBox4, a commercial
classroom response system that aims at enhancing students engagement. It has
a confusion barometer, social Q&A to post a question at any point during the
lecture, discussions that the instructor suggests, anonymised polls and quizzes.

Most of the work about clickers and feedback tools explores and focuses on
giving a benefit to students, and are tightly related to the lectures’ content and
the knowledge they acquire, being limited to polling only during the lecture in
many cases. This is associated to the fact that their main goal is to improve

1 ShakeSpeak, www.shakespeak.com
2 Socrative, www.socrative.com
3 nuKIT: KIT App für Live-Abstimmung und -Feedback im Hörsaal,
http://elearning.studium.kit.edu/179.php

4 GoSoapBox, www.gosoapbox.com

www.shakespeak.com
www.socrative.com
http://elearning.studium.kit.edu/179.php
www.gosoapbox.com
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the learning process of the students, while our work is focused on improving
the learning of the lecturer in her professional activity. Therefore, we consider
the lecturer as the center of the scenario and focus on the improvement of her
presentation skills and performance with the use of the LIM App. In this case,
students play a very important role, as they are the ones who provide feedback
that serves for the reflection process and therefore they also have to perceive a
benefit on the tool. For this purpose, the feedback meter function was enriched
with other features that support the lecture, like polls and questions, and are
intended to improve the lecture itself, but also to add context to the feedback
given to the lecturer.

3 Live Interest Meter App

The second LIM App prototype focused on supporting the revisiting and re-
calling of past lectures. It was developed as a web application to facilititate the
access to the captured data from many devices. The scenario that was consid-
ered to design the LIM App involves a person addressing a large audience, e.g.
in a lecture or a conference. In this situation, three use cases can be defined.
Firstly, a presenter can use the application to gather feedback (a) which can be
evaluated and learned from during the presentation. Having the role of an audi-
ence member, the user can give feedback (b) during the presentation and, while
doing that, improve own attitude, attention and concentration. Lastly, after the
presentation, the presenter can evaluate (c) and reflect on the gathered data.

The core component of the LIM App is the meter, which has one dimension
and two captions (up and down) and allows to send feedback to the presenter.
Before starting, the presenter defines a quantifiable aspect of the presentation
to be tracked (e.g., comprehension or speech speed) as well as the suitable color
scheme for the meter (blended colours of traffic lights or blue gradient). The
presenter can see a dashboard (see Fig. 1) displaying the meter with the cur-
rent aggregated value, the number of currently active participants, a countdown
timer, a notification area and a quick preview table of polls suggested by the
audience. The LIM App also offers two additional features to improve their in-
teraction and contextualize the feedback captured with the meter: anonymous
questions to the presenter with collaborative voting and polls with several op-
tions. Finally, the audience can also send anonymous comments related to the
feedback of the meter.

The audience dashboard shows the aggregated live group feedback in an evolu-
tion timeline, which displays the personal meter value, group’s minimal, maximal
and average values in any particular point in time (x-axis) during the presenta-
tion. Also displayed in the evolution graph are marked topics, key points during
the presentation that can be entered by users in the audience.

To facilitate the revisiting of past experiences, the enrichment and presenta-
tion of the gathered data is needed. Users can go to the My events page and
explore the reports of their presentations, including the meter feedback, polls,
questions and written feedback comments (see Fig. 2).
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Fig. 1. Dashboard as seen by the presenter during the lecture or presentation

Fig. 2. Report of a presentation held by a lecturer, showing (i) the feedback timeline
with the number of active participants, (ii) the results of asked polls and (iii) the posed
questions with votes

4 Evaluation

The LIM App was tested and evaluated in three different lectures (see Table 1).
The main lecture (Group M) was using the LIM App during three consecutive
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weeks. The additional two lectures used it only in one session: Group S had a
highly active and small audience whereas Group L had a large audience with
much less student activity.

Table 1. Description of the three lectures participating in the evaluation

Group Sessions Participants5 Degree Field Tracked aspects

S 1 11/13 Masters Mathematics Speed,
M 3 18/19 Bachelor Computer Science Speed, Comprehension
L 1 15/50 Bachelor Mgmt. and Economics Quality

The questionnaire addressed four main topics: features of the LIM App, level
of participation, thoughts about learning by reflection, and outcomes and work
assessment using the LIM App. One researcher of the LIM team was present at
the lectures to assess the presenter and students as well as to follow the course
of the evaluation. On average the LIM App was used for 83 minutes. The polling
function was only used by the presenters in Group M and L. Every presenter
used the question functionality at least once in their lecture and there were 17
questions in the lecture with big audience (L).

One presenter agreed strongly with the LIM App helping her to reflect on
experiences from work. On the statement that the LIM App has helped by pro-
viding information relevant for the decision to reflect one presenter did not agree
(Group S), but the other two did. The same two presenters agreed that the LIM
App helped them to collect information relevant to reconstruct work experiences
as well as to actually remember and reconstruct their lectures. They also agreed
that relevant content is provided for the reflection to take place, where the pre-
senter from Group S remained neutral. Allowing the audience members to send
general feedback has proved to be a great support for reflection. Related to the
main goal of using the LIM App, all three presenters agreed that it is important
to improve their presentation skills. In the case of Group M, the lecturer stated
that he would use it regularly as it allows the comparison of different teaching
strategies. In Group L, it was not clear for the lecturer if the LIM App had
distracted the students. As for Group S, the answer was negative, being affected
by the high interaction already existing in this group.

In order to be motivated to give their feedback, members of the audience
should also perceive a benefit. Therefore, our evaluation also delivered insights
about how they could improve their learning experiences. The results from their
perspective were overall positive. Some students stated that (1) the LIM App is
fun, (2) better than the usual way of giving feedback, (3) provides a possibility
to participate personally in the lecture, (4) allows anonymous questions and
feedback and (5) with it, the lecturer is able to adapt to the needs of the students.

5 Number of valid responses / Total number of students in the lecture.



LIM App: Reflecting on Audience Feedback 519

5 Conclusion

In this paper, it was shown with the developed Live Interest Meter application
(LIM App) how learning by reflection can be supported with a Quantified Self
tool, which allows quantifying and tracking feedback from the audience. In ac-
cordance to the analysis of the questionnaires, reflection took place by the users
who used the LIM App most during and after the presentation. A key factor
in collecting data for reflection is the presenter herself and how she engages the
audience to participate and how she integrates the LIM App in the lecture. In
order to optimally achieve this, a brief training is needed. Taking the results
into consideration, it is clear that the target area for the LIM App are indeed
presentations with a large audience number, and little or no student - lecturer
interaction. Future work will include a longer evaluation at larger scale.
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Abstract. Researching the sharing of learning designs is a well-established do-
main within the technology-enhanced learning research community. However, 
until now tools supporting educational modelling languages such as IMS Learn-
ing Design have reached a wide adoption in today's school practice. Following 
a design science research methodology we report on the design, implementa-
tion, and evaluation of a novel tool referred to as "Composer". The Composer 
supports the design of learning activities and has been developed according to 
design principles such as (a) interoperability between design-time and run-time 
systems based on the W3C Widget Standard, (b) inclusion of artefact types be-
yond content such as tools, people and events, (c) a user-friendly authoring en-
vironment. A first evaluation of the proof-of-concept implementation suggests 
that the tool is easy-to-use and provides added value for teachers when it comes 
to reflecting about the design of learning activities.   

Keywords: Learning Design, Educational Modelling, W3C Widgets, Mashups, 
Wookie, Design Science.  

1 Motivation and Methodology 

The primary role of any instructional agent such as a teacher, is to stimulate the per-
formance of learning activities that will gradually result in the attainment of the learn-
ing outcomes [1]. As a consequence learning design has always been of a particular 
interest to the educational domain. [2] provide an overview of learning design author-
ing software that aims to simplify the learning design process. [3] provide a graphical 
user interface for designing learning activities based on IMS Learning Design. 
Evaluation of the latter revealed the disconnection between the design tool and the 
runtime system as one major problem with respect to user acceptance [3]. Until now, 
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tools supporting educational modelling languages have not reached wide adoption [2], 
[4], [5]. In the following, learning design is meant as the preparation of a unit-of-
learning (e.g. course, lesson) and includes the definition of learning outcomes, the 
selection of learning resources, and the sequencing of measures [1], [4].  

We focus on (blended) learning environments of the school sector. Although evi-
dence suggests that ICT can have a positive impact on the expansion of learning op-
portunities [6], [7], there is still a significant number of schools in Europe that lack 
sufficient computer equipment [7]. At the same time the adoption of ICT also varies 
between subjects [8].  

This research effort is tackling the learning design issue by applying a design sci-
ence research methodology (DSRM) [9] on the problem. Design science research is a 
research paradigm in which the researchers try to answer questions to relevant prob-
lems via the creation of innovative artefacts [10], [11]. A number of efforts have been 
made to describe and guide construction-oriented research processes [12], [13], [14]. 
Based on this the DSRM identifies six activities [9], i.e. problem identification and 
motivation, objectives for a solution, design and development, demonstration, evalua-
tion, and communication.  

This paper is structured accordingly. While Section 2 presents requirements and 
reflects them in the context of related work, Section 3 presents our proposed solution 
relying on a widget-based architecture. In Section 4 the paper concludes with prelimi-
nary findings of our evaluation.   

2 Requirements and Related Work 

Our proposed solution is centred on the design and facilitation of Learning Activities. 
We define our key concepts as follows: a Learning Activity Design (LAD) describes a 
discrete session of Learner interactions, including potential Learning Resources to be 
used, in order to achieve educational outcomes. We adopt a broad view of the term 
“Learning Resource” as to comprise Content, Contributors, Events and Tools and 
assume that all artefacts that are meant to become part of the final learning experience 
are represented as, or delivered through, widgets. A conceptually similar model is 
proposed by the Simple Learning Design 2.0 [4] specification, where a learning de-
sign is manifested in a so-called scenario, which is composed of learning activities 
that can also include learning objects. 

Our relevant stakeholder roles include Learners, Teachers, and Pedagogical Co-
ordinators. A Pedagogical Coordinator inspires other Teachers to adopt pedagogical 
innovation mediated by LADs in a learning context that aims to serve Learners in 
attaining learning outcomes.  

Driven by an analysis of the educational context we have identified the following 
requirements – very similar to those identified by [15] for learning design reposito-
ries. Pedagogical Coordinators demand means to create and reuse LADs and share 
these in order to inspire Teachers. While [15] identify the need for downloading 
learning designs, we go further by proposing a complete architecture for the exchange 
of learning designs. Teachers need to easily find and assess a LAD in order to make 
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the associated Learning Resources available to Learners. To support the exchange of 
LADs across systems the systems involved need to be interoperable. Interoperability 
is referred to as the ability of systems or components to use information that has been 
exchanged [16]. Research distinguishes between interoperability on the object, refer-
ring to a proper use of the information provided – and interoperability in communica-
tion, referring to an agreed communication protocol between systems [17]. These two 
aspects of interoperability translate into a requirement for making LADs re-useable in 
different technical contexts as well as for agreeing on communication protocols.  

3 Proposed Solution: A Widget-Based Architecture 

We have designed an architecture that consists of the following components: A Wid-
get is a packaged web application [18] that is designed to be easily distributed and 
embedded within varying contexts (e.g. within a portal-style mashup, on a mobile 
phone, etc…). Widgets rely on open standards with respect to both their representa-
tion format and their communication protocols.  

The Widget Store is a software component that is built on the Apache Wookie and 
EDUKApp technologies [19]. It supports the uploading, tagging, and searching for 
Learning Resources and LADs in the form of Widgets. The Composer supports Peda-
gogical Coordinators and Teachers in designing Learning Activities, and augmenting 
them with Learning Resources.  

A Widget Run-time Environment (RTE) acts as the “entry point” for end users and 
is a configurable software container that provides an environment allowing users to 
identify and add their Widgets and to integrate them in order to meet the educational 
objectives of a Learning Activity. Typically, a Widget RTE connects to a Widget 
Store to provide users with an integrated experience when selecting and instantiating 
widgets [20]. Examples include mashup engines like Apache RAVE as well as Wid-
get-enabled learning management systems like Moodle and DotLRN. 

3.1 Representing Learning Designs via Widgets 

In the following we describe our layered approach to representing LADs, that follows 
the “web best practices” of progressive enhancement and the rule of least power [21]. 
Consequently, when entering a higher level, interoperability decreases, while func-
tionality increases. At the lowest layer we render a LAD as HTML. Hence, the fun-
damental (narrative) information of such a guide is represented as a web document, 
thus can be viewed in any standard web browser, or processed otherwise by third-
party applications.  

Packaging this LAD as a W3C Widget represents the second layer, which allows 
teachers to (easier) use the LAD in various manners, e.g. instantiate it in their Widget 
RTE, view it offline on a phone, or publish it in a Widget Store. At these two levels 
the LAD already provides added value to the teacher both when preparing the learn-
ing activity and when it takes place.  
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However, many useful LADs will go beyond mere textual descriptions and will 
require actually useful resources (e.g. Applications, Content). Hence, the technology 
shall support the Teacher in augmenting the (virtual) learning environment with these 
resources. We therefore progress further in the functional enhancement by “trans-
forming” the instantiated LAD Widget into a mashup. Technically, to this end our 
approach utilizes a client side cross-context communication channel (based on pmrpc 
[22]) to transmit a description of the additional Learning Resources required. As we 
consider all resources to be delivered via Widgets, we represent the resources required 
by the LAD in the form of an mashup description based on the Open Mashup De-
scription Language (OMDL)1. Finally, the RTE instantiates all the Widgets required 
for conducting the learning activity that is described by the LAD Widget. 

3.2 The Composer: Authoring Environment for Widget-Based LADs 

The Composer is supposed to provide Pedagogical Coordinators and Teachers with 
means to compose and re-use Learning Activities and augment them with Learning 
Resources. We interpreted this process as Widget aggregation [21]. An important use 
case in the context of the Composer is the “typical usage scenario for learning re-
sources” [17], which includes the discovery, repurposing, and re-publishing of a 
LAD. When repurposing the LAD the Teacher aggregates Widgets. The result of this 
mashup activity is a personalized LAD in the form of a LAD Widget generated using 
Xocp2. For interoperability, the Composer has been implemented as a highly embed-
dable web application, i.e. we allow its seamless integration via the IMS Learning 
Tools Interoperability (LTI)3 protocol and implemented a responsive user interface 
using Bootstrap4. Moreover, a “Composer Widget” that implements a simple wrapper 
mechanism makes the application also accessible via the Widget Store. 

4 Evaluation 

At the time of writing 19 small-scale evaluation activities of the proposed solution 
have been carried out. Early evaluation activities mainly consisted of open expert 
interviews from which a better understanding of the problem definition was derived. 
At a later stage these activities were used to iteratively revise the requirements. The 
evaluation events mostly involved pedagogical experts. Early evaluations were docu-
mented in the form of action logs resulting in concrete changes to requirements. In the 
case of the Composer the main findings relate to: (a) a simple user interface, (b) pri-
vate areas within the collaborative, wiki-style tool, and (c) better integration with 
mobile devices like tablets. 

                                                           
1  http://omdl.org/ 
2  http://wiki.tcl.tk/28538  
3  http://www.imsglobal.org/lti/ 
4 http://twitter.github.io/bootstrap/ 
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Abstract. Online help seeking is a common form of informal learning, and it 
has been studied extensively in a number of different settings. In an attempt to 
better understand how help is provided in online help seeking for a physical 
work environment, we have performed an in-depth qualitative study on 
questions and answers found in the largest Estonian online forum for 
construction field. Our intention is to understand the types of learning problems 
identified in the help-seeking process in the online forum and how problem-
oriented scaffolding is provided and received in a networked setting. We used 
Jonassen’s typology for categorizing the similar patterns in problem-based 
learning that takes place in the forum. Data was analysed from two 
perspectives: first the problem definitions identified in forum threads were 
analysed based on the Jonassen's typology, along with corresponding solution 
paths and solutions. The same discussion threads were then analysed also from 
the perspective of scaffolding patterns – how people support each other and 
how the help is being acknowledged. The results of our analysis point out that 
the human supporters provide certain scaffolding patterns for supporting help-
seekers to solve problems. 

Keywords: Forum, Communities of Practice, Workplace learning, Scaffolding. 

1 Introduction 

Help seeking at the workplace is an important form of informal learning, as it 
enhances the zone of proximal development [1] by triggering scaffolding activities 
provided to a help-seeker by a more capable peer. In this paper we explore how work-
related informal learning takes place in an online forum used by Estonian construction 
specialists and how better scaffolding could support such learning. Sawyer [3] has 
defined scaffolding as “the support given during the learning process which is 
tailored to the needs of the student with the intention of helping the student achieve 
his/her learning goals”. Traditionally, construction specialists share their work-
related practices in the face-to-face manner and therefore hardly any traces are left 
about the informal professional learning in the construction domain. The aim of this 
paper is to investigate what kind of help is sought and what kind of support is 
provided among construction professionals in the largest Estonian online forum in 
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respective domain. For doing so, we use the typology of learning problems proposed 
by Jonassen [2] because we found striking similarities between Jonassen’s problem 
types and the categories of help-seeking forum posts identified through our initial 
open coding exercise.   

As online help seeking almost always triggers a series of (eventually fading) 
interactions between the help-seeker and more capable peer(s), it could be effectively 
interpreted as a scaffolding process. Informal learning often occurs in Web-based 
forums when people seek for help, share the knowledge, and learn from others’ 
practices and experiences. In traditional scaffolding models mainly two roles are 
handled: tutor and tutee [4]. In the era of networked learning there is a need for the 
model that addresses the scaffolding phenomenon in online settings. Our study is 
guided by the following research questions: a) What are the main types of problem-
related help-seeking patterns identified in the online forum of construction 
specialists?; b) What kind of scaffold the members of the construction forum 
provide to the help-seekers and how it is being acknowledged? 

As a result the study identifies an initial set of networked scaffolding patterns. 
Such patterns can be used to inform design decisions when building next-generation 
socio-technical systems that support workplace learning in construction field. Peer 
scaffolding can be used in the system when helping to identify the problem type. 
Semantic systems may suggest then solution paths or pre-described solutions for 
solving the problem.  

2 Theoretical Framework 

We interpret the members of Estonian online forum for construction specialists as a 
Community of Practice (CoP): a self-organized group of individuals concerned with a 
specific practice, who are learning how to improve this practice through regular 
interaction [5]. Online communities of practice (also Internet-mediated communities 
of practice) [6] have the added element of “facilitative” technology, which facilitates 
or encourages communication. Hoadley [7] has argued that scholars have mostly 
focused on the role of technology in supporting the communication within CoP rather 
than the effects of the technology on the shared practices of community. In the 
construction forum mainly the communication (help-seeking, knowledge and 
information sharing etc.) occurs, also the practice of the construction can be supported 
by following the advice of the community experts.  

Scaffolding was proposed as means to bridge the gap between what students can 
do on their own and what they can do with the help of a more capable other [8]. 
Technological advancements have allowed enhancing the tutor- or teacher-based 
scaffolding with the computer-based scaffolding of self-directed learners [9]. 
However, according to Saye and Brush [10] computer-based scaffolding cannot be 
sufficient and it needs to be accompanied by human-facilitated scaffolding. In this 
article the human-facilitated scaffolding with the technological support means that the 
members of the online CoP support each other in the problem-solving process. While 
initially, the use of technology in help seeking was seen as a mere mediator (moving 
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the conversation online from face-to-face and thereby achieving a greater scope), it 
has recently become clear that scaffolding in networked online environments is 
different from traditional scaffolding. As opposed to traditional scaffolding context 
based on face-to-face interaction between a single tutor and tutee, in networked 
environments the “best” answer to a problem may emerge from iterative, aggregated 
and sometimes even conflicting inputs provided by several contributors. 
Understanding and defining the problem, finding alternatives and the best solution, 
then, is a negotiation process to which potentially many can contribute. Because these 
negotiation processes are visible for everyone in the community, it can be expected 
that each single interaction has an effect on the professional knowledge accumulated 
in the community as a whole, e.g. on how the problems are defined and categorized, 
who can be trusted as an expert, which solutions are preferred and what practices are 
promoted (both in terms of construction and in terms of how people learn construction 
related knowledge and practices). So the online forum can function as an amplifier of 
the negotiation on identity, practices and knowledge shared by the CoP.  

3 Research Design and Methods 

The Web-based construction forum Ehitusfoorum for Estonian construction 
professionals and amateurs was used as the main context and data source in the 
current study. Forum was launched in 2003, today it has more than 10 000 registered 
users with nearly 200 000 posts in 30 000 threads, annotated with 34 different 
category labels. The data from the forum was analyzed qualitatively by focusing what 
problem types occur in the construction forum when the members seek for help and 
what kind of scaffold can be identified in the help-seeking process. 

A set of help-seeking discussion threads were identified and categorised using 
open coding method in the first phase of the study. Then categories were compared 
with some existing typologies of learning problems and identified a good match with 
Jonassen’s problem-based learning typology. The next, we tested how his typology 
can be used for analysing problems that occur in the construction online forum. 
Jonassen comprehensive typology for categorizing different types of problems and 
their nature and characteristics are: a) logical; b) algorithmic; c) story; d) rule-using; 
e) decision-making; f) design problems; g) trouble-shooting; h) diagnosis-solution 
problems; i) strategic performance; j) case analysis; k) dilemmas with the multiple 
answers. We collected more than hundred discussion threads from the forum and 
classified them to Jonassen’s problems types. Then we identified in each discussion 
thread the problem statement, the solution path and solution. In most of the cases it 
was important to keep one thread as the unit of analysis. It means that by analysing 
only the problem as it was formulated by the help-seeker, which was often one 
question, most of the problems in construction forum would be as trouble-shooting 
problem types. Usually the discussion between the help-seeker and helpers formed the 
question and it was possible to classify it to other types as well. In the next phase the 
same discussion threads were analysed in terms of scaffolding patterns that appeared 
in the problem-solving process. The final decision about classification was negotiated 
between two researchers; dissents were discussed until the consensus was achieved. 
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4 Results and Discussion 

A set of 100 problem-oriented questions posted to the Web-based forum was mapped 
to Jonassen’s problem types. It was faced that often the problem statement expressed 
by help-seeker is not enough for identifying the problem type. Often the problem can 
be classified after seeing comments, questions and solution paths provided by 
members. E.g. an example of the problem statement: I would like to put the 
fiberboard to my floor. Is there any difference where should be the connecting 
link/point between the boards? It can be decision-making type of problem when the 
help-seeker identifies benefits and limitations, selects alternatives and justifies. But 
the problem solution by the community member is following: Logical step would be 
to finish the board on top of the beam. Therefore the problem can be classified as 
logical, because solving the problem (connecting link between the boards) is like 
solving the puzzle and the boards are ended each time on the next beam.  

Analysis of the discussion threads indicated that in general Jonassen’s typology is 
suitable for categorizing the problems in construction forum, although several of his 
problems types (case analysis, story problems, dilemmas) are not relevant to 
construction field as they seems to be in educational, medicine or other contexts. 
Problems that occurred significantly more often were troubleshooting and diagnosis-
solution problems. We assume that each of these problem types may need different 
type of scaffold. In this section two problem types are analyzed from the perspective 
of scaffolding in network. Scaffold is seen from the peer-level and networked-level 
interactions, which occur in the turn-taking process in online forum. Peer-level 
scaffold involve one or many community members who help to solve the problems of 
the help-seeker whereas networked-level scaffold involved accumulated community 
knowledge, which is stored in the system and is accessible for the other users.  

Next, two problem types are analyzed from the perspective of the scaffolding 
patterns (Figure 1) that can be used in technological settings for supporting informal 
learning in the workplace: Decision-making problem (Figure 1) is illustrated with one 
of the examples from forum and that kind of problem is focusing more on comparing 
the possible solutions and their advantages and disadvantages. Discussions threads 
indicate that in case of the decision-making problems, engagement of larger group of 
community members in negotiation becomes more visible. Although the system-level 
community knowledge was also suggested, it was based on the previous shared 
understanding between the community members engaged in that discussion. 
Consensus on decisions was built through social negotiation and weighing the pros 
and con’s of different solutions. Diagnosis-solution problems focus on finding out 
why does not system work. Figure 1 illustrates the problem type with the three 
examples. Although in that problem type the peer- and networked-level scaffolding 
was able to identify, the own experience was not so dominant. Rather it was possible 
to identify different types of scaffolding based on personal experience and the status 
or trustworthiness of the person who provides help. Barrett et al [11] have pointed 
participants must trust the responses they receive from the network. 

Another example for networked-level scaffolding processes taking place in the 
forum is the accumulation of evidence over particular elements. For each problem 
type, different elements can be accumulated. For example, Figure 1 indicates how 
different solutions (in Diagnosis Problems) and alternatives (in Decision Problems) 
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accumulate in the forum discussions. Similar examples can be found for other 
elements (e.g. criteria, weights of criteria, symptoms and their importance etc.). 

 

Fig. 1. Problem types and related scaffolding 

Barrett et al [11] have pointed that scaffolding in the network can be provided by 
persons who: a) share the community identity; b) synthesize supportive knowledge 
from one community across community borders for aiding; c) are trusted because of 
their wise and reputation in the community; d) are not afraid of evaluation based on 
the analytics of their help-giving behaviors; e) do support voluntarily to gain peer 
esteem in the community; f) do not afraid of idea-stealing because they can get credit 
of honest attribution as the originators of the ideas. Forum analysis indicated that 
personal trust accumulation is important in any type of problems. Users who are 
trusted are highly evaluated by the help-seekers. One thing that raises the trust of the 
one who provides help is the functionality of peer evaluation. Under the user profile 
in the system, it can be seen if the user has been evaluated positively or negatively 
and why, for instance: fast and good answers; taught me as the amateur with the good 
advice; did a good job when building my house. Under the profile, the number of 
contributions made by this user, are also marked, which is used for identifying status 
or rank of the user such as construction veteran, construction pensioner, construction 
specialist. Based on peer evaluations and status, users often turn to them or suggest 
asking from these users (I remember that user xxx had similar experience). 

Scaffolding patterns that technological system may provide for informal workplace 
learning include suggestions to search from the existing knowledge, visit external 
Web pages, ask advice from experienced users and discuss with the peers to weigh 
alternative solutions to the problem.  
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5 Summary 

In this paper we took the approach that interactions in the constructor’s online forum 
when users help for seek can be used for identifying the scaffolding patterns in the 
networked settings. Traditionally scaffold occurs between the tutor and tutee, but in 
the online CoP the concept of scaffold becomes broader. Our analysis of discussion 
threads in the forum indicated the support that comes from the peers provide certain 
scaffolding patterns for supporting help-seekers to solve problems - they try to 
identify together with the help-seeker the problem type and negotiate it to provide 
better solutions - so help provision is based on problem type classification 
(grounding) and using scaffolding prompts to negotiate these problem types. 
Additionally we point out the important role of networks in scaffolding in a way the 
resources are used by the members – suggested later, linked and referred to.  

Acknowledgements: This study was partly funded by the Estonian Ministry of 
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Abstract. This paper draws on visualisation approaches in learning analytics, 
considering how classroom visualisations can come together in practice. We 
suggest an open learner model in situations where many tools and activity visu-
alisations produce more visual information than can be readily interpreted. 
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1 Introduction 

There is much attention on visualisation and learning analytics, based on large 
amounts of data for a variety of purposes [1]. Learning data is our focus here. Various 
visualisations can be used, including dashboards (see [2]). We illustrate how visuali-
sations may be used, and unite them with an open learner model (OLM) to help 
teachers and students interpret the range of visual analytics that may be produced.  

OLMs are concerned with visualising the learner model (individual’s knowledge, 
competencies, etc.) OLMs commonly aim to promote metacognitive behaviours (ref-
lection, self-monitoring, planning) [3]. So, while learning analytics often show activi-
ty data (interaction time in discussion; links in social networks or collaboration tasks; 
performance data), OLMs use inferences drawn from interaction to produce visualisa-
tions of the current state of the learner's understanding, competencies, and so on.  

2 Next-TELL Visualisations  

Next-TELL (http://www.next-tell.eu) comprises many tools and visualisations to 
support learning, as well as visualise activities outside Next-TELL tools, such as 
Moodle discussions or Google Docs. Many visualisations display similar information 
in a similar form as other approaches (e.g. [2]). Figure 1 shows visualisations from a 
Moodle discussion to illustrate the type of information and visualisation available for 
user interpretation. As in other learning analytics solutions, they indicate what is hap-
pening  (here:  interactions between learners,  topics of discussion,  word counts and  
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Fig. 1. Discussion visualisations: network graph, wordcloud, word count, thread plot 

       
Fig. 2. Google Docs visualisations (revisions, semantic analyses between revisions; frequency) 

          

Fig. 3. Visualisations for materials used and time spent using them 

 

    
 

Fig. 4. Visualisations from a repertory grid exercise: response time; content word cloud  

            
 

Fig. 5. Transforming detailed conceptual data for user interpretation 

                              
 

Fig. 6. OLM views: treemap; skill meters; word cloud 
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splitting of threads). Their benefits are correspondingly similar: users can see "what is 
going on". The same visualisations can be reused, allowing flexibility across activi-
ties, e.g. a teacher may wish to view data about a subject across different activity 
types, such as discussion forums, Google Docs, etc. Figure 2 gives additional exam-
ples for writing in Google Docs: revisions (including semantic analyses between revi-
sions), and word frequency. As in Figure 1, these can also offer useful human-
interpretable information about actions and progress. Figure 3 offers a different type 
of visualisation: learning materials used (left), with the dark line showing number of 
interactions with each material; and coloured blocks, the duration of interaction. The 
closer the block to the line, the closer the student is to completing the time for that 
topic (in a specific tool and context). Time spent is shown in the pie chart and calen-
dar (right), to allow teachers to see whether students are interacting as expected.  

Other approaches are more conceptually oriented. The repertory grid asks students 
to distinguish similar and different items from a group of three words/concepts. This 
generates activity data, but can additionally help teachers better understand their stu-
dents, e.g. by identifying misconceptions if these are included in the exercise in the 
word groups presented. Figure 4 shows response time and a conceptual word could.  

Each of the above, in or outside Next-TELL, can be effective. However, with in-
creasing use of technologies in learning and increasing use of learning analytics come 
questions of how to use the visualisation tools. With more visualisation it may be-
come less easy to gauge learning. In line with enhanced teacher understanding of 
students’ knowledge or conceptualisations are approaches that model knowledge on a 
detailed level. The Next-TELL ProNIFA tool is based on Competence-based Know-
ledge Space Theory [4], which enables structuring and representation of a domain 
based on prerequisite relations using a set-theoretic framework (relations amongst 
problems such as test items). This can result in detailed domain representations and 
routes that an individual might take through a domain (see Hasse diagram left of Fig-
ure 5). This can be translated for teachers, and a variety of learning analytics pro-
duced (centre and right of Figure 5: from activity and chat logs in a virtual world). 
This interpretation requires pre-specified and defined conditions, heuristics and rules, 
but is a powerful approach when such specifications are available, or if a teacher 
wishes to define rules. In the case of the virtual world, it is difficult to get the data 
straight from the activity into a form where competencies can be easily recognised. 
Through its rules, ProNIFA allows activity and performance data to be displayed 
(Figure 5), but can also send it to the OLM. The OLM takes data from various sources 
(e.g. specific tools, discussion/chat interactions, Google Docs activity) and manual 
self, peer and teacher assessments. The data may come to the OLM through the API, 
if suitably structured, or it may be transformed using ProNIFA. The OLM is based on 
competency frameworks: teachers can select from existing frameworks (e.g. Common 
European Framework of Reference for Languages [5]), or can build their own, linking 
competencies with activities (e.g. competencies for meeting planning and facilitation 
in different activities: virtual world, chat, skype, face-to-face). Such a framework may 
span several subjects, e.g. 21st Century Skills, English, Business.  

Figure 6 shows the treemap OLM view (of one of the sub-groups of a meeting 
competency framework); and corresponding information in skill meters and word 
cloud. This can be displayed to: the student that is modelled; peers if the model has 
been released; and teachers with reference to individuals or the group.  Teachers may 



 Learning, Learning Analytics, Activity Visualisation and Open Learner Model 535 

use this information in classroom orchestration if data comes from several sources, or 
for subsequent planning. Students may use the information primarily for metacogni-
tive behaviours such as planning, self-monitoring, self-assessment, reflection –  help-
ing them take responsibility for some of the decisions in their learning. Users may 
drill-down to reach evidence for the learner model from a competency or an activity 
perspective. (Evidence may be quantitative; artefacts (e.g. essay, screen shot of learn-
ing analytics data); may comprise self or peer assessments; or automated data through 
ProNIFA or directly from another online activity.) By default, each activity contribut-
ing to the OLM is weighted equally, but more recent data has higher weighting. 
Teachers may alter these weightings. The OLM can therefore draw together data from 
various sources when the need is to focus on learner competencies, while other learn-
ing analytics visualisations are used to the extent that they best suit a specific purpose.  

In summary: The challenge is when visualisations in different tools show different 
information in similar forms or, conversely, the same information in different forms. 
If teachers wish to benefit from the range of learning tools and activity tracking pos-
sibilities available, it is inevitable that they will encounter this. Even our own visuali-
sations illustrate this (e.g. bar graphs for activities look similar to the OLM skill me-
ters; word clouds show concepts in a repertory grid exercise and competencies in the 
OLM; pie charts show speed of response and materials used). Next-TELL does not 
expect all tools or visualisations to be used by a single teacher. Nevertheless, there 
may be several tools selected as applicable, and we expect that a teacher may also use 
other tools in addition to those offered by Next-TELL. Apparent ‘clashes’ will there-
fore likely occur. Given this, we suggest teachers use tools and learning analytics 
most suitable for the purpose at the time (essay revision visualisation when consider-
ing writing strategies; network graph for peer discussion; use of materials to indicate 
progress through tasks). The OLM can also take this data, and can be used on its own 
for recognising competencies with reference to individual activities as well as across 
activities. In some cases these visualisations may be used reflectively; in other cases 
they may be used to support on-the-spot decision-making (by learner or teacher). 
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Abstract. The paper presents and outlines the demonstration of an open source 
mobile application platform for designing, supporting, and evaluating mobile 
learning scenarios that make use of media artefacts in a specific context. The 
platform contains a web-based authoring environment, cross-platform mobile 
applications to run the scenarios, as well as tools to monitor progress and re-
sults. Besides exploring the pedagogical background, the paper describes the 
conceptual implementation as well as the technical infrastructure and lists the 
requirements for demonstrating the platform and all its components. 

Keywords: Mobile Learning, Serious Games, Open Source, Field Trip, Dem-
onstration. 

1 Introduction 

As a result of on going technological developments and work on mobile learning 
applications, the authors’ present ARLearn1 - an open source mobile application plat-
form for designing, supporting, and evaluating mobile learning scenarios that make 
use of media artefacts in a specific context. A flexible dependency mechanism en-
ables the definition of an instructional (game) logic on top of these artefacts. The 
platform contains a web-based authoring environment, cross-platform mobile applica-
tions to run the scenarios, as well as tools to monitor progress and results. ARLearn 
offers great potential for different learning applications and has been successfully 
applied to support especially field trips and role-playing serious games. 

2 Background 

ARLearn allows defining instructional designs for mobile applications linking the 
virtual world with real world experiences. This concept is backed up by several edu-
cational theories. The anchored instruction approach [1] was developed to decrease 
the problem of inert knowledge through the presentation of real authentic problems 
and the active exploration by learners. ARLearn intends to implement this core idea in 

                                                           
1 ARLearn: http://code.google.com/p/arlearn/ 
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linking real world situations and problems with learning support. Furthermore the 
theory of situated learning [2] is grounded on the assumption that learners do not 
learn via the plain acquisition of knowledge but they learn via the active participation 
in frameworks and social contexts with a specific social engagement structure.  
ARLearn facilitates such an authentic learning context by providing the means for 
immersive learning scenarios. According to [3] immersive learning is defined as 
learning that involves the “subjective impression that one is participating in a com-
prehensive, realistic experience”. This covers potentially all phases of the experiential 
learning cycle [4], namely concrete experience, reflection, abstract conceptualization, 
and active experimentation. 

2.1 Technology 

The core of ARLearn is the capability to make use of media artefacts in a specific 
context. The platform allows defining a (game) logic on top of these artefacts. These 
artefacts can hold information or add a function to the game and can be positioned on 
a map by providing latitude and longitude attributes. Not providing location attributes 
turns the item into messages that users can receive at some point in time. Within a 
game, an author defines these items, as well as the following dependencies between 
the items: 

• Action-based dependencies become true once a certain game action has been trig-
gered, 

• Time-based dependencies binds a time offset to another dependency, and 
• Boolean dependencies provide means to create “AND” and “OR” statements with 

other dependencies. 

Once a game has been created, an arbitrary amount of runs can be created and played. 
A run defines users grouped in teams. While users play a run, they generate actions 
(e.g. “reading a message”, “answering a question”) and responses. This output is then 
managed within the realm of a run.  

The ARLearn platform is based on an application infrastructure. ARLearn builds 
on the JAVA version of Google App Engine2 using servlet, Java Data Objects (JDO), 
JCache and other JAVA technology. Two communication protocols for clients permit 
retrieving information from ARLearn. The REST based Application Programming 
Interface (API) features basic CRUD (Create, Read, Update and Delete) operations. 
Furthermore a push notification system was implemented that only sends messages to 
the client when an event occurred. In this notification system, each client maintains a 
connection and listens for messages coming from the server. The platform is comple-
mented by a web-based authoring environment, a cross-platform mobile applications 
to run scenarios, as well as tools to monitor progress and results. 

                                                           
2 Google App Engine: https://appengine.google.com 
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3 Scope and Results 

ARLearn has been successfully applied to support especially field trips and role-
playing serious games. Respective results have been reported and published in work-
shop and conference proceedings as well as journals, e.g. [5] and [6]. Recently the 
platform is also used in the context of European projects on language learning with 
young children and to support inquiry-based learning of adolescents. 

In total two papers related to the ARLearn application platform haven been sub-
mitted to the conference. The first submission describes the design of a mobile learn-
ing game to investigate the impact of role-playing on helping behaviour. The second 
submission used the platform to design a pervasive intervention to increase pro-
environmental awareness, consciousness, and learning at the workplace. 

4 Demonstration 

In the context of the conference demonstration interested users will be able to explore 
all tools and existing scenarios created with the application platform, e.g. a field trip 
to explore cultural and architectural highlights of a city, a serious game for young 
children learning languages, a thematic tour in a museum, and a role playing scenario 
to train emergency situations. Besides the existing scenarios, a showcase explaining 
the functionality and approach of the platform itself as well as the related case studies 
and designs submitted to the conference can be experienced under guidance of the 
corresponding authors. Furthermore it will be possible to trial recent developments, 
such as mobile authoring or ambient information visualization. 
 

    

Fig. 1. ARLearn game authoring (left) and results display (right) 

The demonstration will illustrate how authors can create new games (see Fig. 2 
left). Via a web based authoring tool, users can create games and can add users to a 
game play. As soon as game players upload answers or data (e.g. pictures, video, 
etc.), one can use the ARLearn Results Display (see Fig. 2 right) to monitor student 
progress. This web based tool enables filtering as well as navigating through the  
results of a game play. 
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Fig. 2. ARLearn mobile application 

The demonstration will showcase the different tools accompanied by a number of 
mobile devices to showcase the mobile application. The mobile application is cur-
rently only available for Android (Version 2.2 or higher). The application can be 
downloaded for free via the Google Play Store. In the context of the conference dem-
onstration interested users can either download and install the application on their 
own devices or interact with the application on a limited number of demonstration 
devices. Figure 2 shows the mobile application for Android. 
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Abstract. The IMS Learning Design (LD) specification enables the for-
mal definition of teaching and learning flows. Several IMS LD authoring
tools have been developed, most of them desktop based. There are few
authoring tools that are deployed in a browser based environment, and
some have built-in support for asynchronous collaboration during au-
thoring via shared repositories. However, there are currently no tools
available that enable synchronous, collaborative authoring in real-time.
This demonstration presents SynC-LD, a novel widget-based tool that
closes this gap. It supports browser-based, collaborative visual model-
ing of activity flows and the definition of IMS LD elements and their
attributes. Multiple users can collaborate synchronously on the same
learning design, which is achieved through inter-widget communication
technology. Initial end-user trials show that the SynC-LD tool is usable
and that IMS LD authors see potential in real-time IMS LD authoring.

Keywords: IMS Learning Design, real-time collaboration, widget-based
user interface.

1 Introduction

IMS Learning Design (LD) is an interoperability specification [1] that allows
learning designers to formally define activities, roles and resources in teaching
and learning settings. Units of learning created and packaged this way can be
exchanged between IMS LD authoring tools and deployed to compliant runtime
tools. Since IMS LD was released in 2003 several authoring tools have been de-
veloped, for example Reload or ReCourse. Most of these tools are Java-based
desktop applications. There are a few authoring tools available that can be used
in a web browser, e.g., WebCollage or CADMOS. IMS LD authoring and avail-
able tools are discussed in more detail in [2].

Some of the available tools support sharing, publishing, retrieval, and re-
purposing of the created learning designs. Combining these steps allows asyn-
chronous collaboration on these units of learning, similar to file sharing in a
shared file space. However, there are currently no tools available that enable

D. Hernández-Leo et al. (Eds.): EC-TEL 2013, LNCS 8095, pp. 540–543, 2013.
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synchronous collaborative authoring in real-time. The SynC-LD application pre-
sented in this demo enables just that: real-time authoring of IMS LD units of
learning in a web browser by two or more authors simultaneously.

2 Technical Approach

The SynC-LD application is offered as a web widget—that is, a reusable com-
ponent running in a web browser and offering specialized functionality. Widgets
support a wide range of devices and multiple widgets can be mashed up into
portal containers to create personalized computing and work environments. The
SynC-LD widget can be used together with other widgets like chat, sketching
tools, etc., to improve the collaboration experience.

As an environment for developing and deploying SynC-LD, the ROLE SDK1

was chosen, since it offers the basic infrastructure components and settings that
are necessary for collaboration, messaging, and inter-widget communication. In
a ROLE space, all widgets are rendered in the browser using an Apache Shindig
container2. SynC-LD runs in any ROLE space, which is an abstract concept
of a Personal Learning Environment modeling groups of users and enabling in-
teraction among them. Using the Extensible Messaging and Presence Protocol
(XMPP), real-time communication between users (e.g., membership, multi-user
chat) or between widgets (inter-widget communication, enabling the exchange of
information between widgets across browsers) can be achieved. The ROLE inter-
widget communication (IWC) framework is an implementation of the XMPP
Publish-Subscribe extension protocol, which is also frequently used in develop-
ing multi-user chat applications.

The SynC-LD widget uses the widely implemented web languages Javascript,
HTML5 and CSS. In order to ensure synchronization of operations (editing of
attributes, adding and removing elements) across all clients, the Operational
Transformation (OT) [3] technique is used. OT supports real-time collaborative
editing for multiple users, without imposing restrictions such as locking, where
only one client can edit at a given moment. It maintains the document’s consis-
tency and ensures resolution of conflicting operations and intention preservation.
To achieve these requirements, each participating site has its own instance of the
OT engine. The local changes are immediately applied and sent to the remote
clients unchanged, whereas the remote operations are first transformed before
they are applied. Therefore, each operation is first checked for conflicts before
being reflected into the IMS LD structure. Furthermore, from the architectural
design perspective, the prototype is realized for peer-to-peer collaboration. As
such, SynC-LD does not require any central server. The communication between
clients (operations, synchronization messages, etc.) is realized using the ROLE
IWC, in a simple format, similar to Google Android intents.

Since IMS LD is an XML-based specification, we use an object identifier
generator to distinguish between the different XML elements which need to

1 https://github.com/ROLE/ROLE/wiki/ROLE%20SDK
2 http://shindig.apache.org/

https://github.com/ROLE/ROLE/wiki/ROLE%20SDK
http://shindig.apache.org/
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be synchronized. The OT library ensures that the text values of attributes,
check boxes and the different objects added or removed from the description are
synchronized across all peers, i.e., all the clients have the same view on the data.

3 Results

The resulting web application allows users to create all required elements that
make up a valid IMS LD unit of learning. The metaphor for visual editing of
activity flows is similar to the metaphor used in the OpenGLM authoring tool [4].
In Fig. 1, for example, we see a model arranging four learning activities in a
sequence, which is achieved by dragging and dropping the symbols in the “Tools”
bar onto the modeling canvas and connecting them with transition arrows.

The other tabs in the SynC-LD user interface allow specifying the required
elements defined in level A of IMS LD. This includes under the “Properties”
tab the complete details of the drawn activities. A cut-out of the description
of the “Read material” activity is shown in Fig. 2. The remaining tabs allow
users to define “Environments” referenced in the activities, including learning
objects and services; the “Roles” involved in the unit of learning (learners and
staff); the “Role-parts” connecting the roles with activities; and various types of
“Resources” used in other elements of the design (e.g., web sites or local files).

Different authors can simultaneously edit the same or different portions of
the design. Every single change (even single characters typed into text boxes, or
checks made in checkboxes) is immediately synchronized and visualized in the
interface of all users participating in the authoring session. Finally, by clicking
the “Export Design” button any user can export a zipped IMS LD package to
the local machine at any time.

End-user evaluations of SynC-LD are currently in progress. Four guided au-
thoring sessions with four distributed, collaborating users in each session so
far have produced positive feedback in terms of usability and usefulness of the
tool. All these users agreed or strongly agreed that synchronous collaboration
on learning designs is a useful feature. Improvement suggestions were mostly

Fig. 1. Modeling canvas
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Fig. 2. Activity property editor (cut-out)

related to improved awareness support to see what portions of the design others
are currently working on.

4 Demonstration

The demonstration will include the presentation of the running prototype through
a brief learning design activity. The presenter will initiate a collaborative course
design session and with the help of (invisible) collaborators the presenter will be
able to magically complete the design while presenting the tool features and ideas
to the audience. Changes by the collaborators will be visible instantly on the
main projector screen. This way the key feature of SynC-LD, i.e., the real-time
learning design authoring, can be experienced live while getting an explanation
of how it works under the hood.
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Abstract. TERENCE is an adaptive learning system for reasoning about stories
with children having deep text comprehension problems. It develops reading in-
terventions in the form of smart games for stimulating the text comprehension of
such children. In order to ensure the pedagogical effectiveness and the usability
of the smart games, and of the system in general, TERENCE was designed com-
bining the user centred and the evidence based design. In this paper, we illustrate
how such methodologies were used in the design of the TERENCE smart games.

1 Introduction

Developing the capabilities of children to comprehend written texts is key to their de-
velopment as young adults. From the age of 7–8 until the age of 11, children develop as
independent readers. Nowadays, more and more children in that age range turn out to
be poor (text) comprehenders: they demonstrate difficulties in deep text comprehension,
despite well developed low-level cognitive skills like vocabulary knowledge.

TERENCE is a Collaborative Project funded by the EC under the ICT Call 5 FP7-
ICT-2009-5 (1 October 2010-30 September 2013) and aims at designing and developing
an intelligent adaptive learning system (ALS) with learning material adequate for poor
comprehenders [3]. Therefore the types of users of the TERENCE ALS are: learners,
namely, primary-school poor comprehenders, hearing and deaf, older than 7–8; educa-
tors, namely, primary-school teachers and support teachers, as well as parents of the
TERENCE learners. The learning material of the TERENCE ALS is in English and in
Italian. The material is made of stories, collected into books and divided into difficulty
levels for the TERENCE learners, and of smart games for each story, centred around
inference-making interventions necessary for text comprehension. The main learning
tasks of the learners with TERENCE are reading the adequate level of stories and play-
ing with the adequate level of smart games for each story. Reading and playing are
organised in cycles according to the stimulation pedagogy plan of TERENCE [5].

The TERENCE system and its learning material are developed following the user-
centred design (UCD) [8] and the evidence-based design (EBD) [2]. Generally speak-
ing, the UCD places the user, actively, at the centre of the design process, which is
iteratively repeated until attaining the usability of the system. The EBD of a system
stresses the need of basing design decisions on empirical evidence, involving experts of
the domain in the process. In TERENCE, the UCD and EBD were mixed for analysing
the context of use of the system and evaluating incremental versions of the systems.
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This paper illustrates how such methodologies were used for iteratively and incremen-
tally developing the TERENCE smart games, starting from the context of use analysis
and ending with their evaluations.

The paper sketches the data gathering for setting the requirements for the smart
games in Sect. 2 and the resulting design of the TERENCE smart games in Sect. 3.
Sect. 4 presents the evaluations with experts or users, and their aims. This paper ends
with a recap conclusive section.

2 The Context of Use Analysis for Smart Games

The context of use of TERENCE was analysed for specifying the characteristics of the
users, the learning tasks the system should support and environment constraints. In the
remainder, we focus on the learning tasks.

The main data for specifying the learning tasks and hence designing the smart games
of TERENCE were gathered through

– contextual inquiries with experts of (poor) text comprehension,
– contextual inquiries with educators,
– and game-like field studies with learners.

See [9]. In particular, the data gathered from experts are, mainly, relevant reading inter-
ventions and how they should be scheduled for effectively stimulating the text compre-
hension of the TERENCE learners. For instance, according to the experts responsible
for the pedagogy plan of TERENCE, rewards are a valuable mechanism for motivating
the learners to continue playing and allow for breaks; relaxing games, stimulating visuo-
perceptual skills and not reading comprehension, should have precisely such goals and
work as rewarding mechanism after playing with the more demanding smart games. On
the other hand, said the domain experts, smart games should be designed like interven-
tions for the analysis of stories [9], supported by adequate visual representations, so as
to guide the child to better recall and correlate the information that are acquired reading
a story. More precisely, smart games should stimulate reasoning about: the characters
and and their participation in the stories; temporal relations between events; causal-
temporal relations between events. The interventions selected for the smart games were
thus hierarchically organised and scheduled into macro-levels according to their main
pedagogical goal:

1. at the entry macro-level, interventions focusing on characters, layered into two lev-
els: who the agent of a story event is (who), what a character does in the story
(what);

2. at the second macro-level, interventions focusing on time, layered into four levels:
for reasoning about temporal relations between events of the story, purely sequen-
tial (before-after) or not (all the others);

3. at the last macro-level, interventions focusing on causality, layered into three levels:
the cause of a given event (cause), the effect (effect), or the cause-effect relations
between two events (cause-effect).

The TERENCE smart games were then layered into similar levels. The following sec-
tion sketches how the design of smart games was conducted and based on the require-
ments established by the domain experts.
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3 The TERENCE Smart Game Design

According to [1], a game should specify the following data: the instructions and overall
goal of the game, the initial state of the game, the termination state, the legal actions
of the players, and the maximal duration time per action if foreseen. For specifying the
data for the TERENCE smart games, we analysed the requirements illustrated above.
Then we abstracted and structured the data into the TERENCE game framework. The
TERENCE framework was then specialised for each game level, e.g., we have a specific
framework for all before-after game instances.

The TERENCE game framework is based on similar frameworks found in the liter-
ature, e.g., see [6]. However, the TERENCE framework is for puzzle or casual games
like in TERENCE, and hence it is more specific and structured, lending itself to the
automated generation of textual smart games by mixing constraint-based reasoning and
natural language processing technologies, see [4] for an outline of the overall generation
process, and [7] for the resulting textual instances of smart games.

The TERENCE framework of each game level was then used to create a related
visual template. This was used for designing the interface of each game level, according
to the age of the TERENCE learners. The interface design and its evaluation is briefly
sketched below.

4 The Evaluations of Smart Games for Usability and Pedagogical
Effectiveness

The TERENCE smart games were released in three main versions: the first was released
in March 2012; the second was released in June 2012; the third was released in March
2013.

The first version implemented 9 smart game instances, at least one per smart game
macro-level—character, time, causality. The prototypes of smart games were evaluated
via heuristic evaluations or expert evaluations by experts of text comprehension or of
interaction design. One of the main goals of the evaluations was to assess whether the
smart games could be pedagogically effective for the TERENCE learners according to
experts of text comprehension that were not involved in the context of use analysis. The
other main goal was to detect potential usability issues with the graphical user interface
with experts of interaction design.

The second version had games for two stories, with circa 12 smart games per story.
The games were evaluated with 168 TERENCE learners in order to get pedagogical
indications concerning the effectiveness of the TERENCE smart games and detect us-
ability issues for the learners. The data collected were quantitative, e.g., performance
metrics on tasks, and qualitative, mainly gathered via observations or interviews.

The third version of the TERENCE system implemented all the TERENCE stories,
which are 32 written into 4 levels of difficulty and organised into books. For each story,
this version of the system has circa 12 smart games, for a total of more than 380 smart
games. This version is currently used in a long-scale evaluation for completing the
study of the pedagogical effectiveness of the system and of its usability. The evaluation
involves more than 900 learners across Italy and UK; it uses standardised tests of text
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comprehension for assessing the pedagogical effectiveness of the system as well as
standard measures of usability, like time of tasks.

5 Conclusions

TERENCE is an European project developing an ALS specific for poor comprehenders
and their educators, by combining the UCD and EBD methodologies. The project, thus,
seeks the constant involvement of the users (poor comprehenders, deaf children and
their educators) from schools in the UK and in Italy and domain experts, in particular,
of text comprehension. Having both the users and domain experts involved in the con-
text of use analysis and evaluation stages of the project, iteratively, helps to early detect
usability and pedagogical effectiveness issues and solve them in time. In this paper, we
outlined how the smart games of TERENCE were designed following the UCD and
EBD methodologies, starting with the context of use analysis, and stepping through the
design of the TERENCE smart games that was iteratively and incrementally refined
via evaluations. To the best of our knowledge, TERENCE is the first technology en-
hanced learning project that combined UCD and EBD in such a manner for attaining
the usability and pedagogical effectiveness of its system.
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Abstract. Lexical competence, the writer ability to use properly vocab-
ulary, becomes a basic issue of a writing instructor when reviewing drafts.
Here, we present the basic part of a web-based intelligent tutoring sys-
tem to provide student guidance and evaluation in structuring research
proposals. We elaborate a network-based model to follow the progress
of each student in the development of the project, supply assignments
and personalized feedback on each evaluation. This tutor includes for
now a module for assessing the lexical richness, in terms of three mea-
sures: variety, density, and sophistication, that are described. We also
explain the methodology for pilot testing with undergraduate students,
whose results were encouraging, indicating that the tutor indeed helps
students.

Keywords: intelligent tutoring system, lexical richness, density, variety,
sophistication.

1 Introduction

The guidance of students on writing is a hard and time consuming task for
advisors, since requires several iterations to achieve an acceptable level. There
is a need to alleviate such burden, possibly by the use of tutoring systems.

An intelligent tutoring system (ITS) offers personalized instruction or feed-
back to students without much involvement of instructors. Recent advances in-
clude natural language technics to analyse essays, interact, and provide feedback,
such as Writing Pal [1], intelligent virtual agents [2], Guru [3], or Auto Tutor [4].

Lexical competence, i.e. the writer ability to use properly vocabulary, is an
essential factor affecting writing, being considered a basic reference point for
measuring the quality of writing [5]. Thus, any assessment of writings has to
start from this competence. We view lexical richness as a way to hint on it.
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A study [6], aimed to relate the academic success of students with lexical
richness, used as parameters vocabulary size and lexical variety, among others.
They conclude that the results suggest that students with appropriate vocabu-
lary, varied and accurate, have excelled in their studies, while students with a
general repetitive and uncontrolled vocabulary showed a decreased performance.

There are several methods to evaluate the use of vocabulary. One is to measure
sophistication of text using word lists, e.g. [7] used a list of 3000 easy words. For
Spanish, some studies use the list provided by the Spanish Royal Academy (SRA)
of most frequent words.

When advising students, the correct wording or abuse of certain terms become
an issue for the instructor. Furthermore, the process of drafting a proposal is
usually not an easy task for students. Hence, our proposed system intends to
assist the work of the instructor and to facilitate and guide students. Here, we
present the basic part of a web-based ITS [8] to provide student guidance and
evaluation in structuring research projects. We propose a network-based model
to follow the progress of each student in the development of the project and
personalized feedback on each assessment. This tutor includes for now a module
for assessing lexical richness in terms of three measures: variety, density, and
sophistication. We perfomed additionally pilot testing with undergrad students.

2 The Model

The intelligent tutor in the Domain Module (Fig. 1(a)) presents material con-
cerning the different elements of the project, such as the problem statement,
hypothesis, objectives and justification. A test is applied to validate the reading
of materials of each element and then practical exercises are applied using the
Lexical Analyzer to achieve a high level of richness measures. The results of the
test and analysis are sent to the Student Progress Module (SPM) to update the
student knowledge state. SPM records the student progress in a network repre-
sentation (Fig. 1(b)). When the student completes the test, the value of the test
node element is updated and SPM calculates the student progress for the parent
node, considering the weights assigned to each question in the test. Likewise,
when doing the exercises with the Lexical Analyzer, the corresponding node is
updated and the SPM estimates the student progress for the parent node using
the weights assigned to the measure in turn. Weights were assigned to each node
based on instructors experience. Finally, the results of the Lexical Analyzer are
sent to the SPM, to manage the student achieved results.

Lexical analysis focuses on the evaluation of three measures: variety, den-
sity, and sophistication, which together assess lexical richness. Variety seeks to
measure student ability to write with a diverse vocabulary, and is computed by
dividing the number of unique lexical types (terms of content) by the total of
lexical types, both ignoring empty words. Density aims to reflect the proportion
of content words respect to the complete text, intended to reveal an excessive
use of empty words, and is calculated by dividing the number of unique lexical
types or content words by the total words of the evaluated text (i.e. before re-
moving stop words). Sophistication attempts to reveal the handling of technical
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(a) General Model. (b) Network of Student Model.

Fig. 1. Intelligent Tutoring System

concepts and is the proportion of ”sophisticated” words employed, and is com-
puted as the percentage of words out of a list of 1000 common words, according
to SRA. A scale ranging in High, Medium and Low in lexical measures has been
set based on previous work [8], where we analyzed research proposals and theses
of different levels.

3 Intelligent Tutoring System and Pilot Testing

The implemented ITS (Fig.2, in Spanish) has a menu on top that allows to
access the elements of the project, i.e. problem statement, hypothesis, objectives,
or justification. For each element, there are three sections: material, test, and
practical evaluation. There is also the progress section in the left side, to report
the progress. To enter the practical evaluation, the student must first complete
well the test receiving a 50% of advance in the concept and 15% in the complete
project. In the section of practical evaluation, the student enters a problem
statement to be analyzed. Once completed the three lexical analyses, the student
can move on to the next item of the project draft.

Fig. 2. ITS Interface (in Spanish) Fig. 3. Results of Pilot Test

We performed a pilot testing to assess the impact of using an ITS focused on
lexical richness in elements of a research project. This experiment involved under-
grad students of Telematics program, divided in two ramdomly selected groups;
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(E)xperimental and (C)ontrol, both of 14 students in a Simulation course, where
they had to write a research proposal. Figure 3 shows the average of the mea-
sures obtained by both groups. Group E produced higher averages than group
C, for the different sections, reaching the highest value in Hypothesis with 2.24
and the lowest in Problem Statement with 2.04, both of group E. For group C,
we found the values of 2.01 for Objective and 1.85 for Problem Statement. From
a statistical hypothesis test, we can state that the ITS helps students to improve
the three lexical aspects.

4 Conclusions

The use of an ITS for research project drafts aims to support teachers in re-
viewing research proposals providing material to the student, by tracking their
progress and lexically analyzing their writings. The pilot test done with two
groups of students allow to have some evidence that the use of ITS including
the lexical analysis help students improve their writings in terms of their lexical
richness as measured. We are in the process of including additional sections for
analysis in the tutor, to support a more elaborated structure of drafts. Lexical
analysis will be complemented with other analysis, such as the evaluation of
coherence and language models by sections.
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Abstract. People do not learn only in formal educational institutions, but also 
throughout their lives, from their experiences, conversations, observations of 
others, exploration of the Internet, meetings and conferences, and chance en-
counters etc. However this informal and non-formal learning can easily remain 
largely invisible, making it hard for peers and employers to recognize or act 
upon it. The TRAILER project aims to make this learning visible so that it can 
benefit both the individual and the organization. The proposed demonstration 
will show a software solution that (i) helps the learners to capture, organize and 
classify a wide range of 'informal' learning taking place in their lives, and (ii) 
assists the organization in recognizing this learning and use it to help managing 
human resources (benefiting both parts). This software tool has recently been 
used in two phases of pilot studies, which have run in four different European 
countries. 

Keywords: non-formal learning, informal learning, tagging competences, soft-
ware tool.  

1 Background (Pedagogy) 

The Information & Communication Technologies (ICT) advances cause knowledge 
management flows about innovation-acceptation-consolidation-obsolescence that 
regard to both institutions and individuals. In learning contexts, ICT has changed the 
perspective from the different educational stakeholders that demand an increase of 
personalization, more connectivity with other peers, unlimited access to resources and 
information sources, a plenty flexibility in the way, place and time they access, and a 
natural and necessary coexistence of the formal and informal learning flows. Nowa-
days, this convergence among formal, non-formal and informal learning causes an 
international debate about the validity and evolution of the traditional teaching and 
learning models, especially in regard to the professional training processes [1, 2]. 
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Informal learning takes place in the context of everyday experience in both 
workplace and higher education, emerging from the activity rather than being 
planned. Developing the digital literacy skills needed to be part of this participatory 
culture is a key challenge facing education today. These skills are way beyond simple 
notions of ICT literacies and are more about harnessing the affordances of social and 
participatory media. 

One of the main challenges regarding informal learning is the recognition of the 
developed competences throughout these informal channels. This is especially rele-
vant because it enhances and produces positive benefits for managers and companies; 
it may develop task skills and know-how and communicates “social” norms and pre-
ferred patterns of behavior; it gives employees the opportunity to learn and keep their 
skills up-to-date, while being part of the overall workplace culture rather than just its 
training regime, etc. [3]. In this context, TRAILER represents a dialog layer between 
the institution and the involved persons (informal learners) allowing informal compe-
tences identification, tagging, sharing and recognition for a symbiotic exploitation of 
this unknown knowledge of both institutional and personal development. 

2 Background (Technology) 

TRAILER defines a methodology to make informal learning experiences transparent 
to learners and institutions so that both sides may benefit. The methodology compris-
es a framework, described in Fig. 1, with several components and interfaces to make 
possible the interaction required. A personal learning environment groups the tools 
that the user interacts with in their informal learning [4]. These could include Social 
Networks, LMS, and Remote Labs, among others. One of the tools included is the 
TRAILER portfolio that has an interface called Informal Learning Collector (ILC) to 
facilitate the gathering of informal learning activities (ILA). In addition, there are 
several institutional tools like: a Competence Catalog that facilitates a way to categor-
ize informal learning experiences taking into account learner or institutional perspec-
tives; an Institutional Environment that facilitates the analysis of the published infor-
mation in order support dialog with the learner and to facilitate decision-making con-
cerning learning issues within the institution (e.g., accreditation processes); and a 
Repository to store the information to be analyzed and facilitate the generation of 
reports that could be useful to both institution and learners. Taking into account that 
the ILA can be carried out with very different tools (defined in different programming 
languages and with different data formats), it is necessary to design a service-based 
architecture to support this diversity. In such architecture the PLN includes browser-
based activities, widgets, games, remote labs; the ILC is based on Moodle; the ePort-
folio is developed using Liferay; and the institutional environment on a PHP devel-
opment. These components exchange information through REST and JSON-RPC 
interfaces. 
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Fig. 1. Description of TRAILER components 

3 Results and Outcomes Achieved 

TRAILER project pilots were implemented in four countries, both in a few chosen 
companies and academic institutions (higher education). 

Pilots have two distinct and asynchronous phases: Pilot 1 is focus on learners while 
Pilot 2 is focus on institutions. Pilot 1 began with a hand-on workshop (WK) where 
the TRAILER project was presented and the tool was explained step by step, each 
followed by proposed tasks. Participants were then asked to try the tool for one week, 
keeping in mind the performance of some particular tasks: collecting evidences, de-
fining competences and organizing their information in showcases. Finally they were 
invited to participate in a Focus Group session (FG) where they could share their 
opinions and make suggestions. Before the WK and the FG session, participants had 
to answer an on-line questionnaire (pre & post), related to their informal learning (IL) 
perceptions.  

After analyzing the reports on how the WK was received by the learners and also 
their reactions, problems and comments, it is possible to point out some common 
features and some particular aspects that might have conditioned their participation. 
The learners groups were somehow different namely concerning motivation in using 
this type of tool. Also similar doubts and concerns show common features that must 
be taken in consideration, namely: Why the ILC and the Portfolio are separate? Why 
is not possible to delete an activity from the Portfolio? Exactly what is made public? 

4 Demonstration Outline 

The demonstration will follow the two-phase process already described; starting by 
addressing the learners in capturing and organizing their IL, and finishing demonstrat-
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ing how the organizations may recognize this learning and what they can benefit 
from. In a first stage, learners are asked to collect evidences of their IL activities and 
associate them with competences. These competences include those defined within a 
general list of competences (based on ISCO-88) and those previously defined by the 
organization as competences relevant to their own business activities. As the learners 
can collect IL evidences in a random manner, the Portfolio provides a way to organize 
these activities in showcases and decide which are to be shared with others (within 
interest groups: professional, personal, or others). Learners may always decide wheth-
er or not to publish a competence, which, by doing so, becomes visible to their supe-
riors. Also, the latter might be interested in knowing their learners competences, in 
order to support decisions that benefit both. This information is available to them 
through their institutional environment. Based on the visible information, better sus-
tained decisions, like “Has the organization competences to endeavor a certain 
project?”; “Has the organization the need for external contracting for a specific 
task?”; “How the organization can manage the learners’ activities to their best inter-
est?” are expected to be addressed using the TRAILER tool. This tool also provides a 
way to find people with similar competences within the TRAILER community, which 
represents an opportunity to exchange ideas and to explore collaboration opportuni-
ties. 
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Abstract. While the technology-rich classroom makes it comparatively easy to 
gather, store and access data on students’ activities, turning those into 
information on learning that can inform pedagogical decision-making is still 
hard to achieve. In the NEXT-TELL project, we build on concepts from 
educational assessment design and on modeling concepts from computer 
science as a basis for generating quality data on students’ learning. We describe 
a set of inter-related methods and software components that can be used to turn 
assessments into support mechanisms for learning, and to make use and sense 
of data for improving teaching and learning.  

Keywords: technology-enhanced learning, future, formative assessment, 
learning analytics. 

1 Introduction 

Schools are slowly yet inevitably entering the information age. But while the level of 
technology infusion is increasing, and with it the capacity to distribute information for 
learning and gather information about learning quickly and efficiently, we are still far 
away from the vision of the school as a “high performance, personalized learning 
community” [1]. The barrier to that is not so much the absence of information, but the 
absence of the right information, at the right time, in the right format. The classroom 
may be increasingly data-rich, but is still comparatively information-poor. One reason is 
that a good part of the data is usually not linked to classroom practices and outcomes, and 
is not available close enough in time to learning and teaching activities [2]. 

An important step for making classroom data useful for teachers’ and students’ 
‘tactical’ decision making (‘what to do next?’) is to express the information on the 
level of knowledge and skill development, processes of learning, motivation and 
engagement. Teachers usually get this information from direct observations, and from 
formative assessments, such as quizzes or problem solving exercises. In the 
technology-rich classroom, a third source of information are the recordings of 
learning activities as they unfold in digital media, such as software applications (e.g. 
MS Excel), learning management systems (e.g. Moodle), and increasingly on “Cloud” 
tools and services (such as Google Docs). While these digitally enacted learning 
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activities are easily recorded (e.g., as log files), they usually need further processing 
in order to be interpretable as information on learning and knowledge. So far, 
methods to do this automatically have been confined to so-called Intelligent Tutoring 
Systems and personalized learning systems [3]. This approach, however, needs a very 
detailed analysis of the knowledge/skill structures to be learned, and a very fine-
grained learning application in order to trace the students’ actions on a level that is 
appropriate for the diagnostic algorithms.  

In the NEXT-TELL project, we want to contribute to classrooms where ICT is 
used to engage students in meaningful learning activities, and to provide teachers and 
students with nuanced information about learning when it is needed and in a format 
that is supportive of pedagogical decision making, thus optimizing the level of 
stimulation, challenge, and feedback density. The project philosophy is that teachers 
should not only be seen as the users of classroom technologies, and the recipients of 
information, but also as the innovators of technology-supported teaching and 
assessment practices, and as the creators of knowledge about students’ learning. The 
main research questions are: (1) What (real time) data do teachers need for monitoring 
their students’ learning activities and diagnosing their knowledge development? (2) 
How should these data be made accessible and represented (visualized)? (3) How can 
the data be gained from students (including methods for automated tracing)? (4) How 
can machine interpretation of students’ learning activities and products be integrated 
with teachers’ workflows? 

2 An Open, Model-Based Approach to Teaching in 21st Century 
Classroom 

Quality data on students’ learning are not just “found” in the classroom or in log-files, 
but need to be explicitly and carefully produced. Teachers are trained to glean 
information from observing students’ reactions and from inspecting their work, in 
addition to performing formal and informal assessments (exam, quizzes, etc.). For the 
ICT-rich classroom, many of these observational and assessment practices need to be 
modified, and the data that become additionally available need to be integrated into 
teachers’ practices. To facilitate this, we build on a “glass-box” approach to 
technology-enhanced formative assessment; both the diagnostic data transformation 
procedures as well as the resulting learner model should in principle be open. And 
beyond that: not only should the assessment be ‘open’, it should also be the teacher 
who, in principle, can develop and modify technology enhanced classroom 
assessment methods. This takes also into account that diagnostic information on 
students’ learning can come from many sources: we consider in particular teachers, 
students, (in the role of self and peer assessors), parents, and software applications. 
They all can produce diagnostically relevant information.  

An important consideration in NEXT-TELL is that all assessment methods, 
independent of who employs them (teacher, student, parent, software) should adhere 
to certain quality criteria, in particular concerning their validity and reliability. For 
establishing validity, we build on the Evidence-centered Assessment Design 
methodology [4], and for establishing reliability of assessments in NEXT-TELL they 
are (largely automatically) recorded.  In short, we require that teachers as well as 
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computational assessment services describe how they, starting from observations on 
what learners do in the course of a learning activity (performance), and from the 
artifacts produced in the course of a learning activity, come to conclusions about 
learners’ knowledge and skills. 

NEXT-TELL equip teachers with an authoring tool for designing learning activity 
sequences and for relating these to expected knowledge changes (learning 
progressions) as well as assessment methods. 

At the same time, students are supported in thinking about learning goals (and the 
relation between learning goals) as well as to identify a sequence of learning steps, 
including self- and peer-assessment steps. 

In NEXT-TELL any assessment process is treated as an instantiation of an 
assessment model, and any learning activity sequence as an instance of a learning 
sequence model.  Technically, we use a meta-modeling shell and the Open Models 
approach [5] for modeling formative assessment processes and learning activity 
sequences. The models are not only descriptions, but can also serve as the basis for 
rapid deployment in an ICT environment. Currently, we provide adaptors to Moodle, 
Mahara, and to Google Apps. We call the method and the toolkit ECAAD, for 
Evidence-centered Activity and Assessment Design.  

Once an IT-based learning sequence is described in such a model (and as a side 
effect stored on a server), it becomes shareable (e.g., between teachers) and it 
constitutes a basis for technical deployment. Since the model describes the learning 
activities (e.g., those involved in peer writing) in some detail, the activities can be 
supported quickly in different software tools (e.g., Moodle, Google Apps).  

And since the models specify the data that should be traced and/or requested from 
students during learning, it makes it easier to automatically gather and interpret log 
file information in terms of students’ learning. Since such tracing data are sensitive 
due to trust and privacy issues, in NEXT-TELL all trace and log file data get stored in 
an e-Portfolio system (an extension of the open source tool Mahara), and are thus 
under student control. The student can control what to share in general, and what to 
share with the teacher for appraisal in particular. 

Appraisals of students’ work in NEXT-TELL are maintained in an Open Learner 
Model (OLM) [6], and made available to teachers and students in multiple modalities. 
The OLM represents students’ proficiencies in terms of competences and standards. 
Entries in the OLM are not only “open for inspection”, but also “open for negotiation” 
between stakeholders (teachers, students, possibly parents). A special tool for 
supporting evidentiary argumentation supports the negotiation part.  

3 Conclusions 

A study (financed by the Gates foundation) found that most school dropouts in the 
States today are due to boredom, not due to performing poorly [7]. In the future 
classroom, students will be less bored, but also less often over-challenged. Instead 
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most students will work on their optimal level of cognitive density1; classrooms have 
become high-performance environments [2]. With the described methods and tools, 
the  NEXT-TELL project aims to support teachers to diagnose what that optimal level 
is and monitor it for relevant sub-groups if not for each student individually. Teachers 
are dynamically adjusting their teaching based on real time data on their students’ 
learning. For each student, they maintain an individual learning plan, agreed with the 
student and her parents. Students themselves are taking over significant parts of 
planning and monitoring their learning, guided by their teachers. The project is now 
finalizing the integration of the different tools developed with the assistance of 
teachers groups from Norway, Austria, UK and Germany. The last phase of the 
project will be dedicated to the implementation of several pilots with schools aiming 
at evaluating the actual effectiveness of our approach and tools. 
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Abstract. This demonstration paper is focused on the Signal Orchestration 
System (SOS), a system that helps teachers in the implementation of dynamic 
collaborative learning flows in physical spaces, such as the classroom. It is 
based on the use of color, haptic and sound signals to communicate changing 
orchestration indications of collaborative learning flows such group formation 
and distribution of activities, roles, collaboration areas, resources, etc. The 
system is composed of personal devices (worn by students), located devices (in 
specific physical areas), and a manager (installed in the teacher’s computer to 
define and send the signals). Experimental results indicate that the SOS enables 
flexible orchestration of collaborative flows, facilitates orchestration awareness, 
decreases the time devoted to orchestration tasks and favors teachers’ and 
students’ attention to the learning task. The demonstration outline includes the 
on-the-fly configuration of the manager and the participation of attendees who, 
wearing the personal devices, are asked to react to the orchestration signals 
received in their personal devices, other attendees’ devices and located devices 
in the room.  

Keywords: CSCL, orchestration, physical spaces, wearable devices, roomware. 

1 Background: Face-to-Face Collaborative Learning Flows 

Collaborative Learning (CL) techniques rely on the role of social interaction as a 
mechanism potentially leading to effective learning outcomes. To increase the 
probability of achieving fruitful learning, CL flow patterns propose well-known 
dynamics to structure the group formation and the distribution of activities, roles and 
resources [1]. The rationale behind the flows proposed by the patterns focuses on 
facilitating situations of mutual explanation and regulation, socio-cognitive conflicts, 
positive interdependence, individual accountability, etc. For example, the Jigsaw 
pattern formulates a CL flow where a global problem is divided into sub-problems 
and distributed among team members. Then, the participants of the different teams 
(centered on the same sub-problem) form expert groups in order to exchange ideas 
about their sub-problem. Finally, the members of the original team meet again and 
each of them contributes with their sub-problem expertise to solve the global problem. 
Other CL flow patterns are the Pyramid or the Role-play [1]. 

However, the orchestration task of implementing these collaborative dynamics in 
face-to-face situations, i.e. in physical spaces such as the classroom, is often very 
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demanding, especially when the flow dynamics are complex or the number of 
students is relatively high [2-3]. Teachers have to indicate group formation and role 
assignment for every activity, considering the use of multiple resources/tools (which 
may be allocated depending on the groups/roles), the distribution of spaces, and the 
supervision of the real-time learning progress. Both teachers and students need to 
devote part of their attention to orchestration aspects, which are also typically time-
consuming and can generate a noise / mess effect leading to disorganization and 
distraction. The system described in this demonstration paper aims to tackle these 
problems. It is the Signal Orchestration System (SOS), a system based on the use of 
ambient displays to communicate orchestration signals flexibly configured in a 
manager, according to the teachers’ needs and the characteristics of specific CL flows 
(e.g., in a Jigsaw flow: color signals may indicate group formation and distribution of 
resources, sound or vibration signals change of activity, etc.). 

The SOS is being defined following a design-based research methodology [4], in 
which iterative prototypes have been implemented and evaluated in real face-to-face 
settings with several CL flows [5]. While the first prototypes1 explored how diverse 
designs for SOS personal wearable devices support better ergonomics and 
orchestration awareness [6], the iteration presented in this demonstration extends its 
features enabling the display of orchestration signals in specific locations of the space 
and the participation of students in shaping the orchestration.  

2 Background: Signal Orchestration System (SOS)  

Fig. 1 shows the current iteration of the SOS, which now includes located ambient 
displays and supports bidirectional communication. The prototype consists of three 
main components: the Personal Signaling Devices (PS-Device), the Located Signaling 
Devices (LS-Device) and the Signal Orchestration Manager (SO-Manager).  

 
Fig. 1. Components of the current iteration of the Signal Orchestration System 

                                                           
1 Video of prototype with the personal wearable devices supporting better ergonomics and 

orchestration awareness (vs. previous prototypes [5-6])  
http://www.youtube.com/watch?v=YtIYefbOs6A 



562 D. Hernández-Leo et al. 

 

A PS-Device allows direct interaction on the participant’s end. It is a small, 
physical device worn by every student (and other actors, if applies) participating in 
the collaborative activities. It includes a set of 5 LEDs with different colors, a vibrator 
(or buzzer) and two push-buttons. The LEDs and vibrator display orchestration 
signals to the students (by means of different combinations of colors, blinking colors, 
vibration), while the buttons allow them to send signals to the teacher (e.g., indicating 
completion of activities, volunteering for roles…). Physically, the PS-device is a 
small black box that adheres to a band that wraps around the participant’s arm, in an 
unobtrusive and comfortable way [6]. Inside, there is a microcontroller with a built-in 
transceiver (a Jeenode), which provides a two-way wireless communication with the 
OS-Manager, as well as a rechargeable battery pack [5]. An important feature of the 
PS-Devices is that the light signals are visible not only to the participant wearing the 
device, but also by the rest of the group, facilitating ambient orchestration awareness. 
This is one of the advantages of the SOS over a mobile phone based solution. Phones 
could display more detailed orchestration information, but in a less smooth, shared 
and persistent (also distraction-avoiding) manner. In any case, the SOS provides a 
minimalist ambient orchestration approach that can be used with other devices 
(phones, tablets, etc.) in a complementary way depending on the activities’ 
requirements.  

The LS-Devices were designed to be used as a “marking posts” for the physical 
space where the collaborative activity occurs. They help to identify and assign signals 
to specific places or shared physical resources (e.g., collaboration areas, tabletops…), 
as opposed to the PS-Devices, which are meant for participants. Internally, the LS-
Device uses the same hardware as the PS-Device, but its external appearance is 
different due to its specific goal. It has the shape of a vertically oriented cylinder that 
can be placed a table or another easy-to-spot surface, or also on top of a stand (with 
adjustable height), allowing the device to be positioned on the floor. The LEDs 
radiate to every side of the cylinder, dividing its surface in colored “bands”, 
facilitating their visibility from every angle. 

The OS-Manager is a software program running on a computer connected to 
another Jeenode [5], for wireless communication. It provides the teacher with a 
straightforward way to send and receive signals to and from the PS-Devices and LS-
Devices. OS-Manager’s functions include configuring custom signal assignation 
depending on the criteria required by the CL flow, and applying these assignations to 
students and locations. It allows editing assignation configuration on the fly, in order 
to flexibly address unexpected changes in the class, such as sudden absences or 
newcomers. 

3 Results and Outcomes Achieved 

Experimental results indicate that the SOS enables flexible agile orchestration of face-
to-face collaborative learning flows, facilitates orchestration awareness, decreases the 
time devoted to orchestration tasks and favors teachers’ and students’ attention to the 
learning task [5]. Three different designs for the PS-Devices have been implemented 
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and tested in real settings: a necklace device was more visible, but its size and weight 
made it more uncomfortable; a fabric belt was lighter, thinner and aesthetically nicer, 
but it was less visible; a compact arm bracelet (Fig. 1) as an intermediate approach 
whose position in the arm facilitates the visibility of the signals even when the 
participants are sitting down at their desks [6]. When compared with a control group 
(results reported in a paper currently under review), students using the PS-devices 
showed statistically significant improvements in terms of reduction of time devoted to 
orchestration tasks, perception of group awareness, and performance.  

New experiments focused on the effects of the LS-devices are currently being 
designed. Moreover, the system is being integrated with virtual learning environments 
to enable a seamless transition between activities in digital and physical spaces in the 
same CL flow (e.g., in a Jigsaw flow: expert group formation in a Moodle 
environment according to the sub-problem distribution realized in a previous activity 
in the physical classroom). All in all, towards the ultimate aim of scaling up and 
sustaining in practice the implementation of orchestrated collaborative learning flows. 

4 Demonstration Outline 

The planned demonstration consists in a collaborative flow involving the participation 
of the conference attendees. The demonstration will be focused on showing the added 
value – in terms of features - of the SOS: (1) remote configuration of ambient displays 
(wearable devices, devices located in zones or furniture) with orchestration 
indications; (2) pre-planning of the collaborative learning flow to be carried out face-
to-face in the physical space and fast deployment; (3) real-time modifications on the 
fly, without interrupting the flow; (4) digitalized information of the orchestrated flow 
enables integration with other systems, such as virtual learning environments, mobile 
phone applications, etc. The demonstration will also point out experimental results 
indicating that the SOS minimizes classroom “chaos” and the time devoted to 
orchestration while favoring orchestration awareness, enjoyment and flexibility. 
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Abstract. Ubiquitous and mobile learning scenarios define activities happening 
within and beyond the walls of a classroom. However, the orchestration of au-
thentic learning situations involving both physical and virtual spaces is still a 
significant challenge for teachers. Several proposals recently reported in the li-
terature try to reduce teachers' orchestration burden by means of authoring 
tools, and usage of Augmented Reality technologies for connecting physical 
and virtual spaces. However, these proposals are restricted to specific technolo-
gies, pedagogies, or to a very limited range of activities. We present GLUEPS-
AR, a system to aid teachers in the orchestration of across-spaces learning situa-
tions. With GLUEPS-AR, learning designs defined with multiple authoring 
tools can be deployed and managed at run-time throughout ubiquitous learning 
environments composed by different VLEs, Web 2.0 tools and AR applications. 
Thus, GLUEPS-AR allows multiple design and enactment technologies, and a 
wide range of learning activities, not restricted to a single pedagogy. 

Keywords: Augmented reality, across spaces, ubiquitous learning, VLE, or-
chestration. 

1 Background (Pedagogy) 

Different pedagogical approaches explore learning beyond the traditional classroom, 
such as ubiquitous, situated or place-based learning. A fundamental issue in these 
ubiquitous contexts is to maintain a continuous learning experience across the differ-
ent spaces where learning occurs [1]. This is especially challenging in collaborative 
scenarios, which pose still more technology and pedagogical difficulties. Augmented 
reality (AR) is a technology that may be used to connect physical and virtual spaces, 
as AR is based on the superposition of virtual objects in physical environments [2]. 
AR has also pedagogical affordances, such as the capability of enhancing spatial skills 
using 3D virtual objects, the potential positive impact on the engagement of students, 
and the scaffolding in learning (e.g., guiding students with AR). 
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2 Background (Technology) 

Existing research work provides a variety of solutions for the deployment of across-
spaces learning situations using AR to connect physical and virtual spaces. Interes-
tingly, these initiatives typically use learning design processes to facilitate teachers’ 
deployments, in the form of authoring tools [3,4]. Learning design [5] is a field of 
research in technology enhanced learning, based in the explicit formulation by practi-
tioners of their pedagogical ideas, which are often defined in a computational form. 

However, the existing across-spaces prototypes have limitations that may compli-
cate their adoption by teachers: a) these prototypes work with a limited range of au-
thoring and enactment tools (usually, only one of each type); b) some of these proto-
types are also oriented to specific pedagogies (e.g., game based learning); and c) they 
are usually restricted to a particular kind of learning activities (e.g., activities consist-
ing on a sequence of pre-specified AR artifacts). However, teachers need more flexi-
ble approaches, able to accommodate to the technologies and pedagogies that they 
already use in their daily practice. 

3 Results and Outcomes Achieved 

We propose GLUEPS-AR [6] to aid teachers in the orchestration of across-spaces 
learning situations. GLUEPS-AR is a system for the deployment of learning designs 
(which may be defined using multiple authoring tools) into multiple ubiquitous learn-
ing environments. Such ubiquitous environments are composed by Virtual Learning 
Environments (VLE), AR-enabled physical spaces, and Web 2.0 tools. GLUEPS-AR 
also allows the run-time management of such learning situations. 

We have defined a technological architecture that extends a predecessor system 
centered on distributed Web spaces called GLUE!-PS1. The architecture is based on a 
number of adapters that enable the integration of authoring tools (e.g., WebCollage2 
or Pedagogical Pattern Collector3), VLEs (e.g., Moodle4), AR applications (e.g., QR 
code readers or Junaio5) and Web 2.0 tools (using multi-tool managers, such as 
GLUE!6 or IMS-LTI7 to integrate multiple external tools in VLEs). 

By means of these adapters, Web 2.0 tools and other virtual artifacts (e.g., 3D 
models) may be accessed from both VLEs and physical spaces, in a global across-
spaces learning situation. Virtual learning artifacts may be positioned in physical 
spaces through AR with different positioning types (e.g., QR codes, visual markers or 

                                                           
1 https://www.gsic.uva.es/glueps/. Last access, April 2013. 
2 http://pandora.tel.uva.es/wic2/. Last access, April 2013. 
3 http://thor.dcs.bbk.ac.uk/projects/LDSE/Dejan/ODC/ODC.html.  

  Last access, April 2013. 
4 http://moodle.org. Last access, April 2013. 
5 http://www.junaio.com. Last access, April 2013 
6 https://www.gsic.uva.es/glue/. Last access, April 2013. 
7 http://www.imsglobal.org/toolsinteroperability2.cfm. 
 Last access, April 2013. 
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geo-position). As GLUEPS-AR is not restricted to a reduced number of design or 
enactment technologies, it may support multiple pedagogies and activity types. 

A prototype has been developed to illustrate the architecture and test it. Fig. 1 
shows GLUEPS-AR’s architecture and user interface. The interface allows to modify, 
complete and configure the initial design (e.g., including concrete participants/groups, 
adding tool configurations, etc.). The Figure also displays the different authoring tools 
and learning environments (VLEs and AR applications) supported by the prototype. 
We have accomplished an initial evaluation, co-designing a complex across-spaces 
situation with a faculty member of the College of Education at the Universidad de 
Valladolid (Spain). The teacher co-deployed the learning situation using GLUEPS-
AR and simulated part of the enactment, giving positive feedback about the deploy-
ment process and the possibilities of the approach. This learning situation, as well as 
others currently being designed, are planned to be realized with actual students in the 
upcoming academic year. 

 

Fig. 1. GLUEPS-AR architecture (center), and design and enactment tools currently supported 
by the prototype (left and right, respectively) 

4 Demonstration Outline 

The demonstration will show how an initial across-spaces learning design (that has 
been previously defined in an authoring tool, such as WebCollage) can be deployed in 
minutes into a ubiquitous learning environment composed by a VLE, Web 2.0 tools 
(Web space), and an AR application (physical space). The setting up of the learning 
design ready for enactment in the ubiquitous learning environment can be verified 
with computers and mobile devices (tablet and smartphones) simulating how students 
would access the learning artifacts available in different spaces during enactment. 
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5 Specific Technology and Environment Needed at Conference 

Demonstration will be performed by 1-2 demonstrators. A good wireless (Wifi) Inter-
net connection is required, so that mobile devices can download AR objects to be 
rendered. We will use laptops, tablets and smartphones (provided by us). We would 
need a projector and VGA cable (to connect projector and laptop), and a surface for 
projection (an alternative to the projector could be a PC monitor with at least 21’). If 
there is a demonstration session where people cannot be close to our laptop and mo-
bile devices, (e.g., a plenary session with a sequence of demonstrations towards a sat 
audience), we would need two projectors (in order to project simultaneously laptop 
and tablet screens), and two VGA cables. 
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Abstract. While 3D virtual worlds, simulations, and serious games have been 
used for military training for a long time, there is a lack of research-based me-
thods for using and creating such systems. In addition, the development process 
has traditionally been very resource consuming. The project Cultural Aware-
ness in Military Operations seeks to address these challenges. The goal of the 
project has been to create and evaluate a low-cost, off the shelf, game-based si-
mulation for training cultural awareness among military personnel in the Nor-
wegian Armed Forces preparing for international operations. The project has  
also aimed at creating methodological guidelines and tools for developing 3D 
educational simulations for both military and civilian use.  

Keywords: Military training, 3D virtual worlds, simulations, cultural awareness. 

1 Background (Pedagogy) 

In this paper, we present the results of the project Cultural Awareness in Military 
Operations (CAMO). Its goal has been to create an inexpensive and flexible game-
based simulation for training cultural awareness among military personnel in the 
Norwegian Armed Forces preparing for international operations (Afghanistan). The 
project is a joint effort of the Norwegian Armed Forces, the Norwegian University of 
Science and Technology, and the University of Oslo.  

Cultural awareness in this context or operational culture is defined as “those as-
pects of culture that influence the outcome of a military operation; conversely, the 
military actions that influence the culture of an area of operations” [1]. Studying cul-
ture allows (theoretically) military units and partners to understand specific actions of 
locals, exert influence on the population, and improve interaction with other players 
in the area of operation. Practically applicable knowledge was conveyed through 
practical learning objectives that had been embedded into the training including a 
virtual Afghan village and local ‘Afghans’ in a virtual world (VW) built in Second 
Life (SL). The project also aimed at creating research-based methodology, guidelines, 
and tools for developing 3D educational simulations for the Norwegian Armed Forces 
[2]. This was motivated by an identified lack of research-based methods for using 
game-based simulations in military training, both within the Nordic armed forces and 
among other allies (NATO) [3].  
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As a starting point for developing such a methodology, we studied publicly availa-
ble literature and guidelines for operational culture training [1] and scenario metho-
dologies, see e.g., [4]. These methodologies focus primarily on tactical tasks and not 
on operational culture, they have been developed further to be adjusted to the goals of 
the CAMO project [2]. Since the existing literature on Afghani operational culture is 
rather fragmented and/or classified, we used subject matter experts within the Norwe-
gian Armed Forces and Norwegian academia as the major source of information. 

The methodology for scenario development used for the CAMO project is based on 
a systematized set of learning goals and associated ‘mini-scenarios’, to obtain the 
maximum reusability of the content. The following major categories of learning goals 
were identified: Tactics, Gender, Religion, Socializing and Language. Each of the 
learning goals categories are split into sub-categories, providing a basis for the cor-
responding ‘mini-scenarios’. Each of the learning sub-goals is further detailed with 
corresponding cues, appropriate reactions, typical mistakes, and typical responses in 
case of mistake. Though initially developed for the project setting (focusing on inter-
national operations in Afghanistan), this methodology is generally applicable for  
operational culture/cultural awareness training of both military and civilian personnel. 

2 Background (Technology) 

3D VWs and game-based simulations have been used for military training for a long 
time, demonstrating concepts and situations that are difficult, expensive or unsafe to 
represent efficiently in a classroom, including culture [5]. Examples of such systems 
for training operational culture include Tactical Iraqi and First Person Cultural Trainer 
[6,7]. They are typically very expensive to develop and primarily single-player, pro-
viding no or very limited support for collaborative learning and team training, with 
very few possibilities to modify and generate new scenarios.  

Scenarios for the CAMO project have been developed according to the methodolo-
gy mentioned in the previous section, providing requirements for the design and im-
plementation of the virtual environment. Later, due to various constraints, trade-offs 
and re-focusing of the game’s learning objectives, both the scenarios and environment 
design needed to undergo certain adjustments and simplifications. 

Our focus during implementation was on low cost, short development time, and 
reusability. The overall project scenario describes the environment for the educational 
simulation – the Afghan village, while each mini-scenario requires additional specific 
content. The environment consists of the general content for creating the context (e.g., 
landscape elements, vehicles, furniture, authentic clothing) and specific content for 
mini-scenarios (a mosque, a school, a medical kit, a camera, a specific gun, and 
tableware). The implementation of the environment went through several stages. First, 
the required objects had to be created or collected. Practically, some of the objects 
and avatar clothing have been acquired from the SL marketplace as well as searching 
free objects everywhere in SL. However, most of the specific content artifacts were 
designed from scratch to ensure authenticity. Second, when the basic objects (or ele-
ments) were collected and platform was set up, building and co-locating the typical 
elements started, reusing them in multiple places of the environment or joining in 
different combinations. After receiving feedback from the subject matter experts, 
some of them were modified or replaced. 



 Virtual Afghan Village as a L

 

3 Results and Out

The simulation was evaluat
Academy on November 25
before and two-hour introdu
14 cadets from the Norwe
soldiers in the simulation (F
Norwegian Defense Langu
han civilians and interpreter

Fig. 1. Conversation with

The role-play was organ
ducted by an expert in Afg
‘squad’ executed the missio
In the first round, the squad

The data have been coll
recording, pre- and post-qu
pants. The interview data p
of cross-cultural issues has 
one of the female participa
time”, “plenty of aha-exper
role. Another, male particip
sibilities in a deployment e
paring for international ope

It was not practically po
tential deployment, but the 
understanding of the cultur
soldiers disagreed that the e
threat situation due to the l
The cadets have been gene
awareness. On the overall, 
friendly, motivating, and fu

Low-Cost Environment for Training Cultural Awareness 

tcomes Achieved 

ted in an experiment conducted at the Norwegian Milit
5, 2011. It was preceded by a ‘rehearsal’ session the w
uction training in SL technology. The participants inclu
egian Military Academy, playing roles of the Norweg
Figs. 1, 2) as well as six students and two teachers from 
age and Intelligence School, playing the roles of the A
rs and providing input to the scenario development.  

 

h the village chieftain Fig. 2. Contact with local women

nized in two rounds, including three debrief sessions c
ghan culture. In each of the rounds, a group of the cad
on, proceeding through the different scenes of the scena
d leader had a previous field experience from Afghanista
lected through observation of the role-play, screen-capt
uestionnaires, and in-depth interviews of selected part
provided further indications that the soldier’ understand

improved over the course of the experiment. For examp
ants noted: “I got very much out of it during a very sh
riences”. She also reported a high level of immersion in 
pant believed that: “This (system) can provide several p
environment to increase understanding among troops p

erations”.  
ossible to access the participants’ performance during 
questionnaire data give tentative evidence of an increa
ral and religious aspects. At the same time, some of 
experience in SL was suitable for correct evaluation of 
lack of ‘crowd’, which could possibly indicate an ambu
erally positive to the use of 3D VWs for training cultu

they reported that the simulation in SL has been a u
un experience. At the same time, the participants identif

571 

tary 
week 

ded 
gian 
the 

Afg-

 

n 

con-
dets/ 
ario. 
an. 
ture 
tici-
ding 
ple, 
hort 
her 

pos-
pre-

po-
ased 

the 
the 

ush. 
ural 
ser-
fied 



572 E. Prasolova-Førland, M. Fominykh, and R. Darisiro 

 

a number of limitations, especially, a limited selection of avatar gestures and body 
language that complicated expression and perception of certain cultural and social 
aspects. In addition, not all the players have been equally engaged in the game, some-
thing that affected their learning outcomes.  

Following the feedbacks, the virtual Afghan village will be improved. It is planned 
to develop agents for crowd simulation of a ‘regular’ village life. Additional scenarios 
will be developed to account for a greater variety of learning goals and including both 
military and civilian personnel. At the same time, it is not possible to improve certain 
aspects such as limited body language and mimics range (inherent to SL) without 
significant increase of the cost. It is therefore necessary to consider a trade-off be-
tween the cost and quality in relation to different learning goals. 
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Abstract. etiquetAR is an authoring tool for supporting the design and enact-
ment of mobile context-based learning experiences based on QR tags.  
etiquetAR enables creating, managing, and sharing personalized QR tags at-
tachable to any object or physical geographical location. Tags are digital layers 
of contextualized information that transforms any physical space into a digitally 
augmented learning environment. This demonstration paper presents etiquetAR 
first working prototype of this application. In particular, the paper details: (1) 
how etiquetAR web-based application can be used to edit a tag, associate dif-
ferent resources to it, and relate resources information to a particular profile for 
adaptive learning experiences; and (2) how users can access and contribute to 
the information hidden in the tags using the mobile-based application. This 
demonstration will show the audience how etiquetAR is a simple tool designed 
to encourage practitioners to create their own tag-based learning experiences. 

Keywords: mobile learning, QR tags, augmented reality, mobile-web-based 
application, demonstration. 

1 Pedagogical Background 

etiquetAR1 [2] is an application designed towards educational purposes based on mo-
bile learning pedagogical theories. Mobile learning is a recent learning theory that 
“recognizes the essential role of mobility and communication in the process of learn-
ing and the importance of the context in establishing meaning construction” [2].  

Sharples et al. (2010) [2] define Mobile learning as “the processes of gaining 
knowledge through conversations across multiple context amongst people and per-
sonal interactive technologies” and propose a framework to structure it. This frame-
work expands the Engestrom’s activity model [3] to tackle the interdependencies 
between learning and technology. The framework comprises five factors (subject, 
object, context, tools and communication) analysed under two perspectives or layers: 
the technological and the semiotic. The technological layer depicts learning as an 
engagement with technology, in which tools such as computers and mobile phones 
function as interactive agents in the process of gaining knowledge, creating a human-
technology system with which to communicate, mediate agreements between learners 

                                                           
1 http://etiquetar.com.es 
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(as with spreadsheets, tables, and concept maps), aid recall, and reflection (as with 
weblogs and online discussion lists). The semiotic layer describes learning as a cogni-
tive system in which learners’ objective-oriented actions (i.e. actions that promote an 
objective) are mediated by cultural tools and signs. In this framework, technology acts 
as the facilitator.  

etiquetAR was designed according to this framework for supporting knowledge 
construction in context. Specifically, etiquetAR is based on the idea that digital tags, 
when attached to a particular object or location, add a layer of digital information that 
extends its properties. Then objects and locations become interactive means through 
which learners, using their mobile personal devices, gain knowledge about their envi-
ronment. In this context, tags act as facilitators. Through interaction with tags created 
with etiquetAR learners can reflect about a particular object or location, contribute 
with messages to these tags, and share these messages with others to construct and 
transform their learning contexts on the move. Therefore, etiquetAR is a tool that 
facilitates the design of activities that enhance situated, experiential and collaborative 
learning at the same time that promotes active learning and reflection in context. 

2 Technological Background 

The first prototype of etiquetAR [1] is based on tags that follow the QR standard [4]. 
QR standard is used to codify any information in a matrix that can be accessed using a 
reader following that standard. QR tags are typically used to codify an URL linking 
digital information in the cloud. In etiquetAR, QR tags are used as mechanisms to 
contextualize this digital information in a particular physical object or location, link-
ing both digital and real worlds 

etiquetAR is composed of two parts: (1) a web application that enable users to 
create, personalize, and manage QR interactive tags, and (2) a mobile application that 
benefits from any third-party QR reader conform with the standard for redirecting 
users to the information hidden in the tags organized into the different available pro-
files. The whole application has been developed using the Ruby on Rails framework, 
with a PostgreSQL database on the backend and designed to be run on the Heroku 
platform.  

Currently there are many tools for creating QR tags from a plain text, an URL, or a 
contact card. However, none of these tools is educationally oriented. Moreover, exist-
ing tools do not take advantage of all the potentiality that QR tags offer since they do 
not cover the complete life-cycle of the tag: creating the tag, editing the content and 
updating that context. etiquetAR supports  the whole life-cycle of QR tags.  Moreo-
ver, etiquetAR has been designed towards educational purposes and has the following 
added values, thus differentiating itself from other QR codes generators: 

• Support for Creating Dynamic QR Tags: etiquetAR enables creating QR tags 
with a fixed image and vary the content whenever the user wants. 

• Support for Creating Tags Linking to Multiple Digital Resources: etiquetAR 
enables to create more than one resource for the same tag and to manage its access 
through profiles in order to adapt the learning process to any type of learner. 
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• Support for Creating Adaptive Tags: etiquetAR enables assigning a profile to 
access the codified information. Each resource in the tag can be assigned to a dif-
ferent profile. This profile determines which resource is shown to the user. 

• Support for Organizing Tags into Collections: Tags can be organized into fold-
ers, making easier for users to access their tags  (i. e. Collection “Moma Museum”, 
“Botanic garden”, etc.). One tag can be associated to one or more folders. 

• The Tags Can Be Accessed with Any QR Reader: Since the tags follow the QR 
standard, any readers conformed to this standard can read the tags created with eti-
quetAR.  

• Mobile-Based Support for Contributing to Existing Tags: Any user can add com-
ments to the resources codified in a tag generated with etiquetAR. Also, any user can 
see the comments provided by others to a particular resource. The owner of the QR 
codes can delete and hide any comment. 

3 Results and Outcomes Achieved 

etiquetAR has been used in a tag-based activity in a formal learning University con-
text: “Discovering the Campus 2012”. In this activity the tags generated with eti-
quetAR were used to augment the University Campus and support the students from 
the first course to learn about the Campus’ services and areas. The students used their 
mobile devices to access to the information hidden in the different tags distributed 
around the Campus. Each tag was enriched with three resources associated to one of 
the courses participating in the activity through profiles: informatics, telematics and 
audio-visual systems undergraduate students2.  

4 Demonstration 

The aim of this demonstration paper is to describe how etiquetAR web and mobile-
based applications work. An illustrative scenario of a science activity in a museum 
will motivate the demonstration.  

Two practitioners want to design a visit to a science museum. The objective of this 
activity is to make students reflect about the exhibits during their visit and to relate 
them to the content worked in class. The teachers use etiquetAR to prepare the con-
tent for the tags attached to the artwork. First, they login to the system and select the 
science museum collection. Then, they edit the existing tags to add resources (URLs, 
images, videos or text) and questions related to the content worked in class. They 
decide that each tag will contain resources related with three subjects: math, history, 
and science. For this purpose, they create three profiles, one for each subject. Then, 
they relate the different resources added previously to the tags to one of these profiles. 

                                                           
2 The results of this activity are reported in a poster of the EC-TEL 2013 conference [5] as a 

complement of this demonstration paper. 
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Fig. 1. Web and mobile applications of etiquetAR 

Once at the museum, students use their smartphones for reading the tags in the ex-
hibits. They can use any QR reader installed in their devices. When accessing a tag, 
students are redirected to the profile selector for choosing the resource that they prefer 
to see. If the resource is a question, they can add their answer using the comment 
functionality and read the answers by their colleagues to complement them.  During 
the visit, the teachers can use their smartphones to see the comments added to the 
different tags and even hide an eventual inappropriate comment.  
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Abstract. In this paper, we present a multi-agent system that has been devel-
oped to trace activities in a collaborative e-learning environment. These traces 
are necessary to help the teacher to monitor the learners’ activities and to allow 
the learners to identify their participation in the collective work. We also need 
traces to assist in the evaluation of the device. Indeed, knowing how the system 
has been really used facilitates its revision. The tracking system is implemented 
as a multi-agents system. 

Keywords: E-Learn2.0 environment, trace, indicator, multi-agents system.  

1 Introduction 

In this paper, we present a system which tracks activities in collaborative e-learning 
environments. Among computer-supported learning environments exist E-Learn 2.0 
environments. These environments combine Web 2.0 tools and make use of the dif-
ferent functionalities offered by these tools to produce an original education system. 
The advantages of the E-Learn 2.0 environments are presented in [1]. Here, we are 
interested in collaborative environment because it offers opportunities to develop 
knowledge and competences [2]. However, in an education system, the teachers 
should assess the work and/or consequently knowledge and competences acquisition. 
Moreover, teachers must insure that learners are active and are not out of play. In a 
face-to-face environment, the teacher has the ability to observe the learners’ activity 
but in an on-line environment, the observation is more difficult. It is consequently 
important to propose a system for the activities observation or tracking. This system is 
in charge to collect the traces of the learners’ activities and to produce information 
synthesizing their activities and enabling to identify the participation of each learner 
in a collaborative work. 

In this paper, we first review the terminology related to traceability. We then 
present our specific context. Then we present a tracking tool developed for a colla-
borative web 2.0 learning platform. We conclude on the opened perspectives. 
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2 Trace, Indicator and Existing Systems – State of the Art 

Several definition of a trace has been defined in the literature [3, 4]. These definitions 
depend on the role and the use of the trace and have small differences. In our TEL 
(Technology Enhanced Learning) context, we can retain that a trace may be a repre-
sentation of activity, of use or of interaction within the learning system to which we 
add the temporal dimension. This trace must go through a set of transformations to 
lead to indicators which provide the user with a useful interpretation of the learning 
situation. 

An indicator is a digital, alphanumerical or qualitative variable [4]. In the context 
of collaborative TEL, the indicators should compile traces to evaluate the learner 
individually and with his/her group, to evaluate acquired knowledge during the learn-
ing activity, to interpret the interaction between learners, to regulate the pedagogical 
device proposed by the teacher during a learning activity and to bring to the light 
some shortcomings of it and to customize the learning activity [5].  

The tracking systems are concerned with the interpretation and the visualization of 
traces and indicators. A lot of tracking systems exist such as SPLACH [6], gStudy [7], 
Tatiana [8], TrAVis [9], IDLS [10] and SBT-IM [11]. However, each of these track-
ing systems has a different target, is specific to a particular platform and can’t be used 
with a Web 2.0 learning platform. 

3 Our Specific Context 

We are interested in Web 2.0 collaborative learning environments. Learners are di-
vided into groups and each group must do the work required by the teacher. The Web 
2.0 learning platform provides various tools: blog, e-mail, forum and chat. The teach-
er posts the required work and the pedagogical devices on his/her blog. Each group of 
learners has its own blog on which deliverables are posted.  

To enable the teacher assess the knowledge acquired by the learners, evaluate the 
state of the collaboration between the learners of the same group and know the use-
fulness of the pedagogical devices proposed to his/her learners, it is essential to  
observe during the learning activity all the actions done by the learners via the colla-
borative platform. Tracking learners and groups generates traces used to build indica-
tors. These indicators allow the teacher to build the general assessment of the learning 
activity and allow the learner to do a self assessment. We define needed indicators 
according to the CAS taxonomy [12]: cognitive, activity and social indicators. 

4 The Tracking System 

We present succinctly the proposed tracking system. Figure 1 illustrates the function-
ing of the proposed system. The first step is the tracing step. Users’ actions are saved 
in log files when they use the e-learning platform. These traces are modeled (second 
step) and directly stored (third step) in the traces database and then, the log files al-
ready treated are deleted. At this level, the teacher can request the database to view 
modeled traces in tabular form. The modeled traces are also used to compute indica-
tors which will be available to be viewed by the appropriate actor (teacher or learner). 
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Fig. 1. Functioning of the proposed tracking system 

The tracking system is a multi-agent system. This is motivated by several reasons 
as presented in [13]. To model the multi-agent system, we used MaSE [14] methodol-
ogy. The tracking system includes the following agents: 

• Tracking agents that supervise activities with e-learning collaborative tools. An 
agent is defined for each used web 2.0 tool. After modeling traces, these agents 
calculate indicators. 

• Assistance agents that allow the presentation of information traced and analyzed by 
tracking agents to enable teachers to carry out the assessment of the activity and to 
provide assistance to learners. 

The tracking system has been implemented using Madkit [15] platform and the Java 
programming language. The modeled traces obtained are stored in a MySQL data-
base. 

5 Conclusion and Perspectives  

In this work, we are interested in the extraction of traces from a collaborative e-
learning platform using Web 2.0 tools. These traces are modeled, stored and then 
processed to generate indicators. These indicators concern learner or group activities. 
They are used to support the evaluation of learners, groups, learning situations and 
pedagogical devices. On the other hand, the learner can do self-assessments.  

The developed tracking system is a multi-agent system. It was tested within ILIAS 
platform [16] and it is planned to test it in real e-learning situations at “Institut Un-
iversitaire Technologique” (or IUT) of Calais. We also intend to upgrade the system 
by adding an intelligence level to the agents so that they will be able to make some 
decisions or to propose some decisions to the teacher. 
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Abstract. MentorChat is a CSCL system that utilizes a conversational pedagog-
ical agent to engage students in fruitful collaboration. This conversational agent 
attempts to promote students’ productive dialogue by providing unsolicited 
prompts aimed to elicit explicit reasoning. Using MentorChat a teacher is able 
to design and deploy the phases and the tasks of a collaborative activity along 
with the support that the agent provides. In this paper, we present (a) the theo-
retical background MentorChat is based on, (b) the main technical features of 
the system and (c) some encouraging preliminary results. 

Keywords: conversational agents, collaborative learning, productive dialogue. 

1 Theoretical Background  

Over the past years, researchers have tried to explore the impact of conversational 
pedagogical agents in both individual and collaborative learning settings [1]. Many 
conversational agents have been developed to serve as virtual instructors, personal 
coaches or learning companions, helping students to accomplish several pedagogical 
goals, such as the acquisition of a foreign language and the development of domain-
specific or metacognitive skills [2]. 

Nevertheless, considering the wide variety of factors a conversational agent system 
must take into account, these applications are usually considered difficult to imple-
ment and often lack the required scalability [3]. Indeed, many systems tend to special-
ize in specific learning domains, acting as black boxes for teachers or academics, who 
are expected to use these systems in their curriculum. 

Through the prism of Computer-Supported Collaborative Learning (CSCL), our 
work focuses on the development of domain-independent teacher-configurable con-
versational agents. From our perspective, the design of an adaptable agent requires the 
consideration of the following key issues: (a) how we can build a system of low deve-
lopmental cost that enjoys a broad acceptance by teachers and (b) how we can  
efficiently trigger students’ productive talk by delivering well-targeted agent interven-
tions that increase the probability of constructive peer interactions (e.g. explicit ex-
planations, argumentations) to occur.  

Based on the above rationale, we have developed a prototype CSCL system (Mentor-
Chat) that enables the teacher to configure dialogue-based collaborative activities, where 
a conversational agent attempts to scaffold learners’ discussion. More specifically,  
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the goal of the agent is to assist learners sustain a ‘productive peer dialogue’ by encour-
aging them to explicitly express their reasoning about domain concepts taught in class. 

2 The MentorChat System 

MentorChat is a responsive cloud-based application requiring a short time to be con-
figured and used in different learning contexts. The system is available for both the 
English and the Greek language. The web technologies used for its development in-
clude MySQL, PHP, AJAX, HTML5 and CSS3. The architecture of MentorChat is 
displayed in Figure 1. 

 

Fig. 1. MentorChat Architecture Diagram 

2.1 Student’s Interface 

The student’s interface (Fig. 2) looks like an instant messaging application where 
students can communicate synchronously either via typing or voice, using the speech 
recognition feature to compose their messages. When students enter MentorChat, they 
are asked to collaborate with their partner(s) and provide a joint answer to an open-
ended domain question (Fig. 2, A). 

During students’ discourse the conversational agent may intervene displaying rele-
vant prompts that encourage students to elaborate on key domain concepts. Mentor-
Chat interface employs an animated human-like two-dimensional avatar (Fig. 2, B), 
which serves as the representation of the conversational agent. The agent also utilizes 
a Text-To-Speech engine for the announcement of its interventions (prompts) in order 
to enhance the interface modality. Agent interventions are not displayed as common 
chat contributions (Fig. 2, C) but in a pop-up window (Fig. 2, D), which allows stu-
dents to have constant access to the agent’s last message and respond to it whenever 
they feel ready. 
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Fig. 2. MentorChat Student’s Interface 

2.2 Teacher’s Interface 

A teacher can use MentorChat to set up a dialogue-based activity where students are 
asked to collaborate in small groups to accomplish a series of tasks. The teacher’s 
interface consists of the following administration panels: (a) the User Management 
panel, where user, role and group details can be managed, (b) the Activity Structure 
panel, which enables the teacher to setup the phases/tasks of the collaborative activity, 
(c) the Monitoring panel, where valuable interaction analysis indicators are displayed 
at an individual (e.g. number of messages, message frequency) and group level (e.g. 
on-task rate, number of agent interventions), and (d) the Domain Modeling panel that 
allows the configuration of the agent knowledge using one of the available modes. 

In the basic mode, the teacher is asked to enter only a list of important domain 
concepts in the form of distinct key-words or -phrases. Based on these concepts, the 
system is able to synthesize agent interventions using one of the default intervention 
methods supported by the current version of the system. These include asking stu-
dents to (a) explicate their reasoning about a specific concept (e.g. “Why do you think 
that X is important?”) or (b) apply their own reasoning to their partner’s reasoning 
(e.g. “Do you agree or disagree with X and why?”). According to the framework of 
Academically Productive Talk [4], these actions can be regarded as ‘productive talk 
moves’, which have proven useful in stimulating constructive classroom interactions. 

In the advanced mode, the domain model of the activity is represented by a concept 
map, which can be formed by entering a set of ‘facts’. A fact is a simply structured 
sentence that consists of a subject, an object and a verb. The system renders these 
elements dynamically creating two concepts/nodes and their respective relation-
ship/connection in a concept map graph. In the future, we will discuss extensively 
how the agent can leverage the resulting concept graph to scaffold peers’ discourse. 
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2.3 Conversational Agent 

The conversational agent module of MentorChat is based upon three models: 

• The peer interaction model, which is responsible for recording and identifying all 
students’ interactions that may serve as opportunities for supportive interventions. 

• The domain model, which utilizes the teacher’s domain knowledge representation 
in conjunction with the stemming algorithms and the customizable dictionaries of 
the system to decide whether an intervention is appropriate. 

• The intervention model, which examines a series of various micro-parameters (e.g. 
the amount of time passed since the last agent intervention, the students targeted by 
the intervention) to determine if an intervention will eventually be delivered.  

3 Results and Outcomes Achieved 

Our pilot studies have revealed encouraging evidence regarding the usefulness and 
usability of MentorChat e.g. [5], [6]. In the context of a university course in multime-
dia learning, an evaluation study indicated that the agent can improve learning out-
comes, helping students to recall and apply the domain terminology more efficiently 
[5]. Although MentorChat is a work in progress, we consider it to be a valuable tool 
for experimentation. Its controlled environment and easily tailored actions create new 
opportunities to explore (a) the best use scenarios that can be suggested to a teacher, 
who is interested in integrating such a system in real classroom settings, and (b) the 
impact of various agent triggering policies. For example, our recent study in the 
Second Language Acquisition domain has shown that an agent intervention strategy 
targeting a particular student instead of the entire group of students can be more effec-
tive in increasing the level of explicit reasoning and productive dialogue [6]. 
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Abstract. We have developed a platform to support Citizen Inquiry
activities, based on the nQuire Toolkit software which was originally de-
signed to support inquiry-based learning activities for schools. Citizen
Inquiry is an innovative way for learners to engage in practical scientific
activities, in which they take the role of self-regulated scientists in infor-
mal learning contexts. nQuire is being integrated with the OpenScience
Laboratory, allowing individuals or groups to create inquiries that rely on
virtual scientific instruments for collecting scientifically reliable data. A
demonstration inquiry has been created using the Open University Vir-
tual Microscope that enables learners to conduct investigations of lunar
geology by studying rare and authentic samples of Moon rock collected
during the Apollo programme. This demonstration will show the nQuire
authoring tools and the prototype inquiry, focusing on the integration
of the scientific tool and features that facilitate collaboration in citizen
inquiries.

Keywords: Citizen inquiry, inquiry based learning, nQuire toolkit, Open-
Science Laboratory, Geology of the Moon.

1 Background (Pedagogy)

The goal of the TEL system presented in this demonstration is to support an
innovative pedagogical approach to inquiry science learning: citizen inquiry [2].
Citizen inquiry refers to the design and enactment of scientific projects by non-
professional scientists within a community of users. From a pedagogical point
of view, citizen inquiry follows a similar approach as inquiry based learning [1];
however, citizen inquiry is driven by personal interest and is not related to a
course curriculum.

At the same time, citizen inquiry integrates elements of open science [4] and
citizen science [3]. Citizen inquiry shares with the latter the emphasis on involv-
ing members of the public who may have not received training as researchers.
However, citizen inquiry aims at developing their interest in science by mak-
ing them responsible for the planning, management and realization of complete
scientific projects.

Supporting citizen inquiry poses a number of interesting research challenges:
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– Challenge 1: Learners’ Motivation. Citizen inquiry does not have the
inherent motivation of inquiry based learning activities, nor that of citizen
science projects. Our goal is to generate motivation through the creation
of a user community that includes people interested in science with widely
varying levels of expertise. Interaction with other users, the oportunity of
helping or receiving help from experts, collaborative inquiries, and recogni-
tion within the citizein inquiry community are some of the features that are
expected to motivate participants to join the community.

– Challenge 2: Adopting a Process of Inquiry. Supporting users through
inquiry processes is a relevant problem of inquiry based learning. In citizen
inquiry, in which the figure of a teacher or tutor is absent, the same issue
may be problematic. This is related to one of the learning goals behind
citizen inquiry: to facilitate learners acquire an understanding of scientific
methodologies.

– Challenge 3: Supporting Scientifically Relevant Activities. While
our goal with respect to citizen inquiry is to facilitate learning, we are in-
terested in enabling non-professionals to carry out scientifically relevant and
accurate research, that adheres to the methodological and ethical principles
of the scientific activity.

These challenges have been tackled by the development of a TEL system.
To demonstrate these features, a first prototype of a citizen inquiry has been
created: the Moon Rock Explorer. It is an open, self-regulated investigation of
lunar geology, designed for learners without large experience in Geology.

2 Background (Technology)

To support citizen inquiry activities, several extensions to the nQuire Toolkit
have been made:

– Integration of Scientific Instruments. nQuire is currently being inte-
grated with the OpenScience Laboratory (OSL). The OSL will provide access
to virtual and remote scientific tools, such as virtual microscopes, Treezilla,
the PIRATE remote telescope, and physics equipment to conduct experi-
ments. These intruments allow the collection of valid scientific data, which
can be used in the frame of scientific research. Additionally, all the instru-
ments can be accessed using a web browser. Application Programming In-
terfaces are being developed and tested to enable the creation of inquiries
through the nQuire Toolkit that make use of these instruments to collect
data. Figure 1 shows the Virtual Microscope data collection interface within
nQuire, which is used in the Moon Rock Explorer inquiry to investigate four
samples of Moon rock collected by Apollo astronauts.

– Support for Collaborative Self-regulated Inquiry. The Moon Rock
Explorer is an individual activity. Nevertheless, it includes support for inter-
action between users: they can publish and share their investigations through
automatically created forum topics. This feature is designed to facilitate the
discussion of investigations, enabling experts to support participants, etc.
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– Support for Self-management of Inquiries. The current version of
nQuire allows any user registered in the system (not only teachers) to create
their own inquiries, with any of the available scientific instruments. They
can decide to share them with friends, or with anyone in the system. Each
participant in an inquiry can be assigned to roles (e.g., Project leader, Data
collector, etc.) to control the access to each inquiry activity. The authoring
tool is designed to support the creation of inquiries with features of inquiry
based learning activities, citizen science projects, and citizen inquiry.

The integration of nQuire with the OpenScience laboratory requires the def-
inition of a series of Application Programming Interfaces (APIs) that enable
communication between scientific instruments and nQuire. Currently, as shown
in this demonstration, only the Open University Virtual Microscope has been
linked to nQuire.

3 Results and Outcomes Achieved

The first prototype of the Moon Rock Explorer inquiry has been evaluated with
PhD students in an informal learning context. The evaluation is described in [2].
The goals of the study were to assess the relevance of the challenges discussed
in Section 1, and the technological support described in Section 2.

The evaluation showed that the nQuire Toolkit provides adequate support for
citizen inquiry, even when the figure of the teacher is no present. Similarly, the
results indicate that the integration of the Virtual Microscope, shown in Figure
1, was also successful. The feedback provided by the participants allowed us to
improve the virtual microscope data collection interface, and points us to new
features to support motivation and user interaction.

The evaluation has thus served to validate two parts of the system: inquiry pro-
cess guidance, and access to the Virtual Microscope. Based on these results, we
will proceed to integrate further scientific instruments. The evaluation has also
provided insights as to the requirements to support community building around
scientific inquiry, which are leading to further improvements of the system.

4 Demonstration Outline

The demonstration shows the complete nQuire Toolkit system integrated with
the OpenScience Laboratory. The first part of the demonstration will focus on the
authoring tool, including: (1) Structuring citizen inquiry by creating phases and
activities; (2) Creating data collection activities that integrate external scientific
instruments; and (3) Specification of collaboration modes, including management
of groups and participants roles within the inquiry.

The second part will deal with the runtime system. To illustrate it, the Moon
Rock Explorer inquiry (see Section 3) will be presented. The demonstration will
show briefly the whole process that the learners may go through, including the
investigation of Moon rock samples using the Virtual Microscope.

The guests will be able to use the system, taking two different roles: inquiry
designer, and inquiry participants.
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Fig. 1. Virtual Microscope data collection interface in nQuire
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Abstract. We propose ideas for the development of TEL systems which
allow for an automatic, dynamic and self-adapting recommendation of
curricula from a wide set of available content for an individual user and
with regard to a specific purpose. We argue that recommender systems
in the prevalent occurrence cannot be used directly in TEL systems, but
must be extended by process-related techniques for continuous optimiza-
tion and adaptation of the generated curriculum.

1 Making TEL Personal – Problem Statement

There are currently no implementations of recommender systems in TEL that
actually generate dynamic learning paths leading to a specific goal while focusing
on the individual learner’s needs. The use of collaborative filtering, item-based
filtering or a hybrid of both will not be satisfactory in a learning environment
where units should be consumed in a certain order, and where learning paths
aim towards reaching a certain educational goal [2]. The best path towards this
goal is based on a learner’s individual learning style and a didactic concept that
will challenge but not overburden users.

2 Process-Based Filtering – Approach to Solution

Sequence and orientation are two of the main characteristics that distinguish
recommender systems in TEL environments from those used by online shops
and music or video platforms: Not the content consumption itself serves as a
goal to be maximized, but a meaningful combination of items forming a path
towards a pre-defined purpose. The central idea of our recommender system with
process-based filtering is given by the combination of dynamic user profiles with
pre- and postconditions of available content items regarding certain learning
purposes: Each content item in the TEL system represents a learning unit in a
specific field with a specific level of detail. A precondition of a content item de-
fines the minimal set of competences needed in order to successfully complete the
unit. A similar concept can also be found in Competence-Based Knowledge Space
Theory [1]. A precondition defines for each competence the degree of expertise
needed in this competence for successfully passing the content item (compare
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Fig. 1. Content items are sorted by defining pre- and postconditions matched with the
learner’s competence profile (1). The recommended item is chosen out of the group of
items that lead to the learning purpose (2+3). To determine how the consumption of
a content item has added in the intended direction, an evaluation is implemented (4).

with Figure 1). The postcondition describes the competences maximally achiev-
able by successfully completing the unit. The depth of understanding can be
determined by formalized tests or exams or less explicit methods.

A state of a dynamic learner profile is given as a set of numeric values describ-
ing the learner’s current expertises in the regarded competences. The learning
purpose is defined in the same way and thus represents a virtual user profile.
Based on pre- and postconditions, the system will identify the content equiva-
lence classes which the user is capable of passing and thereby directing him to-
wards the learning purpose. Which content item is chosen from the generated set
can be determined by classic filtering methods of recommender systems. Regard-
ing the overall learning process, didactical methodologies can be implemented
by additional filters further narrowing the set of recommendation candidates.

3 Conclusion

We argued that our described process-based filtering can be a basis for imple-
menting a TEL platform that is capable of recommending adaptive dynamic
learning paths which can lead to a much more personalized learning experience.
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Abstract. The focus on assessment of learning experiences has shifted
from knowledge to competences. Unfortunately, assessing certain com-
petences is mainly a subjective task, being problematic for both the
evaluators and the evaluated. Additionally, when the learning process is
computer-supported and the number of students increases, traditional
assessment procedures suffer from scalability problems. In this paper we
propose a query language that supports grading learning competences
according to students’ performance in an online course. Using it we au-
tomatically extract different objective indicators about students work in
a Learning Management System (LMS). Evaluators can use this com-
puter programming-like language to express a number of required indi-
cators. Such indicators are automatically obtained from the activity logs
generated by the LMS.

Keywords: online learning, competence assessment, technological sup-
port in online education, domain-specific languages, learning analytics.

1 Introduction

The scope of our work is related to the virtual places specially designed for col-
laborative tasks on LMS, which they are widely used nowadays. Each file, access
or assignment done by a student is registered in the system [1]. This collected
information, properly filtered [2], would be used as indicators of students’ work.

2 EvalCourse

EvalCourse is the domain-specific language [4] that we have developed to get
indicators. Language syntax and reserved words are listed in 1.1. The first line
specifies the name of the evidence or indicator. The second line is a constant that
indicates that we want to get information about students. The third one indicates
the kind of information to be retrieved: milestones, participation or access. And
the last one if it is collected from assignments, forums or campus activity. In case
one or more activity identifiers are provided ([list of ids]), only information on
those assignment, forum or campus will be provided. If not specified, the query
acts on all activities of the indicated type.
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1 Evidence name o f th e i nd i c a t o r :
2 get students
3 show milestones | participation | access
4 in assignment | forum | campus [ l i s t o f i d s ] .

Listing 1.1. Language syntax. Reserved words are highlighted in bold format.

We will illustrate language usage with a simple example on assessing problem
solving competence. We can assess students’ performance in this competence
using their participation in forums [3] in which lecturers set out problems. We
ask for the information with the code shown in 1.2, obtaining results in an XML
file that can be imported in most popular spreadsheets.

1 Evidence P a r t i c i p a t i o n l i s t :
2 get students
3 show participation in forum .

Listing 1.2. Code to retrieve students’ performance in forum participation

3 Conclusions and Future Work

Using our system, the lecturer, without any technical knowledge on system pro-
gramming and using a very simple syntax, can automatically assess the per-
formance in several competences for any student, justifying it with objective
figures. At the moment, our system only works with an instance of Moodle, so
our future work is implement support for other LMS.
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Abstract. We present a learning analytic tool for analyzing data collected dur-
ing didactic sessions performed by children with autism, via software. The tool 
is a web application that automatically extracts, aggregates and visualizes the 
children’s performance data collected when they perform technology-enhanced 
exercises during didactic activities. The aim is to provide teachers with easy 
real-time monitoring of  learning progress or difficulties over time, thus enabl-
ing continuous and personalized tuning of the didactic intervention. Extracted 
data can be visualized through tables and graphics, allowing the user to further 
explore them in an interactive modality. Educators were involved in the design 
phase of the tool, in order to define the most important analysis parameters to 
extract from the huge amount of collected data. The educators were also in-
volved in the test phases to improve the system’s usability. 

Keywords: autism, learning, ABA, data analysis, learning analytic tool.   

1 Introduction 

Autism Spectrum Disorder (ASD) is classified as a type of Pervasive Developmental 
Disorder that affects individuals with different degrees of impairment. Traditional 
education methods are ineffective for children with autism, so different teaching  
approaches aimed at better exploiting the subject’s abilities are adopted. Of these, 
Applied Behavioral Analysis (ABA) has proven effectiveness [1]. It provides one-to-
one teaching via trials and exercises of increasing difficulty. The child’s progress is 
constantly monitored by collecting data from the child's performance of the trials, 
which then need to be analyzed. 

2 The Learning Analytic Tool  

ABCD SW is an open source web application that supports learning for children with 
autism -- age range 2-6 years – by implementing basic ABA programs [2]. The 
ABCD SW modules allow the child to learn and become familiar with categories  
such as 'food', 'colors', 'animals', 'letters', and their articles such as 'pear', 'blue', 'cat', 
'd'. The software automates the exercises while it enables recording the children’s 
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performance data. In order to provide teachers with an easy real-time tool for moni-
toring the children’s learning progress/difficulties over time, we have developed a 
learning analytic tool to process the large amount of data collected using ABCD SW. 
The tool, a web application implemented in PHP, JavaScript and jQuery, involved  
teachers in its design to better monitor the children’s learning, thus enabling conti-
nuous and personalized tuning of the didactic intervention. The tool offers a basic set 
of queries that can be arduous to perform manually. The query results are presented in 
table and chart format: stacked bar, multi-line and single-line. We used Highcharts, a 
library written in JavaScript, which offers intuitive and interactive chart for web ap-
plications. By default, a chart can be exported and downloaded as a PDF file, as an 
image, in PNG or JPEG formats, or as an SVG representation. It is also possible to 
export and download row data into CSV format to refine the data view as preferred. 
The tool allows the tutor to choose from among six different predefined queries: (i) 
the list of all the articles and (ii) categories utilized in the didactic sessions; (iii) num-
ber of articles mastered by the child; (iv) the percentage of correct trials performed by 
the child; (v) the percentage of different kinds of error; (vi) the percentage of occur-
rence of different kinds of prompts. For each query the user can select a child and set 
a time interval.  

 

Fig. 1. a) Graph of number of articles mastered vs time b) Graph of error types vs time 

In Fig. 1 two examples for the queries (iii) and (v) are shown in a graphic format. The 
data analysis tool is open source and freely available. Suggestions and comments 
collected from 15 users showed that the tool is greatly appreciated by ABA profes-
sionals since it eliminates the effort of manually retrieving the large amount of data 
produced in ABA sessions in order to evaluate the child’s performance.  
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Abstract. This paper presents some of the initial steps taken towards digital 
mediation of the cultural heritage related to Danish author Kaj Munk and the 
impact these steps have had on the ongoing research on persuasive learning. 
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1 From Geocaching to Mobile Persuasive Learning 

This paper presents and discusses how promising results from a location-based expe-
rience design in a Danish museum are being taken into consideration in the develop-
ment of a persuasive learning design which aims to motivate and engage learners 
through a constructivist approach to learning, and the use of multimodal learning 
technologies. 

The novel concept of persuasive learning has been explored and developed in the 
past few years, by the EuroPLOT1 research project [1]. EuroPLOT is funded by the 
Life Long Learning programme, and seeks to investigate the theoretical and practical 
cross-field between learning technologies and persuasive design, as initially intro-
duced by Fogg [2]. The concept of persuasive learning is being tried within four high-
ly diversive work cases all sharing the distinction that they each focus on highly com-
plex learning material and include topics such as language learning, chemical sub-
stance handling, academic business computing and archival based studies. 

The latter of these cases focuses on motivating learners to develop a deeper under- 
standing of the life and works of Danish vicar, author and playwright Kaj Munk who 
was assassinated by Gestapo in January 1944 after having aired his resistance against 
the German occupants through his sermons and his literary works. As a result, Kaj 
Munk has become an important figure not only in Danish literature, but also in Danish 
history, and the mediation of his life and works receives attention both in learning and 
in mediation of cultural heritage. 

A 2006 pilot study from Thorning elementary school, Denmark, used mobile  
tech- nology to enable teaching outside the classroom [3]. Using the location-based 
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GPS- hunt Geocaching2, school teachers encouraged students to learn different sub-
jects in appropriate surroundings, leveraging the students’ fascination with technology 
to spark their interest. Inspired by this study as well as research investigating the po-
tential of Geocaching in a persuasive perspective [4], a system of four geocaches 
related to Kaj Munk has been established in cooperation with the Kaj Munk Museum 
in Vedersø, which is located in Kaj Munks former vicarage. When locating a geo-
cache, users provide digital feedback, which has provided important insight towards 
the impact of geocaches in relation to motivating a further interest in Kaj Munk. At 
present, the geocaches in Vedersø have generated more than 400 logs. 

Inspired by the use of Geocaching in learning scenarios as well as other similar ex-
periments and experiences, it has been discussed in EuroPLOT how mobile persua-
sion can be used in relation to a teaching task like the one related to Kaj Munk’s life 
and works. It has been argued that mobile devices hold potential which may ease the 
task of incorporating the surroundings in a learning design, and as a result one of  
the learning technologies developed within the project, now provides teachers with 
the ability to create not only traditional but also mobile learning objects which can be 
executed through smartphones and tablet computers. 

2 Mobile Persuasive Learning Put to Practice 

In order to test both types of learning objects, a persuasive learning design has been 
developed for the students of the lower secondary school in Vester Hassing. This 
design included both traditional and mobile learning objects all of which were linked 
to an overall intended learning outcome. The use of mobile learning objects is particu-
lar relevant to the Kaj Munk case due to the connection between historical events, 
literature and specific locations, which constitute a particular distinction for this work 
case. Results of the pilot study were promising. Both in terms of the students meeting 
the intended learning outcomes, and in terms of becoming engaged in the learning 
process and increasingly motivated to learn more about the subject. 
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Abstract. In this paper we propose a new method for identifying creativity that 
is based on analyzing a corpus of chat conversations on the same topic and ex-
tracting the new ideas expressed by participants. The application is a first step 
in supporting creativity in online group discussions by highlighting the novel 
concepts present in conversations (new ideas) and also by identifying topics that 
could have become important, if not forgotten during the debates (lost ideas).  
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1 Introduction 

Creativity is defined as the ability to transcend traditional ideas, patterns, relationships 
into meaningful new ideas, interpretations, etc. [4]. In written discourse, it is called 
linguistic creativity [3] and it measures “new and creative ways of expressing a given 
idea”. Linguistic creativity is sometimes described as an unpredictable departure from 
the rules of regular word formation [2]. In our opinion, linguistic creativity could be 
defined as a deviation from the standard way of writing on different topics. 

We propose a new approach for assessing discourse creativity based on processing a 
large volume of chat conversations on the same topic. Thus, we see the rare concepts 
(that are not off-topic) as being intentional deviations from the standard concepts that 
are debated in the corpus of chats, representing a sign of discourse and linguistic crea-
tivity. This way we link creativity to differences in the participants’ discourses. 

2 Corpora and Application  

The corpora used for analysis consists of chats of students that worked in small teams 
to find the best online instrument for information sharing in a company [1]. We ana-
lyzed the content of 62 chat conversations in order to detect significant similarities 
and differences between them. We considered that the similarities are represented by 
common concepts that were uttered by the majority of the participants, while the dif-
ferences – concepts present only in very few conversations – should be signs either of 
creativity or divergent thinking or of off-topic content. In order to discriminate be-
tween these two opposite situations, we evaluated the utterances to detect which ones 
were on topic. Therefore, we considered that the on-topic words were the ones from 
the lexical field of concepts such as “blog”, “chat”, “forum”, “wiki”, or “web”.  
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2.1 Lost Ideas, Similar Ideas, Ideas and Reactions 

The lost ideas represent the concepts found only in a small number of chats. For their 
detection, we first identified the rare words from the corpus (the ones found only 
once) and afterwards checked to see if they were on-topic by evaluating the utterances 
containing them (whether they also contained on-topic concepts or not). New 
ideas/similar ideas express concepts that have a high frequency in a small number of 
chats. For each utterance where we found such a concept, we extracted a text pattern 
(a window of type “word1 [*] word2”) and used this pattern to detect similar situations 
in the other chats. 

We have also devised a method that classifies the participants to chats into 5 
classes according to their discourse creativity: leaders, developers, innovators, nega-
tivists, and conclusives. This list is open-ended so there may also be other typologies. 
In order to detect the typology of a participant, it is first necessary to automatically 
classify the chat utterances according to their content in the following 5 different 
classes: 

─ Ignored utterances – usually they contain social noise. 
─ Ideas – utterances containing concepts that are on-topic. 
─ Conclusions – contains patterns that are specific to conclusive utterances. 
─ Developments to conclusions – if the previous utterance contains some on-topic 

concepts, its development should contain words from the same specter. 
─ Reactions – approvals, disapprovals or continuations of previously stated ideas. 

3 Conclusions 

Discourse creativity is a concept that is very difficult to assess automatically. In this 
paper, we have presented a method for determining creativity in a large collection of 
online discussions that debate the same topic within a CSCL scenario. Moreover, the 
proposed method can be used to identify typologies of participants starting from the 
elements used for assessing creativity. 
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Abstract. The project IEEE-IST Academic is an initiative of the IEEE
Student Branch at Instituto Superior Técnico (IST) and since its begin-
nings (May 2012) counts with the collaboration of several professors of
IST. Organized by course topics, the first Academic videos offer all un-
dergraduate students at IST complementary materials to most of the
Mathematics undergraduate courses, Computer Sciences Introductory
Course, Chemistry and Electronics. The students technical team is re-
sponsible for the capture, processing and edition of the materials, and is
also in charge of the design and back office of the IEEE-IST Academic
portal. The videos are designed to be accessed from several platforms,
such as: laptops, tablets, smartphones, and extensively make use of vi-
sualization and 3D graphics 3D. The Academic videos are designed to
be more close to the courses syllabus at IST, but can easily be a fu-
ture reference for other Portuguese, Brazilian and European schools of
Engineering, Science and Technology.

Keywords: web-based education, online contents, teacher-student col-
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1 The IEEE-IST Academic Project – A Description

On October 2011 the IEEE-IST Academic project started being drafted, coordi-
nated by one of the authors, Rui Costa, Master-degree student at IST and Edu-
cational Activities Chair at the IEEE Portugal Section. Contacts were made with
Nape-TP (Students Support Office at IST-Taguspark) for support in connection
with students grants for the team and project promotion among the teachers. Ana
Moura Santos, the other , being head of the Nape-TP and a math teacher, facili-
tated the contacts with fellow professors at the same institution. The decision was
made that top priority were the topics for first years undergraduate students at
IST. On the 25th of May, the IEEE-IST Academic website1 was first made avail-
able to the public counting with 69 videos, having today more than 200 of several

1 http://academic.ieee-ist.org/
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different topics. The student project team designed a website having in mind prin-
ciples and requirements such as, clean, adaptive and simple interface, quick access
to information of a specific course and ability to search and find relations between
contents, to be used in both computer and mobile devices.

Being an initiative designed and developed by students, the IEEE-IST Aca-
demic is aimed to closely cope with the students practices of networking [2] and
academic student needs at IST. The result is a choice of video formats that max-
imize the video effectiveness of the different available technologies: traditional,
video modules which are recorded in front of a board, with a teacher presenting
a given topic; tablet, contents that are explained by using a tablet to write
down notes on top of pictures, schemes or diagrams; on-field, video modules
that are recorded on specific locations, e.g. demonstrating a chemical reaction in
a lab; screencast, designed for demonstrations made in a computer, where all
the screen is captured while the teacher explains focusing on the relevant parts.

The Academic videos are not specialized one-off courses offered by professors,
that substitute any course, in contrast with the Massive Open Online Courses
(MOOCs)[1]2. Instead they constitute complementary topics, sometimes with
basic concepts and applications, sometimes with carefully chosen proofs and
sophisticated algorithms, mostly planned having in mind difficult or crucial mo-
ments in the learning process. The granular structure of the videos is similar to
the videos of Khan Academy[3], the choice of the native language: Portuguese,
since despite the fact that several widespread initiatives offer web accessible aca-
demic contents[4], some students find hard to use those contents in a non-native
language, with no direct translation to the technical local jargon.

According to a online survey conducted after the exams period of June 2012,
students say that the Academic contents help them to prepare for laboratories,
homework’s, quizzes and evaluation periods. Taking into account the period
between September 2012 and February 2013, equivalent to one full semester of
classes in Portugal, the website had a total of 16 959 visits from 5 871 unique
visitors, with a total of 58 041 pageviews, meaning a rate of 3,42 pages views
per visit. The average visit duration was of 5 minutes and 48 seconds. During
this period, from all the visits registered, 65.53% were returning visitors while
34.47% were new visitors.
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1 Overview of Semantic Social Sensing 

The rapidly growing learning simulations market calls urgently for innovative ways to 
facilitate the simulation design process [1],[2]. Social spaces can provide an extensive 
source of reports on individuals' experiences and their real-world contexts that may be 
exploited for the purpose of identifying relevant content and evaluating the quality of 
a simulation. To realise this potential, appropriate ways to make sense of user 
generated content (UGC) are needed. This work presents a novel approach, called 
semantic social sensing (SSS), which exploits ontologies and semantic augmentation 
combined with discourse analysis uncovering intentions behind the user comments. 
We have developed two SSS instruments enabling analysis of UGC – (a) a framework 
for automatic semantic analysis for capturing viewpoints (ViewS), which utilises 
ontologies and semantic tagging and enrichment and enables visual exploration of the 
conceptual spaces associated with UGC [3]; and (b) a schema for discourse analysis 
to identify intentions useful for simulator design [2] and inspired by research 
analysing communicative functions of user contributions in collaborative settings [4]. 

2 Empirical Application: Simulator and User Trial 

A user trial was conducted from October 2012 until January 2013 involving 39 
participants using a simulator for promoting intercultural awareness in interpersonal 
communication (IC) in business settings, developed by imaginary Srl within the 
framework of the ImREAL1 EU project. The simulated scenario covers four episodes 
each including several situations: Greeting, Dinner, Bill, and Goodbye. The simulator 
is equipped with a microblogging tool, which enables UGC to be collected in-situ.  

The 206 microposts collected in the study were semantically augmented and 
analysed with ViewS, combined with discourse analysis carried out by three 
independent annotators. Agreed categorizations for comments were derived following 
the majority principle. The SSS analysis output is outlined in Table 1. The semantic 
maps produced with ViewS indicated that the simulation experience had triggered 
user comments linking to a range of social signals and UCG could be grouped in 
several meaningful clusters. Discourse categories provided another way for grouping 
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of comments, which were then linked to semantic analysis with ViewS for further 
zooming into the discourse to get an insight into the related UGC.  

Table 1. Results based on the ViewS semantic annotation and discourse analysis 

Instrument  Greetings Dinner Bill Goodbye Total  
ViewS  WNAffect 36 36 11 5 57 
 Body Language 76 63 43 33 106 
       

Discourse  Real world stories 16 13 6 1 36 
schema Rules 54 38 11 7 110 
 Idiosyncrasies, stereotypes 

and beliefs 
8 22 3 4 37 

 Affective judgement related 
to the simulated situation 

7 8 3 2 20 

 Statements about the 
situation 

18 30 10 6 64 

 
Overall, the application of SSS in the specific use case gives an initial indication of 

the suitability and usefulness of the approach and its instruments to address 
requirements and needs for designing learning simulators. Most added value appears 
to be on organizing, grouping and comparing UGC presenting real world stories, 
personal experiences, and rules. This can be helpful for extending the simulation 
content (e.g. new situations, branches, additional descriptions), improving the 
feedback (e.g. including more options, referring to shared experiences), extending the 
options given to the learner. Furthermore, in some cases, SSS output can be used as 
reassurance that relevant concepts have been recognized or recalled, or as 
confirmation that simulated situations relate to real world experiences. 

Future work will aim at improving and validating the two instruments. To further 
support simulation designers, we plan to increase the level of interaction between 
users and ViewS and to enable seamless integration into in-house tools for simulator 
design. The discourse schema requires further extension and elaboration to increase 
reliability and wider applicability to experiential learning environments.  
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Abstract. To reuse existing digital learning resources, a teacher has to perform 
a complex and creative in order to adapt them to the students’ needs and fit their 
cognitive abilities. Nevertheless, metadata do not generally describe the cogni-
tive facets of a digital learning resource. We give here a partial account of a 
trace-based system in its current state of development to index digital learning 
resources according to the metadata describing their “cognitive features”. By 
“cognitive feature” we mean the cognitive activities (e.g., reading, listening, 
body interactions, etc.) associated with different message formats (e.g., text, 
audio, interactive animations, etc.). 

Keywords: trace-based system, cognitive styles, indexation of digital learning 
resources.  

1 Introduction 

Information and Communication Technologies for Education (ICTE) allow teachers to 
enrich the content of a Digital Learning Resource (DLR) with different formats: a text, an 
audio file, an image, an interactive animation, etc. So, for example, someone who is 
asked to read a text uses different abilities and skills than when (s)he observes a diagram 
illustrating the same content, and, because of his(her) cognitive style [1], (s)he better 
understands through the former cognitive activity than by the latter. In this way, the ICTE 
enable the personalization of the learning experience [2] [3], in order to fit the specific 
learners’ cognitive abilities and skills. Nevertheless, a teacher runs into difficulties be-
cause of the scarcity of details about the cognitive features of a DLR. To tackle this prob-
lem, we seek to a) define metadata to describe the cognitive features associated with the 
presentation format of a DLR, b) realize a trace-based system (TBS) which enables to 
establish the metadata and to carry out a system to index the DLR.  

2 The System to Index the DLR (SID)  

In order to approach the cognitive side of a DLR, we use the Multiple Intelligence 
(MI) Theory [4], which has been successfully applied to the design of TEL  
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environments [5]. According to the MI theory, the intelligence of a person is a set of 
abilities and skills (s)he develops to solve problems and process information. The MI 
theory suggests different sets of intelligence (e.g., kinaesthetic, linguistic, logical-
mathematical, musical, visuo-spatial). These sets are related to some specific semiotic 
components. For example, a person who has a visuo-spatial intelligence is able to 
better think through semiotic components such as visual elements (e.g., images, 
graphs, cards, colours, etc.) and structures (e.g., patterns, diagrams, etc.) rather than 
speeches (linguistic intelligence). Our proposal, called SID, is a trace-based system 
(TBS), which collects and transforms elements [6]. The SID works as a parser: it 
analyses a DLR as input (e.g., a file such as a .ppt, .pdf, .doc) and it counts the semi-
otic components of the DLR, recorded in a database. We conceived two ontologies: 
the “Cognitive Style” (CSo) ontology, which describes the intelligences related to the 
MI theory and the “Semiotic Descriptors” (SDo) ontology, which models the semiotic 
components of a DLR. For instance, the item « image » is the main descriptor for the 
visuo-spatial intelligence. The parser, developed under Java 1.7.0_11, uses some API 
such as iText (for PDF format) and Apache Poi, which includes some methods used to 
identify the elements of a text and to recognize images. We developed different algo-
rithms, e.g., to distinguish a coloured picture from a diagram by counting the rate of 
colours in the set of pixels. Further, the SID computes the tokens of each semiotic 
components and it gives a discrete value of the set of intelligence related to each spe-
cific semiotic component (e.g., percentage of sentences for the linguistic set), and it 
finally defines metadata to identify the cognitive styles of  DLR.  Then, a tool for 
automatic indexing will be added to the TBS. In fact, in spite of some ontology-based 
image system [7] and some metadata (e.g., in the standard LOM, we observed that the 
DLRs are seldom indexed in general.  
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This poster introduces the first version of an integrated model of three traditions of re-
search in TEL: Teacher Inquiry into Student Learning (TISL) [1], Learning Design (LD) 
[2] and Learning Analytics (LA) [3]. The integrated model, is based on four existing 
models: TISL Heart Model [4], Design Inquiry Model [2], Scenario Design Process 
Model [5], and the Model for Integrating Design and Analytics in Scripting for CSCL 
(MIDAS4CSCL) [6]. The result is leading towards a new strand of inquiry, called teach-
er-led design inquiry of learning.  

TISL addresses the professional development of teacher practice by investigating 
student learning through action-oriented, evidence-based teacher-led research, with a 
particular focus on formative e-assessment. LD is the act of devising new practices, 
plans of activity, resources and tools aimed at achieving particular educational aims in 
a given situation, informed by subject knowledge, pedagogical theory, technological 
know-how, and practical experience. Although LA can be seen as “the measurement, 
collection, analysis and reporting of data about learners and their contexts” (LAK’11), 
it aims to extend beyond proposing tools responsible for analysing learning outcomes, 
providing a holistic, dynamic and formative view of learning processes.  

Fig. 1 depicts the proposed model with emphasis on the target audiences its methods 
and tools specifically designed for practitioners: teachers who wants to inquire into the 
learning of their students, teachers/practitioners as designers of pedagogical scenarios, 
and teachers who want to monitor students’ activities. We envisage this model to be used 
for designing better learning analytics tools, specifically tailored for learning scenarios. 
The model provides a context for these different fields to complement one another and 
build on each other’s strengths. 
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Fig. 1. The Integrated Model 

The integrated model can be considered a promising direction for future development 
of educational practices, as well as a rich field for research. LD and LA are currently 
gaining ground as potent approaches to technology-enhanced educational practice. Yet, 
to gain validity, LD needs to incorporate data and to gain impact, whereas LA needs to 
influence design. Thus, both LD and LA can only manifest their full potential if they are 
integrated in a coherent cycle of inquiry, as through the TISL cycle and through innova-
tion. We see the model proposed here as a first step in this direction. 
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Abstract. By using phenomenography, the research aims to explore the differ-
ent conceptions of reality that various actors (undergraduate and postgraduate 
students, teachers, trainers and managers in placement organizations) have in 
the context of two project-based learning, technology-supported courses in  
“Instructional design of online courses” at the University of Bucharest. 

Keywords: instructional design, project-based learning, technology enhanced 
learning, phenomenography. 

1 Background 

Building on the concepts of learning as being either deep learning (based on  
understanding) or surface learning (based on reproducing), Biggs [1] notes that when 
teachers use active teaching methods (such as project-based learning), students are 
encouraged to use a deeper approach to learning, while more passive methods (such 
as lectures) have no influence on their preferred approach.  
Project-based learning (PBL) is a method that “organizes learning around projects” 
[2]. Being involved in authentic projects enables students to explore and apply the 
subject matter to complex situations, relevant to their future professional practice, 
developing skills such as accountability, independent learning, and collaboration [3]. 
Students are encouraged to plan their actions, make decisions, and work together in 
order to produce the desired outcome. In higher education, especially undergraduate, 
PBL is used in various disciplines such as international business [4] or marketing [5]. 

2 Research Design 

For one graduate and one undergraduate course in Instructional design, I used PBL as a 
pedagogical approach, based on my experience of training instructional designers in 
professional contexts. Two cohorts of 22 students will design small e-learning courses for 
real organizations, placing the learning in an authentic work context. Students will meet 
with the clients’ representatives to analyze the current situation and identify the learning 
needs; they will work with subject-matter experts; by using the free version of the Cour-
seLab authoring tool the students will produce small online modules which they will 
present to the client to receive feedback. Their learning will be supported by an  
e-learning platform and they will also have regular weekly course meetings. 
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The proposed research aims to answer the following questions: 

• What different experiences and perceptions students, teachers, and placement or-
ganizations staff have of PBL, the role of the teacher in PBL, and the role of technol-
ogy in learning instructional design? 

• How do students conceive of their own learning of instructional design? 
• What are the implications of the findings for policy and practice? 

Phenomenography, the chosen methodology, explores the various ways in which 
people experience the world; it aims to describe, analyze and understand these 
second-order perspectives called conceptions of reality [6]. Data from students will be 
collected using a two-level approach: the first level will include questionnaires, and 
the second level will include semi-structured interviews, focus groups, and online 
learning journals. This will ensure a wide enough spread of the various conceptions 
students have, while keeping the amount of interviews manageable. University staff 
and representatives of the placement organizations will also be interviewed.  

3 Expected Results 

Data collection ends in June 2013 and by September 2013 partial results will be avail-
able. The research will document the students’ experience in using PBL in the context 
of a Romanian university, broadening the outcome space of the studied phenomenon. 
The results can lead to further improvements in the way PBL is used in instructional 
design courses, and, by extension, in other related subjects, as other teachers become 
aware of the results. Although in many courses project reports account for a great part of 
the students’ final grades, PBL is not frequently used, so, this method may extend to 
other disciplines, promoting interdisciplinary projects and an integrated curriculum. To 
my knowledge, this is the first time the Instructional Design course is offered in Romania 
at academic level. If successful, the course may become a permanent part of the curricu-
lum and may even expand to a stand-alone degree. The professional training of instruc-
tional designers in the industry could also benefit from the results. 
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Abstract. People spend large amount of time browsing the Web while
fulfilling various needs, but they find it difficult to spare some time for
education. We believe that the time spent by browsing can be used more
efficiently. We proposed a method for web augmentation during casual
web browsing, which facilitates foreign language vocabulary learning.
Our method substitutes words on a web page for their foreign equivalents
and exposes a user to unknown words. We conducted a small qualitative
experiment to study how users perceive word substitution in web pages
and how it affects their foreign language vocabulary. Results showed
that web page augmentation improves user’s vocabulary size without
negatively affecting his browsing experience.

Keywords: vocabulary acquisition, web augmentation, foreign language
learning, computer-assisted language learning, NLP.

1 Web-Aided Vocabulary Learning

It has been shown that annotated reading has the positive effect on foreign lan-
guage learning [2]. Users encounter foreign words in context, which is considered
to be one of the key strategies for effective vocabulary acquisition [1]. Some
approaches utilize close corpora and static reading systems [4], a few directly
utilize web content [5], but we are not aware of any employing personalisation
present in other web-based learning environments [3].

The Web represents a great opportunity for autonomous foreign language
vocabulary acquisition. In our work, we propose a method for personalized web-
aided foreign language vocabulary learning by augmenting web content (textual
content). We employ a technique of word substitution, in which selected words
in a native language are substituted with their foreign language translations. In
general, the method does not restrict on the particular native-foreign language
pair. The method selects terms appropriate for learning in the content of a web
page a user chooses to read and replace them with their translations, so the user
is exposed to mixed native and foreign language content. The method consists
of the following main steps applied for every visited web page:

1. Web Page Request. A user makes a web page request in the browser.
2. Web Page Augmentation. We pre-process the web page to remove irrelevant

information, translate the extracted content into the foreign language, select
appropriate words/phrases for substitution and substitute them in the page.

D. Hernández-Leo et al. (Eds.): EC-TEL 2013, LNCS 8095, pp. 609–610, 2013.
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3. Web Page Reading and Interaction. The user obtains the augmented web
page. He accesses the page as intended, but is exposed to substituted words
that he can click to reveal the original not-translated form.

4. User Model Update. Based on user’s behavior on the augmented web page
(time spent on a page, interaction with text, scrolling, etc.), the user model
is being updated to keep the representation of user’s knowledge accurate.

We created a web browser extension for Google Chrome Web browser to con-
duct a (controlled) qualitative experiment, in which we studied the influence of
web augmentation on vocabulary learning and user experience. The study was
conducted in a setting with Slovak and French as native and foreign language,
respectively, involving ten participants with varying proficiency in French.

The major aim of our study was to find answers on research questions covering
areas of user experience, learning performance, method parameters and browser
extension usage. The participants were very excited about the approach. They
fully understood the content of the augmented web pages. The substituted words
were perceived as a minimal distraction, users enjoyed seeing them in general.
Interestingly, everyone found effect on reading speed very reasonable and accept-
able even if the measurements showed slowing down of 30 %. The experiment
revealed that users are able to learn new vocabulary. They were able to remem-
ber and understand substituted words that occurred often in the text. The user
responses indicate that multiple occurrences of the same word is the best way
for most users to learn new vocabulary. The second place is held by the context
of a word, which is helpful for both understanding and remembering the word.
Some users mentioned context as the most important, but they considered it
insufficient in general. The obtained results indicate that using our method we
can improve user vocabulary without negatively affecting his experience.

The proposed approach has a great potential to attract foreign language learn-
ers as it decreases the cost of vocabulary acquisition. It better integrates TEL
within our daily work by approaching the most popular medium: the Web.

Acknowledgments. This work was partially supported by the Scientific Grant
Agency of Slovak Republic, grant No. VG1/0675/11, the Slovak Research and
Development Agency under the contract No. APVV-0208-10 and PeWe Group.
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Summary. Traditionally, Information and Communication Technology (ICT) “has 
been segregated from the normal teaching classroom” [12], e.g. in computer labs. 
This has been changed with the advent of smaller devices like iPads. There is a shift 
from separating ICT and education to co-located settings in which digital technology 
becomes part of the classroom. This paper presents the results from a study about 
exploring digital didactical designs using iPads applied by teachers in schools. Class-
room observations and interviews in iPad-classrooms in Danish schools have been 
done with the aim to provide empirical evidence on the co-evolutionary design of 
both, didactical designs and iPads. The Danish community Odder has 7 schools where 
around 200 teachers and 2,000 students aged 6-16 use iPads in a 1:1 iPad-program. 
Three key aspects could be explored: The teachers’ digital didactical designs embrace 
a) new learning goals where more than one correct answer exists, b) focus on produc-
ing knowledge in informal-in-formal learning spaces, c) making learning visible in 
different products (text, comics, podcasts etc.). The results show the necessity of re-
thinking traditional Didaktik towards Digital Didactics.  

 
Digital Didactical Designs. Teaching is more than information delivery and remem-
bering facts (surface levels). An appropriate teaching design enables a “conceptual 
change” to deepen learning [23] e.g., critical, self-reflections, multi-perspectives [19]. 
The goal of a design is to provide possibilities to enable learning [37]. The term di-
dactical design is inspired by from the German concept of Didaktik by Klafki [24] 
[25] and follows Hudson [14] Fink [11] and Lund & Hauge [28] who stress the differ-
ences of teaching concepts and learning activities and call them designs for teaching 
and designs for learning. A didactical design includes the design of (a) teaching ob-
jectives, (b) learning activities (co-constructing knowledge), (c) different forms of 
process-based feedback, (d) social relations (dynamics of social roles, interactions), 
(e) ICT, mobile technology or tablets (as a booster for learning). An appropriate de-
sign is when these elements are visible in a “constructive alignment” [4]. According 
to the study by Bergström [3], process-based assessment is the most effective method 
to foster learning. The difference from an instructional design is that didactical de-
signs also include the design of the social relations, e.g., student-teacher-interaction 
and peer interaction, “dynamics of social roles” [20] [14] (Figure 1).  

The digital didactical design is the advanced model that integrates a fifth dimen-
sion: Educational Technology. To each of the design elements the design-question is, 
how can ICT and/or mobile devices like iPads support teaching aims and learning 
activities? We expect different degrees of the iPad-use: from a low, a medium to a 
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high extent. The implementation of new technology in education means to rethink the 
existing underlying didactical concepts [18] [19]. ICT can play an important role in 
making learning visible. In two case studies, Mårell-Olsson & Hudson [29] illustrate 
different types of digital portfolios (traditional online applications for stationary com-
puters or laptops) in which students develop the ability to “collect, organize, interpret 
and reflect on their own individual learning and practice, and become more active and 

creative in the devel-
opment of knowledge” 
(p.73). An appropriate 
digital didactical de-
sign is defined as the 
“constructive align-
ment” of all five ele-
ments [4] increases the 
likelihood to enable 
surface and deeper 
learning.  The research 
question is: What digi-
tal didactical designs 
do teachers apply, how 
and why? 

 
Findings. Part of a broader project, we studied 15 classrooms: A well-designed class-
room correlates with a high extent of iPad use and vice versa, a not aligned didactical 
designed classroom correlates with a low extent of iPad use. Five patterns occurred:  

A. Innovative iPad-classrooms: Alignment of didactics & technology (5 classes) 
B. Almost innovative classrooms (not as strong as in pattern A) (3 classes) 
C. Weak alignment of DDD but learning benefit through iPad-integration (1 class) 
D. Potential for DDD, alignment differs, medium/low extent of iPad-use (4 classes) 
E. Applied designs limited learning experiences, re-alignment of a digital didactical 

design is required; better without iPads? (2 classes) 

We studied the innovative iPad-classrooms in detail and explored key principles:  

• new type of learning goals where more than one correct answer exists,  
• focusing on learning as process of co-producing, informal-in-formal spaces 
• making school learning visible in different products (choice of tasks),  
• innovative teachers used apps that are primarily not built for education.  

These principles illustrate Digital Didactics do not exist of didactical designs plus 
ICT; new Digital Didactics Designs emerged to boost surface and deeper learning. 
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A number of recommender systems (RS) have been or are being developed in the
context of technology enhanced learning (TEL). However, there seems to be a
lack of research focusing on the dual system of vocational education and training
(VET). The knowledge transfer and sharing in a dual system has its own partic-
ularities and difficulties because of its inborn nature. Firstly, in the dual system,
apprentices in-company practice training is at the workplace and their theoret-
ical education is in the classroom in a vocational school. The transfer of know-
how takes place in two different geo-location. Secondly, different stakeholders are
involved in the dual system in the sense of knowledge transfer and sharing. We
consider three roles for analyzing the knowledge transfer and sharing, i.e. trainee,
trainer and teacher. This suggests, six flows of knowledge transfer and sharingmay
occur, i.e. flow: teacher ⇔ trainee, trainer ⇔ trainee, teacher ⇔ trainer, trainee
⇔ trainee, trainer⇔ trainer, teacher⇔ teacher. Knowledge transfer and sharing
among trainee, teacher and trainer is not easy, if there is no fitting instrument to
support this process. The project expertAzubi addresses these issues to develop
an online teaching and learning community using Web 2.0 technologies. We pro-
pose a hybridmulti-recommender approach to (1) support knowledge transfer and
sharing among trainees, teachers and trainers in a pro-active way, and (2) use par-
ticularly the user generated contents to generate personalized recommendations
to motivate learners to initialize an active lifelong learning.

The goals and tasks for which the RS are being used in general are for instance:
find good items, recommend sequence [1]. In the TEL context the user tasks that
could be supported by RS are e.g. find novel resources, and find peers [2]. Our
RS covers multiple goals and tasks described in [1,2], i.e. find good items, just
browsing, find novel resources, find peers. Furthermore we also emphasize other
aspects, i.e. Interest Degree which aims at better supporting knowledge sharing,
and combine the different types of recommenders. An initial focus group with
apprentices shows that different forms or types of recommenders are wanted. We
develop a hybrid multi-recommender system with three types of personalized
recommenders, i.e. a hybrid multi-dimensional article recommender, a people
recommender which finds potential peer learners or potential learners to build
learning group, and a knowledge-based video recommender which offers another
type of learning media to motivate learners.

D. Hernández-Leo et al. (Eds.): EC-TEL 2013, LNCS 8095, pp. 613–614, 2013.
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In the expertAzubi community users may create, reference, cite or write learn-
ing materials. They may create tags, attach files, images or videos for the articles
they created and rate or give comments to an article by other community mem-
bers. Community members may publish an article to the whole community or
certain groups. We analyzed the user generated contents from three initial pilot
vocational school classes of the expertAzubi community. Based on the first anal-
ysis we developed and defined four dimensions, i.e. Similarity Degree, Quality
Degree, Interest Degree, and Diversity Degree, for the recommendation process
of the article recommender. Similarity Degree indicates how similar the content
of a contribution in the community is to the current user profile. We aggregate
the training reports of users as user profiles. Quality Degree measures the qual-
ity of a contribution based on the opinion of the community members. Interest
Degree indicates to what extent a contribution draws the attention of the com-
munity members. Diversity Degree shows how broad or diverse the content of
a contribution is. We then make a linear combination with weighting factors
of these four dimensions to get a score for each contribution. This is the first
recommendation list. Another two approaches are incorporated to achieve an
overall RS. (1) We extract the most visited contribution of each user over all
sessions from the log history. (2) Users may participate in different groups or
start a new group in the community, e.g. school class, community members with
similar learning goals. We extract the log history of the user’s most often visited
contributions in each group they belong to. Another two recommendation lists
based on user behavior and user behavior in groups respectively are then gen-
erated. Finally, the hybrid article recommender follows the ‘mixed’ approaches
of [3]. The recommendations from the three different components are combined
based on their normalized scores before being presented to the users. Prediction
accuracy, coverage and diversity were chosen as metrics to evaluate the hybrid
article recommender due to our objectives of RS. The initial offline evaluation
indicates that our algorithm can suggest users substantially useful items.
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Abstract. We present a model that refines current understanding of reflective 
learning in the workplace by relating emotion to the reflection process. 

1 Background 

In the workplace, work and reflection on work are intertwined and feed into each 
through what can be conceptualized as a reflective learning cycle [1].  

Emotion is essential to work and reflection. For instance, positive affect generally 
leads to more creativity [2], and emotions can influence memory [3] and decision 
making [4]. People’s repertoire of actions is affected by emotion, negative mood 
states biasing attention toward threatening features of the environment [5]. Handling 
emotions is crucial e.g. in service and healthcare, and through emotion work [6] 
people manage what they feel and what feelings they display. The basic process whe-
reby people seek to redirect the flow of their emotions is called emotion regulation.  

In technology enhanced learning recent years have seen a strong interest in emo-
tions during learning [7], e.g. in affect-sensitive intelligent tutoring systems and open 
learner models.  In reflective learning in the workplace, tools for capturing, presenting 
and sharing emotion-related information have been developed. Successful tool im-
plementation however critically depends on understanding user requirements and 
constraints in the complex work setting, and in the case of reflective learning this 
includes understanding the role of emotion. Currently the literature does not offer a 
coherent framework for addressing emotion in reflective learning in the workplace. 
We developed a model to meet this need, drawing on a wide range of literature espe-
cially from psychology. The relevance of the model has been validated with empirical 
data from dementia care, collected through observation and in-depth interviews. 

2 A Model Relating Emotion to the Reflective Learning Process 

Our starting point is a four-staged reflective learning cycle [1]. We present an emo-
tion view of the cycle outlining key relationships to emotion regulation for each stage.  

During work, handling emotionally demanding episodes through emotion work 
results in work experiences that one may need to reflect upon later. Individual abili-
ties to handle emotions include emotional competencies that, crucially, can be  
improved through learning [8]. 
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Abstract. Traditionally conversational interfaces, such as chatbots, have been 
created in two distinct ways. Either by using natural language parsing methods 
or by creating conversational trees that utilise the natural Zipf curve distribution 
of conversations using a tool like AIML. This work describes a hybrid method 
where conversational trees are developed for specific types of conversations, 
and then through the use of a bespoke scripting language, called OwlLang, do-
main knowledge is extracted from semantic web ontologies. New knowledge 
obtained through the conversations can also be stored in the ontologies allowing 
an evolving knowledge base. The paper describes two case studies where this 
method has been used to evaluate TEL by surveying users, firstly about the ex-
perience of using a learning management system and secondly about students’ 
experiences of an intelligent tutor system within the I-TUTOR project. 

Keywords: Conversational Interface, Chatbot, Ontology, AIML. 

1 Summary 

The primary aim of the research behind this paper is to develop a method for imple-
menting conversational agents, also known as chatbots, which can change domain 
knowledge easily and expand the base of knowledge through conversation for specific 
conversational situations. This technology could potentially be used in many situa-
tions, however this system has exclusively been used within learning situations. By 
using the developed ontological language (Owllang) together with a traditional chat-
bot development language a survey chatbot was developed. 

This system works by using language prediction. Human is not random but follows 
a Zipf curve distribution of possible responses to preceding utterances [1]. For in-
stance, if person A says ‘Can I try?’ to person B, it is very unlikely that person B will 
respond ‘2 plus 2 is 4’. The chatbot developer, therefore, can try to cover as many 
user responses to each chatbot output as possible, using a descriptive chatbot language 
such as the Artificial Intelligence Meta Language (AIML) [2] to build a map of possi-
ble responses to human interaction, in this paper termed conversational trees. One of 
the earliest examples of this approach is ELIZA which utilized the basic structure of 
Rogerian therapy sessions to emulate a psychiatrist [3]. This is a trial and error  
approach where the developer constantly monitors the chat logs to see if new chat 
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patterns have been discovered that need to be added to the conversational trees. The 
problem with this approach is that it is laborious to change any knowledge within the 
conversational trees. The developed system aids that by allowing knowledge injection 
into the conversational trees from standard ontologies that can be used to describe 
world knowledge [4]. 

A surveying robot has been created that questions users about their opinions. It 
works in English, and can respond to 8 different types of responses from the users. 
The system has been tested to evaluate TEL. The first case study was a surveying 
students about their user experience of the University’s Blackboard system. The sec-
ond test case study has been as an integrated surveyor within an Intelligent Tutoring 
System through the i-tutor project. Creating these new surveyor chat systems using an 
ontological approach has proven to be very easy compared to the natural language 
approach. 

It could be argued that the chatbot just works as an automated interviewer, and a 
human evaluator still has to read through all of the logs, however the chatbot auto-
matically stores what it infers from the communication using the knowledge in the 
ontologies. These ontologies can be examined using semantic web tools and statistical 
tools. What the human evaluator needs to do is extract the gist of the value-added 
information from within the chat, as this is information which would be extremely 
difficult to automate. The users’ responses has also been analysed and the system has 
proved to understand most users feedback with a 96.7% success rate. There are  
only minor issues with double negatives and one user clearly misunderstanding the 
chatbot’s question. 
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Abstract. A critical contextual modelling issue in context-aware recommender 
systems research has to do with developing domain and application specific 
models that offer no reuse and sharing capabilities. Developers and researchers 
struggle to design their own models without any guidance, often resulting in 
overspecialized, inefficient and incomplete context models. On the basis of a 
prior work, we have developed an online context modelling system and learning 
tool that is able to guide and teach CARS developers and researchers through 
the process of CARS context modelling, on how to build their own context 
models in a way that offers sharing and reuse, while at the same time it teaches 
them important modern concepts derived by CARS research, significantly ad-
vancing as a result their knowledge in the field. 

Keywords: Context Modelling Learning Tool, Context Modelling Framework, 
Context-Aware Recommender Systems, Context-Awareness. 

Context-aware recommender systems (CARS) use context data to provide better and 
more personalized recommendations [1]. Context modelling is often used to model 
the contextual parameters to be used during the recommendation process. A critical 
contextual modelling issue in CARS is related to developing domain and application 
specific models that only represent information on the particular application domain 
(e.g. movies, restaurants nearby). Our review on recommender systems that use con-
textual and conceptual models [2] had revealed that most CARS and semantic re-
commenders in the literature are domain specific. Domain specific models cannot be 
applied in other domains, while application specific models cannot be applied to other 
recommenders even of the same application domain. By constructing domain and 
application specific contextual models, many different and very specific models are 
produced with no reuse and sharing capabilities. Moreover, developers and research-
ers struggle to design their own models as they think appropriate and according to 
their own knowledge and skills, with no reference model to use, no guidance and 
strictly based on the application at hand, often resulting in overspecialized, inefficient 
and incomplete contextual models.  

We have attempted to address the above contextual modelling problem in a prior 
work by proposing a generic, abstracted contextual modelling framework for CARS, 
which developers and researchers can use for guidance through the process of 
 properly defining the context for their application [2]. The modelling framework is 
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essentially a model template designed and built as a UML class diagram by using the 
Eclipse EMF. The framework is thoroughly described in [2]. Although this frame-
work was developed as a UML class diagram, it could be mainly used in a theoretical 
manner, as a schematic reference rather than a modeling tool:  (i) it is not an easy and 
straightforward procedure for developers to extend or instantiate a UML class dia-
gram in order to build their own context models, (ii) it is time consuming, (iii) it re-
quires programming knowledge and skills and (iv) it does not offer guidance and 
learning of important concepts. Therefore, based on [2], we have developed an easy to 
use, easy to extend online web-based system called “Context Modelling System and 
Learning Tool” [3]. The tool, through appropriate interfaces and clickable compo-
nents is able to guide and teach developers and researchers towards a more efficient, 
effective, easy and correct selection and usage of context properties for building their 
own application-oriented context models and context instances, allowing at the same 
time for sharing and reuse of context models and instances among applications, re-
gardless of their domain. CARS developers are guided through the process of un-
iformly modelling the most important contextual parameters for their applications, as 
well as on how to use the modelling system to build and/or extend context models and 
instances in order to be applied for their own application. The system is also able to 
introduce to developers and new researchers modern concepts derived by CARS re-
search that they might not be familiar with, such as the “context dependent rating 
data”, the “supposed context”, the “static/dynamic context”, the “context weights”, 
etc., as well as the role of such concepts in a context model and a recommendation 
process. 

We are currently in the stage of evaluating our system by urging postgraduate  
students and researchers to use the system to learn about CARS and their concepts, 
build their own context models, applications and context instances and provide valua-
ble feedback on both the learning process and the context model building process. 
Note that evaluators are not supported with lessons, guidelines or other information 
relevant with the system prior to their actual interaction with it. Based on this feed-
back, the context modelling system and learning tool is continuously updated and 
extended. As future work, an important goal is to enable CARS developers to attach 
recommendation algorithms to their context models in order to create CARS in an 
innovative and straightforward way that also supports sharing and reuse of context 
models. 
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Abstract. We propose the notion of “learning buckets”: Configurable contain-
ers of positioned learning artifacts, that teachers may include in learning de-
signs, and that are filled during the enactment by students or teachers. 
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1 Sharing the Orchestration Load Using Learning Buckets 

The orchestration [1] of learning situations involving multiple physical and virtual 
spaces is challenging for teachers. To aid the orchestration of such learning situations, 
related literature [2] proposes the use of authoring tools to translate pedagogical ideas 
to a computerized format, as well as augmented reality (AR) to access virtual artifacts 
from physical spaces. However, most of these proposals force students to follow a 
predefined learning design in which most details (e.g., tools to use or learning artifacts 
to produce) are specified a priori, thus reducing student autonomy during enactment. 
This “agency issue” is defined by some authors [3], as a clear challenge for practition-
ers in ubiquitous learning scenarios. Teacher-centered designs are asked to evolve to 
student-centered ones, where activities can be managed by the students themselves, 
thus helping the improvement of the learning experience with the decisions taken by 
them [4]. As an intermediate solution between a purely teacher-centered solution (e.g., 
everything is pre-defined in a learning design) and an entirely student-centered ap-
proach (i.e., students have total freedom), we propose learning buckets as an aid for 
teachers in orchestrating such learning situations. Learning buckets can be seen as 
learning artifacts containers, included by teachers in the learning design of across-
spaces learning situations. Buckets are configured with constraints, defining what the 
students are allowed to do within them. During the enactment of a learning situation in 
different spaces, students can fill the bucket with learning artifacts (e.g., instances of 
Web 2.0 tools, Web documents, 3D models), which are tagged with properties of the 
space of interest (e.g., the geographical location or the association with a fiducial 
marker). Since some decisions about artifacts (e.g., type, number, place) and the  
operations over them (create, update, delete) are delegated to the students during 
enactment, part of the orchestration load is transferred from the teacher to the students. 
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Additionally, such decisions represent a more student-centered approach, favoring 
students' agency. We summarize both aspects under the term student-centered orches-
tration, because facilitating teachers the use of student-centered approaches may as 
well be a form of sharing the orchestration load with students. 

The pedagogical opportunities learning buckets may offer can be illustrated 
through an across-spaces learning situation sample scenario aimed at fostering orien-
teering skills in K-12. The situation is composed of two inter-related activities that 
take place in the classroom and at a park, respectively. In the first one (to take place in 
the classroom using a VLE such as Moodle), students are divided into three groups. 
Each group has to prepare an orienteering route for another group, consisting in a 
sequence of quiz questions to answer, located in different places of the park. Students 
can use different Web 2.0 tools to create each question. In the second activity (to take 
place physically at the park), each group must find the questions of its corresponding 
route (created by another group) using a map, orienteering techniques and a tablet 
with an AR application to access to the questions. 

The described situation poses two main challenges to the teacher: how to allow 
students to create their own learning artifacts using Web 2.0 tools as well as position-
ing them in a physical space (increased flexibility and more student-centered orches-
tration); and how to control that creation process using a set of restrictions defined by 
the teacher (maintaining the pedagogical intentions of the teacher expressed in the 
learning design). In this case, a learning bucket for each group may be defined at de-
sign time by the teacher, and configured with constraints (e.g., types and maximum 
number of artifacts that can be created as well as the permitted operations and posi-
tioning types). Such buckets could be embedded in the VLE, allowing students to use 
them during the enactment. 
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1 Rationale 

Participation in communities of practice (CoPs) [1], either in face-to-face, or in 
technology-based environments, leads to the accumulation of experience, stimulates 
the social construction of knowledge and the development of expertise. An overview 
over the occurring complex long-term processes may provide means to foster 
collaboration and social knowledge construction in CoP. In technology-based 
environments, however, this requires valid and reliable automatic analysis procedures 
of the community dialogue. In previous work [2], social knowledge-building was 
analyzed as a cohesion-based collaboration assessment model applied to individual 
chats. This study extends the procedure after aggregating discussion threads from 
asynchronous discussion forums and performs a validation by comparison with the 
results of a manual content analysis based on a critical thinking framework [3]. The 
developed tool makes headway on applying learning analytics in field research on 
virtual CoPs. 

2 Tool Development 

For the automated analysis of dialogue in asynchronous, text-based discussion 
forums, the messages were counted along with their authors’ identifiers, then social 
network analysis was applied to extract betweenness centrality. As a representation of 
the underlying discourse, a cohesion graph was built for each forum discussion thread 
[2]. This was a multilayered graph with three types of nodes: (1) a central node, the 
overall discussion thread, (2) participant interventions and (3) sentences, the main 
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units of analysis as forum posts usually integrate multiple phrases, on which the initial 
natural language processing pipe was applied [2]. As specificity of the previous 
graph, the cohesion expressing the strength of the links was viewed in terms of: 
(1) the distance between interventions; (2) lexical proximity reflected in identical 
lemmas and semantic distances within WordNet; (3) semantic similarity from Latent 
Semantic Analysis (LSA) vector spaces and Latent Dirichlet Allocation (LDA) topic 
models [2]. Links within the graph were established through the explicit referencing 
facility made available in the forum environment (the “reply to” links) or as 
automatically identified cohesive links. Afterwards, each intervention was 
automatically scored and the values are later on cumulated per vCoP member. The 
importance score integrates both a quantitative and a qualitative dimension. From a 
quantitative perspective, different Information Retrieval techniques were used, 
whereas quality was reflected in the topics coverage and in the cohesive links that 
were used to augment the local importance of each intervention. Eventually, all 
discussion threads were automatically aggregated, and a global social network [2] was 
built with all the involved vCoP members. On the other hand, collaboration as a 
complement to participation is assessed as a social knowledge-building effect 
reflected in the information transfer between different participants, by using the 
previous utterance scores and the corresponding cohesive links [2]. 

3 Tool Validation 

The validation study was conducted in an academic vCoP emerging at a US American 
online university. The entire vCoP consisted of N = approx. 500 faculty members. 
During 23 months, they made a total of 7370 interventions. Applying the automated 
content analysis procedure, the overall social knowledge-building scores varied 
between 0 and 5927 (M = 229.83, SD = 576.36). To validate the automated analysis, a 
sample of 414 interventions made by n = 15 vCoP participants was manually analyzed 
applying the critical thinking framework developed and validated for assessing 
critical thinking in online discussions by Weltzer-Ward, Baltes and Knight-Lynn [3]. 
A strong bivariate correlation of r = .72 (p < .001) was found between the manually 
determined messages’ relevance and the automatically determined importance scores, 
which suggests that the automated dialogue analysis provides results similar to the 
manual analysis based on the critical thinking framework. 
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Abstract. etiquetAR is a web-authoring application designed towards learning 
purposes to support practitioners in the design of activities based on QR codes. 
This poster illustrates how etiquetAR QR codes were used to augment a Univer-
sity Campus as a support for a gamified tag-based learning activity. The QR 
codes generated change its behavior depending on the profile of the student in-
teracting with the tag. The results show the successful application of etiquetAR 
in a real educational context. 

Keywords: Augmented spaces, mobile learning, QR tags, personalization, 
game, user study. 

1 Augmenting the University Campus with etiquetAR 

Tagging technologies such as QR codes offer outstanding possibilities for transform-
ing spaces into digitally augmented learning spaces. Tags, when attached to particular 
locations, add a digital layer of information that transforms the physical surrounding 
extending users’ learning experience [1]. Although there are tools for generating QR 
codes, to the best of our knowledge, there are no tools oriented towards learning  
purposes. etiquetAR1 [2] has been designed towards educational purposes with the 
following functionalities: (1) creating, editing and deleting QR codes with one re-
source per code, (2) associating profiles to each of these resources and (3) organizing 
codes into collections. The codes can be accessed using any QR reader installed in the 
students’ smartphone and commented if necessary. Teachers can use their smart-
phones to delete and even hide an eventual inappropriate comment during the activity, 
on runtime.  

etiquetAR was used to generate 17 QR codes for augmenting the Campus of the 
University Pompeu Fabra (UPF). Two teachers designed these codes as a support for 
a learning activity in which first-year undergraduate students registered to the Engi-
neering Bachelor’s degrees in Informatics, Telematics and Audiovisual Systems were 
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invited to learn about the campus services and areas. The codes contained three ques-
tions, each associated to one profile corresponding to one of the three Bachelor’s 
Degrees. Since each Bachelor Degree follows a curriculum focused on different areas 
of ICT, it was especially interesting to show the students distinct information when 
accessing to the tags. Also, the tags were designed so as to let students to add com-
ments and see comments left by others on-the-fly, since the tags are dynamically  
updated on runtime with students’ contributions. Once designed, the teachers distrib-
uted and attached the tags to 17 locations along the Campus areas. 

2 A Gamified Tag-Based Learning Activity 

The activity was prepared for the first week of the course "Introduction to Information 
and Communication Technology" (IICT). In this activity, students had to explore the 
campus looking for the QR codes and solving the different questions contained. A 
mobile application was implemented specifically for the activity to offer a gamified 
environment for the students. The mobile application was used to guide the students 
along the activity flow that required the interaction with the different QR codes. This 
application also included a QR reader and was in charge of producing log files regis-
tering the students’ interactions with the tags. The computational representation of the 
game followed a conceptual model or defining educational mini-games [1]. 

The results show that etiquetAR was successfully used by the teachers and very 
well adopted by the students in this educational context. First, the teachers agree that 
etiquetAR is a usable tool and a good support for designing and enacting tag-based 
interactive activities. One of the teachers says: “eitquetAR is a useful and simple tool 
that allows you to create in few steps QR-codes, edit and associate them to different 
resources and profiles”. Second, teachers value the profile functionality and the log 
files collected indicate that most of students accessed only the information related 
with their course profile. Third, students agree that the activity helped them to locate 
themselves in the campus while learning about the different areas and services. Also, 
teachers indicate that QR codes are especially interesting in “closed controlled spaces 
where the technology GPS does no work” [Teacher A] and “in situations in which you 
expect the user to voluntarily access the information in the tag” [Teacher B]. 
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Abstract. Chat conversations with multiple participants are widely used in 
solving a wide range of CSCL tasks. One of the reasons for their success is that 
they encourage multiple conversation threads to exist in parallel, thus allowing 
multiple topics and ideas to be debated at the same time. These threads may be 
detected more easily if we would be able to identify the links that exist between 
the utterances of a conversation. This paper tries to explain whether semantic 
similarity measures from Natural Language Processing (NLP) may be success-
fully used to detect the links between utterances in CSCL chat conversations. 

Keywords: Chats, CSCL, NLP, Semantics, Implicit Links. 

1 Introduction 

Chat conversations are used in a large range of Computer-Supported Collaborative 
Learning (CSCL) activities, especially for debating and solving difficult problems [1]. 
One of the reasons for the successful use of chats in CSCL tasks is because they allow 
the existence of parallel discussion threads that are inter-animating [2].  

Discourse analysis does not provide a theory for processing multi-party conversa-
tion chats. However, there are new theories that propose the use of conversation (or 
coherence) graphs for chat analysis [2]. At the base of these theories is the existence 
of a multitude of links between utterances that might explain the evolution of the 
discussion threads. However, the discovery of these implicit links is a difficult task, 
mainly because of the different types of links that may arise in a conversation [3].  

2 Are Semantic Links Useful for Analyzing CSCL Chats? 

Semantic relatedness between proximal words is an important feature in most cohe-
rent discourses and various linguistic methods have been proposed. Some of them are 
called “strong” semantics (or knowledge-based) methods because they use lexical 
resources built by linguists, while others are called “weak” semantics methods and 
they only require a large volume of discourse corpora to compute the relatedness be-
tween any two words using statistics. Thus they are known as corpus-based methods.  

Starting from a corpus of multi-party chats with explicit links added by participants 
and containing over 2500 utterances, a first experiment was to compare the distribu-
tion of the explicit links to the semantic similarity between the current utterance and 
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utterances that are at a certain distance before it. Fig. 1.a shows the average semantic 
relatedness scores computed using Latent Semantic Analysis (LSA) [4]. There is a 
very good resemblance with the distribution of the explicit links in Fig. 1.b, with two 
important differences: (1) the semantic relatedness scores are varying with the dis-
tance less abruptly, and (2) the semantic similarity is decreasing constantly with the 
distance until it stabilizes at dist=8; afterwards the variations are so slightly that they 
are probably caused by the overall discourse coherence.  

 

Fig. 1. (a) Average semantic relatedness computed using LSA, (b) Distribution of explicit links  

On the other hand, it is clear that not all links can be identified using just the  
semantic similarity scores, especially the ones that depend on pragmatic and conver-
sation-specific elements (e.g. adjacency pairs, signaling turns and others). 

3 Conclusions 

The distribution of explicit links is very similar to that of the semantic similarity 
scores, thus proving that both links and semantic similarity measures have a similar 
behavior on a global scale. However this is not always true when analyzing local ele-
ments: an individual link between two utterances is not always explained by semantic 
similarity and our studies show that only less than half of the links may be explained 
by semantic similarity or relatedness scores (knowledge and corpus-based) alone.  
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Abstract. E-Flashcards are an approach to support students for active learning 
and individual feedback – even in large scale university courses. This paper 
presents results of a pilot study for using e-flashcards in two courses. The study 
shows a wide usage and acceptance of the e-flashcards in combination with fur-
ther incentives to enhance user activity.  

Keywords: active learning, e-flashcards, evaluation.  

1 Introduction 

The approach of using electronic (e)-flashcards in large-scale courses supports active 
and self-directed learning of the students and helps to deepen the knowledge on terms 
and facts (see [1, 2]).  This paper presents a study, which investigates the user accep-
tance and the use of e-flashcards within large scale university courses. The study was 
conducted in the winter term 2012/13 in the two courses "Fundamentals of Business 
Computer Science" (1st semester) and "Database Management Systems 1" (3rd seme-
ster) at the Faculty of Computer Science, University of Applied Science and Arts, 
Dortmund (Germany). As an additional incentive for learner activation, the creation 
and rating of e-flashcards was awarded by bonus points which counted on the final 
examination mark. 

The aim of the study was to get insights about the acceptance and usage of e-
flashcards in large scale courses. Methods of evaluation were a logfile analysis of the 
e-flashcard server and a survey which gives answers to the question of the acceptance 
and difficulties during the usage of the e-flashcards.  

2 Experiences and Results 

In the first course "Fundamentals of Business Computer Science 1", 87 students regis-
tered on the of e-flashcard platform. During the study 61 participants created (= 70% of 
total group) 642 cards. 75 participants (86%) generated total of 1809 reviews and the 
instructor created 303 reviews additionally. The average of the created e-flashcards is 10 
cards per author, which is closely linked to the organizational framework (0.5 points per 
created e-flashcard, max. 5 bonus points overall).  

In the second course "Database Management Systems 1" 34 students registered on 
the e-flashcard platform. During the survey period, 26 participants (= 76% of total 
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group) created 369 cards. 20 participants (59%) rated 602 e-flashcards. As in the other 
course, the number of users increased strongly in the last two weeks in which bonus 
points for the creation of e-flashcards could be achieved. In this course, 20 users 
(83%) created exactly 16 e-flashcards. This is linked to the organizational conditions 
directly (0.25 points per card, max. 4 bonus points overall).  

The survey of the user acceptance of e-flashcard system was based on a question-
naire and was conducted in the first course. In this survey attended about 50% of the 
total participants (37 people). The technical learning support by means of e-flashcards 
was evaluated with good or very good by more than 80% of the participants. About 
70% of the respondents indicated the creation of e-flashcards as a good method to 
deepen the course content. 32 of the 37 respondents (= 86%) quoted to have dealt 
with a learning topic before they created the corresponding e-flashcards. In addition, 
about 63% of the respondents said that they could remember the content better due to 
the creation of e-flashcards. By 74% of the respondents was indicated that the rating 
and commenting of e-flashcards is a good method for individual feedback on the 
created content. 60% of the respondents considered the ratings done by the lecturer as 
more important than those of other students.  

Overall, the feedback regarding the user acceptance of e-flashcard system is posi-
tive. However, this high level of user acceptance is not reflected in the actual use of e-
learning cards during the examination preparation phase. In this phase no additional 
incentives were given to increase learner activation. This resulted in a significantly 
lower use of the learning system compared with the use together with additional in-
centive in both courses.  

3 Conclusion and Outlook 

In this paper evaluation results of the use e-flashcards within two university courses 
were presented. This study showed that learners expressed a high level of acceptance 
of e-flashcards. However, a discrepancy occurred between the high user acceptance 
and the low use of the e-flashcard system during the examination preparation phase. 
This discrepancy is topic of our further research.  

Acknowledgement. Thanks to Markus Förster and Robert Zimmer for support in 
evaluation. 
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Abstract. The impact of the Internet on working practices has been profound, 
in terms of how people communicate, collaborate and network. In parallel, there 
has being increasing prominence given to interdisciplinarity as a means of ad-
dressing cross-disciplinary research challenges. This poster explores how inter-
disciplinary research can make better use of new technologies as a means of  
developing shared understanding. Interdisciplinary projects investigating Tech-
nology-Enhanced Learning (TEL) make a particularly relevant site for such re-
search. We have found that a key means of support for the development of work 
on interdisciplinary projects is the development of mediating artefacts to sup-
port the articulation and process of discourse. 

Keywords: Interdisciplinarity, Technology-Enhanced Learning, mediating arte-
facts.  

1 Introduction 

Technology offers an obvious way to break down the disciplinary boundaries in tradi-
tional academic practice because it is the medium through which research findings are 
translated into cultural products. As Moran [1] notes referenced in Conole et al. [4] 
‘both material objects and narrative devices, technologies have as much to do with 
re-imagining and presenting normative accounts of society as they do with providing 
local solutions to practical problems.’ 

In interdisciplinary working a number of strategies can be adopted. One key aspect 
is the need to ensure that there is effective communication. The different perspectives 
amongst team members need to be articulated and interrogated in light of the research 
question being addressed. An ongoing iterative process of dialogic engagement and 
critical reflection is needed, so that the team can come to some degree of shared un-
derstanding and consensus. The time and effort needed to achieve this should not be 
underestimated. Technologies have the potential to act as powerful mediating-
artefacts (Conole et al. [2]) in this process, by providing mechanisms for sharing and 
documenting understanding; and hence co-construction of new knowledge. 
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2 Mediating Artefacts 

We illustrate this process in terms of a number mediating artefacts: a shared vocabu-
lary wiki from the PI project (http://www.pi-project.ac.uk), and design and evaluation 
framework from the xDelia project (http:// www.xdelia.org). The projects share some 
similarities: they both involve interdisciplinary teams, and they both involve the de-
sign of a product, in the case of the PI project a toolkit to support inquiry and in the 
xDelia project, games to support the development of self-regulation to improve  
financial decision making.  

In the PI project we were particularly interested in the use of mediating artefacts 
during the design phase. The development of the vocabulary on a shared wiki was 
very influential to communication in the project design phase. The first version of this 
project glossary wiki was produced during a workshop event. Some of the terms, 
which triggered this development included ‘scenario’, ‘activity’, ‘stages’, ‘phases’, 
‘workflow’ and ‘script’. The xDelia project was European-funded, involving seven 
partner institutions working together in the attempt to explore the impact of emotion 
regulation on financial decision-making and address this by the use of serious games. 
We were exploring the activities of traders and investors led by finance experts and 
the effects of emotion biases on members of the public led by experts in personal 
financial capability. Also the team contained serious games researchers, researchers in 
sensor technology, and cognitive neuro-scientists and educational technologists. The 
key mediating artefact was the Design and Evaluation (D&E) framework [3]. This 
pictorial representation of the activity of design and evaluation and the relation be-
tween these activities was derived from a literature review. The D&E framework both 
acted as a model for the design of effective project interventions, providing structure 
and support for good practice and acted as a lens through which to reflect on what 
happened during the intervention, involving the stakeholders as reflective evaluators 
and feeding the findings back into the project on an ongoing basis.   

In an interview study of some TEL researchers, clear and ongoing communication 
emerged as a key strategy for interdisciplinary working [4]. 
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Abstract. Along with the theoretical and practical research on introducing a 
social dimension to adaptive educational hypermedia, the evaluation of such 
systems becomes more important. Existing evaluation methods are mostly 
based on statistical and qualitative analysis, in which researcher bias is built in 
and unavoidable. Moreover, they adopt either a traditional “as a whole” 
approach making it difficult to evaluate a system from different perspectives, or 
a “goal specified” approach, which only covers a specific aspect. Therefore, this 
study proposes a generic method for evaluating system functionality.  

Keywords: adaptive educational hypermedia system, evaluation, framework. 

1 Introduction 

The evaluation of social personalized adaptive e-learning systems has been 
considered a complicated and effort-consuming task. Several evaluation approaches 
[1-3] have been developed, only covering limited perspectives. 

2 System Functionality Evaluation Methodology 

We have developed a component-based evaluation framework, which uses a Likert 
Scale (1-5) and has four components: (1) System Functionality; (2) Learning 
Perspective; (3) System Prospect and (4) Overall System Classification. The first one, 
System Functionality, is further detailed here. This component aims at using a Likert 
Scale to evaluate system functionalities from different performance aspects such as 
accessibility, effectiveness, operability, reliability, scalability and usability. We 
associate a weight, ‘w’ with each considered performance aspect, which represents its 
significance. The score value of this component, ‘CompFUNC’, is calculated using Eq. 
1 for representing the overall system value against the considered system 
functionalities. The score value is measured by taking summation of product of the 
considered performance aspects of system functionalities, ‘SubSys(aspectID,subSysID)’, and 
the associated weight, ‘w(aspectID,subSysID)’, where ‘aspectID’ represents a considered 
performance aspect; ‘subSysID’ represents a considered sub-systems; ‘m’ represents 
the number of the considered sub-systems. The generalized description of 
‘SubSys(aspectID,subSysID)’ for each considered system functionality represented as 
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‘F(aspectID,funcID,subSysID)’, could be calculated using Eq. 2, where ‘funcID’ represents a 
considered system functionality; ‘w(aspectID,funcID)’ represents the corresponding 
associated weight; ‘n’ represents the number of the considered system functionalities 
within the sub-system. ‘F(aspectID,funcID,subSysID)’ could be calculated using Eq. 3, where 
‘q(i, j)’ represents the jth question related to the considered system functionality, 
‘F(aspectID,funcID,subSysID)’, answered by the ith respondent; ‘wj’ represents the 
corresponding associated weight of this question; ‘k’ represents the number of the 
questions related to the considered performance aspect of a considered system 
functionality; ‘a’ represents the total number of respondents. The term ‘1/a’ is used to 
minimize the level of biasedness arising from the answers of a respondent.  

 , ,     1  

, , , ,  2  

, , 1 ,                                            3  

3 Conclusion 

We have developed component-based framework for evaluating social personalized 
adaptive e-learning systems, aiming to reduce researcher bias, as well as provide a 
broader performance perspective of such a system. This evaluation methodology were 
used to evaluate the Topolor system [4] and allowed identifying a set of important 
features for further improvement [5]. Here, we have only described the first aspect of 
this framework, the System Functionality evaluation methodology. 
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Abstract. In 2009 the authors of this paper published their proposal for
a modular software architecture for computer aided assessments and au-
tomated marking. Since then, four more years of experience have passed.
This paper reports on technical and organizational aspects of using the
proposed architecture and the actual system in various scenarios.

1 Introduction

In recent years, several systems for automated grading and computer aided as-
sessment haven been published [1]. As others, the authors of this paper published
their architecture for a system called JACK in 2009 [2]. The system has been
in continious use for four years since then and had to scale up to fulfil its duty
in multiple dimensions: It had to support more users, a broader range of exer-
cises, and more feedback types. At the same time, it turned from an experimental
project to a sustainable part of the didactical concepts of the introductory course
to programming at our university. There is a growing portfolio of exercises, which
reduces setup time for each future term. It also makes it easier for new teachers
to start working with JACK, so that continious use can be assured. Moreover,
the quality of feedback messages for particular exercises could be improved over
the years, making the system more helpful to the students.

2 Dimensions of Scaling

JACK has been in use for introductory courses to programming with up to 2’000
submissions per single programming exercise, but also for smaller project courses
with more complx exercises, and for courses on mathematics. This implies scaling
in various aspects: Number of submissions, size and complexity of exercises, and
amount of feedback.

Scaling the number of submissions is the easiest problem that could be solved
by using parallel grading components. The architecture of JACK considered this
solution in its design, so applying it was mainly a matter of available server
capacity. Each grading component is currently run on a virtual server, where a
single CPU core with 2.5 GHz and 4 GB RAM is sufficient.

Scaling the size and complexity of exercises turned out to be no problem at
all for automated grading. JACK was generally able to handle complex exercises
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involving libraries and multiple submitted files as quick as simple exercises in-
volving just a single source code file. However, the setup time for a teacher to
configure a complex exercise is of course larger than for simple exercises.

Scaling the amount of feedback is harder: There is a strong dependency be-
tween the number and size of test cases and the run time of the grading process.
There is also a dependency between the size of test cases and the readability
of the feedback. Hence using more and larger test cases is not always helpful
in means of better feedback. This can partially be solved by providing filtering
information, so that potentially uninteresting parts of the test output (which can
e.g. be console output from the program under test or program traces produced
by JACK) are removed. Careful design of test cases can also help to reduce
the amount of unnecessary feedback. This in turn possibly increases the setup
time for an exercise. Another way of tackling this problem is postprecessing of
test output, e.g. by highlighting relevant sections. However, this adds an extra
amount of run time and thus decreases performance. In summary, there is a
trade-off and possibly also a scaling problem related to the amount of feedback,
the number of test cases and the performance of the system.

3 Conclusions

This paper reported on four additional years of experience with JACK and the
underlying architecture. It could be shown that JACK is scalable in various
dimensions. One way of measuring sustainability is asking the students for their
attitude towards the system. When JACK was first introduced, students were
sceptical and some actively tried to avoid the system. But very soon the attitude
turned and students engaged in supporting JACK, e.g. by becoming tutors. To
get a more precise picture, students for the introductory course were invited
to take part in a survey at the end of each winter term and answer questions
regarding their attitude towards JACK. In almost every survey more than 60%
of the participants expressed a positive or very positive attitude towards the
respective system. This can be seen as a clear indicator that the use of JACK
has a solid and sustainable support from the students using it.
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Abstract. The social web paradigm has modified the way people behave on the 
Web. Amongst the many consequences of this change the amount of online re-
sources directly produced and shared by users has increased considerably. In 
this scenario the importance of methods to evaluate the educational relevance of 
the resources raises up. In this poster we propose an approach based on recent 
advancements of Linked Open Data. 
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1 Evaluating Educational Relevance: A Linked Data Approach 

In the last few years the development of the Social Web has changed the way Open 
Educational Resource repositories are considered, from static collectors of resources 
to dynamic and social environments able to support social activities such as sharing of 
knowledge, commenting and voting. At the same time, social media environments, 
such as YouTube, Flickr, Slideshare, have included specific sections related to educa-
tion, thus becoming a meaningful source of educational resources. In this scenario the 
problem of promoting an automated approach to analyze and evaluate the huge 
amount of resources suitable for learning raised up. Duval and Ochoa have studied 
relevance ranking metrics for Learning Objects (LOs), proposing the LearnRank func-
tion [1] based on Pagerank (the well-known algorithm used by search engines to 
evaluate the relevance of web pages)  and a model to transform the relevance concept 
into a numerical value [2]. Both authors consider relevance of LOs as a multi-
dimensional issue, where the learning context plays a key role. While these studies 
focus on the relevance of LOs, the recent evolution of Social Web provides further 
potentials to infer relevant clues about the educational relevance of resources on so-
cial media environments by exploiting social activities such as rating, liking and 
commenting; furthermore, the concept of learning context is affected as well; finally, 
the increasing publication of datasets in the background of the Semantic Web requires 
a review of the previous models to evaluate the educational relevance of  resources.  

In the framework of the LinkedUp project (http://linkedup-project.eu/), several  
data curation activities have being carried out, aimed at assessing, cataloging, anno-
tating and exposing all sorts of Web data of educational relevance. Both explicitly 
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Serendipity, the process of making fortunate discoveries for which someone was not 
looking for, can play a crucial role in leveraging creativity in learning [1]. Serendipity 
enables creative connections to develop while it can have a role in revealing hidden 
connections or “hidden analogies”, especially in a social context such as in most 
learning processes [2]. The results of a chance encounter can result in new ideas 
relevant to the learner’s previous knowledge [3]. In previous work, we have reviewed 
the related literature and identified five enabling factors for serendipity [4]: diversity, 
unexpectedness or novelty, personalization, visualization, and social interaction. The 
aim of this paper is to construct an architectural framework based on the 
aforementioned factors that can be used as a guide in the development of information 
seeking systems aiming to leverage serendipity in learning. 

We consider the information seeking process as an iterative process in which the 
learner seeks inspiring, serendipitous information within layers of the available 
resource space comprising enterprise and Web sources that are possible anchors to 
serendipitous findings. We have separated the sources of information in the following 
categories: Inspirational Artifacts (0) consisting of pools of inspirational resources 
such as idea repositories that may be available to learners. Social Networks (1) 
consists of popular services where the “who follows whom” paradigm exists such as 
LinkedIn. Search Engines (2) can be utilised for augmenting data retrieved from 
information streams. Sensors (7) in the form of e.g., browser plugins can gather 
information from the users activity whilst using their browser (3) of preference. These 
sensors will track the URLs the learner visits thus giving us access to the content, 
which in turn can be used for processing down the processing pipeline. Tools can be 
used to gather information from internal sources such as proxies (8), logs (9) or 
crawling (10). Crawling caters more for historical data rather than real-time streams 
of information. Finally, we may have access to other artefacts that can inspire learners 
in the form of conceptual designs, best practices, ideas from similar domains, etc. 

Having defined the information sources, the next step is to determine what type of 
information is accessible and build modules which can handle the data processing and 
storage. For example, when gathering information from Social Networks we need to 
handle “live” streams of information and process them in real-time, possibly 
employing event possessing capabilities, whereas Search Engines are processed on 
demand where the search query is formulated in real-time.  Furthermore, sensors 
gather information every second and then store it at specific intervals. 
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Fig. 1. Architectural Framework for Supporting Serendipity in Learning 

The Data Collector (12) module takes care of providing a unified interface so that 
streamer, crawl and sensor modules store information using the same mechanisms. 
Once the information is stored, some pre-processing is needed by means of the 
Profiler (13), which will model the user, to determine her areas of expertise, her 
interests, etc.; the Content Classifier (15), which will pre-process the information to 
determine common traits between content regardless of information sources; and the 
Indexer (14), which will pre-process the results of common queries when searching 
for profiles or content stored in the component. The architecture also includes a 
module for extracting, modelling and storing “Social Interaction” (18) data, e.g., 
clustering profiles in order to create groups (16). The “Logic” (17) set of modules is 
considered to be the “intelligent” part of the architecture that contain the algorithms, 
which perform diversification or boost novelty of content and provides the results for 
inspirational search, browsing as well as recommendations. These results are accessed 
via the UI (19) which will provide the user with alternate interfaces to assist in the 
creativity process for the goal at hand.  
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1 Motivation 

Driven by ever shorter cycles of innovation, organizations and individuals nowadays 
have to acquire, understand and apply new knowledge in shorter periods of time [1]. 
Much of this rapid learning appears to be achieved by workers learning on the job and 
from colleagues – informal learning rather than learning from traditional, curriculum-
based training [2]. Mobile technology could potentially provide support to this infor-
mal learning as it can provide scalable and flexible learning tools that can be used at 
any time across a variety of locations: at home, on different work sites, during travel 
[3]. However, designing learning technology that can support such unstructured, crea-
tive and expertise-driven informal learning is challenging, especially as there are like-
ly to be great variations across employees in terms of their perceptions, experiences 
and expectations regarding technology [4]. These expectations and experiences may 
also differ from those of the developers and designers. Yet it is the match between 
user requirements and functionalities that lies at the heart of a successful learning 
technology. In Learning Layers we are exploring how creating and using Personas 
may help to design scalable technology for supporting informal learning in healthcare. 

2 Background 

We have been working with medical practices to understand their informal learning 
context. This area is a good fit for our interest in informal learning since professional 
practice in the healthcare sector is characterized by dealing with complex situations 
that require the skilful integration of knowledge [2]. Generalized information is often 
of little practical value for effectively dealing with the ‘messy’ situations in daily 
practice [5]. In such circumstances, greater value is found in the tacit knowledge, 
either from individual experience or from the experience of others. Furthermore for 
sharing these experiences these independent organisations have to agree to adopt 
cross-organizational learning solutions. That in turn requires designers to understand 
what is acceptable for users as well as what is technically possible. To obtain this rich 
understanding of current informal learning practice we ran 3 focus groups with 3 UK 
medical practices, involving 23 participants. Based on an analysis of the transcripts 
Personas were created: http://learning-layers.eu/layers-personas-for-the/ 
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3 Results 

In analyzing the data and developing the Personas, we observed an increased demand 
for communication and knowledge acquisition concerning informal learning. But it 
also becomes clear that employees are currently not sufficiently supported in their 
learning and knowledge acquisition. In particular more senior staff (e.g. Personas: 
Natasha and George), seem overextended with the growing communication demand 
caused by their colleagues who strive for more knowledge. Hence, these Personas are 
overwhelmed with redundant knowledge sharing activities, yet they are also key ac-
tors for informal learning activities in their networks and supporting their knowledge 
creation and sharing work with ICT could have a big impact across the organization. 
Building on this understanding we are collaboratively developing solutions for scala-
ble learning technologies to support these Personas. Initial design ideas include: 

A tool to facilitate easy content production and sharing capabilities, including the 
ability to track maturity of the content and share with trusted networks.  

A tool supporting individuals in keeping track of their learning needs as they arise 
during work. Providing a space where they can reflect on and respond to these learn-
ing prompts and choose to share this learning with others. This requires providing a 
tool that can help them to enrich, revise, structure, assemble, search and share these 
contents collaboratively. The core idea is to integrate learning and sense making into 
the work environment.  

Acknowledgments. The research leading to the presented results was partially funded 
by the EC under the 7th Framework Programme through the project LEARNING 
LAYERS. 
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1 Introduction 

Serious games are applications combining educational content with gameplay by 
integrating learning objectives into a game-like environment to keep up the player's 
motivation to continue playing, and hence learning. This characteristic is highly 
sought after in educational contexts, making serious games a big asset for didactics 
[1]. Offering new learning contents through a game not only induces higher motiva-
tion, employing serious games can also yield higher learning success than presenting 
material in a classical, non-computer based, way [2]. Only few people having the 
proper didactical background to tailor the learning objectives to the students’ need 
also have the programming knowledge and game design skills allowing them to de-
velop didactically and technically sound serious games [3, 4]. In this paper, we argue 
for an approach to enable didactical experts, i.e. educators, to develop serious games 
adapted to their own learning content. To address this problem we develop a tool 
allowing educators to visually design their serious games, which is based on model 
driven development techniques that allow the generation of software from visual 
models. We describe the first step towards this tool, the development of the underly-
ing domain specific modeling language (DSML).  

2 GLiSMo: Serious Game Logic and Structure Modeling 
Language 

To identify requirements for the development of our domain specific modeling lan-
guage GLiSMo an in-depth literature review was conducted. As the result of our re-
view, we have identified 18 publications mentioning 23 influencing factors for serious 
games, from which we have derived 24 requirements. GLiSMo is a modeling lan-
guage, which allows designing the structure as well as the logic of a serious game.  

Serious game structure modeling describes how a serious game and its game world 
are built. Here, the Serious Game Root element, present once for each game modeled, 
plays a special role, as it is the point of origin for all other elements. Serious game 
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root elements can have one or more acts, which have similarities to levels in common 
games and are divided by one or more scenes. A scene describes a specific spot or 
place within the game world. This can for example be a room within a building. The 
element Object represents all kind of objects within the game world, i.e. doors, boxes, 
trees. The Character element represents the player itself and non-player characters 
(NPC). An inventory element is used for storing objects taken by the player. The ele-
ment feedback manager manages the textual feedback given to the player. The Re-
ward Manager stands for the scoring and rewarding within a serious game. The Audio 
Manager and Video Manager allow the playback of audio and video during the game. 
The GUI Manager is used to display buttons, textboxes, scores or the game menu.  

Serious game logic modeling characterizes the behavior in terms of how does the 
game react on specific actions performed by the player, or events occurring during 
game play. It also describes the assessment of player actions and the game adaption 
according to the adaption results. To define the boundaries of a logic model, we de-
note the initial-state by a black circle; final-states are represented by an encircled 
black circle. The element action enables the player to interact with the game world. 
This has different types, e.g. take object, use object, representing different interaction 
methods in the game world. The element task represents different tasks, i.e. multiple-
choice questions. The associated assessment element evaluates the result and initiates 
processes to give feedback and achievements to the player.  To manage the informa-
tion and control flow, we use so called streams to connect the elements. To make a 
progress along the control flow the player must execute the described actions. To send 
events and messages between elements a dotted arrow will be used. Furthermore fork 
and join as well as branch elements are used to manage parallel and branched flows.  

3 Conclusion and Future Work 

Supporting educators design serious games through model driven development tech-
niques is a promising approach. In this paper we proposed our first steps towards a 
DSML for serious games. Future work includes the extension of the modeling lan-
guage with more elements supporting different tasks and assessment methods. Fur-
thermore GLiSMo must be evaluated with educators to determine its usability. In 
parallel a visual design tool for GLiSMo will be implemented. 
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Abstract. While many innovations in Technology Enhanced Learning (TEL) 
have emerged over the last two decades, the uptake of these innovations has not 
always been very successful, particularly in schools. The transition from proof 
of concept to integration into learning activities has been recognized as a bot-
tleneck for quite some time. This major problem, which is affecting many TEL 
stakeholders, is the focus of the four year iTEC project that is developing a 
comprehensive approach. 

Keywords: Systemic change, uptake of ICT, schools. 

Following the introduction of the World Wide Web, resulting in a boost in innova-
tions in the field of Technology Enhanced Learning (TEL), many (more) barriers to 
the uptake of ICT in schools have been identified. The importance of this problem can 
not be overestimated given the wide range of stakeholders that are affected by it and 
the ensuing lack of adoption of ICT in schools. Therefore, a comprehensive approach 
is required in order to change the way key players, including teachers, learners, ICT 
co-ordinators, and policy makers adopt emerging technologies. Such an approach, 
developed in the iTEC1 project, is built on the following five principles. 

First, addressing the mainstreaming gap given that the effectiveness of the main-
streaming is often the most determining factor in changing the practice for capitaliz-
ing on what ICT can offer. Second, aiming for systemic change by improving the 
mainstreaming approach rather than to provide a few successful mainstreaming show 
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cases of hyped technology that might be obsolete in a few years. Third, connecting 
with current practice of learners, teachers, head teachers, and policy makers as de-
signs for the future classroom that are simply too unconnected with current practice, 
fail to engage teachers and cannot be mainstreamed because they are divorced from 
educational policy making in the real world. Fourth, building on the engaging poten-
tial of emerging technologies for learners and teachers and fifth, innovation with 
beneficial impact viz. innovation must be a change that creates positive value and is 
better (more effective, more efficient) than its predecessor. 

Based on these principles, iTEC is developing the following innovative artefacts: 

• Ready-Made Scenarios. iTEC provides a set of scenarios (i.e. de-contextualised 
structured narrative learning designs) that are aimed to help teachers to go beyond 
their usual classroom activities and to explore emerging technologies. These sce-
narios are adapted by teachers to their own local context. 

• Ready-Made Learning Activities. Learning stories consist of learning activities and 
are further elaborations of scenarios as concrete instantiations. Learning activities 
make the resource (material, people, events) requirements more concrete. By pro-
viding different levels of abstraction, teachers and learners can choose the appro-
priate level for their purpose. 

• A Future Classroom Scenario Method. As iTEC is aiming for systemic change, it 
also provides a method with procedures and techniques for developing such sce-
narios.  An important part of this toolkit is the iTEC innovation matrix that allows 
teachers, head-teachers, ICT co-ordinators, and MoE to assess where they are with 
respect to four innovation dimensions, and develop scenarios that facilitate taking 
the next step.  

• The Learning Activity Design Method, that guides teachers in how to find and use 
an archive of Learning Stories and Learning Activities which are derived from 
iTEC scenarios. It is much more focused on enabling the adoption of advanced 
pedagogical approaches by teachers, supported by appropriate technologies and 
other resources. The Learning Activity Design Toolkit is used by individual teach-
ers and collaborative communities. 

• A Collection of Widgets. The iTEC widgets are small ready-to-use educational apps 
that can be deployed in different so-called ‘shells’. A shell is a container technol-
ogy for widgets. 

• A Number of Technical Artefacts, Including Services and Specifications. These 
artefacts, include automated help in finding feasible scenarios, automated support 
for localisation, finding more easily other types of resources, download and play 
applications, plug and play authentication and authorisation, support in establishing 
new collaborations, and last but not least the iTEC Educational Cloud (IEC).  

All these iTEC artefacts have one characteristic in common: facilitating the uptake of 
ICT in schools.  However, the benefits are not restricted to that and the iTEC techni-
cal artefacts will also be beneficial to other stakeholders including technology provid-
ers, standardization bodies, and researchers. 
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Krämer, Nicole 191
Kranich, Luise 589
Kravcik, Milos 484
Kristensen, Karina Dyrby 478
Krogstie, Birgit R. 151, 615
Kump, Barbara 178
Kunzmann, Christine 460, 484
Kuuskankare, Mika 165
Kyza, Eleni A. 274

Laanpere, Mart 260, 484, 526
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Muñoz-Cristóbal, Juan A. 565, 621
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Rodŕıguez-de-las-Heras, Antonio 5
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