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Abstract. This paper deals with a new strategy to evaluate a Natural Language
Processing (NLP) complex task using the Turing test. Automatic summariza-
tion based on sentence compression requires to asses informativeness and mod-
ify inner sentence structures. This is much more intrinsically related with real
rephrasing than plain sentence extraction and ranking paradigm so new evaluation
methods are needed. We propose a novel imitation game to evaluate Automatic
Summarization by Compression (ASC). Rationale of this Turing-like evaluation
could be applied to many other NLP complex tasks like Machine translation or
Text Generation. We show that a state of the art ASC system can pass such a test
and simulate a human summary in 60% of the cases.

1 Introduction

Alan Turing predicted that computers will be better at playing complex board games
like chess than to chat with humans in an open world. Natural Language Processing
(NLP) appeared in 1951 to be one of the greatest challenges for computers. Surpris-
ingly, some tasks like automatic summarization appeared to be easier than anticipated
when considering extracts instead of abstracts [1]. Summarization by extraction often
consists in segmenting the text to be summarized into sentences and to apply scoring
methods to rank sentences by decreasing informativity. In this simplified task, resulting
short summaries are often readable because they use real sentences. The main diffi-
culty when dealing with longer summaries involving ten or more sentences is to avoid
breaking anaphora. This is handled using simple heuristics like displaying top ranked
sentences in the order they appear in the original text. Since local text grammatical-
ity is ensured by keeping entire sentences, resulting summaries often give the illusion
that they were written by a human. Moreover, under the assumption that the produced
summary is readable, summary informativeness can be evaluated using measures like
ROUGE given on a set of reference summaries or Jensen-Shannon/Kullback-Leibler
metrics if no reference summary is available [2–4].
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The task becomes much more complex if computer cut and compress sentences like
humans do since this implies the ability to understand and modify inner sentence struc-
tures. Discourse structure among other implicit semantic relations play a key role [5].
Moreover there are usually several correct ways to compress a sentence and human ex-
perts often disagree on which is the best one. When trying to build a reference corpus
of compressed sentences, inter agreement between annotators is low, even to decide
if a sentence should be shortened in the summary or not. Automatic Summarization
by Compression (ASC) requires to handle a high level of incertainty in the decision
process since there is not a best way to compress a sentence, only observations that
sometimes humans prefer one way rather than another one [6]. Not only the task itself
is difficult but it cannot be evaluated using existing methods. Using sentence compres-
sion to produce a summary not always improve informativeness scores and can produce
unreadable summaries. Therefore, actual state of the art evaluation metrics for auto-
matic summarization discourage thorough investigations if a computer can handle or
not ASC.

In this paper we show that coming back to the original idea of a Turing test, it is possible
to set up a simple imitation game to evaluate ASC. We also show that a state of the art
system that learns human behavior using simple regression analysis [6] can pass this test
on short summaries and give the illusion to human referee that the summary was written
by a human. Moreover this imitation game is clearly adapted to crowd sourcing through
Internet and can be used to evaluate large amount of systems at a reasonable cost.

The rest of the paper is organized as follows. Section 2 goes back to the general
definition of a Turing test. Section 3 details the imitation game that we propose to
evaluate ASC in a pragmatic way. Section 4 shows statistical evidence that a state of
art ASC system can pass the test. Finally, section 5 opens perspectives on how this
evaluation methodology can contribute to the improvement of effective ASC systems.

2 Back to Turing Test

As suggested by Alan Turing, a test to evaluate the ability of a computer to handle a
human mind task should involve:

– an interaction with humans where the computer tries to give the illusion that it is
human,

– a clear evaluation metric that allows the reproducibility of the experiment,
– a gateway to the open world to explore beyond restricted contexts and closed world

assumptions.

Our main motivation relies on the fact that, to the best of our knowledge, there is
no summarization evaluation methodology that encourages research on advanced NLP
tasks like summarization by sentence compression. We therefore suggest to come back
to Turing’s initial motivations[7] when imaging imitation games to answer the contro-
versial philosophical question “do computers have a mind? ” without having to define
what “mind” means. The question then becomes “what are the common human intel-
lectual tasks that a computer can handle? ” These are the roots of theoretical computer
science where tasks almost useless for technical applications can be fundamental to un-
derstand computers’ real limits. ASC can have many applications in our interconnected
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world but we claim that its main interest relies on the theoretical study of computer
capabilities.

In a the original imitation game defined by Turing in [7], there are two players and
one assessor. The first player is a human (A) and the second a computer (B). Another
human (C) plays the role of the assessor and has to guess the real nature (human or
computer) of the two other players. The assessor cannot see the other players, he can
just interact with them through a more or less restricted interface that at least allows
to exchange written messages. The assessor asks questions through the interface and
has to distinguish between answers given by the human player and those sent by the
computer.

Turing imagined advanced imitation games to study the spectrum of Artificial Intel-
ligence and compare it to the human mind. However, as pointed out by [8], Turing en-
trusted interaction through natural language. In our case, we intend to study the method
of interacting itself related to NLP and its linguistic functionalities based on summary
generation. Indeed, in the general case of a Turing test, the assessor is not allowed “to
see” the players. This is to ensure that he focus on functional aspects and not on ap-
pearances. It then seems natural to adapt the imitation game to NLP tasks that try to
reproduce human ability to handle texts like summarization. We do not consider tasks
that cannot be carried out without computer assistance like Information Retrieval from
large collections. Only intellectual tasks that can easily be accomplished by non experts
meanwhile there are real challenges for an automatic system.

3 Imitation Game to Evaluate ASC

We consider the following imitation game involving a human player (A), a computer
(B) and a human assessor (C). A and B are asked to write one summary for each of
some texts. After some time, an interface between C and the players dispatches the
summaries at random, just checking that each player have the same number of texts.
So C does not know who between A and B wrote each summary and has to guess the
correct author for each text.

This setting follows Turing’s idea of an interactive game between two humans and
a computer. However, one difficulty to carry it out is that humans need time to write
a summary meanwhile it is necessary to reproduce the same experiment at least 30
times to expect some statistical evidence if there is a regular winner between A and
B. To adapt this game to standard crowd-sourcing evaluations, we decided to consider
a team of n ≥ 30 extra assessors (C1, · · · , Cn), a team of different human players
(A1, · · · , Ak) and a set of different computational strategies or systems (B1, · · · , Bm).
The main drawback of this adaptation is the lack of real interactivity. The main ad-
vantage is that this rationale could be adapted to many other domains using machine
learning to simulate particular human brain functionality (for instance, NLP complex
tasks).

Let us give some details about the way we implemented this game to evaluate ASC
systems. 60 post-graduated students accepted to participated in this simulation game,
6 of them were asked to write summaries (A1, · · · , A6) and the 54 other participated
as assessors (C1, ..., C54). It must be note that all of them, team (A) and team (C), ex-
pected team (B), the systems, to fail. 12 texts were selected from the RST Spanish Tree
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Bank[9] at random. Summaries of these texts have been written down by team (A). We
chose the ASC systems derived from [6] as the team (B). These summarizers are based
on machine learning techniques that emulate the way annotators agree or not with a sen-
tence compression using two discourse segmentation strategies: DiSeg [10]1 (B1) and
CoSeg (B2). It has been shown in [5] that humans tend to remove complete discourse
units from sentences when they try to compress them. As anticipated for a so subjective
task, inter agreement between assessors was very low but enough to carry out a regres-
sion analysis and learn to predict the probability of a particular sentence compression to
be accepted by humans. Three summaries of different length (short, medium and long)
were generated using DiSeg (B1), and three other ones also of different length were
generated using CoSeg (B2). All assessors read the 12 summaries and for each they
tried to guess if the author of the summary was a human or a computer. They did not
know that exactly half of the summaries were automatically generated.

4 Results
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Simulation summarization game
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Fig. 1. summarization simulation game: each bar shows the number of correct guesses (Human
or Computer) for each summarizer

Figure 1 shows the results of the simulation game. where numbers next to (B) team
represent the three different lengths (1:short, 2:medium, 3:expanded). In this figure,
bars for summaries written by team (A) are expected to be higher if they are good
quality summaries meanwhile bars for team (B) are expected to be low since they intent
to mislead the assessor. It appears that over the six authors of summaries, only three
manage to write summaries that more that 60% of the assessors think they can not be
automatically generated. Meanwhile, player (B1), the automatic system DiSeg, manage
to mislead the assessors on 60% of long summaries and player (B2), CoSeg system on
short and medium summaries.

1 http://diseg.termwatch.es

http://diseg.termwatch.es
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Plot 2 shows the median normalized frequency of times that an assessor thinks the
summary has been written by a human. The first boxplot shows it over the twelve
summaries each assessor has to read. The second and third boxplots over the three
summaries generated using CoSeg and DiSeg respectively. The fourth is over the six
summaries by humans and the last one is restricted to the three best authors A2, A3

and A4. These boxplots suggest that summary quality by three best authors (last box-
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Fig. 2. Boxplots showing the median number of times that an assessor thought it was a sum-
mary produced bay a human for each set of six summaries and each subset of three summaries
automatic/human

plot) is above average among summaries written by real authors (fourth boxplot) and
among overall summaries (first boxplot). However, according to a Wilcoxon test with
a p-value lower than 0.01, only the differences between best human summaries and all
human summaries is statistically significant. The difference between best human sum-
maries and overall summaries is not. Similarly, CoSeg summaries outperform DiSeg
summaries since the median frequency it misleads assessors is significantly higher (p-
value < 0.05) meanwhile all other differences are not statistically significant. In partic-
ular there is not statistical evidence based on Wilcoxon rank sum test with continuity
correction that an assessor thinks that the summary has been done by a human author
when reading a summary generated by one of the automatic summarizers tested here,
than one really done by a human author.

5 Discussion

We have use a Turing test to evaluate two state of the art automatic summarizers where
usual evaluation protocols failed to differentiate between quality levels among the two
system outputs. The principal argument is that if human and machine productions could
not be differentiated, then they might have similar quality.

The experiment set up here with 60 human players gives statistical evidence that one
system outperforms the other. But we also find out that human juges cannot differentiate
between written by an author abstracts and automatically generated summaries when



80 A. Molina, E. SanJuan, and J.-M. Torres-Moreno

using sophisticated methods as ASC that goes beyond sentence extraction and ranking.
Results are promising, though this to be checked out by setting up a larger crowd-
sourcing experiment and testing some enhancements. For instance, this first experiment
cannot quantify the gap in quality between the good and bad summaries. However,
mixing human and machine outputs using Turing test adapted to specific tasks could
represent a new evaluation paradigm that need to be more explored. Even more, we
think that it could have broader applications.
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