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Abstract. This paper presents “ALQASIM”, a question answering system that 
focuses on answer selection and validation. Our experiments have been con-
ducted in the framework of the main task of QA4MRE @ CLEF 2013. 
ALQASIM uses a novel technique by analyzing the reading test documents in-
stead of the questions, which leads to a promising performance of 0.31 accuracy 
and 0.36 C@1, without using the test-set background collections. 
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1 Introduction 

 “ALQASIM” is a Question Answer (QA) selection and validation system that aims at 
answering the multiple choice questions of QA4MRE @ CLEF 2013 test-set. It could 
also be used as a part of the answer validation module of any ordinary Arabic QA 
system. In the upcoming sections, the related works, system architecture, evaluation 
and discussion and the future work of ALQASIM are demonstrated. 

2 Related Works 

In CLEF 2012, Arabic QA4MRE was introduced for the first time. Two Arabic sys-
tems participated in this campaign. The first system, IDRAAQ [1], achieved a 0.13 
accuracy and a 0.21 c@1. It used the Distance Density N-gram Model and semantic 
expansion using Arabic WordNet, and did not use the CLEF background collections. 

The second system by Trigui et al. [6] achieved the accuracy and c@1 of 0.19 with 
their system. They used semantic expansion using inference rules on the background 
collection. They also determined the question focus and aligned the retrieved passages 
with the multiple answer choices of the question. However, these systems do not 
compare to the system created by Bhaskar et al. [2] for English QA4MRE @ CLEF 
2012 that has an accuracy of 0.53 and c@1 of 0.65. 
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3 ALQASIM Architecture 

Most QA systems are composed of three main phases, which are: Question Analysis, 
Passage Retrieval and Answer Extraction. However, these systems are mainly tar-
geted at searching for answers in a large collection of documents or on the Internet, 
which makes passage retrieval efficient [3]. QA4MRE is different in that aspect be-
cause the answer to a question is found in only one document, so there is not enough 
information redundancy to help the IR statistical approaches of passage retrieval. 
Thus, the ordinary QA pipeline is not the best approach to QA4MRE; the best ap-
proach is the one used by human beings in reading tests. A person would normally 
read and understand a document thoroughly, and then begins to tackle the questions. 
So, the suggested approach divides the QA4MRE process into three phases: (i) Doc-
ument Analysis, (ii) Locating Questions & Answers, and (iii) Answer Selection. 

3.1 Document Analysis 

In the Document Analysis phase, the reading test documents are analyzed using 
MADA+TOKAN [3] morphological analyzer to stem each word in the documents and 
get its Part-of-Speech (PoS). Then, stop words are removed, and an inverted index of 
the remaining words stems is created, which contains the locations of each stem and 
its weight. Arabic WordNet (AWN) is then used to expand the words semantically by 
adding the synonyms of each word to the inverted index of that document. The weight 
of each word in the inverted index is assigned according to its PoS and repetition. So, 
nouns, verbs, adjectives, adverbs, proper nouns and the other parts of speech are as-
signed different weights. These weights mark word importance and are assigned ac-
cording to our experiments with QA4MRE @ CLEF 2013 questions, by assigning the 
weights that yield the best results. Then the weight of a word is divided by its count in 
the document, thus, the more a word is repeated the less its weight will be. Thus, if 
the word is repeated many times in the target document, it is less likely to mark a 
question/answer snippet, because it appears in many sentences. 
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Ki : the Weight of the word (i) saved in the inverted index 
Wi : the weight of the word (i) 
S : the synonym multiplier if the word is semantically expanded using AWN  
Ci : the number of repetitions of the word (i) in the document 

3.2 Locating Questions and Answers 

In the second phase, every question and answer choice is handled as follows. Key-
words are identified by stemming and removing stop words. The inverted index is 
then searched to find the best scoring three snippets locations for each question and 
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answer choice keywords. This score is calculated according to: (i) the number of 
keywords found within a distance threshold, (ii) the weights of all found keywords 
and (iii) the distance between these keywords. The impact of keywords count and 
weights is positive while the impact of distance is negative which means that snippets 
locations scores are penalized for higher distance among its keywords. 
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Sn : the score of snippet (n) which is found keywords for a question or answer choice. 
N : the number of found keywords for the snippet 
Ki : the weight of the keyword (i) as found in the inverted index. See equation 1. 
di : the distance between the found keywords (i) and (i-1) 

3.3 Answer Selection 

By now, the question and its five answer choices have three scored snippets locations 
each. In this phase, answer choices snippets locations are scored by summing the 
scores of one question location and one answer choice location and subtracting the 
distance between them. The maximum of these scores is selected as the answer choice 
score. The best scoring answer choice is then selected as the question answer. If there 
is more than one best scoring answer choice, the question is marked as unanswered. 

 
ninQSninin SADSA+=A −QS Score  (3) 

ScorenAi : the score of one question snippet with one answer choice snippet. 
DQSnAiSn : the distance between the question snippet and the answer choice location. 

 ( )ini AScore=ScoreA max  (4) 

ScoreAi : the maximum score of all Answer Choice (i) snippets. 
ScorenAi : the score of one question snippet with one answer choice snippet. 

4 Evaluation and Discussion 

The test-set, used by ALQASIM, is the set of questions and answers provided by 
CLEF 2011 [5] and translated to Arabic in 2012. ALQASIM uses Accuracy and C@1 
[4] as evaluation metrics. It performs at an Accuracy of 0.31 and a C@1 of 0.36, 
which is considered promising, as it did not use any background collections. 

Our system performs better than the other two Arabic QA4MRE systems from 
CLEF 2012 mainly because it analyses the reading test documents instead of the ques-
tions and answers. Documents have much more words than questions and answers, 
which gives context for morphological analyzers to produce more accurate analyses. 
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This explains why ALQASIM performs better on questions and answers with more 
keywords. On the other hand, many incorrectly answered questions are causative and 
list questions and questions that were incorrectly translated due to erroneous automat-
ic translation. It is also noticed that sometimes the correct answer choice has fewer 
keywords than the other choices, which misleads the system into selecting an incor-
rect answer choice with more keywords, thus higher weight. 

Table 1. Performance of ALQASIM and QA4MRE systems 

 Accuracy C@1 
IDRAAQ [1] 0.13 0.21 
Trigui et al. [6] 0.19 0.19 
Bhaskar et al. [2] 0.53 0.65 
ALQASIM 0.31 0.36

5 Conclusion and Future Work 

This paper presents “ALQASIM” a Question Answer Selection and Validation system 
that can answer the multiple choice questions of QA4MRE @ CLEF 2013 test-set 
with an accuracy of 0.31 and a C@1 of 0.36. We are currently working on integrating 
Named Entity Recognition (NER), anaphora resolution, and temporal inference. We 
are also working on handling cause/effect relationship, and building an ontology from 
the background collections to expand questions and answers keywords. 
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