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Preface

These are the proceedings of the 11th German conference on Multiagent System
Technologies, which was held during September 16 - 20, 2013, in Koblenz, Ger-
many. This year’s edition of the MATES series was accompanied by a doctoral
mentoring and one workshop dedicated to different issues of agent technology.
The workshop was realized in cooperation with the fourth realization of JAWS
(Joint Agent-Oriented Workshops in Synergy) and as such became part of the
European joint event MATES+JAWS on agent technology. The MATES 2013
conference was organized in cooperation with the Distributed Artificial Intel-
ligence chapter of the German Society for Informatics (GI), and sponsored by
the GI. Moreover, it was co-located with the 36th German Conference on Artifi-
cial Intelligence and the 43th Symposium of the German Society for Informatics
(Informatik 2013).

The set of regular MATES 2013 conference talks covered a broad area of
topics of interest ranging from issues of agent-based coordination to simulation to
negotiation. In keeping with its tradition, MATES 2013 also offered three invited
keynotes on relevant topics in the broad area of intelligent agent technology,
which were given by well-known, reputed scientists in the domain, and, in this
year, were shared with KI 2013. Furthermore, the MATES doctoral mentoring
program supported PhD students in their research and application of multiagent
system technologies by providing the opportunity to present and intensively
discuss their work with other students and experts of the field.

As Co-chairs and on behalf of the MATES Steering Committee, we are very
thankful to the authors and invited speakers for contributing to this conference,
the Program Committee members and additional reviewers for their timely and
helpful reviews of the submissions, as well as the local organizing team at the
University of Koblenz, especially Ruth Ehrenstein, for helping to make MATES
2013 a success. Besides, we are indebted to Alfred Hofmann and the whole
Springer LNAI team for their very kind and excellent support in publishing
these proceedings.

Finally, we hope you enjoyed MATES 2013 and got some inspiration and
insights from this technology domain that were useful for your own work!

July 2013 Matthias Klusch
Marcin Paprzycki
Matthias Thimm
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Invited Keynote:

The Headaches of a Negotiation Support Agent

Catholijn Jonker

Delft University of Technology, The Netherlands

Abstract. Negotiation is a complex process as it poses challenges to the
negotiator on both the emotional plane as well as on the computational
plane. Human negotiators are known to leave money on the table, have
trouble getting a clear view of their own preferences and those of their
negotiation partner, and sometimes find it difficult to deal with their own
emotions and those of their negotiation partner. In this talk I will briefly
outline the Pocket Negotiator project and its prototype. I will show some
solutions developed during the project and will discuss some of the open
challenges. In terms of research fields, I combine means of Artificial
Intelligence, Affective Computing, and Human Computer Interaction.
To find out more about the Pocket Negotiator project, please visit
http://mmi.tudelft.nl/negotiation/index.php/Pocket Negotiator. To try
out the prototype, please use Chrome or FireFox to visit
http://ii.tudelft.nl:8080/PocketNegotiator/index.jsp.

About the Speaker

Catholijn Jonker (1967) is full professor of Man-Machine Interaction at the Fac-
ulty of Electrical Engineering, Mathematics and Computer Science of the Delft
University of Technology. She studied computer science, and did her PhD studies
at Utrecht University. After a post-doc position in Bern, Switzerland, she became
assistant (later associate) professor at the Department of Artificial Intelligence
of the Vrije Universiteit Amsterdam. From September 2004 until September
2006 she was a full professor of Artificial Intelligence / Cognitive Science at the
Nijmegen Institute of Cognition and Information of the Radboud University Ni-
jmegen. She chaired De Jonge Akademie (Young Academy) of the KNAW (The
Royal Netherlands Society of Arts and Sciences) in 2005 and 2006, and she was
a member of the same organization from 2005 to 2010. She is a board member
of the National Network Female Professors (LNVH) in The Netherlands. Her
publications address cognitive processes and concepts such as trust, negotiation,
teamwork and the dynamics of individual agents and organizations. In Delft she
works with an interdisciplinary team to create synergy between humans and
technology by understanding, shaping and using fundamentals of intelligence
and interaction. End 2007 her NWO-STW VICI project Pocket Negotiator has
been awarded. In this project she develops intelligent decision support systems
for negotiation. For more information, please visit http://ii.tudelft.nl/c̃atholijn.

M. Klusch, M. Thimm, and M. Paprzycki (Eds.): MATES 2013, LNAI 8076, p. 1, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



Invited Keynote:

Autonomous Systems Inspired by Biology

Gerhard Weiß

Maastricht University, The Netherlands

Abstract. We can currently see the rapid formation of an exciting mul-
tidisciplinary field focusing on the application of biological principles
and mechanisms to develop autonomous systems (software agents and
robots) that act highly flexible and robust in the face of environmen-
tal contingency and uncertainty. In this talk I will give an overview
of various aspects of this field. The state of the art will be illustrated
with divers examples of bio-inspired approaches to system adaptivity,
functional and structural optimization, collective and swarm behavior,
locomotion, sensor-motor control, and (co-)evolution. A focus will be on
representative work on biologically inspired autonomous systems done
at the Swarmlab of Maastricht University, including recent research mo-
tivated by the behavior of social insects such as bees and ants.

About the Speaker

Gerhard Weiß is full professor of artificial intelligence and computer science and
head of the Department of Knowledge Engineering (DKE), Faculty of Human-
ities and Sciences, Maastricht University. Before joining Maastricht University
in 2009, he was the Scientific Director of Software Competence Center Hagen-
berg GmbH, Austria, and Assistant Professor at the Department of Computer
Science of Technical University Munich, Germany. He received his PhD (Dr. rer.
nat.) in computer science from Technical University Munich and his Habilitation
degree from Johannes-Kepler University Linz, Austria. His main interests are
in the foundations and in practical applications of artificial intelligence, multi-
agent technology, and autonomous and cooperative systems. He is editorial board
member of several journals related to his research fields, and he has been in the
program and steering committees of various international conferences and work-
shops. He was a Board member of the International Foundation for Autonomous
Agents and Multi-agent Systems (IFAAMAS) and of two European networks of
excellence (Agentlink and Exystence). Professor Weiss has served as a reviewer
for several national, European and international research funding organizations
and has been engaged as a scientific consultant and advisor for industry. For
more information, please visit http://www.weiss-gerhard.info.

M. Klusch, M. Thimm, and M. Paprzycki (Eds.): MATES 2013, LNAI 8076, p. 2, 2013.
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Invited Keynote:

AI-Research and the Future of the Automobil

Raúl Rojas

Free University of Berlin, Germany

About the Speaker

Raúl Rojas has been a full professor of Artificial Intelligence and Robotics since
1997 at Freie Universität Berlin. He received his PhD and venia legendi (ha-
bilitation) at this university. He studied mathematics and physics, as well as
economics, in Mexico City. After the habilitation, he was appointed visiting
professor in Viena and later professor of Artificial Intelligence at Martin-Luther-
University Halle (1994-1997). His initial research was dedicated to the design and
the construction of Prolog computers for Artificial Intelligence at GMD-FIRST.
Today, he is working on a broad field of pattern recognition topics with special fo-
cus on neural networks and developing robots for various applications. With the
FU-Fighters he won the world championship in RoboCup in 2004 and 2005. From
2006 on, he and his team have been developing autonomous vehicles, which were
certified for city traffic in 2011. For his research on computer vision, Raul Ro-
jas received the Technology Transfer Award from the Technologiestiftung Berlin
(Foundation for Innovation and Technology). He was appointed a member of
the Mexican Academy of Sciences in 2011. For more information, please visit
http://www.inf.fu-berlin.de/inst/ag-ki/rojas home/pmwiki/pmwiki.php.

M. Klusch, M. Thimm, and M. Paprzycki (Eds.): MATES 2013, LNAI 8076, p. 3, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



Similarity-Based Resource Retrieval

in Multi-Agent Systems
by Using Locality-Sensitive Hash Functions

Malte Aschermann and Jörg P. Müller

Clausthal University of Technology,
Institute of Informatics,

Julius-Albert-Str. 4, D-38678, Clausthal-Zellerfeld, Germany
{malte.aschermann,joerg.mueller}@tu-clausthal.de

Abstract. In this paper we address the problem of retrieving similar
resources which are distributed over a multi-agent system (MAS). In
distributed environments identification of resources is realized by us-
ing cryptographic hash functions like SHA-1. The issue with these func-
tions in connection with similarity search is that they distribute their
hash values uniformly over the codomain. Therefore such IDs cannot
be used to estimate the similarity of resources, unless one enumerates
the whole search space and retrieves every resource for comparison. In
this paper we present a three-layer architecture and a data model to
efficiently locate similar resources in linear time complexity by using
locality-sensitive hash functions. We design the data model as an ex-
tension to distributed environments (MAS), which only need to provide
at least basic resource management capabilities, such as storing and re-
trieving resources by their ID. We use a benchmark data set to compare
our approach with state-of-the-art centralized heuristic approaches and
show that, while these approaches provide better search accuracy, our
approach can deal with decentralized data and thus, allows us to flexibly
adapt to dynamic changes in the underlying MAS by distributing and
updating sets of information about similarities over different agents.

Keywords: locality-sensitive hash functions, multi-agent systems,
similarity search.

1 Introduction

In many real-world application contexts, such as product development [11] or
medical diagnosis [13], information relevant for decision-making is distributed
across systems and organizations. For instance, companies rely on efficient prod-
uct data management systems (PDM) to share specifications and models with
their suppliers. To date, the client-server approach is prevalent for organizing
this type of systems. We found that, while it is efficient for a limited set of
participants and especially if security concerns (e.g. intellectual properties) are
an issue, it will not scale well for larger amounts of data distributed over larger

M. Klusch, M. Thimm, and M. Paprzycki (Eds.): MATES 2013, LNAI 8076, pp. 4–18, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



Similarity-Based Resource Retrieval in Multi-Agent Systems 5

number of partners, which need access to minor, overlapping subsets of the data
and additionally need to exchange information with participants to satisfy e.g.,
construction-related constraints. This problem becomes even worse because sup-
pliers need to store a rapidly growing number of product revisions of similar, but
mutually compatible parts, assemblies or even whole modules. In [11], we pro-
posed a Product Collaboration Platform (PCP) – based upon the FreePastry [1]
overlay system – supporting decentralized product development; we showed that
this approach can outperform the single-server model. A very important aspect
of decentralized architectures lies in the distribution of data objects by the over-
lay network, thus a participant can easily retrieve all the information about a
specific product specification if he knows its identifier. One aspect not consid-
ered in [11] was the fact that in product collaboration environments the exact
characteristics of needed parts, assemblies or even modules won’t be necessarily
known during development; the ability to locate specifications that are similar
to a given specification can reduce development time. However, distributed se-
mantic similarity-based search exceeds the scope of existing peer-to-peer (P2P)
overlay systems such as Pastry, as it requires more computational intelligence
and flexibility at the partners sides. Therefore, we are moving from peer-to-peer
systems towards multi-agent systems (MAS), incorporating richer local compu-
tation models as well as more flexible modes of interaction. A practical scenario
would be the collaborative development of a twin engine, which can be seen in
Fig. 1. The blue highlighted activities display processes for locating specifica-
tions of similar and compatible parts or assemblies, the red activity references

Search for
compatible
twin engine

Obtain
compatible
twin engine

Develop
twin engine

Search for
compatible
chassis

Obtain
compatible
chassis

Develop
chassis

Search for
compatible
subassembly

Obtain

”
Engine w/o
chassis“

Develop

”
Engine w/o
chassis“

Twin engine

Specification

Chassis

Specification

Engine w/o chassis

Specification

[else]

[collaboration

partner found]

[collaboration

partner found]

[else]

[collaboration

partner found]

[else]

Fig. 1. Collaborative development of a twin engine (parts/assemblies from [10])



6 M. Aschermann and J.P. Müller

a subprocess, which, for matters of simplicity, is not shown. As shown in the
activity diagram, it is – during the planning phase – reasonable to look for parts
or assemblies (e.g. the chassis), which have already been developed beforehand
and are similar enough to be compatible with an initial specification. This al-
lows us to restrict the search space to similar specifications, which are, however,
distributed across participants in the collaboration network. By incorporating
P2P lookup techniques like distributed hash tables (DHT) into multi-agent sys-
tems (MAS), we can accomplish this efficiently in logarithmic time (e.g. binary
search in trees, finger tables). However, this only works well if the hash value of
the resource is known or can be trivially computed by using a previously known
copy of the resource. Thus, in particular, existing methods cannot cope well with
the requirements of similarity search. In this paper we design a novel general-
purpose local sensitive data model and present an efficient distributed algorithm
for locating resources similar to given prototypes. We compare the lookup perfor-
mance of our approach with state-of-the-art centralized heuristic classification
approaches, such as k-means or neural gas. In the following we will assume that
an underlying decentralized infrastructure (MAS) already exists, and therefore
can trivially locate resources if their exact identifier (i.e. hash-value) is known to
the searching party. Thus we will elaborate how product collaboration between
different participants, i.e. agents, can be optimized by introducing specialized
types of agents, which dynamically keep track of similar data (i.e. resource spec-
ifications), therefore minimize the search-space and allowing to locate similar
data in linear time.

This paper is structured as follows: In Section 2, we discuss related work.
Section 3 provides a short introduction to similarity search by using locality sen-
sitive hash functions. In Section 4 we present the locality sensitive data model; a
qualitative and experimental evaluation is given in Section 5. Section 6 concludes
with a discussion of results and outlook to future work.

2 Related Work

There is a rich body of work on grouping resources and optimizing data man-
agement with respect to availability and minimal lookup-time for certain data
clusterings (e.g. by topics or similarity in general). In this section, we discuss
three approaches for large-scale management of resources in distributed environ-
ments: OceanStore, Kademlia and Squid.

OceanStore. The OceanStore architecture [6] is a resource management sys-
tem for securely storing sensitive information in untrustworthy environments
and to guarantee high availability even in very large and highly distributed net-
works. This is accomplished by using a technique called promiscuous caching,
to keep as many data copies as possible distributed in the whole network at
a time. Therefore OceanStore is very well suited to be used in networks where
participants are scattered over large distances and resources belonging to certain
users need to be made available very fast depending on the user’s current loca-
tion. Though this concept comes with a high reliability and availability of data,
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the identification of resources is done by using cryptographic hash functions like
SHA-1 [6, p. 3]. Given the fact that it is infeasible to conclude the content of
data just by knowing a hash value, one would need to completely enumerate the
search space to find similar resources. Therefore this approach is not suitable for
a similarity-sensitive localization.

Kademlia. The Kademlia protocol as a method for content sensitive resource
management has been introduced by Maymounkov and Mazières in [7]. The
authors are using lookup information which are provided by distributed hash
tables to find resources efficiently. The content sensitive localization is achieved
by using an xor-metric to compare distances between the IDs of participants
and hash values of resources. Those IDs, whose hash values have a minimal
distance to a participant, are assigned to it accordingly. Therefore requests for
data objects with similar IDs can be answered quite efficiently. The problem
with this approach also lies in the generation of IDs, which are – equally to
OceanStore – SHA-1-based. For this reason Kademlia is not suited for grouping
resources by mutual similarity of their content and does not provide an efficient
way to look for similar data.

Squid. A third quite interesting approach for similarity-based data manage-
ment is an extension of the P2P overlay network Chord. In their work Schmidt
and Parashar [8] address the issue that due to the homogenous distribution of
hash-IDs, the locality of similar resources can not be accounted for. The authors
propose an extension to Chord to sustain the locality of resources [8, p. 228].
They use multi-dimensional key-spaces and thus allow lexicographic searches to
neighboring resources by using Hilbert space-filling curves. Squid is a promising
approach to locate similar data-objects in a distributed environment. However,
Shu et al. point out, that “Squid [...] partition[s] the space statically” and that
“In Squid [...], the partitioning level needs to be decided beforehand.” [9, p. 2]. In
the context of this paper we will present a method in which no static partitioning
occurs, but rather a dynamic assignment of similar resources to so called buckets
(see Section 4) is made. We will show that this approach is far better suited for
the dynamic nature of distributed environments with autonomous participants.

3 Similarity-Based Localisation

Identification, management and localisation of resources in distributed environ-
ments is typically done by using cryptographic hash functions (e.g. SHA-1) which
leads to homogenous distributed IDs in the range of possible hash values. Al-
though intended to minimize the probability of hash collisions, it makes finding
similar resources by using such IDs as lookup information problematic. To find
similar resources one could try to compute diff(h−1(IDxi), xref)→ min! for each
available resource ID and a given reference xref ; doing so, however, is infeasible
due to the properties of cryptographic hash functions. Alternatively, one would
need to request every available resource and locally compute the differences be-
tween them and the reference object. If the difference is below a given threshold
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– respectively the similarity above – a candidate is found. This approach, though
significant faster than computing h−1, would still need quadratic time complex-
ity (O(n(n − 1))) to find the similarities between each of n existing resources.

In this paper we propose the use of locality-sensitive hash functions1 (LSH),
as originally presented by Koga et al. [5] to address this problems. In contrast
to cryptographic hash functions, LSH provides collision maximising properties.
Their idea is, that similar values of vectors x ∈ Rn map to the same hash-
value g(ux) ∈ {0, 1}k. To accomplish this, hash functions gi ∈ H are applied to
elements of a data-set X ⊂ Rn, which map vectors x to hash values. Multiple
functions (l = |H|) are used in order to increase the likelihood of collisions
and identify similar data-points. For using vectors of Rn to represent product
specifications, resources have to be transformed into vectors, by using specific
characteristics (e.g. measurements) as vector attributes.

x = ( 1, 5, 4 )

ux = 10000 11111 11110

g = 10000 11111 111100 1 1 1

g(ux) = ( 0, 1, 1, 1 )

y = ( 2, 4, 5 )

uy = 11000 11110 11111

g = 11000 11110 111110 1 1 1

g(uy) = ( 0, 1, 1, 1 )

Fig. 2. Exemplary locality sensitive hashing of x and y

In a first step the vector x has to be transformed into an unary representation.
For instance the vector x = (1, 5, 4) would become ux = (u(x1)◦u(x2)◦u(x3)) =
(10000 11111 11110) in unary notation by concatenating xi ones followed by
C = max(x) − xi zeros. This step is necessary to apply the hash functions
gi, which map unary vectors to binary vectors of fixed length k, denoted as
gi : ux → {0, 1}k. Here, for each gi, k indices are chosen at random of the
size-fixed unary representation of x and are concatenated as follows: g(u) =
(uP (1) ◦ uP (2) ◦ · · · ◦ uP (k)), with set P , containing a random permutation of
indices {1, . . . , k}.

Each vector is organised in sets called buckets. A bucket, for example Bh, is
uniquely identified by a hash value h ∈ {0, 1}k and contains all pairwise collisions
(i.e. potential similarities) of vectors which share the same LSH-value h.

Taken the prior chosen value of x = (1, 5, 4) and additionally y = (2, 4, 5) with
a single hash function g and an exemplary index permutation of P = (3, 7, 9, 12)
(implying k = 4) the resulting hash values would be g(ux) = g(uy) = (0, 1, 1, 1)
(see Fig. 2). Due to this hash collision, x and y belong to the same bucket
B(0111) = {x, y}, identified by the hash value of their collision (ID(B(0111)) =
(0, 1, 1, 1)). This would indicate that x and y are similar to each other.

LSH-heuristics are primarily used for an approximate – but quite efficient –
computation of k-nearest-neighbor graphs in linear time [5, p. 116], where the

1 We use the term of locality in the sense of semantic similarity, rather than
geographic location.
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time complexity amounts to O(nl|B|) < O(n2). Beyond that, this technique can
be used to locate similar data points to a given prototype, which can be seen as
a search query to look for. The goal is to find data points (i.e. candidates), near
a given prototype p, of a finite data set Xcand ⊆ X. Candidates s are similar to
a search request p iif

s ∈ Xcand ⇔ ∃g, g′ ∈ H : g(s) = g′(p) ∨ g′(s) = g(p).

This means, that all s – for which at least one hash function of H leads to a
collision with p – are candidates and therefore similar to p. From the set Xcand,
which is significant smaller than X, data points worth further consideration can
be selected using exact measuring methods due to the quite efficient elimination
of irrelevant data in the previous step.

4 Locality Sensitive Data Model (LSDM)

We propose a three layer architecture based on LSH to address the problems
as previously explained in the introduction, i.e., how to efficiently locate similar
resources in distributed multi-agent environments, where the identification com-
monly takes place via cryptographic hash functions. We propose an extension to
existing MAS-based resource management systems (e.g. [12], [4]) with the inten-
tion of providing a highly flexible method to add similarity-based localization to
other platforms and to reduce unnecessary complexity.

Architectual Design. The actual extension consists of agents, managing
lists of mutually similar resources. These agents, which we further call locality-
sensitive agents (LS-agents), are not only responsible for sharing their own re-
sources, but also for managing similarity lists and keeping these up-to-date. As
shown in Fig. 3, the LSDM extends a classic two-layer architecture, consisting
of a resource and agent layer, with a third layer containing the LS-agents. The
technique, presented in the previous Section 3 (finding similar vectors and orga-
nizing them in buckets by using LSH functions) will be modified in such a way
that it can be built upon MAS.

The goal is to link reference specifications (search queries) q to sets of similar
resources. To minimize the workload and to increase the availability of these
sets, it is not advisable to entrust them to one single agent. Rather we dis-
tribute the buckets among available agents. This can be achieved by viewing
buckets as resources and using the same cryptographic hash function fX which
is used to identify agents responsible for certain resources and to identify the
resources themselves. If this hash function fX (e.g. SHA-1) is applied to bucket-
IDs, they can be treated like ordinary resources and the responsible agent can
easily be determined by using the underlying distributed resource management
system. For this assignment in detail, see Fig. 4. Here the LS-agents hold – be-
side their own ID – sets of similar resources Sh. Taking into account that storing
whole resources in Sh is not desirable for reasons of data protection and possibly
large resources, we only store their cryptographic hash values (which sufficiently
identify resources) in Sh.
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resources

buckets

agents

owns
owns

LS-agents

add(), del()
refupdate()

requestParams()

requestS()

rehash()

sync()

LSDM
(extension)

MAS-based
resource
management

references

references

Fig. 3. Three-layer architecture of LSDM

Identification of Similar Resources. Assuming a reference specification
s ∈ Rn exists, we can locate similar resources using the above described ap-
proach. At first we need to compute all LS-hash values h to determine bucket
IDs, in which collisions (i.e. similar resources) can be found and put them into
one set Bs: Bs = {h | h = g(s), ∀g ∈ H}. Then we can identify the responsible
agents by determining IDagent(h) = fX(h) ∀h ∈ Bs and request their similarity
sets Shi by using the underlying resource management system (e.g. issuing a
get(IDagent(h)) command). If we merge these sets Shi into one combined set
S = Sh1 ∪ · · · ∪ Shn we will get every ID of resources similar to the reference
specification s.

Requirements to the LSDM. Regarding the design of our data model, the
following requirements are of great importance: 1. If information about similar
objects is passed to the LSDM, it has to accept and process them in any case.
2. Similar resources (if they exist) to any given reference specification (i.e. pro-
totype) have to be returned to the user. 3. Regularly modification of resources
needs to be taken into account. 4. Resources, which are removed from the under-
lying data model, also needs to be removed from the LSDM. 5. In decentralized
environments sign-outs or even unforeseen malfunctions of agents can not be
ruled out. Therefore appropriate countermeasures need to be in place to prevent
loss of information. These issues can be addressed as follows:
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fX (h
i) →

fX (a
ls)

fX
(hj)

→ fX
(als

)

ID : fX(als)

Shi
: {fX (ry), . . . }

Shj : {fX (rx), . . . }

buckets LS-agents attributes

bucket hi

rx

...

bucket hj

ry

...

als

Fig. 4. Assignment of buckets to LS-agents by using a cryptographic hash function fX

1. Publication of Resources. Initially every agent a, which publishes
a resource r to the MAS, needs to have the necessary LSH parameters
(i.e. k, l,H), for which it issues the requestParams() command to one of
the existing LS-agents. (Since the LSH parameters have to be the same
throughout the LS-agents, it can ask any of them.) Then it can compute
hi = gi(r), ∀gi ∈ H (i = {1, . . . , |H|}) to get a set of LSH-values hi, which
identify similarity lists, managed by LS-agents. These lists can now be re-
quested from the MAS by viewing hi as regular resources and thus get the
responsible agents by IDLSagenti = fX(hi). In the last step the publishing
agent calls add(IDLSagenti,hi,fX(r)), which tells IDLSagenti to add the hash
value of r to its similarity list Shi . Each LS-agent also stores, additionally
to IDr, the IDa of its publisher, which is useful to push rehash requests to
agents. (See Fig. 5 and 5. Exception Handling below.)

2. Localisation of Similar Resources. To find similar resources, accord-
ing to a reference specification s, the agent requests the LSH parameters from
any LS-agent via requestParams(). If it already received those, this step

IDa :: agent IDh :: LS-agent

0. addToMAS(r)

1. requestParams()

LSH functions

2. Calculate LSH values of r

3. add(h, IDr)

4. Add (IDa, IDr) to Sh

Loop: Add resource IDs to similarity listsLoop: Add resource IDs to similarity lists

IDa :: agent IDh :: LS-agent

0. removeFromMAS(r)

1. requestLSHParams()

LSH functions

2. Calculate LSH values of r

3. remove(h, IDr)

Remove (IDa, IDr) of Sh

Loop: Remove resources from similarity listsLoop: Remove resources from similarity lists

Fig. 5. The process of adding resources to LSDM (left) and removing them (right)
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can be omitted. The agent needs to compute the set of LSH values Bs to get
all LS-agents IDLSagenti = fX(hi), with hi ∈ Bs, responsible for bucket hi.
Thereupon the similarity lists Shi can easily be received by calling requestS(
IDLSagenti ,hi) to the corresponding LS-agents. The actual resources, which
are similar to s, are retrievable by their ID ∈ Shi by using the methods of
the underlying MAS.

3. Modification of Resources. If resources are modified (rold → rnew), it
will have an impact on their similarities to other existing resources. There-
fore the assignments of outdated (fX(rold)) and new (fX(rnew)) resource IDs
to similarity lists S need to be reviewed and – if necessary – updated. To
accomplish this, the modifying agent calculates Brold and Brnew (analogue
to above) and tells every LS-agent derived from Brold to remove the similar-
ity references (del()) and every LS-agent derived from Brnew to add those
(add()).

4. Removal of Resources. Resources r, which are removed from the MAS,
need to be removed from the LSDM as well. Again, an agent needs to have
the LSH parameters, which it can retrieve via requestParams(). It then
computes all buckets which contain hash values hi = gi(r), ∀gi ∈ H, identi-
fying similarity lists Shi . After that, the agent tells the responsible LS-agents
to remove all references to IDr from their similarity lists (del()). (See Fig. 5)

IDa :: agent IDh :: LS-agent IDh′ :: LS-agent IDa′ :: agent

0. addToMAS(r)

requestParams(r̂)
r̂ > maxi{xi}:
initLSH(r̂)

sync(date(), H, r̂, k, l)

rehash(H, k, l)

Rehash resources with
updated LSH functions

update()-loopupdate()-loop

Loop: Reinitialize LSH functions and parametersLoop: Reinitialize LSH functions and parameters

LSH functions

Calculate LSH values of r

add(h, IDr)

Add (IDa, IDr) to Sh

Fig. 6. The process of adding resources if the maximal vector attribute is exceeded
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5. Exception Handling. One aspect which arises from using LSH functions
is, that once hash functions of H are defined, they constrain the size of
possible vector attributes by maxx∈X(xi). If a new vector y ∈ Rn \ X needs
to be hashed, we have to rehash every existing resouce in X and rebuild
and redistribute the buckets. In this case every LS-agent tells each agent a,
which can be found in its similarity lists, to rehash() and republish their
resources. (See Fig. 6)

Additional issues are malfunctioning or suddenly disconnecting LS-agents.
Therefore, to prevent loss of similarity lists, we need to have backups among
the agents of the MAS. We propose to have additional (backup) LS-agents
to counteract these issues. Similar to [8] we can apply xor-metrics to LS-
agent’s IDs to determine neighboring agents and let them take over, if actual
LS-agents are not available anymore.

5 Evaluation

The LSH technique underlying our data model is the central aspect of this paper,
and its overall effectiveness depends on the accuracy of LSH’s approximation.
Therfore, we focus our evaluation on a qualitative analysis of our data model
and on experimental comparisons between our approach and state-of-the-art
clustering techniques on standard benchmark data. Here we want to show, that
our approach can compete with well known clustering techniques and – moreover
– prove its usefulness in decentralised environments, such as MAS, by providing
a fair approximative classification of the available and shared resources in order
to minimize the relevant similarity-search-space beforehand.

Qualitative Analysis. For the distributedmanagement of similarity informa-
tion in multi-agent systems, our proposed data model LSDM – as part of a three
layer architecture – can be an effective approach compared to centralized clustering
of resources, by distributing the workload of clustering and communication over
various agents. By introducing the concept of locality sensitive hash functions, we
distributed themainworkloadof computing similarity information over the partic-
ipating agents (i.e. collaborating partners, willing to share resources) and assigned
themanagement of similarity lists tomultiple LS-agents.Here the time complexity
for each agent to LS-hash its resources amounts toO(nl|B|) (see [5, p. 116]), where
n denotes the number of resources, l the number of LS-hash functions and |B| the
bucket size. Therefore this process is of linear computational complexity (see Sec-
tion 3). As this step only needs to be done initially or if a rehashing is needed in
exceptional cases (see Section 4), this approachhas very little impact on the overall
computation time of each agent. The management overhead of buckets, induced
by the LS-agents is minimal, as these agents only act as ‘yellow pages’ for search
queries. This method also incorporates the idea of multi-agent systems, by provid-
ing a more fault tolerant and load balanced way of managing buckets compared to
a centralized clustering instance and avoiding performance penalties induced by
bottlenecks or singe-point-of-failures. Without the need for such an instance, our
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data model can be used in contexts with high volatility of available agents if pre-
cautions – in terms of backup LS-agents – are taken.

Experimental Setup and Results. In our experimental scenario we mea-
sure the accuracy of finding similar elements from a database, containing dis-
junct classes of similar elements. As a benchmark data set for our evaluation, we
chose the Wisconsin Diagnostic Breast Cancer database (WDBC), a well known
benchmark set of clinical cases [13], which we transformed into integer-based
vectors, in order to use it for our data model. The data set consists of 699 data
points (but due to 16 incomplete results we could only use 683), each described
as an 11-dimensional vector containing two identifying attributes (sample ID
and classification). Therefore we used nine attributes as a data vector and the
remaining two to assess the accuracy of our similarity approximation by using
the Rand index.

Fig. 7. Accuracy of LSH against the number of used LS-functions

In our experiment we only focused on the accuracy of LSH and measured the
impact of different hash output lengths and number of used hash functions to the
resulting accuracy of classification.We chose output lengths of 1 to 5, from 5 to 90
bits in steps of five and 1 to 20 hash functions. For each combination of number
of hash functions and output length, we ran the LSH classification 100 times to
obtain a good mean accuracy. In each iteration we randomised the hash functions
to minimise errors due to bad functions. As shownwe plotted the average accuracy
against the number of used functions Fig. 7 and output length Fig. 8. (The omitted
samples lied in between those shown and were removed for a better overview.)
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Fig. 8. Accuracy of LSH against the output length of used LS-functions

What our results show is that the accuracy of LSH’s resource classification
depends on two important parameters: The number of used hash functions and
the unary output length of them. Regarding the output length our experiment
shows, that by increasing the output length towards the allowed maximum
(vmaxwbc = 90 = len(x)maxx∈X(xi)), the accuracy decreases continuously until
it reaches a minimum of 0.46 (Fig. 8) for our chosen data set, which can also
be seen in Fig. 7 for the output length of 90. By combining the results for both
parameters, we measured an accuracy of 85.0% with a standard deviation of 0.7
for an – in our case – optimal parameter choice of 20 hash functions with a length
of 15. Regarding Fig. 7, one additional fact worth mentioning are the two curves
for LSH lengths 1 and 5. Here we assume, that by increasing the number of hash
functions, the amount of false-positives grows significantly faster compared to
the other curves, due to the very short output lengths. Therefore the results for
1 and 5 can be treated as anomalies.

Table 1. Accuracy of LSH compared to state-of-the-art techniques for WDBC
classifications

Supervised C4.5
LSH k-Means [3] Batch NG [3] decision tree [2]

Accuracy in % 85.0 93.6 94.7 96.0
StdDev 0.7 0.8 0.8 –
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In Table 1 we confronted our results for the WBCD with other, comparable,
experiments (see [3], [2]). As can be seen, heuristics like k-Means, Neural Gas
and C4.5 outperform our approach in terms of accuracy by roughly 10 – 20%.
Here we would like to point out, that these heuristics operate centralized with
complete knowledge of the available data set. Our data model in contrast, is able
to compute bucket IDs without concrete knowledge of any existing resource, and
purely relies on the approximation done by previously chosen LS-hash functions.
Furthermore, every single agent only needs to know his own resources and does
not need to exchange any information with other agents, except for buckets,
containing cryptographic hashed values of resources. Due to the fact that the
accuracy also considers elements that are similar but not located, it is possible
to obtain them by increasing the number of hash functions and thus making
it more likely for them to be found. Although this approach increases the set
of false-positives, it can, by gradually extending |H|, help to get more similar
resources. Therefore, given that our main goal was to minimize the search-space
for similar resources, an seemingly lower accuracy can significantly reduce the
costs of comparing possible candidates, if the overhead, induced by non-similar
resources, would still be orders of magnitude smaller than the whole search-space.

6 Conclusion and Outlook

The central aspect of the locality sensitive data model (LSDM) is the extension
of an existing multiagent system (MAS), used in decentralized collaborated prod-
uct development, to efficiently locate similar resources. The main contributions
of this paper are twofold. First, we proposed and evaluated the incorporation
of collision maximizing hash functions into existing agent-based resource man-
agement systems. Here the goal was to avoid a centralized approach, by using
one single agent to manage sets of similar resources, but instead distribute these
sets over multiple agents to minimize the management overhead, bottlenecks and
single-point-of-failures. By using locality sensitive hash functions it is possible
to compute the buckets, containing IDs of similar resources, in linear time and
distribute them over LS-agents which are responsible for them.

Second, we showed in our experiments that that choose suitable LSH param-
eters (number of hash functions and output length) is important for achieving
good results. Although we discovered that our approach is unable to achieve the
same accuracy results as centralized state-of-the-art clustering and classification
heuristics in terms of overall accuracy, we managed to reduce the search-space
for similar resources significantly. Here further research is needed to conclude if
the LSH parameter can be determined beforehand, as prior benchmarking and
computation of optimal parameters is often not practical.

Our current approach faces several limitations: First we pointed out, that only
vectors of Nn are suitable for LS-hashing. Therefore, as mentioned in Section 3,
resources have to be transformed into integer vectors, by using specific char-
acteristics of data objects (e.g. measurements) as vector attributes. Real-valued
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vectors for example could be easily transformed by using a fixed length of dec-
imal places and multiplying them with a constant scalar value, but this would
drastically limit the overall precision of the data set. Therefore it is reasonable
to conduct further research on how to express product specifications as vectors
or use different approaches in this context. Second, we have chosen the WDBC
dataset for experimental evaluation in the absence of publicized benchmark sets
of product models. While our method itself is general purpose, this may re-
strict generalizability of the experimental results to similarity search of product
models. Research is needed towards creating appropriate benchmark datasets.
Finally, we need to explore ways of further improving the accuracy of LSH-based
search e.g., by modifying the random generation of LS-hash functions to weight
more relevant vector attributes.
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Abstract. In this paper we will introduce a new multi-agent algorithm
for the use in search and rescue scenarios for exploration of unknown
terrain. This method combines the concept of exploration from the flood
algorithm and the path optimizing features of the ant algorithm. The first
part leads to a fast exploration of the unknown terrain, while the second
part constructs short paths from points of interest back to the base. To-
gether this enables the starting of rescue operations parallel to the ongo-
ing search. We demonstrate the feasibility of our approach by agent-based
simulations. The simulations show, that our approach is comparable in
speed and quality with already existing algorithms, delivering the addi-
tional benefit of short paths to points of interest, and adhering to the
inherent limitations of these kind of scenarios.

1 Introduction

A modern search and rescue scenario poses various challenges for the teams doing
the search and rescue operations. The primary goals of these teams are the fast
exploration of the disaster area and the fast rescue of the victims. Since in many
cases the searching procedure endangers the search team members, which may
be the case in unstable buildings after an earthquake or in the wake of a nuclear
disaster. This lead to the introduction of robots in these kinds of scenarios.

A typical search and rescue scenario consists in two parts: the search part and
the rescue part, as defined by Murphy et al. in [6, p. 1152]. Usually algorithms
will only solve the first part of the problem, while ignoring the second part.
There are various search and rescue robots available today, that are capable of
finding one or more victims or generally one or more points of interest [9,2,7].
There are also various ideas for algorithms, that solve the search part of the
problem [4,5].

Ferranti et al. state in their paper [4], that they want to improve Brick and
Mortar algorithm to maintain communication channels between the agents in
the field and the rescue team in the base. So that if an agent finds a victim, the
position of said victim is communicated to the headquarter as soon as possible.
Another challenge, that they want to overcome is the possibility of a changing
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map. If, for example, walls collapse and open new pathways or close already vis-
ited paths, recent information may not be valid anymore, hindering the search
and the rescue process. The same authors propose another algorithm [5], which
tries to create a communication network by using active wireless sensor nodes.
While this would enable the agents to communicate among each other and di-
rectly with the base, this approach is limited by the amount of sensor nodes
needed to be carried by the various agents.

Our goal is to create an algorithm, that is able to communicate directly with
the base without the use of wireless sensor nodes and add the possibility to
monitor the environment and act on changes in said environment.

The functionality of the Brick and Mortar algorithm is not usable to realize
this goal, as the agents strictly avoid already visited terrain and will come to a
stop, which in turn will stop the whole algorithm, if no agent moves anymore. For
this reason other path finding algorithms have been evaluated. These algorithms
work quite well, as long as the path has only one starting point and one end point.
The conventional ant algorithm [3] and also advanced algorithms like Scout
Ant Cooperation [11] can only find one end point, ignoring other prospective
end points and optimizing only this single path. Richard Bellman introduced
a cellular automaton in [1], which can compute the shortest path between a
starting point and various end points. This approach has been adapted, allowing
to search for multiple end points and, additionally, allowing to compute paths
from the starting point to these explored end points. Adding the behavior of
the standard ant agent to our algorithm grants the ability to optimize the found
paths, as the agents will usually not find the shortest path on the first try.

In the following section we define our scenario including its limitations. The
third section provides a short overview of current algorithms, while we introduce
our new algorithm in the fourth section. The fifth section presents our exper-
imental setup and Section 6 present a discussion of the results, followed by a
conclusion in Section 7.

2 Definition of the Scenario

First we need to define our scenario and our preliminaries for our new algorithm.
Real search and rescue robots work under different conditions in the field. This
means, that there will be hardware limitations, which may affect the sensory
input of the agents or can deny the use of a sensor straight away. The first
sensor which is compromised most of the time is the Wifi sensor, as wireless
networks become quickly saturated with no way to establish a priority over
which information should be send or is received [6, p. 1168]. As a consequence
the agents are not able to use direct communication between themselves or with
the base. This lack of direct data transfer between the various agents forces
them to communicate via indirect methods, such as markings on the floor or
the exchange of RFID tags [4,10,5]. In many situations the Wifi sensor can only
handle a direct communication between two agents, who are currently in a line
of sight. The exchange of RFID chips is only limited by the amount that can be
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carried by the agents. Usually the small size of the chips should allow to carry
a large quantity of them.

The map is divided into various cells of the same size. This definition is akin to
the definition of the cells from the Brick and Mortar algorithm [4]. Additionally
the range of the RFID sensors should be kept in mind while choosing the size of
the cells, as the agents should be able to read the chips from the adjacent cells.
Each cell may contain either free space, a wall, the starting point or a point of
interest. These points of interest are the end points for the algorithms and will
depict our victims. They are equally distributed through the whole map. We
assume, that these points of interest are static and do not change their position
at this time.

An agent is able to leave markings in the cells that are traversable. Other
agents can read these markings and can update the contained information.

3 State of the Art

As mentioned above, there are already some algorithms available to solve the
search part of the problem. These algorithms include the Brick and Mortar
algorithm [4], the HybridExploration algorithm [5], and also the Multiple Depth
First Search (DFS) [4]. These three algorithms are able to search an unknown
map for multiple points of interest, but are not able to create a path to at least
one of these found points or return to the base by themselves.

Another recent related work includes a coverage algorithm [8].The StiCo al-
gorithm from Ranjbar-Sahraei et al. uses ant agents to monitor unknown terrain.
The various agents move in circles and try to keep their area out of the circles
of the other agents, thus spreading themselves out. As soon as each agent can
move in an area of its own the algorithm has reached a stable configuration.
This approach is not applicable to our problem, as the algorithm will leave some
parts of the map unexplored as long as a stable configuration is reached. The
authors formulated the maximum possible coverage of a square map with a set
of disjoint identical circles with 78.5%.

The Brick and Mortar algorithm is our bench mark algorithm used as com-
parison to our approach, as it has good coverage and run time properties. The
agents use the markings in the cells to tell which cells already have been vis-
ited. It differs between marking one cell as closed or as explored, but maybe still
needed for movement. In this way the algorithm tries to spread the agents as
wide as possible. The only drawback are obstacles in the field, which need a spe-
cial loop detection. Without this detection, some agents may try to circuit the
perimeter of the obstacle more times than it is necessary, resulting in a longer
run time. The algorithm will stop as soon as the agents can not move anymore.

The HybridExploration algorithm is an enhanced version of the Brick and
Mortar algorithm. It tries to optimize the loop detection of the base algorithm
by transplanting the actual movement of the agents into a virtual plane. For this
to work, the agents need to use active sensor nodes, which will be used instead of
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simply marking the free cells. If the agent suspects a loop, it will start a virtual
agent, that will circuit the obstacle via the active sensor nodes.

The reason why the older Brick and Mortar algorithm instead of the newer
HybridExploration algorithm was chosen as a benchmark is simply, that the en-
hanced version relies on active sensor nodes. This works in rather small environ-
ments, where there is no detraction to the radio signal and where the agents are
able to carry enough sensors with them to fill the whole map. Otherwise Brick
and Mortar may be slower but it does not depend on these two preliminaries.

4 The Multi-agent Flooding Algorithm

In this section we introduce our new algorithm. It is named after the basic
principles, that it embodies: the flooding aspect and the multi-agent nature.
The algorithm is based on a single type of agent, which can work alone or can
also work in a team to increase the speed of the search. Another advantage is,
that the agents are based on the simple ant agent [3,4], therefore they will not
need a great computing capacity.

The main goal of the algorithm is to search an unknown terrain for points
of interest and after finding one of these points, to return with the information
back to the starting point. This would allow the gathering of information at the
base and even a sharing of information between the different agents, as they visit
the starting point again. Additionally the path, that the different agents take to
return to the base could also be optimized through the use of new information
gathered by other agents. This will allow the rescue teams to act immediately on
the information and in turn start the rescue phase parallel to the search phase.
Other algorithms will try to finish the search phase first and will only start the
rescue phase after they have gathered the whole information.

We did not create a special condition for the termination of the algorithm,
as this could interrupt the monitoring of the terrain. The return to the starting
point can be used to stop the single agents one by one as they revisit the base.
This was a design decision, as the search for victims should continue as long as
possible. Victims could move and change their position as long as they are not
found or the already explored terrain could change and open up new places, that
still need to be searched. Which would not be realizable, if the algorithm would
ignore already explored space completely. This concept also offers the advantage
of a possible battery exchange, repair works, or simply general maintenance of
the robots at the base before they return to their search.

The agent has two modes: the search mode and the return mode. Each agent
starts in the search mode.

4.1 Search Mode

A single agent can move from his position in eight directions in the matrix similar
to the usual ant agent. The similarity to the ant agent has been chosen, so that
the agents can be kept as simple as possible. Should one of these cells contain a
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point of interest, then the agent prefers this cell. Otherwise it prefers unmarked
cells and moves in the same direction it faces with a high probability, currently
95%, or it will change the direction with a corresponding lower probability, in
this case 5%. After the movement the agent marks his new position in the matrix
with its step counter, which starts at one and is incremented by one with each
step, this is the only data, that the agent will need to save. If all neighboring
cells are already marked, it chooses the cell with the highest marking with a
95% probability or any other cell otherwise. If its step counter is smaller than
the marking in the current cell, then the agent overwrites this marking with its
step counter, which will “shorten” the way for any agent returning vie these cells
back to the starting point.

4.2 Return Mode

If the agent finds a point of interest and moves into the respective cell, it will
switch its mode to the “Return Mode”. In this mode it does not mark any cells
and returns to the starting point via the markings written in the cells of the
matrix during its own search mode or that of other agents. Starting from the
point of interest it scans all neighboring cells for the lowest marking and moves
into the cell with the minimum mark. The agent repeats this pattern until it
has found its way back to the starting point, where the step counter is reset to
one. This also triggers the mode switch again, putting the agent back into the
“Search Mode” once more.

If the agent happens to find multiple points of interest at the same time in
the adjacent cells the first point in the search pattern will be found, whereas the
neighboring cells are searched from the upper left to the lower right.

5 Experimental Simulation Setup

We have chosen five different scenarios for the simulation of our algorithm. Two
maps with a size of 1000 × 1000 cells and three maps with the size of 500 ×
500 cells. The smaller maps contain ten points of interest which are uniformly
distributed in the free space, while the bigger maps have 15 points of interest, also
uniformly distributed. Each map contains one starting point and its position was
randomly chosen from the number of cells, that adjoin the border of the map.
One of the smaller and one of the bigger maps where simple plains without
any obstacles, while the rest of the testing scenarios where modeled after house
interiors or a street of houses. The Figures 1, 2, and 3 depict three of the five test
cases used in this simulation. The simple plains were chosen as a standard test
case. Each algorithm should be able to cover the whole map and find all points
of interests in this case, without having to handle any obstacles. Figures 2 and
3 were chosen to simulate urban scenarios, showing an outline of a single house
or even the outlines of multiple houses. Resulting in targets that can be reached
via multiple paths or even only through a single path. The last test case, figure
1, was especially chosen to try to trap the agents in the small paths.
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Fig. 1. Plain with obstacles, 500× 500 cells

Fig. 2. House, 500 × 500 cells

Fig. 3. Street of houses, 1000 × 1000 cells
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As mentioned above we used the Brick and Mortar algorithm as a benchmark
for the comparison of the results of our algorithm. Our tests started with 30
simulations with one agent and the number of agents was incremented by one
after these 30 iterations until we stopped after the last simulation with 20 agents.

5.1 Simulation Experiments

The time in these experiments was measured in steps. Where one step is the
time, that each agent needs to move from one cell to another, including the
time that is needed to decide where to move. To compare the results of the two
algorithms, as one will terminate when no agent is able to move anymore and the
other one has no direct method of termination, we decided to let both run until
95% of the map were explored and 95% of the points of interest were found. The
number of steps each algorithm needs to reach these boundaries is proportional
to the run time of each algorithm. To keep the simulations manageable each
map has a maximum run time depending on the size of the map. This run time
is equal to the number of all cells in a map, resulting in a cap of 250.000 steps
for the 500 × 500 test cases and 1.000.000 steps respective for the 1000 × 1000
test cases, as the size of the cap should allow one agent to explore the whole
map once.

The length of the paths, that the Multi-Agent Flooding (MAF) algorithm has
found was ignored in this case, as the Brick and Mortar algorithm is not able
to create paths for a comparison.

6 Results and Discussion

The following diagrams (Figures 4-8) represent the results of our simulation
experiments. Each diagram depicts the number of agents on the X-axis and the
number of cells on the Y-axis. Each point in the line shows the average of 30
simulation runs with the corresponding number of agents. There are two lines
which belong to each algorithm. One line shows the average number of steps
the algorithm needed to find 95% of the points of interest and explore 95% of
the map or reach the boundary of the map. The other line shows the average
number of explored cells at the termination of the algorithm.

The results show, that for the smaller test cases a minimum number of five
or six agents is needed to explore the whole map. Adding additional agents
will only improve the search time. Interestingly two agents were able to explore
most of the map in the bigger test cases and they were also able to find 95%
of the points of interest, terminating the algorithm before the cap of 1.000.000
steps was reached. Whereas the flood algorithm needed about five agents in the
smaller maps to find 95% of the points of interest and explore 95% of the viable
cells, before the algorithm could reach the step counter boundary. The depicted
graphs also suggest, that the gain from adding additional agents slowly tapers
off. Raising the question, when the cost-benefit ratio equals zero or drops into
the negative range. This is especially visible in the plain test cases, shown in
Figures 6 and 8.
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Fig. 4. Results House, 500× 500 cells

Fig. 5. Results Obstacles, 500× 500 cells

Fig. 6. Results Plain, 500× 500 cells

Fig. 7. Results Street of houses, 1000× 1000 cells
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Fig. 8. Results Plain, 1000× 1000 cells

All figures from Figure 4 to Figure 8 show, that the run time of the Multi-Agent
Flood algorithm is a little bit slower than the Brick and Mortar algorithm. The
diagrams depicting the results of the bigger test cases (Fig. 7 and 8) show, that
this difference is smaller in the larger scenarios, especially in Fig. 7, where the
MAF algorithm is faster than the BM algorithm. This is particularly interesting,
as the movement routine of the MAF agents is still unoptimized and each agent
will return to the base to report the location of the latest point of interest, that
was found by said agent. The agents of the BM algorithm will continue their
search and, as mentioned above, will try to avoid already visited cells. This also
reaffirms the results of [4] that the loop detection routine is rather expensive.

The results of the different sized scenarios also show, that the MAF algorithm
scales rather well in the number of agents and the size of the map. As mentioned
above, the algorithm needs at least about five agents to compute results with
a satisfying coverage of 95% of the scenario and search hit rate of 95%. These
results are independent of the underlying map size, whether the map is built of
500× 500 cells or 1000× 1000 cells.

7 Conclusion

In this paper we proposed a new sort of search and rescue algorithm, that com-
bines two phases into one allowing the rescue teams to act earlier on the infor-
mation and work in parallel with the search robots. This new approach ignores
the lack of wireless communication and adds the possibility to be able to do
maintenance work on the robots at their return to the base.

The results of our simulations show, that the additional capabilities do not
really impair the run time of the search phase. This is especially true in bigger
scenarios like streets of houses or big buildings, where the “naive” version of the
MAF algorithm can be faster than the benchmark algorithm. Future work will be
aimed at optimizing the current movement and monitoring methods to shorten
the run time of the algorithm. Additional possibilities exists in the application
of this algorithm in dynamic scenarios, for example scenarios, that allow the
change of the environment during run time or the movement of the victims as
long as they are not found by an agent.
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Depending on the scenarios our algorithm can even be extended with the
addition of wireless sensors or even simple line of sight communication, which
would allow the agents to communicate directly between them. Enabling the
exchange of data about already explored terrain and already uncovered paths
back to the starting point. The “Return Mode” can also be optimized to yield
shorter paths on the return to the base.
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Abstract. Security is a vital feature for most real-world distributed
applications. For applications using an agent-based middleware, compre-
hensive support for many security-related aspects can and should already
be provided by the platform in a holistic manner. Moreover, security in
practice does not only concern the enforcement of well-known security
objectives like authenticity and confidentiality but also requires a sim-
ple yet effective usage concept that renders it easy for developers to
define their security requirements. In this paper a security concept and
implementation for multi-agent systems is introduced, which focuses on
external, i.e. inter-platform, security aspects. The solution encompasses
a usage concept distinguishing security intents from realization details
and allows service providers as well as service clients to impose secu-
rity constraints on communication relationships. The security concept
requirements have been elicited from and the results have been evaluated
with a real-world company project in the area of distributed workflow
management in business intelligence.

1 Introduction

Distributed systems allow applications to be used in a widely distributed man-
ner, which confers unique advantages over more centralized or server-based ap-
proaches such as increased performance and fault-tolerance. These systems offer
application platforms, which are capable of executing parts of the software and
enabling the communication between them and other platforms in a convenient
manner for the developer. However, a large number of real-world applications
especially in sectors such as banking, health and communication are mandated,
sometimes by law, to fulfill certain requirements regarding the security of the
system. Such requirements are frequently relegated to an afterthought, for exam-
ple by encrypting traffic using HTTPS, which often fails to address application
requirements such as fine-grained access control. In some cases, security require-
ments are ignored by the software platform and thus deferred to the application
level, which means that every application is forced to reimplement its own secu-
rity measures. Given that initial implementations often have flaws, this amplifies
the problem by given each application its own chance to include the same flaws
and requiring separate modification to address the problem.

M. Klusch, M. Thimm, and M. Paprzycki (Eds.): MATES 2013, LNAI 8076, pp. 29–43, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



30 L. Braubach, K. Jander, and A. Pokahr

As a result, it would be beneficial for the platform itself to offer a useful set of
security features that can be employed by all applications being executed on the
platform. While some features are too specialized to be provided in a generalized
manner, a number of features can be offered which are often not included in such
platforms. The first step towards implementing security features in a platform is
to ensure that basic security is maintained even in an only partially controlled
environment that is used by multiple stakeholders. Specifically, this means that
platforms should restrict access to functionality by default and only allow it when
specified. This allows the platform to prevent unauthorized access and achieve
specific security goals[11]. In addition to the access restriction, some applications
also require that non-repudiation can be established. This means that actions
taken on a platform by an entity can be accounted for and it can be proven that
specific service requests were placed by specific issuers.

This first step allows the inclusion of security features from the perspective
of a user of the MAS infrastructure, such as an application developer. The first
of these user security objectives is the integrity of communication between plat-
forms. This means ensuring that an attacker will be unable to tamper with
messages without the target platform noticing the change. If the communica-
tion is performed using a public network, the issue of eavesdropping needs to
be accounted for by establishing confidentiality of the data exchanged between
platforms. Since platforms restrict access by default and allow only some entities
access to its functionality, the authenticity of the entity needs to be established.
After authentication has been established, the authorization of the entity to
perform a function needs to be verified.

In addition to the user security objectives, the usability of the security model
provided by the platform must be part of the overall security concept of the
system and balanced against the security requirements[12]. Here, two groups
are particularly important. First, application developers should be offered easy-
to-use APIs and configuration options to integrate the offered features in their
application. Second, administrators of nodes that run the platform must be
offered management tools, for example to generate and distribute certificates.

This paper proposes a platform-based security model for agent applications
that is motivated by a real-world usage scenario which will be introduced in the
next section. In Section 3, related approaches will be presented. The security
concept for the platform-based approach will be introduced in Section 4, followed
by an elaboration of the implementation of the approach in the Jadex agent
platform in Section 5. The approach is then evaluated in Section 6 based on the
real-world scenario, followed by a conclusion in Section 7.

2 Real World Scenario

In a commercial project called DiMaProFi (Distributed Management of Pro-
cesses and Files) carried out with the company Uniique AG1 a new business

1 http://www.uniique.de/

http://www.uniique.de/
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intelligence tool is currently under development. The tool will target the mod-
eling and automated execution of distributed ETL (extract, transform, load)
workflows. These kinds of workflows serve the purpose of collecting and pre-
processing data and files and finally move them into a data warehouse, which
is subsequently used by domain experts for sales and other business evaluation
tasks. The targeted scenario is naturally distributed, spanning often more than
one network as the relevant source data is generated at different customer sites.

In such a setting many security related problems arise:

– The DiMaProFi application is distributed and needs to work on different
nodes, on the one hand to bring about its functionality and on the other
hand to save time by distributing the system load. This means that the nodes
of the system have to form an overlay network which permits access to the
members but prohibits access from other nodes and protects the integrity
and confidentiality of the exchanged messages.

– Another important aspect is that the system needs to have access to pass-
word protected resources like databases and also the target data warehouse.
To avoid the distribution of passwords among all participating nodes, a
mechanism for acquiring authentication at runtime needs to be provided.
In DiMaProFi, a specific password safe is used which can be interrogated
by authenticated parties to obtain credentials for access restricted resources.
For this approach it is important to support origin authentication of the dif-
ferent parties at the password safe and also provide confidential messaging
to protect credentials from being eavesdropped.

– Regarding the communication with the customers it is important that in
error cases the activities of the system have been exactly monitored and
recorded. On the one hand this facilitates the failure recovery and on the
other hand it might be important with respect to legal responsibilities con-
cerning the service level agreements with the customer. For this purpose the
correctness of the monitoring data is significant and should be safeguarded
by a non-repudiation mechanism.

From this description it becomes obvious that in distributed applications like
DiMaProFi security objectives become vital and mechanisms for access restric-
tion, authentication, integrity and non-repudiation need to be established. These
objectives are also considered in literature to be of primary importance [7] for
distributed system security.2 Moreover, these security solutions should be prac-
tical in the sense that they are easy to install, configure and maintain, i.e. secu-
rity should not become a complicated overhead possibly fostering the bypass of
important mechanisms.

3 Related Work

While security features are a frequent requirement for applications, security as-
pects are often either overlooked or only superficially considered when designing
2 We decided to exclude availability here as it is more related to system design as a

whole in contrast to basic design entities like agents.
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multi-agent systems [8]. Most platform-based systems rely on the use of stan-
dardized or established algorithms such as AES [10] and RSA [16] and protocols
like SSL/TLS [3] and Kerberos [9] to meet the requirements of the applications.
Since designing both security algorithms and protocols always carries the risk of
flaws and established approaches have been used and vetted for many years, us-
ing established solutions is generally a good idea. However, the approaches often
lack good integration with the platform, resulting in a system that is difficult to
configure and use.

Regarding distributed systems, one can distinguish two classes of security: In-
ternal security, which attempts to enforce restrictions between components such
as agents executing on the same platform, and external security, which centers
on the communication between different platforms and the enforcement of re-
strictions between platforms. Generally speaking, internal security is fairly hard
to enforce since code executed within the same process instance is usually able
to circumvent security measures, either through approaches like reflection APIs
or by simply reading or manipulating the process memory. A notable exception
are sandboxing approaches [14], which attempt to encase certain parts of locally
executed code by restricting its API access and memory reading capabilities in
order to contain the sandboxed part of the application within a known scope of
permissions.

A prominent example of this approach is the Java Security Manager [5], which
allows the application of method-based restrictions on parts of the executing
code. However, since this approach relies on complex code analysis and inter-
preter assistance, it is prone to include subtle flaws [4]. As a result, internal
security remains difficult to maintain. Furthermore, basing security policies on
the method level is often too fine-grained to be easy to configure and often allows
attacks if not done with extreme caution. This complexity can be considerably
reduced when considering external security.

Nevertheless, some agent-based approaches attempt to enforce internal secu-
rity in addition to external security. For example, the JADE-S add-on [17] for
the JADE agent platform allows the user to restrict access to platform services
using access control lists (ACLs) and user authentication. While this addresses
one kind of authentication with regard to administrative aspects of platform
management, there is no mechanism to assist authentication for agent interac-
tions and services. JADE-S also offers the option to encrypt and sign messages
between agents, potentially opening the possibility of agent authentication and
message confidentiality. However, this is supported by key pairs held by each
agent. This means that enforcing inter-agent secrecy on the same platform re-
quires the enforcement of internal security with the aforementioned complexity
and there appears to be no readily available function for key distribution, which
greatly increases administrative overhead and reduces usability. This problem is
magnified by the lack of scalability because each requires a key pair.

Other agent systems attempt to address the problem of keeping confiden-
tiality between platform and agent or between multiple agents. The concerns
here are less about communication but rather the danger of compromising the
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execution space of either the agent or the platform. For example, in [6] a method
is proposed which lets mobile agents perform computations on encrypted data,
preventing the platform from gaining access. In the opposite direction, sand-
boxing approaches are once again chosen to maintain internal security of the
platform with regard to the mobile agent. Similarly, the use of controlled query
evaluation (CQE) techniques is proposed in [1] in order to prevent agents from
revealing confidential information during interactions. These approaches focus
primarily on maintaining the confidentiality either within the same MAS appli-
cation or between executing platform and agent while the approach presented
in this paper focuses on maintaining the confidentiality of inter-agent communi-
cation against an outside attacker.

Due to the difficulties associated with the enforcement of internal security
through sandboxing, many approaches forego this approach, instead focusing on
the easier-enforced external security similar to the approach presented in this
paper, which relies either on well-tested operation system process security, vir-
tualization or physical separation of machines to aid in access restriction. Since
additional platforms can always be added automatically as additional processess,
this reduces the implementation difficulties of sandboxing by offloading the is-
sue to the operation system process security, which receives a higher degree of
scrutiny. For example, WS-Security provides features for encryption and signa-
tures which can be used to secure web services [13]. This approach provides
support for external security for web service calls. However, while aspects such
as certificate formats and the use of security tokens is part of this approach, it
does not offer an easy key distribution mechanism. Furthermore, authentication
relies, in large part, on the application layer with support mostly provided for
basic aspects such as confirmation of signatures.

4 Security Concept

In this section, the security concept is introduced. First, the scope of the security
concept is explained, i.e., the setting in which security measures are applied and
which security objectives are supported. Afterwards details of the security model
are illustrated to show how the security objectives can be achieved.

4.1 Scope of the Security Model

Multi-agent systems can be deployed in various settings ranging from simple
closed networks to internet scale distributed systems. The security model pre-
sented here aims at open distributed systems, in which agents are used to realize
some of the systems functionality. This functionality is exposed to the outside as
services, which e.g. may be accessed using message-based interaction protocols.
It is assumed that agent platforms represent the nodes in the network and each
agent platform is under some administrative control.

The focus is on security issues due to agent services being accessed from the
outside (cf. Fig. 1). With regard to the usage of these services four common
security objectives can be identified.
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Fig. 1. Basic security model

Access Restriction: The functionality must only be provided to those who are
allowed to use it.

Authentication: The agent should be able to uniquely identify the user of its
functionality, e.g. for accounting purposes.

Confidentiality The usage of the functionality as well as private data should
not be visible to others.

Non-Repudiation Users of the functionality should not be able to deny that
a certain request was used.

Due to the focus on outside requests, certain security issues are intentionally not
covered in the model. First, issues of mobile code are excluded, because mobile
agents are considered unnecessary for many real world applications. Moreover,
security issues due to an attacker having direct access to the computer running
the agent platform are not considered. Such an attacker might be able to install
malicious code or sniff sensitive data from local memory. Yet, these kinds of
attacks do not require agent-specific solutions, but can be already covered with
user-based access control, anti-malware-checkers, etc.

4.2 Security Model Details

Security objectives are related to individual services. Each service may require a
different combination of security objectives. E.g. instantiating a new data man-
agement process in DiMaProFi only requires access control but no confiden-
tiality, because no sensitive data is transferred. In a later step of the process,
confidentiality might become necessary, e.g. when the process accesses a sensitive
customer file.

Therefore, security policies are introduced to allow fine-grained, yet easy to
use configuration of security objectives. These security policies may be specified
both at the sender as well as the receiver side (cf. Fig. 2). Typically, the receiver
side providing the service will already specify the general security objectives that
apply to any usage of the service. Therefore, the receiver can choose to demand
that all access to the service must be authorized, that data must always be
transmitted confidentially etc. Furthermore, the sender side can supply a custom
policy for each request to demand further security measures. For example, if a
service does not demand confidentiality in general, the sender can still request
that communication be encrypted for a specific interaction.
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Fig. 2. Security model details

To achieve the desired security objectives, a security manager is introduced
that operates as part of each agent platform. This approach allows all security-
related functionality to be handled by the agent platform itself and relieves agent
programmers from tedious and time-consuming implementations of security de-
tails. The platform security managers are responsible for processing the requests
before they are sent and after they are received. Each request between two agents
is thus routed through two platform security managers, one at the sender and
one at the receiver side (cf. Fig. 2). In the following, for each security objective
it will be described, how it can be realized inside the platform security managers
using further security concepts, such as keys and certificates.

Access Restriction. By specifying an according security policy for an agent
service, a developer can control, if agents from other platforms may access the
service. For simplicity, the model allows two modes of access restriction. One
that requires authentication and one that does not. The simple mode without
authentication relies on the concept of trusted platforms and trusted networks
as described below. The idea is that an agent platform should allow access to all
services of its agents when requested by remote agents from trusted platforms or
from platforms in trusted networks. All other agents are only allowed to access
services, which have been explicitly marked as public by the developer. The
validation of trusted platforms is done by using platform and network keys, which
are kept in a key store on each platform. The difference between platform and
network keys is that a platform key allows only access to a single platform, while
a network key allows access to a logical network of platforms. A platform only has
one own platform key but it may participate in any number of trusted networks
and thus may have multiple network keys. In addition to its own platform key,
the key store also contains the known keys of remote platforms.

An example is shown in Fig. 3. Platform A has a local platform key as well
as network keys for networks N1 and N2. As it shares network and key for N1
with platform B, platform A will consider B as trusted. Similarly, platform E
is trusted by A as both share the key of network N2. Furthermore, platform G
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Fig. 3. Trusted platforms and trusted networks

is trusted by A, because G is in possession of A’s platform key. Due to their
disjoint network memberships, platforms B and E would not trust each other.

Whenever a request is issued to a remote platform, the security manager on
the sending side will intercept the request and enhance it with digests of the
relevant platform and network keys. The security manager at the receiver side
also produces digests of its local keys and checks if one of them matches the
sent digests. If a match is found, the platform can be considered as trusted
as it shares a common secret with the sender. Due to the use of digests, no
keys need to be transferred and therefore cannot be sniffed by eavesdroppers.
Furthermore, using timestamps as part of the digested text provides protection
against replay-attacks.

The second access restriction mode with authentication allows more fine-
grained control over which services may be accessed by which remote platform.
This can be specified in two ways. First, the names of allowed platforms can be
annotated in the service policy. Second, virtual group names can be specified
that are later mapped to concrete platform names. The first way is simpler, but
may introduce maintainability issues as changes in platform names may require
security policies to be updated. The second way allows for role-based access con-
trol as the virtual names can be used to represent roles. Therefore, developers
can specify which roles are allowed to access which services and administrators
later configure, which platforms are allowed to play which roles. The details of
the authentication mechanism are described next.

Authenticity and Integrity. Authenticity is about establishing the identity of
a communication partner and integrity means that no tampering with message
contents is possible. They come hand in hand as requirements for other security
objectives such as access control and non-repudiation. In the presented security
model, authenticity and integrity are established by the use of digital signatures
and platform certificates. When authentication is required, the security man-
ager of the sending platform will add a digital signature to the message, which
is produced by the private key of the platform. To validate the authenticity and
integrity using the digital signature, the security manager of the receiving plat-
form uses the platform certificate, which contains the public key of that platform.



A Practical Security Infrastructure for Distributed Agent Applications 37

The means that only when the receiving platform already has the certificate of
the remote platform, the digital signature can be validated. Therefore an impor-
tant aspect of authentication is the distribution of platform certificates.

A common and safe but tedious way is to manually install the certificates. In
a network of n platforms, n ∗ (n− 1) installation operations would be required
to be performed by platform administrators. Therefore alternative solutions are
provided to simplify the process. These solutions allow obtaining certificates
during the process of validation a signature and thus are called certificate ac-
quisition protocols. The first protocol uses a certificate server as a trusted third
party. Due to the central server only n∗2 operations would be required to install
each platform certificate at the server and also install the server certificate at
each platform. An additional advantage of the approach is that when adding a
platform, only the newly added platform and the server need to be considered as
no additional certificates need to be installed at previously existing platforms.

The second protocol is based on trust relationships to other platforms. It
realizes a consensus mechanism that asks a set of available platforms for a specific
and currently unknown platform certificate and compares the received results.
If a configurable threshold of platforms has delivered the same certificate it is
accepted and added to the internal key store. The number of manual installation
operations of this protocol directly depends of the chosen threshold for accepting
a certificate. In the best case (threshold=1) 0 manual installations are necessary,
while in general with (threshold=x) (x− 1) ∗ n operations are required.

In order to reduce the efforts of manual installation to a minimum a two-
staged process can be used. In the first stage the network of platforms, e.g.
running in a company intranet, has to be cut-off from the internet so that so
no malicious platforms can participate. In this initialization phase the certificate
acquisition has to be enabled at the security manager of each platform and
e.g. the consensus protocol can be used with threshold=1. After having set up
the network a complete certificate exchange is started in which each platform
requests certificates of all other visible platforms. After the exchange has finished
the initialization phase is completed, the certificate acquisition can be turned off
and the internet connection can be reestablished.

Confidentiality. Confidentiality can be specified at the receiver side for all re-
quests to a service as well as at the sender side for a specific request. In both
cases, confidentiality means that all communications pertaining to the service
usage (i.e. requests as well as replies) should be encrypted to prohibit outsiders to
gain access to the exchanged information. When performing confidential com-
munication, the platform security managers are responsible for ensuring that
the corresponding messages are sent through secure channels. For confidential
communication between different platforms, the use of secure message transport
protocols is obligatory. If no such transport is available, the sending agent is
notified about the request failure and the message is discarded.

Non-repudiation. Non-repudiation means that it can be proven that a cer-
tain request was issued by a certain party. To achieve this it is required that
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authenticity and integrity of requests can be established. To prove the issuance
of a request at a later point means further that all relevant requests should be
logged. This is achieved using a mechanism for monitoring the service invoca-
tions. For each agent it can be specified, which services are of interest and thus
which requests need to be written to the log.

4.3 Usability Concerns

One main focus of the presented security model is ease of use at two levels -
for the agent programmer and for the platform administrator. The presented
model is easy to use for agent programmers, because security issues are speci-
fied as non-functional properties. As a result, the agent implementations do not
need to deal with security issues leading to an advantageous separation of con-
cerns. Furthermore, using the non-functional properties, security configurations
can easily be added to existing agent implementations. Usability is further fa-
cilitated by the flexibility and simplicity of the model. For example, for access
control, the developer can choose from three access modes: public, trusted, and
authenticated access. The public access mode allows easily enabling global access
to non-critical public services without compromising security of critical services.
The trusted access mode is enabled by default thus automatically protecting any
service implementation without further effort from unauthorized access. There-
fore, agent platforms and applications can safely be hosted in open networks
without having to consider security at first. Finally, authenticated access allows
fine-grained role-based access control, if required.

For administrators, usability issues arise as the platforms need to be con-
figured with two conflicting goals in mind: 1) keep the platform as closed as
possible to prevent any malicious activities and 2) keep the platform as open
as necessary for the distributed application to operate correctly. The concept of
trusted networks provides a simple solution for this conflict that is applicable to
many real world situations. By establishing a trusted network, an administrator
can easily allow platforms from heterogeneous company networks to interop-
erate without exposing their functionality to the outside. More control about
which platforms are allowed to access which services can be exercised by using
platform certificates, which come at the cost of some administrative overhead
for managing local and remote certificates on each platform. To ease the ad-
ministrative burden of certificate management, the model proposes protocols for
(semi-)automatic certificate exchange.

5 Implementation Aspects

The proposed security concept has been implemented in the Jadex platform [15].
The platform uses an extended agent concept called active components, which
in essence allows agents to expose and use explicit services with asynchronous
object-oriented interfaces. Regarding the usage of security aspects, a distinction
is made between the security objectives and their enforcement, which is the task
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@SecureTransmission
@Authenticated({”DatabaseUser”, “Admin”})
public interface IPasswordSafeService {
public IFuture<Credentials> fetchCredentials(String ressourceid);
...

}
Fig. 4. Provider side security usage example

IFileRegistrationService service = searchService();
ServiceCall call = ServiceCall.getInvocation();
call.setProperty(SecureTransmission.SECURE_TRANSMISSION, true);
service.registerFile(file);

Fig. 5. Client side security usage example

of the platform’s security manager realized as security service. The specification
of security objectives differs for service provider and client side.

5.1 Provider Side Usage

The specification of aspects at the provider side is handled with different Java an-
notations that can be attached to a service method or the service interface itself
(which means that the objective is applicable for all methods of the interface). In
Fig. 4 it is highlighted with an example how security annotations can be used. In
this case a cutout of the DiMaProFi password safe service is shown, which is be-
sides other things in charge of providing credentials for agents that need to access
password restricted resources like databases. In order to make all methods con-
fidential and authenticated the corresponding annotations (@SecureTransmission
and @Authenticated) are attached to the interface IPasswordSafeService. Addition-
ally, the authentication is parameterized with two roles (“DatabaseUser” and
“Admin”), which are allowed to access the password safe. These role names are
mapped to concrete platform names in the security manager of the platform.

5.2 Client Side Usage

At the client side security objectives can also be requested dynamically.3 This is
achieved by a concept similar to a thread local4 but not based on a thread but
on a service invocation, i.e. a specific service call object allows for equipping an
invocation with additional meta data that is automatically preserved between
caller and callee during the complete call, regardless if the call is performed
locally or remotely. The service call object can be fetched and attributed with
security objectives by the caller before a service call is issued. An example usage,
again taken from DiMaProFi, is shown in Fig. 5. It can be seen, how a service call
can be made confidential at runtime. For this purpose the service call object is
3 Please note that not all security objectives can be set up without the receiver side,

e.g. authentication requires the receiver side to declare which identities are allowed
to use a service.

4 A thread local is an object that belongs to a thread and which can be used to store
and retrieve data without having to pass it explicitly as method parameter value.
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fetched via the static method getInvocation() of the ServiceCall class. Afterwards,
the secure transmission property is set to true in the call object and the service
call (here a file registration operation) is performed as usual.

5.3 Administration Tools

To facilitate the administration of security aspects of the platform tool support
is provided. In Fig. 6 a screenshot of the platform security manager interface
is depicted. The tool supports four different use cases via a tabbed view. First,
the local password settings can be configured, i.e. the platform password can be
changed, en- or disabled. Second, certificate and key pair administration can be
accessed via the key store tab (active in Fig. 6). This view displays the content of
the currently used key store, i.e. the contained key pairs and certificates and on
the other hand it allows for manually adding or removing keys and certificates
of trusted platforms. Importing a certificate can be either done by using a cer-
tificate file or by directly requesting it from the corresponding target platform
(if that platform is currently online). Moreover, the view allows for selecting and
configuring the used certificate acquisition mechanism (lower right of Fig. 6). It
is also possible to completely disable automatic certificate acquisition. Third, the
remote passwords tab can be used to view, add or remove credentials of known
remote platforms. Alternatively, in the fourth tab network names and passwords
can be managed to set up virtual platform networks without having to specify
individual platform passwords.

Fig. 6. Platform security manager user interface
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6 Evaluation in Practice

The evaluation is based on the real world application scenario presented in Sec-
tion 2. The DiMaProFi system consists of loosely coupled nodes, each hosting
a Jadex platform and application components. The application components use
local and remote services of each other in a transparent way. Service discovery
is performed dynamically at runtime and can take into account non-functional
properties. The overlay network of agent platforms is created by an awareness
mechanism, which automatically discovers other nodes [2].

– To prevent unauthorized platforms from using services of DiMaProFi the
virtual network access restriction mechanism is employed. The usage is very
simple as it is sufficient to start each platform with an application specific
virtual network name and password. In this way these platforms share a
common secret and can communicate seamlessly. To further avoid denial of
service attacks the visibility of the platforms is also hidden. This means that
the platforms use a private relay server for managing awareness between
different physical networks.

– In order to solve the problem of access to protected resources the password
safe concept has been realized using a corresponding service that allows
for requesting credentials for a protected action. The service itself exposes
its methods only for authenticated users by declaring a set of allowed user
names. Within the platform security manager these user names are mapped
to trusted platform certificates. Incoming requests need to provide a signed
digest that is verified before the call is processed.

– The monitoring infrastructure of DiMaProFi is based on the service and
component monitoring of the Jadex platform. This infrastructure creates
events for service calls in the system and automatically sends them to a
local monitoring service. This service saves the events and offers a subscrip-
tion based interface for fetching possibly filtered events. For DiMaProFi a
custom component has been realized that uses the monitoring service and
employs workflow specific rules to detect errors as early as possible. Given
that authentication is used in service calls the monitoring logs can be used
for proving also non-repudiation of the corresponding invocations.

Besides achieving the overall security objectives within the project it was of
crucial importance to tailor the solutions in a way that they become easy to
administer and use. In this respect especially the virtual security network and
the certificate distribution concepts were considered very helpful by our practice
partners as those render it possible to change the underlying nodes infrastructure
without huge configuration efforts.

7 Conclusion

In this paper an approach for achieving external security within multi-agent sys-
tems operating in open networks has been presented that is directly motivated by
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real world requirements of a company project dealing with business intelligence
workflows. The security concept supports the achievement of the security ob-
jectives integrity, confidentiality, authentication and non-repudiation for service
calls. In contrast to most other works, usability was a key factor of the proposed
solution. Hence, the usage as well as the administration have been designed to
be as simple as possible with usage based on security annotations at the service
provider side and dynamically added security meta information at the client side.
Moreover, tedious aspects of administration have been resolved at the platform
level. Using virtual networks makes it easy to set up large sets of communicat-
ing nodes without configuration efforts. Furthermore, also automatic platform
certificate acquisition protocols have been included, which largely relieve an ad-
ministrator from installing platform certificates manually. As part of future work
it is planned to include security aspects also in the service search mechanism.
This will allow searching for services satisfying specific security features.
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Abstract. MSMAS is a software development methodology that facilities the
design and development of complex distributed systems based on the multiagent
systems paradigm. MSMAS explicitly supports the institutional organisational
structure and follows a declarative modelling style to specify behavioural restric-
tions on the members of the institution, their roles, the business processes reg-
ulating their behavior and the communication protocols regulating their mutual
interactions. All these aspects are visually represented, by adapting the DECLARE
graphical language, proposed for the declarative specification of constraint-based
business processes. In this paper we discuss the main elements of MSMAS, and
show how they can be equipped with a formal, expectation-based semantics, tai-
lored to the SCIFF Abductive Logic Programming-based framework. In particu-
lar, we show how the MSMAS constructs can be formalized in SCIFF, and then
exploit this correspondence to specify and verify formal properties over MSMAS
models, by leveraging on the SCIFF reasoning capabilities.

1 Background

With a growing interest in modelling the social structure of modern distributed sys-
tems and increased research activities around using role norms and institutions as an
organisational type to capture these social aspects, it seems that modelling efforts are
disconnected from implementation at the application level. Some metamodels lack sup-
porting design tools or if not they lack design verification and run-time validation ca-
pabilities. The MSMAS [6,5] methodology aims to establish a link between modelling
and implementation by combining business oriented metamodelling with institution and
role modelling and supports a formal proof mechanism for design and runtime vali-
dation. MSMAS allows multi agent system (MAS) designers to model self-managing
MASs using visual graphic models. Here, we take self-manging to mean the ability
of the system to recognize execution errors or undesired behaviour and the ability to
respond by replanning in order to recover from the failure or to stop the undesired ac-
tivities.MSMAS has three phases: the first phase is to capture the system requirements
through the Use Cases Models and to create the System Goals Model. The second phase
starts with the high level design of the required Business Processes to achieve the sys-
tem goals and the specification of the system organisational structure through the In-
stitutions Models. Then, a detailed design of the business activities, a full specification
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of the System Participants and the specification of Communication Protocols that de-
fines how system participants can coordinate their activities, interact with one another
and exchange information. The third phase concerns implementation, where the user
can export the system specification in either of the two available formats. The first is
the SCIFF formal framework [1], which supports the designer in the assessment of
the produced model, checking its correctness and verifying whether it meets desired
properties, also taking into account possible execution traces produced by the system.
The second format is RDF that offers a basis for transformation to any other execu-
tion languages such as JADE, JASON, etc. Or can be mapped to another RDFs such as
the frame work proposed by Alberola et al[7]. Verifying SCIFF model is good indica-
tor of the correctness of the RDF model, because both models are reflecting the same
MSMAS metamodel.

In MSMAS, the system designer can set constraints on the business processes and/or
their activities, as well as on the system participant roles. Any activity without a con-
straint can be executed an arbitrary number of times in an arbitrary order as long
as its preconditions are satisfied, while the constraints on system participants’ roles
are used to specify the accepted behavioural patterns. To impose dynamic constraints
on the activity execution, MSMAS uses the graphical notation of DECLARE (see
http://www.win.tue.nl/declare/, retrieved 20130627), deriving from the
DecSerFlow/ConDec languages developed by van der Aalst and Pesic [14,13,11]. DE-
CLARE is a declarative language for modelling and enacting constraint-based business
processes. We chose a declarative approach for MSMAS because it is well-suited to the
dynamic nature of MASs, and because DECLARE offers a simple graphical notation
with a powerful and flexible formal representation.

DECLARE takes an open approach where the relationship constraints that are set
between two or more activities can be either positive and negative. Positive relation-
ships are normally used to state that a certain activity is expected to occur when a
certain system state is achieved, while negative relationships state forbid the execution
of activities when a given state of affairs holds. DECLARE offers a number of loosely-
coupled template relations, which go beyond the standard sequential relationships of
classical process specification languages. An example is the responded presence con-
straint, which states that if the source activity A is executed, then the target activity B
must be executed as well, either before or after the execution of activity A.

Many formal models for agent-based systems have been proposed and they present
useful approaches for building such systems. We believe MSMAS makes a valuable
contribution to this line of research because of its ability to model scenarios, in which
the system components and human participants interact governed by social norms. We
consider this is an important aspect, as modelling only individual agent aspects cannot
cover all the issues that affect how they interact and coordinate their behaviour to allow
the system to achieve its goals; hence considering the social aspects of these individual
agents becomes necessary. Incorporating social and organizational structure compli-
cates the MAS model, however by following the MSMAS methodology and break-
ing down the system into smaller organisations and encoding the different behaviour
patterns into roles, we argue that complication is contained. Furthermore, allowing
the system properties to be assessed during design time with the support of a formal

http://www.win.tue.nl/declare/
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framework helps in modelling societally-structured systems and the use of a declarative
style enables monitoring and runtime verification [4,1,10].

2 Formal Model of MSMAS

Formal modelling methods of software comprise two activities: formal specification
and verification. Formal specification permits the deployment of an accurate specifica-
tion of the system behaviour that allows for a precise modelling of the system, while
verification aims at proving that the model of the system complies with the intended
requirements, and meets the desired properties.

Our evaluation of the literature and existing and past approaches, leads us to the
conclusion that MSMAS can be based on just four concepts that are sufficient for a
MAS description to be able to provide answers to the following four questions:

1. What is the purpose of building the system and its individual components? This
question is answered by defining System Goals (SG) as the first core concept.

2. How can the system achieve its goals? The answer lies within the second core
concept which is the system Business Processes (BP ) and their activities.

3. Who or what is responsible for the execution of each business process activity?
This is answered by the third core concept of System Participants (SP ).

4. Through which organisational structures do the system participants interact and
what roles can they play? This is answered by defining System Institutions (SI).

So, in our approach, a MAS is a 4-tuple: MASmsmas = 〈SG,BP, SP, SI〉 and
hence, in order to connect these four concepts, we address the modelling of: (i) System
Participant Institutional Roles, (ii) System Participant Communication Protocols, and
(iii) Business Processes Relationships. The system goals are the main drivers of the
business processes and all activities in MSMAS are goal-directed so the formalisation
above covers the complete MSMAS system view. In the rest of this section we go into
more detail about each of the above concepts.

Institutional Roles. MSMAS requires the explicit statement of the society’s organisa-
tional structure, where the system is organised in a number of institutions each of which
has an associated finite set of roles, and system participants might play one or more of
these roles in one or many of the system institutions. Specifying an organisation can
be done through specifying the inter-agent relationships that exist within this organ-
isation [15]. In MSMAS, these inter-relationships specifications are centered around
the abstract roles the system participants can play and how these roles relate to each
other. Role specification allows for defining behaviour patterns in an abstract way, in-
dependent from each individual system participant. In this sense, roles are considered
as system participant types, so when a system participant takes part in an institution
and plays one of the institution roles, it should conform to that pattern of behaviour. All
system agents that adopt the same role are normally granted the same rights and du-
ties, and are expected to obey to the same restrictions applied to that role. Declarative
specification allows the identification of an arbitrary range of relations, but in MSMAS
we restrict ourselves to the following role types, as seen in the role/role relations in
Figure 1.
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1. Sequential Roles (SR): these are the pairs of roles where the the system participant
is required to play the first role before being allowed to play the second one. An
example from Figure 1 is when an agent has to be Catalogue Manager before being
Stock Manager.

2. Joint Roles (JR): these are pairs of roles where the system participant is required to
play both, but one after another in a specified order, or neither. The first role is con-
sidered a precondition to place the second role. An example is the requirement in a
marketplace that a type of seller should fulfill their customers’ orders themselves,
meaning they have to play the role of Shipper after playing being Seller.

3. Coupled Roles (CR): these are pairs of roles that are coupled together where the
system participant is required to play both or none, but in either order: once one
of them played the other one needs to be played. An example is the requirement
in a marketplace that product meta data provider is the same as the inventory data
provider. CR allows for concurrency where an agent is required to play multiple
roles at the same time.

4. Disjoint Roles (DR): these are mutually exclusive roles, where only one of them
can be played by a system participant at any point of time, and once the system
participant plays that role it can not play the other role. An example of this is when
you have a Coder and Code reviewer, and the requirement that one can not review
his own code (four eyes principle).

5. Amicable Roles (AR): these are the pairs of roles where the system participant can
play one or many of them at the same time without raising any conflict.

The set of all Institutional Roles IR is then represented as: IRmsmas = 〈SR ∪ JR ∪
CR ∪DR ∪AR ∪HR〉 and each role set in turn is defined as: Rinst = 〈inst, R,Rrel〉
where R is the set of roles that belong to institution inst and Rrel is the set of relations
between these roles in R.

Business Processes. In MSMAS there are two types of business processes models:
(i) Composite Business Process (CBP)1: which is a System Conceptual Plan (SCP)
that describes which business processes and/or business activities are needed for the
achievement of a Composite System Goal (CSG)23, and (ii) Basic Business Process
(BBP): which contains the detailed specifications of the actual business activities that
lead to the achievement of a Basic System Goal (BSG)4. Each BSG goal can be achieved
through the execution of one or more activities as defined through the system de-
sign.MSMAS allows designers to assign any DECLARE-style constraint/relation to any
pair of business activities within any BBP 5. Relations within the context of CBPs how-
ever are limited to only four types, as shown in Figure 1 BP/BP relations, where we
identify the following types for CBPs as conceptual plans:

1. Sequential Business Processes (SBP): these are the pairs of business processes/
activities that must be executed consecutively.

1 Composite Business Process was called in previous publications as Specific Business Process.
2 Composite System Goal was called in previous publications as Specific System Goal.
3 Composite System Goal: is a functional goal achievable by one or more business process.
4 Basic System Goal: leaf of system goals tree, achievable by one or more business activities.
5 All the DECLARE relation formulae, notation and SCIFF mapping appears in [10].
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2. Joint Business Processes (JBP): these are pairs of business processes/activities
where both are required to be executed, but one after another in a specified order.

3. Coupled Business Processes (CBP ): these are pairs of business processes/
activities where both are required to be executed, but in no specific order.

4. Disjoint Business Processes (DBP ): these are mutually exclusive business pro-
cesses/activities, where only one may be executed, and once this has occurred the
other process/activity can not be executed.

5. Amicable Business Processes (ABP ): these are the pairs of business processes/
activities that can be executed freely without raising any conflict.

The set of all possible Business Processes/Activities SBP is represented as:
SBPmsmas = 〈SCPmsmas ∪ SEPmsmas〉

where the set of all MSMAS System Business Process CBP is the set of both System
Conceptual Plans SCP and the set of System Executable Plans SEP :

SCPmsmas =〈CBP ,SBA,SCPrel,CSG〉
SEPmsmas =〈SBA,SEPrel,BSG〉

where SBA is the set of business activities that lead to the achievement of the System
Basic Goals BSG and SEPrel is the set of relations between these system activities.

Communications Protocols. A communication protocol in MSMAS is a set of one or
more messages sent from one system participant to another. We define three types of
communication messages:

1. Inform Message (IM ): where a system participant sends information in some form
such as a belief, a file, etc to another; the sender does not expect a response and the
recipient does not expect to replyThis message type is useful for lightweight com-
munications scenarios where acknowledging delivery is not required or essential.

2. Offer Message (OM ): where a system participant offers to send some information
such as a belief, a file, etc to another system participant. The recipient is expected to
respond by accepting or rejecting this offer; if accepted an inform message should
to follow.

3. Request Message (RM ): where a system participant asks for some information
from another. A response is required accepting or rejecting the request: either way
the response is an inform message or another request message.

In MSMAS a communication protocol CommuProt is defined as:
CommuProtmsmas = 〈Msgprot,Msgrel, IRprot〉

where a communication protocol CommuProtmsmas is the set of communication mes-
sages Msgprot that are exchanged between the system participants playing the insti-
tutional IRprot roles according to the constraints set by the set of relations Msgrel
between the pairs of these messages and:

Msgmsmas =〈IM ∪ OM ∪ RM 〉
where msgmsmas =〈sender , recipient ,msgContent , timeStamp〉

3 The SCIFF Framework

SCIFF is a logic programming framework originally proposed by Alberti et al [1]. It
is based on Abductive Logic Programming (ALP) [9]. An ALP is a triple 〈P,A, IC〉,
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DECLARE
Notation

DECLARE
Visual notation

MSMAS Role/Role 
Relation

Succession Relationship:
every execution of A should be
followed by the execution of B and
each B should be preceded by A

Joint Roles:
The system participant must play
Role B after playing Role A, and
must have played Role A in order
to play Role B

A B

Coexistence Relationship:
If either A or B is performed, the
other one has to be executed as
well.

Coupled Roles:
The system participant has to play
both Role A and Role B

A B

Not Coexistence
Relationship:
If one of A or B is performed, the
other one can not be executed.

Disjoint Roles:
If the system participant plays
Role A then Role B can not be
played, and vice versa.

A B

A BNo constraint
Amicable Roles:
The system participant can play
any or both of Role A and Role B
without any restriction

Precedence Relationship:
If B Is performed A should have been
performed before it

Sequential Roles:
The system participant has to play
Role B only after playing Role A

A B

MSMAS BP/BP 
Relation

Joint BPs:
BP B must be executed after the
execution of BP A, and BP A
must have been executed to start
executing BP B

Coupled BPs:
Both BP A and BP B have to be
executed

Disjoint BPs:
If BP A has been executed then
BP B can not be executed, and
vice versa.

Amicable BPs:
Any or both of BP A and BP B can
be executed without any restriction
as long as their specified pre
conditions -if any- are met

Sequential BPs:
BP B has to be executed only
after the execution of BP A

Fig. 1. DECLARE Notation and its Mapping to MSMAS Role/Role relation concepts

where A is a set of predicates, named abducibles, P is a logic program that uses predi-
cates in A but does not define them, and IC is a set of integrity constraints.

Reasoning in abductive logic programming is a goal-directed task (G, a goal), and
amounts to finding an explanation set Δ of (ground) abducible predicates, such that:
P ∪Δ |= G and P ∪Δ is consistent. The set IC of integrity constraints constrains the
explanations Δ for the goal G, through the additional requirement P ∪Δ |= IC.
SCIFF leverages on ALP to constrain the dynamics of an event-based system, such

as the interaction between multiple agents [1] or the execution of a business process
[12]. In particular, SCIFF instantiates the ALP triple 〈P,A, IC〉 as follows:

– A is constituted by special predicates denoting expectations about (un)desired
events;

– P is a knowledge base used to capture the static knowledge of the targeted system;
– IC is used to relate the occurrence of events to expected events, thus defining which

are the events that are expected to occur when a certain trace of events is observed.

Events. In SCIFF there is a clear distinction between the description of an event and
the occurrence of said event. In fact, an event is represented as a term, whereas an event
that has happened is an atom H(Event, T ime) where Event is a Term and T ime
is an integer denoting the time at which that event happened. Ground happened events
are used to represent a (partial) execution trace of the system, enumerating the relevant
events and their timestamps, whereas happened events with variables are used to de-
note a class of matching ground happened events. For example, H(inform(john,mary,
call code(123 )), 5 ) denotes that john informed mary at time 5 that the call code has
value 123. Whereas, H(inform(X ,mary, call code(C )),T ) models that some agent
X informed mary at a certain time T that the call code has value C.

As well as happened events, SCIFF supports the modelling of (un)desired courses
of interaction by introducing the notion of expected events, making it possible to ex-
plicitly describe what is expected (not) to happen. Expectations can be either positive
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E(Event, T ime) or negative EN(Event, T ime). The intuitive quantification for the
variables possibly contained in the expectations is existential for positive expectations,
and universal for negative expectations. For example, E(inform(X ,mary,
call code(C )),T ) models that it is expected that someone informs mary about the call
code at some point in time, whereas EN(inform(X ,mary, call code(C )),T ) means
that no agent can ever inform mary about call codes. The full SCIFF event syntax
appears in [1].

SCIFF Integrity Constraints. In the SCIFF framework, integrity constraints (ICs)
are used to express behavioural rules interconnecting happened events with expec-
tations, to represent the expected and forbidden courses of interaction when a given
pattern of happened events is found in the current system trace. Technically, they are
(forward) implications of the form β(X) → γ(X,Y ), where β(X) is a conjunction
of literals, i.e., of (partially grounded) happened/expected events and other predicates,
and γ(X,Y ) is a disjunction or conjunction of expectations and other predicates. In-
tuitively, variables X are universally quantified with the entire implication as scope,
whereas variables Y are existentially or universally quantified depending on whether
they appear inside positive or negative expectations (for a full account of quantification,
see [1]). Predicates are used to constrain further the matching events, and include Con-
straint logic programming (CLP)6 constraints. When applied to time variables, CLP
constraints are particularly useful for imposing metric temporal conditions on hap-
pened/expected events. For example, the integrity constraint:

H(create call(X ,C ),T )∧friend(X ,Y )→
E(inform(X ,Y , call code(C )),T2 ) ∧ T2 < T + 10

states that whenever agent X creates a call with code C, X is expected to inform each
of her friends about the value of the call code within 10 time units. Once again, for the
full SCIFFsocial integrity constraint syntax, see [1].

SCIFF Knowledge Base. SCIFF ICs can capture the dynamic aspects of a system
by interconnecting the observed and expected courses of interaction. However, they
are not meant to represent the static knowledge that might be needed to describe the
system independently of its dynamics. The SCIFF framework allows the definition of
this type of knowledge inside a knowledge base (KB). The KB can be used to list facts
known about the domain under study (such as the extension of the friend predicate used
in the aforementioned sample integrity constraint), or to encode complex derivation
rules modeled as logic programming clauses. Such derivation rules could also employ
happened and expected events to provide a-priori definitions for knowledge related to
the system dynamics. The full syntax for SCIFF knowledge base terms is given in [1].

Compliance in SCIFF. We now describe the declarative semantics of SCIFF, which
builds upon the semantics of ALP and extends it so as to capture the meaning of ex-
pectations. In particular, SCIFF declaratively captures the notion of compliance of a
system execution trace with the modelled specification. This is done by considering
positive and negative expectations as abducible predicates, and by introducing the no-
tion of fulfillment. Starting from the knowledge base and the set of happened events

6 A Constraint Logic Program is a logic program that contains constraints in the body of clauses.
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contained in the analyzed trace of the system (which extends the knowledge base with
information about the dynamics), expectations are hypothesized consistently with the
ICs and with an expectation-consistency rule stating that no event can be expected to
happen and not to happen at the same time. A positive (respectively negative) expec-
tation is then judged as fulfilled (respectively violated) if there exists a corresponding
matching happened event in the trace. This can be considered as a sort of hypothesis
confirmation step, where the hypothesized courses of execution match with an actual
behaviour.

This declarative notion of compliance has an operational counterpart in the SCIFF
proof procedure, which concretely realizes an inference mechanism to 1. dynamically
acquire happened events reporting about the evolution of the system dynamics, 2. use
the modeled knowledge base and integrity constraints so as to generate expectations
about the courses of execution, and 3. match expectations with happened events, de-
ciding their fulfillment. Execution traces which fulfill all the generated expectations are
then deemed as compliant with the specification.

An extension of the SCIFF proof procedure, called g-SCIFF, can be used to prove
properties of the model at design time, i.e., without having an explicit trace of the system
[12]. Given a property, g-SCIFF tries to generate a (partially specified) trace showing
that the property can be satisfied while respecting all the modeled ICs. Intuitively,
this is done by transforming every pending positive expectation into a corresponding
happened event, checking that no negative expectation becomes violated.

Finally, we observe that while termination of the proof procedures cannot be guaran-
teed in general, all the techniques developed to check termination of (abductive) logic
programs can be seamlessly applied to SCIFF (see, e.g., [12,10] for a discussion on
termination conditions when reasoning on extended DECLARE.

4 MSMAS Semantics in SCIFF

In this section we establish a correspondence between MSMAS and SCIFF, conse-
quently enabling the exploitation of the reasoning capabilities of the SCIFF framework
to systems modelled with MSMAS. The translation is inspired by [11,10].

4.1 Events in MSMAS

In MSMAS, events reflect the execution of business processes, as well as the dynamics
of institutions and of agent interaction. In particular, a system execution is understood
by MSMAS in terms of the following events.
Institutional events are triggered when a system participant plays a defined institu-
tional role. For example:

playRole(Agent1, (marketplaceInstitution, seller)))

where the agent (Agent1) plays the role (seller) within the defined institution
(marketplaceInstitution).
Communications events are triggered when a system participant sends a message
within a defined communication protocol. For example:

requestMsg((buyProductProtocol, customer1, seller5,
getprice(ean : 9782735638938)))
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where the (customer1) agent sends request message which is part of
(buyProductProtocol) communication protocol to get the price of product with
ID/EAN (9784431540816) to get the price from (seller5) agent.

Business process events are triggered when a system participant starts/ends the execu-
tion of an activity within a defined basic business process. For example:

startActivity(checkForNewSSL(updateF ileBP, (updateAvailabilityCP )),
Agent1, (updateF ileBSG, flase), (timeForUpdate, true))))

where the (Agent1) agent starts the execution of (checkForNewSSL) activity within
the defined basic process (updateF ileBP ) which in turn is a step in the conceptual
plan (updateAvailabilityCP ) to achieve the basic system goal (updateF ileBSG)
with inputs/preconditions (T imeForUpdate) with value (true). or

endActivity(checkForNewSSL(updateF ileBP, (updateAvailabilityCP )),
Agent1, (updateF ileBSG, false), (fileFound, true))))

where the agent Agent1 ends the execution of activity checkForNewSSL within the
defined basic process updateF ileBP , which in turn is a step in the conceptual plan
set CP, that contains conceptual plan updateAvailabilityCP , to achieve basic system
goal updateF ileBSG with outputs/postconditions fileFound with value true.

4.2 Institutional Role/Role Relation Formalisation

Given a MSMAS model, each Role/Role relation present in the model is captured
as a corresponding fact of the type: role role relation(A,B, Type) For exam-
ple, role role relation(Registered User, Seller, sequential roles), expresses that
a precedence/sequential role relation holds between Registered User and Seller
roles. All these facts are grouped together inside an “institution” knowledge base
KBinst.

The Role/Role relations described in Table 1 are then formalized by means of ICs
that follow the DECLARE to SCIFF translation presented in [11,10]. Such constraints
are grouped together into an integrity constraint set ICinst.
Sequential Roles. A sequential role relation is represented by the following IC:

role role relation(A,B, sequential roles)
∧ H(play role(SystemParticipant, (Institution,B), TB))

→ E(play role(SystemParticipant, (Institution,A), TA)) ∧ TA < TB.

Notice that the constraint is instantiated for every Role/Role relation of type
sequential roles contained into KBinst.

Joint Roles can be formalised using the following ICs:
role role relation(A,B, joint roles)
∧ H(play role(SystemParticipant, (Institution,A), TA))

→ E(play role(SystemParticipant, (Institution,B), TB)) ∧ TB > TA.
role role relation(A,B, joint roles)
∧ H(play role(SystemParticipant, (Institution,B), TB))

→ E(play role(SystemParticipant, (Institution,A), TA)) ∧ TA < TB.
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Coupled Roles can be captured as joint roles, but without imposing any ordering con-
straint on the event timestamps:

role role relation(A,B, coupled roles)
∧ H(play role(SystemParticipant, (Institution,A), TA))

→ E(play role(SystemParticipant, (Institution,B), TB)).
role role relation(A,B, coupled roles)
∧ H(play role(SystemParticipant, (Institution,B), TB))

→ E(play role(SystemParticipant, (Institution,A), TA)).

Disjoint Roles are formalized by means of negative expectations:
role role relation(A,B, disjoint roles)
∧ H(play role(SystemParticipant, (Institution,A), TA))

→ EN(play role(SystemParticipant, (Institution,B), TB)).

4.3 Business Processes and Business Activities Relation Formalisation

In MSMAS, the modelling of Composite Business Processes (CBPs) means represent-
ing the conceptual plans broken down into the necessary steps to achieve one specific
system goal. Meanwhile the actual executable plans are those that are modelled as
Basic Business Processes (BBPs), where the plan steps are business activities (BAs).
We allow the system designer to set constraints between BP/BP, BP/BA, and BA/BA at
any level, whether part of a conceptual plan or of an executable plan: the only difference
is that a BP/BP or BP/BA relationship at the conceptual plan level is inherited all
the way down through all sub-processes/sub-plans. BP/BP or BP/BA relations are
restricted to the types described in §2 (Sequential Business Processes, Joint Business
Processes, Coupled Business Processes, and Disjoint Business Processes) and are
formalised in the KBSCP as a fact of the type: scp scp relation(A,B, Type).
For example, scp scp relation(checkForNewSSL, publishSupplierUpdate,
sequential business process), expresses a sequential business process relation
between the checkForNewSSL and publishSupplierUpdate business processes.

The formalisation of the relations as integrity constraints follow the same method
as for role/role relations in section 4.2. An interesting pattern is the one of sequential
processes, which can be represented by means of a DECLARE chain response, in turn
captured in SCIFF as follows:

scp scp relation(A,B, sequential business process)
∧ H(execute(BPA, SystemParticipant,Beliefs), TA)

→ E(execute(BPB, SystemParticipant,Beliefs), TB) ∧ TB > TA

∧ EN(execute( , , ), Tx) ∧ Tx > TA ∧ Tx < TB .

The full set of DECLARE constraints are supported at the BA/BA level, where these
business activities are steps within an executable plan. For a comprehensive treatment
of such constraints in SCIFF, see [10].

4.4 Communication Protocols Relation Formalisation

Communication protocols serve as a vehicle for enabling the development of inter-
operable agents and they mainly facilitate negotiation, cooperations and coordination
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among all different system participants according the the system design. In MSMAS
as explained in Section 2, using the the identified three types of messages the system
designer can create any custom communication protocol of any length of a finite set of
messages. Only Offer Message and Request Message types do require a response when
sent, so effectively a request message has a succession relationship with a response
message i.e. it is a Joint Relationship between two messages that can be formalised in
the KBMSG as a fact of the type: msg msg relation(protocol, A,B, T ype). For ex-
ample, msg msg relation(getPrices, submitF ileUpdate, submitSecurityT oken,
joint message), expresses a joint message relation between submitF ileUpdate
and submitSecurityT oken messages in the communication protocol getPrices.

The formalisation of the relations as integrity constraints follow the same method as
per previous examples in previous sections. Joint Communication Messages can be
formalised using the following integrity constraints:

msg msg relation(prot1, requestMsg, informMsg, joint message)
∧ H(requestMsg(prot1, SystemParticipantA, SystemParticipantB , Content), TA)
→ E(informMsg(prot1, SystemParticipantB , SystemParticipantA, Content), TB)
∧ TB > TA.

msg msg relation(prot1, requestMsg, informMsg, joint message)
∧ H(informMsg(prot1, SystemParticipantB , SystemParticipantA, Content), TB)
→ E(requestMsg(prot1, SystemParticipantA, SystemParticipantB , Content), TA)
∧ TA < TB .

4.5 Reasoning about MSMAS Models

By putting together the translation principles presented above, we obtain a full SCIFF
specification constructed as follows:

Pmsmas ≡〈KBmsmas, {E/2,EN/2}, ICmsmas〉
where KBmsmas �KBinst ∪ KBprot ∪ KBact

and ICmsmas �ICinst ∪ ICprot ∪ ICact

The SCIFF and g-SCIFF proof procedure can consequently be applied to reason
about MSMAS models. Notably, the joint application of these proof procedures cov-
ers the entire lifecycle of a system: at design time, the SCIFF proof procedure can be
used to check compliance of simulated event traces, while g-SCIFF can be applied to
verify whether the MSMAS model of the system meets some desired properties; at run-
time, the SCIFF proof procedure can be employed to monitor the running system and
check whether it fulfils the generated expectations; a-posteriori, the same approach can
be employed to analyze complete traces representing past system executions.

More specifically, the correspondence between MSMAS and SCIFF gives an
expectation-based declarative semantic for MSMAS, providing a formal notion of com-
pliance between an execution trace of the system (also called instance of the specifi-
cation) and the constraints obtained from the MSMAS model. Intuitively, given a set
HAP of happened events, Pmsmas leads to formulate an abductive set EXP that con-
tain positive and negative expectations, which reflect the events that are expected (not)
to occur in the state of affairs obtained after the execution of the events in HAP. In this
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Fig. 2. MSMAS example models

respect, we take advantage of the declarative semantics of SCIFF to tackle three basic
reasoning tasks: consistency, fulfillment, and conformance.

Consistency states that a MSMAS event cannot be expected to happen and expected
not to happen at the same time. Technically, for each (ground) MSMAS event e and
timestamp t, consistency requires that {E(e, t),EN(e, t)} � EXP. Notice that consis-
tency is not checked by the proof procedures by effectively grounding the expectations,
but by using variables and CLP constraints to maintain an intensional, “symbolic” repre-
sentation of (classes of) expectations, using constraint-solving to detect clashes between
positive and negative expectations.

Fulfillment expresses the semantics of expectations. In particular, we say that a pos-
itive expectation E(e, t) ∈ EXP is fulfilled by a set HAP of happened events if and
only if H(e, t) ∈ HAP, i.e., a corresponding happened event has occurred. Specifically,
a negative expectation EN(e, t) ∈ EXP is fulfilled by a set HAP of happened events if
H(e, t) �∈ HAP, i.e., no corresponding happened event has occurred. Furthermore, we
say that EXP is fulfilled by HAP if every expectation in EXP is fulfilled by HAP.

Conformance combines the notion of consistency and fulfillment to characterize
whether a trace of the system respects all the constraints imposed by the MSMAS
model. In particular, given a goal G and a complete trace of the system HAP, we say
that HAP conforms to the MSMAS model satisfying G if:

KBmsmas ∪ HAP ∪ EXP |= G
KBmsmas ∪ HAP ∪ EXP |= ICmsmas

EXP is consistent
EXP is fulfilled by HAP

Looking closely at the sample institution model in Figure 2, we observe that the speci-
fications of WarehouseManager , Supervisor and Picker eventually lead to an incon-
sistency as soon as an agent start to play one of these roles: WarehouseManager and
Supervisor are joint roles, and so are WarehouseManager and Picker , which implies
that also Supervisor and Picker have to be joint roles, while the model constrains them
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to be disjoint. This inconsistency can be detected by the SCIFF proof procedure when a
partial trace of the system is analyzed. With g-SCIFF, instead, the problem can, e.g., be
detected when the modeller asks the following query: is it possible for an agent to play
the role of Picker ? Observe that a negative answer to this query would seriously ques-
tion the correctness of the MSMAS model, because it would attest that Picker is always
an “empty” role in any possible execution. In g-SCIFF, such a query can be expressed
in terms of the goal: E(playrole(SP, (I, picker), T )). To answer this query, g-SCIFF
tries to generate a (partially specified) trace that conforms to the MSMAS model and at
the same time satisfies the goal. In particular, starting from the expectation mentioned
in the goal, the proof procedure generates a happened event that fulfils the expecta-
tion: H(play role(SP, (I, picker), T )). This event states that at some time T , an agent
SP will indeed play the Picker role in the context of some institution I . Due to the
two constraints attached to the Picker role in Figure 2(a), this in turn triggers the gen-
eration of two expectations: one stating that the WarehouseManager role must also
be played by that agent (E(play role(SP, (I, warehouse manager), T2))), and the
other stating that the Supervisor role can never be played by that agent (EN(play role
(SP, (I, supervisor), T3)), where T3 is universally quantified). To fulfill the first ex-
pectation, g-SCIFF generates a corresponding happened event, which however triggers
a further positive expectation about the fact that the agent must also play, sooner or later,
the Supervisor role (E(play role(SP, (I, supervisor), T4)), where T4 is existentially
quantified). This expectation clashes with the negative expectation generated before,
leading to inconsistency and, in turn, to a negative answer for the posed query.

5 Discussion and Future Work

As far as this presentation is concerned, we do make some simplifying assumptions
about scenarios being modelled of which we highlight: (i) all system goals are compat-
ible in that they lead to the achievement of the general goal of the system. The designer
can add conflicting goals if the intention is to construct a competitive, however MSMAS
and its tool does not currently support the identification of conflicting system goals and
does not provide any guidance as yet, on how to resolve such issues. (ii) it is the de-
signer’s responsibility to specify how to manage the registration and deregistration of
system participants with respect to an institution. The registration process is normally
used as a mechanism for declaring the role(s) that a system participant intends to play
and by so doing, the institution governor may validate the participant’s eligibility, prior
to starting any activity with that role.

Meta-models for norm-aware MAS are an active research area as an incomplete
selection from the literature demonstrates. The Alive project [2] used model-driven
development to deploy agents and services in the context of an organizational model
defined in Opera, which expresses norms in terms of states to be maintained or avoided.
However, Opera lacks an activity model, making run-time validation difficult. The very
detailed formalisation of EIDE [3] takes what is arguably a more low-level approach
to capturing the quite complex semantics, particularly those associated with scenes and
transitions, using the Z specification language. While this provides a high degree of
precision, there is no associated meta-model, so although there are tools to generate
code automatically, they do not have that formal backing. A further issue is the rel-
atively stylised nature of EIDE agents, whose actions have historically been highly
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constrained through the use of governors that ensure non-compliant actions never oc-
cur. Ghorbani [8] provides a different perspective, in which a meta-model is defined and
used for model-driven development in the context of agent-based simulations, informed
by Ostrom’s IAD framework. While this emphasizes the role of norm and institution in
the governance of agent behaviour, the meta-model reflects the research objectives of
modelling social structures and their evolution. Against this background – and much lit-
erature for which there is not room here – we suggest that (i) the novel combination of
a business-oriented institutional meta-model, designed to support self-management in
use, (ii) with a design- and run-time formal proof mechanism, (iii) provides a new per-
spective on formal software engineering of MAS and contributes towards the evolution
of and the debate on the application of meta-models and model-driven development in
MAS. Future plans for MSMAS include the enhancement of its metamodel to be Model
Driven Development (MDD) compliant and to investigate and include the modelling of
multiple organisations/institution interactions.
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Abstract. Contemporary traffic management systems will become more
intelligent with advent of future Internet technologies. The systems are
expected to become more simple, effective and comfortable for users,
but this transformation will require the development of both new system
architectures as well as enhanced processing and mining algorithms for
large volumes of cloud data. In this study, we consider a conceptual ar-
chitecture of a cloud-based traffic management system that applied to a
multi-modal journey planning scenario. For this purpose, it is necessary
to process large amounts of travel-time information. Information is col-
lected by cloud service providers and processed for future route planning.
In this paper, we focus on the data clustering step in the data mining
process. The data collection and processing require an appropriate clus-
tering algorithm to aggregate similar data. In particular, we support a
process where a particular service provider can request additional in-
formation from others to be used in the clustering function, requiring
a decentralised clustering algorithm. We present a cloud-based architec-
ture for this scenario, develop a decentralised cooperative kernel-density
based clustering algorithm, and evaluate the efficiency of the proposed
approach using real-world traffic data from Hanover, Germany.

Keywords: Cloud computing architecture, decentralised data
processing and mining, multi-agent systems, kernel density estimation,
clustering.

1 Introduction

Congested roads need to develop a new generation of Traffic Management Sys-
tems (TMS). These systems are very important for individual users, for example
as drivers and pedestrians, business logistic operators and city public transport
organizers. Such complex distributed systems can be well represented by multi-
agent systems (MAS), which are based on multiple interacting and cooperating
agents with intelligent behaviour.
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Future Internet capabilities such as cloud computing (CC) also influence TMS.
CC aims at providing elastic services, high performance and scalable data storage
to a large and ever increasing number of users [1]. CC systems provide large-scale
infrastructure for high-performance computing and are dynamically adapted to
user and application needs. Several common problems can be identified and sev-
eral benefits obtained by the synergy between MAS and CC in an agent-based
cloud computing (ABCC) paradigm. CC is mainly focused on the efficient use
of computing infrastructure through reduced cost, service delivery, data storage,
scalable virtualization techniques, and energy efficiency. In contrast, MAS are
focused on the intelligent aspects of agent behaviour and their use in develop-
ing complex applications. In particular, CC can offer a very powerful, reliable,
predictable and scalable computing infrastructure for the execution of MASs
by implementing complex, agent-based applications for modelling and simula-
tion. On the other hand, software agents can be used as basic components for
implementing intelligence in clouds, making them more adaptive, flexible, and
autonomic in resource management, service provisioning and large-scale appli-
cation executions [14].

One of the key aspects of agent intelligence in ABCC is the capability to pro-
cess and mine huge volumes of distributed data from various sources. Research
activities have an inherent need to develop effective distributed data process-
ing and mining algorithms for ABCC that take the needs and requirements of
concrete traffic scenarios into account.

In this paper we consider travel time data processing that is distributed among
cloud service providers. We focus on the problem of data clustering. Clustering
is a descriptive data mining task used to partition a data-set into groups such
that data objects in one group are similar to each other and are as different as
possible from those in other groups. In cloud systems, data-sets are distributed
among several providers, creating a need to develop distributed algorithms for
data clustering. We develop a semi-parametric algorithm for distributed data
clustering and consider some applications to ABCC-based intelligent TMS. We
implement a kernel density (KD) technique based on contemporary computa-
tional statistics. It is a popular technique that reduces the search for clusters
into a search for dense regions and allows finding arbitrary form clusters. This is
accomplished using a so-called probability density function from which the given
data set is assumed to have been generated [10].

The contribution of this study is the following: 1) a description of data pro-
cessing stages in a cloud-based TMS that is applicable to a multi-modal journey
planning scenario; 2) development of a novel decentralised cooperative agent-
based KD clustering algorithm; 3) application of the proposed algorithm for
the described scenario; 4) an experimental validation of the proposed clustering
algorithm using real-world traffic data.

The remainder of this paper is organized as follows. Section 2 discusses re-
lated work. Section 3 formulates the considered TMS scenarios and presents the
corresponding ABCC-based architecture. In Section 4, we present a KD clus-
tering method. Section 5 suggests a decentralised, cooperative, agent-based KD
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clustering algorithm and corresponding efficiency metrics. Section 6 reports the
experimental results. The last section presents the conclusion and discusses the
future work opportunities.

2 Related Work and State of the Art

By adapting to user and application needs, CC technologies, such as Future
Internet and the Internet of Things (IoT), can enhance modern TMS and provide
large-scale infrastructures for high-performance computing that are ’elastic’ in
nature [14]. CC technology is a worldwide priority research direction, and some
authors (e.g., [12],[6]) have proposed work on next-generation TMS. Research
areas are motivated and co-funded by private companies and municipalities in the
areas of transport, logistics, communication and traffic management. Research
in this area is still largely at the stage of scenario formulation and coordination
protocols. One of the first cloud-based traffic network architecture, employing
IoT components, has been proposed in [12].

Complex distributed systems are often modelled by MAS [7], [2]. Coupling
CC with software agents opens new avenues for implementing intelligent cloud
services. The convergence of interests between MAS, which require reliable dis-
tributed infrastructures, and CC systems, which needs intelligent software with
dynamic, flexible, and autonomous behaviour, may result in new systems and
applications [14]. Agents in such systems have the potential to be more intel-
ligent and to possess special modules for intelligent data processing [10] and
decision-making [7].

However, implementing a traffic cloud is far from easy. From an end user’s
point of view, the complexity of data and algorithms is hidden in the cloud.
Users, ranging from traffic authorities to car drivers and automated components,
expect to work with relatively simple web applications via mobile or embedded
devices. These devices are permanently connected and can (theoretically) use all
the information available from other users and system elements. A huge amount
of available information must be found, collected, aggregated, processed and
analysed for optimal decision-making and behaviour strategies. Such information
is virtually centralized in cloud repositories, but should be managed physically
in a decentralised fashion [6].

One of the key milestones in a path to more intelligent and up-to-date TMS
is the continuous modification of existing methods and implementation of new
modern technologies derived from the communication and data analysis fields.
A decentralised regression forecasting model was considered in [5] and decision
making methods in [7]. In this study, we focus on decentralised data clustering
and the corresponding classification, which can be considered as a prerequisite
step to implementation of forecasting and decision-making models.

In traffic research, the most popular clustering and classification problems are
traffic state clustering [15] and participant behaviour clustering for group for-
mation [11]. In this paper, we concentrate on clustering travel-time information,
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which is part of the traffic state, trying to discover homogeneous traffic patterns
that can be used with the common forecasting model.

KD clustering is a promising computational statistics tool that allows arbi-
trary shaped clusters to be discovered. Such non-parametric methods are well
suited for exploring clusters, because no generative model of data is assumed.
Instead, the probability density in the data space is directly estimated from
data instances. Fast clustering, which is based on KD, was described by Hinnen-
burg and Gabriel [9]. The distributed (with a central authority) version of KD-
based clustering (KDEC scheme) was considered in [10]. Another decentralised
graph-oriented not KD clustering approach was presented in [13].

3 Cloud-Based TMS Architecture

We consider a future cloud-based TMS. The general architecture was proposed
in [12] and then extended in [6]. The cloud-based TMS supposes the permanent
connection of all participants and dynamically provides necessary services. The
participants’ applications that are run in the cloud are data-intensive, which
necessitates the processing of large volumes of information to satisfy the par-
ticipants’ requests. In [6] we motivate the following data processing stages in a
typical cloud-based TMS.

Stage 1: Mining data from the IoT and its pre-processing. All the participants
of the cloud-based system have virtual representations as active IoT components
(agents). The cloud system locates and collects the necessary data from different
agents, and provides usual data mining operations (changes and outliers are
detected, preliminary aggregation and dimensionality reduction are performed).
The collected data are stored as historical information in the cloud and are used
later as input data for ad-hoc network models (Stage 2).

Stage 2: Ad-hoc network models. The application-specific networks of virtual
trafficparticipants are created, and the correspondingdatamodels areused inorder
to estimate the important characteristics and parameters of these networks using
the information collected in Stage 1 and for strategy optimization at Stage 3.

Stage 3: Static decisions and initial strategy optimization. Cloud applications
use pre-calculated results of the ad-hoc network models from Stage 2 and the
available historical information (including private information) about the traffic
network to perform their pre-planning tasks. These models are also checked in
the digital traffic network.

Stage 4: Dynamic decisions and strategy update. The pre-planned tasks from
Stage 3 are executed, and updates are made according to the dynamic real-time
situation extracted from the virtual agents. The aggregation of the pre-planned
data and strategies with the dynamic ones is the most important problem at
this stage.

We consider a dynamic multi-modal journey planning scenario [6]. In this
scenario, the TMS helps travellers to plan and adjust a multi-modal, door-
to-door journey in real-time. To provide recommendations to travellers, the
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Fig. 1. System architecture

cloud-based TMS collects travel-time data in Stage 1 and organizes a historical
travel information repository. In Stage 2 the travel times are continuously esti-
mated for the travel maps. Stage 3 supposes construction of pre-defined routes
for popular origin-destination pairs on the maps. In Stage 4 the actual informa-
tion is taken into account and routes are updated correspondingly.

Note that there is no single ’central’ cloud for this purpose. Instead, many
providers may offer similar multi-modal journey planning services. They each
collect information from subscribed travellers, and then create their own inde-
pendent repositories, ad-hoc networks, and travel recommendations.

The providers are motivated by self-interest; their main goal is to maximize
profit. To achieve this goal, they must balance two conflicting aspects of data
processing. On the one hand, the providers are interested in maintaining a unique
repository that provides clients with better services than those offered by com-
petitors. On the other hand, the service providers are also interested in selling
traveller information for profit (both to clients and to other providers).

After the creation of a (physical or virtual) data repository at Stage 1, each
provider should process data in Stage 2 to prepare information for decisions in
Stage 3. An important problem at Stage 2 is that of travel-time estimation for
travel segments in the network. Different models, for example regression models,
can be used for estimation [5]. However, to produce quality regression results, a
single regression model should be used for each cluster, with potentially different
models used across different clusters. Clustering of collected data is therefore one
of the first tasks performed in Stage 2. In the next Section we describe a KD
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technique of contemporary computational statistics, that allows finding clusters
of arbitrary form [10], [9].

4 Kernel Density (KD) Clustering

Now let us formulate the clustering problem and describe the KD clustering
algorithm. Let X = {x1,x2, . . . ,xN}, xi ∈ Rd be a dataset to be clustered into
k non-overlapping subsets S1, S2, . . . , Sk.

Non-parametric clustering methods are well suited for exploring clusters of
arbitrary form without building a generative model of the data. KD clustering
consists of a two-step procedure: estimation and optimisation. During the esti-
mation step, the probability density of the data space is directly estimated from
data instances. During the optimisation step, a search is performed for densely
populated regions in the estimated probability density function.

Let us formalize the estimation step. The density function is estimated by
defining the density at any data object as being proportional to a weighted sum
of all objects in the data-set, where the weights are defined by an appropriately
chosen kernel function [10].

A KD estimator is

Ψ̂ [X](x) =
1

N

∑
xi∈X

|H|−1K
(
H−1 ‖x− xi‖

)
=

1

N

∑
xi∈X

KH (‖x− xi‖) , (1)

where ‖x− xi‖ is a vector of coordinate distances between xi and x, H is a
bandwidth matrix, K(x) is a kernel function, KH (•) = |H|−1K

(
H−1•

)
[8].

K(x) is a real-valued, non-negative function on Rd and has finite integral
over Rd. We use the multivariate Gaussian function in our study: K(x) =
(2π)−d/2exp

(
− 1

2x
Tx

)
. The bandwidth matrix H is a d × d positive-definite

matrix that controls the influence of data objects and smoothness of the esti-
mate. If no information is available with regard to correlation between factors,
a diagonal matrix H = diag(h1, . . . , hd) can be used.

Let us now formalize the optimisation step. This step detects maximum of
KD and groups all of the data objects in their neighbourhood into correspond-
ing clusters. We use a hill climbing method for KD maxima estimation with
Gaussian kernels (DENCLUE2) [9] and modify the technique for the multivari-
ate case. This method converges towards a local maximum and adjusts the step
size automatically at no additional costs.

Each KD maximum can be considered as the centre of a point cluster. With
centre-defined clusters, every local maximum of Ψ̂(·) corresponds to a cluster
that includes all data objects that can be connected to the maximum by a
continuous, uphill path in the function of Ψ̂(·). Such centre-defined clusters allows
for arbitrary-shaped clusters to be detected, including non-linear clusters. An
arbitrary-shape cluster is the union of centre-defined clusters that have maximum
that can be connected by a continuous, uphill path.

The goal of the hill climbing procedure is to maximize the KD Ψ̂ [X](x).
By setting the gradient ∇Ψ̂ [X](x) of KD to zero and solving the equation
∇Ψ̂ [X](x) = 0 for x, we get:
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x(l+1) =

∑
xi∈X KH

(∥∥x(l) − xi

∥∥)xi∑
xi∈X KH

(∥∥x(l) − xi

∥∥) . (2)

The formula (2) can be interpreted as a normalized and weighted average of the
data points. The weights for each data point depend on the influence of the corre-
sponding kernels on x(l). Hill climbing is initiated at each data point xi ∈ X and is

iterateduntil the density does not change, i.e. [Ψ̂ [X](x
(l)
i )−Ψ̂ [X](x

(l−1)
i )]/Ψ̂ [X](x

(l)
i )

≤ ε, where ε is a small constant. The end point of the hill climbing algorithm is

denoted by x∗
i = x

(l)
i , corresponding to a local maximum of KD.

Now we should determine a cluster for xi. LetX
c = {xc

1,x
c
2, . . .} be an ordered

set of already identified cluster centres (initially, we suppose Xc = ∅). First we
find an index of the nearest cluster centre from x∗

i in the set Xc:

nc(x∗
i ) = argmin

j:xc
j∈Xc

∥∥xc
j − x∗

i

∥∥ .

If the nearest cluster centre is close to x∗
i , then the point xi is included in this

cluster; otherwise, the point is used as a cluster centre to form a new cluster

Λ(xi)←

⎧⎨⎩nc(x∗
i ) if

∥∥∥xc
nc(x∗

i
)−x∗

i

∥∥∥
x∗
i

≤ δ,

|Xc|+ 1 otherwise.

where δ is a small constant and Λ(x) is a class labeling function. In the second
case, we also create a new cluster centre: Xc ← Xc ∪ {x∗

i }.

5 Decentralised KD-Based Clustering

In this section, we describe a cooperative method for sharing the clustering
experience among agents in a network. While working with streaming data, one
should take into account two main facts: (1) the nodes should coordinate their
clustering experience over some previous sampling period, and (2) they must
also adapt quickly to the changes in the streaming data without waiting for the
next coordination action.

Let us first discuss the cooperation technique. Let A = {Aj | 1 ≤ j ≤ p} be
a group of p agents. Each agent Aj ∈ A has a local dataset Dj = {xj

t | t =
1. . . . , N j}, xj

t ∈ Rd. To underscore the dependence of the KD function (1) from

the local dataset of Aj , we denote the KD function by Ψ̂ [Dj ](x).
Consider a case when some agent Ai is unable to cluster a data point xi

t

in some future time moment t because it does not have sufficient data nearby.
By ’unable to cluster’, we mean that this data point forms a new independent
cluster after the optimisation step is performed. In this case, the agent Ai sends
a request to other neighbour agents by sending the data point xi

t to them. Each
agent Aj that receives the request tries to classify the point xi

t using its own

KD function Ψ̂ [Dj ](xi
t) and performs an optimisation step to identify a cluster
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for this point. If the optimisation step is successful, meaning that this point
belongs to an existing cluster, the agent replies to Ai with information relevant
to the neighbourhood of the requested point (parameters, artificial data points,
random data points, etc.). Let us also define Gi ⊂ A, a group of agents that are
able to reply to Ai with clustering information.

Our model uses a two-phase protocol for performing communication between
agents. First, since Ai is unable to classify the data point xi

t, the informa-
tion is sent to other agents. In response to the help-request, the neighbours
Aj send parameters from their estimated KD functions. Since the KD function
is non-parametric and estimated directly from observations, we approximate the
function with a mixture of multi-dimensional Gaussian distributions. Agent Aj

identifies cluster associated with point xi
t and performs the approximation of

clusters with a mixture of normal distributions. Next, Aj transmits the cluster
parameters (weight, mean and covariance matrix). The agent Ai adds this infor-
mation to its KD and updates its clusters. Since parameter transmission requires
less data, this approach requires less transmission, however, the approximation
reduces the cluster shapes to a union of ellipsoids.

Let us consider an approximation step that approximates KD functions with
a mixture of multivariate normal distributions. This step can be achieved with
the expectation maximisation (EM) algorithm proposed by Dempster [4]. The
approach is widely used for calculation of the maximum likelihood estimate of
mixture models.

In a mixture model, the probability density function is

f(x;Θ) =

B∑
b=1

πbfb(x;Θb), (3)

where πb are positive mixing weights that sum to one, fb are component density
functions parameterized by Θb, and Θ = {πb, Θb} are the model parameters.
Each observation is assumed to be from one of the B components. A common
choice for component density is a multivariate normal distribution with param-
eters Θb = (μb,Σb), where μb is a mean and Σb is a covariance matrix. Given a
set of independent observations X = {x1, . . . ,xv} in xj ∈ Rd, the objective is
to fit such a model to the data.

In the EM procedure, the expected likelihood of a given data-set is iteratively
maximized. Let zi ∈ {0, 1}B be the membership indicator variable such that
zib = 1 if xi is generated by fb(·) and 0 otherwise.

The E step simplifies to computing the conditional probabilities

〈
zib
〉
= P

{
zib = 1|xi;Θold

}
=

πbfb(x
i;Θold)∑

l πlfl(xi;Θold)
. (4)

In the M step, we have an update rule in closed form:

π̂b =
1

v

∑
i

〈
zib
〉
, μ̂b =

∑
i

〈
zib
〉
xi∑

i

〈
zib
〉 , (5)
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Σ̂b =

∑
i

〈
zib
〉
(xi − μ̂b)(x

i − μ̂b)
T∑

i

〈
zib
〉 . (6)

The algorithm alternates between the E and the M steps until convergence is
achieved.

We assume that each helping-agent Aj ∈ Gi receives data point xi
t and tries

to classify it. If it is successful, Aj determines that xi
t belongs to a specific cluster

and executes the EM-algorithm with this cluster. This algorithm approximates
the cluster using a mixture of Bj multidimensional normal distributions with
parameters Θj = {μj , Σj, πj}, where μj = (μj

1, . . . , μ
j
Bj ), Σ

j = (Σj
1 , . . . , Σ

j
Bj)

and πj = (πj
1, . . . , π

j
Bj ), which are then returned to Ai.

After receiving all answers, the agent Ai has a vector of the parameters {Θj}.
The answers {Θj} can be interpreted by the agent Ai as data points μj with the
only difference being that the additional weights πj and bandwidths from Σj

should now be taken into account. Denote D̂i as a dataset of the agent Ai that
includes the received answers. Density estimates (1) of each agent are additive,

i.e. the aggregated density estimate Ψ̂ [D̂i](x) can be decomposed into a sum of
local density estimates and answers:

Ψ̂ [D̂i](x) = wiΨ̂
[Di](x) +

1− wi∑
Aj∈Gi

b∈Bj

πj
b ·

∑
Aj∈Gi

Bj

∑
Aj∈Gi

b∈Bj

πj
bKΣj

b
(‖x− μj

b‖),
(7)

where wi is the weight assigned to own observations of the agent.
To measure the clustering similarity [3] among the agents Ai ∈ A we use

the following representation of a class labeling by a matrix C with components:

Ci,j =

{
1 if xi and xj belong to the same cluster and i �= j,
0 otherwise.

Let two labelings have matrix representations C(1) and C(2), respectively.
We define a dot product that computes the number of pairs clustered together〈
C(1), C(2)

〉
=

∑
i

∑
j C

(1)
i,j C

(2)
i,j . The Jaccard’s similarity measure can be

expressed as

J(C(1), C(2)) =

〈
C(1), C(2)

〉〈
C(1), C(1)

〉
+
〈
C(2), C(2)

〉
−
〈
C(1), C(2)

〉 . (8)

6 Experimental Simulation Results and Case Studies

We simulated a traffic network in the southern part of Hanover (Germany). The
network contained three parallel and five perpendicular streets, creating fifteen
intersections with a flow of approximately 5000 vehicles per hour.
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The service providers solved a travel time clustering problem using the factors
listed in Table 1. They received information about the centrally estimated system
variables (such as average speed, number of stops, congestion level, etc.) for
this city district from TMS, combined it with their historical information, and
made adjustments according to the information of other participants.They used
the autonomous KD clustering (Section 4) and implemented the decentralised
cooperative clustering algorithm (Section 5).

Table 1. System factors influencing the travel time

Variable Description

Y travel time (min);
X1 length of the route (km);
X2 average speed in the system (km/h);
X3 average number of stops in the system (units/min);
X4 congestion level of the flow (veh/h);
X5 number of traffic lights in the route (units);
X6 number of left turns in the route (units).

Note that the clustering of the factors X1−X6 is performed together with the
dependent variable Y . This clustering step can be considered as a pre-processing
of initial data for the future forecasting with regression models. Different travel
time Y forecasting models were obtained inside different clusters, that allows
better fit of the models and better prediction considered in [5].
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Fig. 2. A X1 − Y projection of 200 observations
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Fig. 3. A communication step between the requesting (top) and helping (bottom)
agents

We simulated 10 agents with initial experience varied in range from 10 to 200
observations. Most simulation experiments ran for 200 time units. We assumed
that all observations were homogeneous and the agents tried to estimate the
same clusters. We normalized the initial data before the simulation execution.

To provide a visual overview of data, we presented the projection of 200
observations to the X1 − Y plane with the corresponding six clusters (Fig. 2).
The visual intersection of the clusters in this projection is due to the difference
of the point values in other dimensions.

For more accurate clustering, the agents used the presented decentralised
cooperative KD clustering algorithm. Cooperation among the agents allowed
improving clustering quality.
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Fig. 4. A number of communication events (left) and similarity of agents’ clusters
(right) over time depending on B components in a mixture of multidimensional normal
distributions
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Fig. 5. Frequencies of clustering similarity for each pair of agents at the beginning
(left) and at the end (right) of simulation

Let us illustrate one data synchronization step presented in Fig. 3. The re-
questing agent asks for help for point A (top left). The helping agent clustered
the point using its own data, detected the corresponding cluster (bottom left),
approximated it with the mixture of three normal distributions (shown as ellipses
for two dimensional case with centres in B, C, D) and sent the corresponding
parameters to the requesting agent (bottom right). The requesting agent added
the obtained parameters as data points to its data and made new clustering
(top right). This allowed to improve clustering similarity of these two agents
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from 0.011 to 0.037 as well as clustering similarity of the requesting agent with
an ’ideal’ clustering from 0.004 to 0.006.

A system dynamics for a different number of transmitted points is shown
in Fig. 4. Clustering similarity (right) increased faster for a bigger number of
the estimated and transmitted components of normal distributions Bj for cluster
approximations, but the number of communication events (left) decreased faster.
Note, however, that one communication event was more expensive for a bigger
number of transmitted points, but supplied more information.

Quality of the agent models was also checked by a cross-validation technique
(Fig. 5) at the beginning (left) and at the end (right) of the simulation. These
histograms shown a probability distribution of a similarity, which peak moved
to bigger value after the coordination procedure.

7 Future Work and Conclusions

We developed the decentralised coordinated KD clustering approach for agent-
based cloud computing architecture of intelligent transport system. The data
coordination scheme is based on the transmission of parameters of multidimen-
sional normal distribution, which approximate the cluster to which the requested
point belongs. An experimental validation of the developed algorithm was also
performed. Our future work is devoted to the development of new coordination
schemes in proposed decentralised clustering approach.
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Abstract. A Boolean game models situations in which each agent of a
game holds a distinct set of Boolean variables, and has a goal it attempts
to satisfy. However, at system level, there may be either constraints or a
global goal to be fulfilled. Therefore, it is necessary to design a mechanism
that provides incentives to the agents to align their individual goals with
the global goal. It has been proven that designing such a mechanism
is hard. Therefore, in this paper we propose the use of an evolutionary
approach to mechanism design so that the system reward is optimized.
This has a potential impact in distributed as well as multiagent systems,
where agents often face binary decisions. Examples are minority and
congestion games in general, as, e.g., the El Farol Bar Problem. Our
results show that using a genetic algorithm one can evolve a configuration
in which agents have Boolean functions that make them act in a way that
is aligned with a global goal.

Keywords: Boolean games, Evolutionary mechanism design, Agent-
based simulation, El Farol bar problem.

1 Introduction

In large scale distributed systems, it is important to understand whether in-
dividual agents’ decisions can lead to globally optimal or at least acceptable
solutions. One can approach this issue of aligning individual and global level
goals either by designing the system already taking this issue into account, or by
letting the system and/or its participants self-organize, the so-called automated
mechanism design [5]. The idea is that instead of trying to design a mechanism
that works for a range of settings only, one puts the computer to automatically
compute the optimal mechanism for the specific setting at hand, e.g., by solving
an optimization problem.

Our long term research aims at studying the effect of several types of strategies
for self-organization of agents in complex systems. The present paper addresses
simulation of agents’ decision-making regarding a well-known problem in collec-
tives in general [16] and in minority games in particular.

In the present paper we employ a scenario that is often used as a metaphor
for coordination in social networks, the El Farol Bar Problem (EFBP), proposed
by B. Arthur [1], with later contributions by, e.g., [3], [12], and [10]. The idea
behind this metaphor is that a common situation people face is when one has
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gone to his/her favorite pub only to find out that it happened to be overcrowded
that night, leading to one regretting not to have stayed home.

We frame this problem as a Boolean game, a variant of random Boolean
networks (RBNs). As explained in the next section, the problem of designing
Boolean games is hard when not only local goals have to be satisfied, but also
the global performance is to be observed. Usually this problem of designing mech-
anisms to given agents incentive in order to have a good global performance has
been studied by economists, game theoreticians, and others. Despite the results,
it remains a computationally hard problem. Therefore, we use an evolutionary
approach to find good local rules that are aligned with the global goal.

The rest of this paper is organized as follows: The next section brings back-
ground material on related topics and reviews some works that relate to them.
Following, in Section 3 our methods are presented. Simulations’ results and their
analysis then follow in Section 4. Section 5 discusses several aspects of this work
and its future directions, and provide concluding remarks.

2 Background and Related Work

This section introduces and discusses background and related works in the follow-
ing areas: coordination in multiagent systems, Boolean games, random Boolean
networks, and evolutionary mechanism design.

2.1 Coordination in Multiagent Systems

Microeconomics and game-theory assume human behaviour to be rational and
deductive – deriving a conclusion by perfect logical processes from well-defined
premises. However, this assumption does not hold especially in interactive situ-
ations like the coordination of many agents. There is no a priori best strategy
since the outcome of a game depends on other players. Therefore, bounded and
inductive rationality (i.e., making a decision based on past experience) is sup-
posed to be a more realistic description.

In this context, in 1994 Arthur introduced a coordination game called the El
Farol Bar Problem. Every week N players wish to visit the bar El Farol. Up to
a certain threshold ρ of customers the bar is very comfortable and enjoyable. If
it is too crowed, it is better to stay home. The payoff of the game is clear: if
the number of visitors is less than the threshold ρ, these visitors are rewarded,
otherwise those who stayed home are better off. In the original work, N = 100
and ρ = 60% were used, but arbitrary values of N and ρ have also been studied,
as, e.g., in [12].

Later, the EFBP was generalized to a binary (Boolean) game by [3], the so-
called minority game (MG). An odd number N of players has to choose between
two alternatives (e.g., yes or no, or simply 0 or 1). With a memory size m there
are 22

m

possible strategies. Each player has a set S of them. These are cho-
sen randomly out of the whole set. In the simplest version of the game, players are
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rewarded one point if they are in the minority group. Other functions that favor,
for instance, smaller minorities were studied by several authors as, e.g., [4,12].

The MG and the EFBP are gradually becoming a paradigm for complex
systems and have been recently studied in detail. We will refer briefly to some
of the results.

In their original work, Challet and Zhang have systematically studied the
influence of the memory size and number of strategies on the performance of the
game. This and similar approaches do not consider any kind of structure of the
network, i.e., how agents are connected.

In [10] and [6] a kind of social network was considered. However, in the former,
the connectivity was such that the average number of neighbours with whom
each agent interacts was fixed. In the latter, the connectivity degree K is not
homogeneous (agents are connected based on preferential attachment). Another
characteristic of [6] is that it was concerned with learning how to make optimal
decisions at agent level, with a lesser focus on the global efficiency.

In more general terms, there has been an interesting line of research connecting
minority games and collective intelligence such as [17]. For a discussion see [16].

2.2 Random Boolean Networks

Boolean networks have been used to explain self-organization and adaptation in
complex systems. The study of the behaviour of regulatory systems by means
of networks of Boolean functions was introduced by Kauffman in 1969 [13].
Examples of the use of this approach in biology, genomics, and other complex
systems can be found in [14].

RBNs are made up of Boolean variables. A network of agents possessing such
variables is composed of N agents that must decide which binary action to make.
Variables in turn are, each, regulated by some other variables, which serve as
inputs. Henceforth we use the term variable or agent indistinctly.

The dynamical behaviour of each agent, namely which action it will execute
at the next time step, is governed by a logical rule based on a Boolean function.
These functions specify, for each possible combination of K input values, the
status of the regulated variable. Thus, being K the number of input variables
regulating a given agent, since each of these inputs can be either on or off (1
or 0), the number of combinations of states of the K inputs is 2K . For each of
these combinations, a specific Boolean function must output either 1 or 0, thus
the total number of Boolean functions over K inputs is 22

K

.
To illustrate the regulation process, let us consider a simple example of a

network of N = 3 agents where each was assigned a Boolean function randomly,
and K = 2. The Boolean functions for these 3 agents are depicted in Table 1
(adapted from [14]): agents A and B are regulated by function OR, while agent
C is regulated by an AND. In this table, one can see all possibilities for C (3rd
column) to make a decision. Similarly, A’s output is determined by the inputs
from both B and C, and B’s output depends on inputs from A and C.
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Table 1. Boolean functions for agents C, A and B

(AND) (OR) (OR)
A B C B C A A C B
0 0 0 0 0 0 0 0 0
0 1 0 0 1 1 0 1 1
1 0 0 1 0 1 1 0 1
1 1 1 1 1 1 1 1 1

Given the three Boolean functions that appear in Table 1, Table 2 shows, for
all 23 states at a given time T , the action taken by each agent at time T + 1,
i.e., the successor state of each state. Further, from this table, it is possible to
determine the state transition graph of the network, which appears in Figure 1.
One sees that there are 3 state cycles (attractors).

Table 2. States’ transition for Table 1

(T) (T+1)
A B C A B C
0 0 0 0 0 0
0 0 1 1 1 0
0 1 0 1 0 0
0 1 1 1 1 0
1 0 0 0 1 0
1 0 1 1 1 0
1 1 0 1 1 1
1 1 1 1 1 1

�
000 state cycle 1

010 � 100 state cycle 2
001
↓ � state

011 → 110 → 111 cycle 3
↑

101

Fig. 1. States’ transition graph for Table 1 (3 state cycles and attractors)

If we randomly assign one of the 22
K

Boolean functions to each of the N
agents, the dynamics is deterministic and the system ends up in one of the
state cycles. Depending on the application domain, some of these states may be
undesirable. For instance, in minority games, in both cycles 1 (000) and 3 (111),
either none (state 1) or all (state 3) select a given action. Clearly, this is not a
good strategy to play a minority game.
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Table 3. Mutated version of Table 1

(NAND) (OR) (OR)
A B C B C A A C B
0 0 1 0 0 0 0 0 0
0 1 1 0 1 1 0 1 1
1 0 1 1 0 1 1 0 1
1 1 0 1 1 1 1 1 1

Table 4. States’ transition for Table 3

(T) (T+1)
A B C A B C
0 0 0 0 0 1
0 0 1 1 1 1
0 1 0 1 0 1
0 1 1 1 1 1
1 0 0 0 1 1
1 0 1 1 1 1
1 1 0 1 1 0
1 1 1 1 1 0

However, if the topology of the network of the just mentioned example evolves,
then the system may escape a bad attractor (again, from the point of view of a
minority game), which is a state where either too many or too few agents make a
given action. This evolution of the network may happen in several ways: agents
get reconnected to others, the Boolean functions change, etc.

Let us consider an example in which the Boolean function of agent C changes
from AND to NAND. Functions are now depicted in Table 3 while Table 4 shows
the successor state of each state and Figure 2 depicts the state transition graph.
The dynamics of the regulation changes as seen in Figure 2. Now only one state
or attractor exists (110), namely one that has the property that agents A and
B are always in the majority while agent C is in the minority.

The extent of such a change – whether or not the system will be attracted
to another attraction basin – obviously depends on the extent of the changes in
the network and/or functions. In [14] the author extensively discusses many of
these factors, as well as the properties of RBNs, including the issue of stability
and cycle length. In the present paper, because the logic of the functions and
the structure of the network changes along time, properties such as periodic
behaviour cannot be observed.

On the other hand, a central question raised by Kauffman, which is relevant to
our work, relates to the problem of adaptation in a system with many interacting
parts. The key question is whether an adaptive process which is constrained
to altering the input connections between elements in a network and the logic
governing them can hill climb to networks with desired attractors.
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000 → 001
↓ � state

010 → 101 → 111 → 110 cycle 1
↑

100 → 011

Fig. 2. States’ transition graph for Table 3 (single state cycle and attractor)

2.3 Boolean Games

Boolean games model situations in which each agent holds a distinct set of
Boolean variables, and has a goal it attempts to satisfy. An agent’s goal is rep-
resented as a propositional logic formula over a set of Boolean variables, where
some of these variables have values that are not necessarily set by the agent.
The actions that an agent can take consist of assigning values to the variables it
holds.

As in [11,8,9] (with slight variants), a Boolean game is a 2n+ 3 tuple:

G =< N,Φ, c, γ1, ..., γn, ϕ1, ..., ϕn >

where N = {1, ..., n} is the set of agents, Φ = {p, q, r, ...} is a finite set of Boolean
variables, c : Φ×B → R≥ is a cost function for available assignments, γ1, ..., γn
are the goals of the N agents, and ϕ1, ..., ϕn is a partition of variables Φ over
the agents.

The aim of each agent Ni is to choose an assignment to the variables ϕi it
controls, so as to satisfy its goal γi. As mentioned, an issue is that γi may contain
variables controlled by other agents who are also trying to choose values for their
variables to get their goals satisfied as well.

In the formulation we follow, Boolean variables are, each, controlled by one
agent Ni, with ϕi being the set of variables controlled by agent Ni. Controlling
variables means that the agent Ni has the ability to set the values for each
variable p ∈ ϕi. Each agent can choose an allocation of truth or falsity to ϕi.

An outcome (v1, ..., vn) ∈ V1 × ... × Vn of the game is a collection of choices,
one for each agent.

In this particular paper, we are not focusing on optimization at agents level.
Rather, we are interested in finding an assignment of Boolean functions that
optimizes the global level. This is the task of mechanism design, i.e., finding an
assignment of truth and falsity for each Boolean variable that is globally efficient.
Therefore, we set all costs to value c = 1. This means costs play no role in the
Boolean game.

However, even the problem of finding such an assignment is hard. As shown
in [2] and [7], Boolean games are computationally complex. Therefore, in order
to apply this formalism, this issue of computational complexity must be treated.
In the present paper we aim at using an evolutionary approach to design a
mechanism that assigns each agent a Boolean function so that the global goal is
reached.
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2.4 Evolutionary Mechanism Design

Mechanism design deals with designing rules of a game to achieve a specific
outcome. In such a design process, the designer attempts “to achieve socially-
desirable outcomes despite the impossibility of prescribing the exact behaviour
of the market participants, who may attempt to subvert the market for their
own personal gain” [15].

Given the size of problems in large-scale, open and distributed systems, some
mechanisms may yield suboptimal solutions, which is not a desirable outcome.
In an attempt to deal with this situation, an approach to designing mechanisms
has been proposed, which is based on the principle of satisfying instead of op-
timizing: evolutionary mechanism design [15]. We remark that this is a form of
automated mechanism design, given that it is done automatically by a computa-
tional method. This approach considers that the agent will decide optimally upon
its neighbours decision, but there is no guarantees that the method converges to
an equilibrium.

In this approach, small changes in the underlying rules of the game can have
big effects on the behaviour of the agents using these rules, and can alter the
dynamics of the system.

In the present paper we employ a genetic algorithm to evolve populations
of networks of agents connected in a regular topology, where each agent has a
Boolean function that regulates its decision-making. As explained before, such
function takes other agents past decisions as input. In this way we model a social
network of decision-makers as a Boolean game, whose aim is to perform or not
an action (here, to go to the bar) depending on what the acquaintances have
done. However, in the case of the bar, because it has a certain capacity (a global
constraint), we want to design agents and functions so that this global goal is
also considered.

3 Methods

This section discusses the methods used. We start with the underlying methods
used to equip agents with a decision-making device that is based on the concept
of Boolean games and RBNs. Following, in Section 3.2 and Section 3.3 we intro-
duce both the model without and with the evolutionary approach respectively.

3.1 Decision-Making Using a Boolean Function

The decision-making framework used here is appropriate for binary (i.e.,
Boolean) decision-making, which aims at considering inputs from other agents
in the decision-making process of each agent. To do so we replace the space of
possible strategies described in [1] by a set (one per node) of Boolean functions.
This also means that each node is connected to a given number of others.

Agents have to make decisions regarding a binary action. In particular, our
scenario is based on the EFBP of [1]. Thus the decision is about whether or not to
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go to a bar. Contrarily to the work in [1] (and many others that have followed), we
consider that the agents are organized in a kind of social network. Thus instead
of having a random strategy, each node has random Boolean functions and uses
them to determinate whether or not to go to the bar. In this social network, a
decision is based on the previous behaviours of each agent’s acquaintances. The
rationale is that agents want to go to the bar if others go as well. Now, there
are two types of agents in the society. Some are very concerned with going only
if the whole group of friends go. Here we consider a low number of friends, as
explained next. Thus, this assumption is reasonable. The other type of agent is
the one that goes to the bar if at least one of its friends also goes. Henceforth
we call this types of agents a∧ and a∨ respectively.

From the discussion of the RBN example given in Section 2.2, we remark
that if no mechanism is designed to direct agents to the global goal, then, be-
cause of the Boolean functions assigned randomly, the system may end up in
an undesirable attractor. In an automated mechanism design framework how-
ever, agents with suitable Boolean functions may evolve, thus giving incentives
to agents to behave in a given way. Therefore, the study of which configurations
of the network (here, in terms of Boolean functions) are favourable, is key. Also
as mentioned, it is impracticable to do this task analytically for a high number
of agents. Thus the evolutionary approach proposed here.

In the next subsection we detail the basis of the Boolean game that represents
the situation of agents trying to decide whether or not to go to the bar with their
acquaintances. Then, we give the details of the evolutionary approach.

3.2 Basic Boolean Game

The model used here can be described as follows. N agents are part of a regular
network, where each has exactly K acquaintances.

The decision-making of agent i is guided by a Boolean function fi ∈ F . The
inputs to fi are the decision made by the agent acquaintances in the last time
step. Depending on these decisions and on fi, agent i decides whether or not to
go to the bar at each time step.

The game is played for tmax time steps. We are interest in the number of
agents that decide to cooperate, expressed by Q(t). The interaction process is
shown on Algorithm 1. This means that in each time step, each agent performs
the decision-making as shown there.

After the main parameters are set (lines 1–2), each agent is connected to other
K agents and gets one Boolean function assigned randomly (line 3); the previous
action is also randomly assigned. The following is then repeated for tmax time
steps: each agent i checks the actions of its K acquaintances in the last time
step. These actions are inputs to i’s Boolean function so that i’s action for the
current time step is determined (line 9). At each time step each agent uses its
Boolean function fi ∈ F . In the present paper, F has only two possibilities:
either ∧ or ∨.

According to fi and also to the value of the Ki entries, either 0 or 1 is output.
It must be noticed that the inputs are the actions of the K neighbors in the
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Algorithm 1. Basic model for deciding whether or not to go to the bar
1: INPUT: global variable tmax //max. number of games
2: INPUT: N // number of agents
3: assigns agent’s acquaintances, random Boolean functions and random initial decisions
4: while not tmax do
5: for each agent i do
6: for each acquaintance j do
7: get input of j // gets decision of j in the last time step
8: end for
9: decide whether to go to the bar according to i’s Boolean function and j’s inputs
10: end for
11: end while
12: compute Q(t)

last time step (in the initial time step, all agents start with a random action).
In the bar scenario we assume that if a Boolean function returns 0, this means
the agent stays at home; when the function returns 1 the decision is to go to
the bar.

At the end (line 12 of Algorithm 1) the bar attendance Q(t) is computed. We
use Q(t) as a measure of efficiency of the game. Efficiency is a domain-dependent
concept related to the equilibrium of the particular system. In the bar scenario,
the equilibrium calls for the bar accommodating ρ agents (as also in the original
work of [1], where ρ = 60%). Thus, we are interested in a mechanism which ρ%
of the agents go to the bar.

Algorithm 2. Evolutionary approach
1: INPUT: global variable tmax //max. number of games
2: INPUT: N //number of agents
3: INPUT: |S| //population size
4: INPUT: pmut //mutation probability
5: INPUT: |e| //elite size
6: INPUT: gmax //number of generations
7: INPUT: ρ //number of desirable agents in bar
8: create a population of |S| individuals/networks
9: assigns agent’s acquaintances, random Boolean functions and random initial decisions
10: while not gmax do
11: for each individual in the population do
12: while not tmax do
13: for each agent i do
14: for each acquaintance of j do
15: get input of j // gets decision of j in the last time step
16: end for
17: decide whether to go to the bar according to i’s Boolean function and j’s inputs
18: end for
19: end while
20: compute fitness η and Q(t)

21: end for
22: create a new population including a copy of the |e| best individuals
23: while new population not complete do
24: using roulette wheel select individual according to its fitness and mutate each agent with

probability pmut

25: end while
26: end while
27: compute 〈Q(t)〉
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3.3 Evolutionary Approach

To obtain a certain bar attendance, it is necessary to design or evolve a Boolean
network with a specific configuration. In order to try to obtain this particular
configuration, a genetic algorithm (GA) is used. Here we remark that, keeping
GA terminology, we use the word individual to represent an individual in the GA
population. This means that an individual is a network of agents, each connected
with K others, making decisions about whether or not to go to the bar. Thus
an individual is a set of N agents connected with K acquaintances, where each
agent possesses a Boolean function fi.
|S| denotes the population size. Each agent of the selected individual mutates

to a different function fi ∈ F with probability pmut. This can be seen as a
metaphor for agents performing experimentation (i.e., being more or less restrict
in what concerns going to the bar with friends). Finally, we denote the maximum
number of generations as gmax.

The fitness function aims at the global goal, i.e., having ρ agents in the bar,
and is shown in Equation 1.

η = N − (abs(Q(t) − ρ)) (1)

In Equation 1, N represents the total number of agents on the network, Q(t)

represents the number of agents who decide to go to the bar at time step t, and
ρ is the ideal number of agents in the bar.

Algorithm 2 shows how the genetic algorithm is used. Initially, all parame-
ters are set (lines 1-7). After that, the population is created randomly (line 8)
and each agent is connected to other K agents; each agent is assigned a Boolean
function and a previous decision randomly (line 9). The evolutionary model eval-
uates the stop criterion, gmax (line 10). The algorithm then continues basically
as in Algorithm 1 for the whole population of networks. The difference is that
now it includes the computation of the fitness η, besides the bar attendance Q(t)

(lines 11-21).
Next, a new population is generated with the |e| best individuals of the current

population (line 22), where the rest of the agents are chosen by a roulette wheel
method in proportion to η. Mutation is then applied with rate pmut. At the
end (line 27) we compute 〈Q(t)〉 which represents the average of Q(t) over all
individuals of the population. 〈Q(t)〉 is the metric used to evaluate the quality of
the evolutionary model in terms of bar attendance. We remark that this metric
refers to the average value of the population. We avoid using the best individual
because it is generally the case that already the initial population does contain
a network with a relatively good value for Q(t).

4 Experiments and Analysis of the Results

4.1 Settings

For the experiments discussed next, the parameters previously mentioned in
Section 3 take the values as in Table 5.
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Table 5. Parameters and their values

Parameter Value
N 121
K 4

tmax 10
|F| 2
ρ ≈ 25% (30 agents)

pmut variable

Agents are created so that the number of a∧ (henceforth N∧) as well as the
number of a∨ (henceforth N∨) is around 50%.

Regarding the number of times steps decisions are made by the agents (about
whether or not to go to the bar), in this paper we use tmax=10, which was
determined experimentally: it was observed that normally 5 time steps were
necessary for the model to reach an attractor state.

As said, the number of Boolean functions available to each agent is |F| = 2:
either ∧ or ∨. The main metric to be analysed is the average amount of agents
that go to the bar, considering all individuals in the population (〈Q(t)〉). In this
experiment we use a grid with size 11x11 (i.e. N = 121), where each agent is
connect to 4 neighbours (K = 4). ρ ≈ 25% of the agents.

4.2 Results

Next we show the results of experiments using no evolutionary process, i.e., the
method described in Algorithm 1 was used. This results discussed next refer to
100 repetitions of that algorithm.

Table 6 shows, after tmax = 10 time steps (i.e., after the attractor was
reached): average number of agents using each Boolean function (N∧ and N∨),
their standard deviations, and the average and standard deviation of bar atten-
dance Q(t)

Table 6. Basic Boolean game model: number of agents using functions ∨ and ∧, and
bar attendance

Average Standard Deviation
N∨ 60.69 4.88
N∧ 60.31 4.88
Q(t) 60.13 8.22

It can be seen in Table 6 that the Boolean functions are equally distributed.
The same happens with the number of agents that go to the bar: around 50%
of the N = 121 decide to go.

As additional information, considering all 100 repetitions, the maximum N∨
was 81 and the maximum N∧ was 79. In the same way, the maximum number
of agents going to the bar was 99 and the lowest was 40.
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Fig. 3. 〈Q(t)〉 as a function of the number of generations

As expected, the global goal of ρ agents going to the bar was not achieved
using a random distribution of functions among the N agents. To deal with
this, the evolutionary approach presented in Algorithm 2 was then applied,
whose results are shown next. Here, the algorithm was run varying pmut ∈
{10%, 1%, 0.1%, 0.01%, 0.001%}. Figure 3 shows the results for each case. The
vertical axis indicates the average number of agents that decided to go to the
bar (〈Q(t)〉). Results are average values for 100 runs with each pmut value.

One notices that, regarding the results in Table 6, there is an improvement
along the generations. Figure 3 shows that 〈Q(t)〉 decreases as the population
evolves, especially in the first 200 generations. When pmut=0.01%, the difference
between 〈Q(t)〉 and ρ was only about 2 agents, given that the target is to have
〈Q(t)〉 = 30.

As additional information, considering 100 experiments with each pmut, when
pmut=10%, in all runs 〈Q(t)〉 has converged to ρ. This was also the case with
pmut=1%. When pmut=0.1%, 75 experiments had 〈Q(t)〉 converging exactly
to ρ; with pmut=0.01%, 〈Q(t)〉 converged to ρ in 28 experiments; and when
pmut=0.001%, only 11 converged.

Table 7 shows 〈Q(t)〉, N∨, and N∧ at the end of e, as well as their standard
deviations for the experiments with the evolutionary approach. It can be verified
that the evolutionary approach has reached the global goal, obtaining the ex-
pected bar attendance. Besides, this quantity is associated with a lower standard
deviation, when compared to the non-evolutionary approach.

Table 7. Evolutionary Model: N∨, N∧, and 〈Q(t)〉 (values at last generation, average
over 100 repetitions)

10% 1% 0.1% 0.01% 0.001%
Attributes Avg. St. Dev. Avg. St. Dev. Avg. St. Dev. Avg. St. Dev. Avg. St. Dev.

N∨ 36.38 2.30 36.38 2.33 37.24 2.79 37.43 2.92 37.71 3.15
N∧ 84.62 2.30 84.62 2.33 83.76 2.79 83.57 2.92 83.29 3.15

〈Q(t)〉 30.00 0.00 30.00 0.00 30.29 1.35 32.19 2.12 32.15 2.16
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5 Conclusion and Future Work

One of the research directions in adaptive and self-organizing systems is dedi-
cated to how to design agents that are able to coordinate decisions and actions.
This can be done manually or in an automated way, in which a mechanism is
either learned or evolves so that agents get an incentive to align their private
goals to the system goal.

This paper has presented an evolutionary approach for finding a mechanism
that works on a Boolean game. In particular, we use a scenario in which agents
in a social network have to decide whether or not to go to a bar giving the
decisions of their acquaintances. These agents have a private goal given by their
Boolean functions (go to the bar only if at least one friend goes, or go to the
bar only if all friends go). However, there is a global constraint that relates to a
optimal bar attendance.

It was shown that with a decision-making process based on Boolean functions
regulating agents binary decisions, agents do fulfill their private goals but the
bar gets overcrowded since nearly twice as many agents go to the bar.

In addition, the deviation over the number of agents using each Boolean func-
tion is high due to the high number of attractor states that underlie this dynamic
system, a clear combinatorial problem.

To deal with this, an evolutionary approach based on genetic algorithms was
proposed. This way, mutations were introduced in the system (a metaphor for
experimentation at agents level), which had lead the overall system to satisfy
the global constraint: only about 30 agents decide to go to the bar. Moreover,
when pmut=10% and pmut=1%, in all 100 repetitions of the experiments, the
bar attendance has converged to ρ (the ideal attendance).

As future work we suggest the application of this technique in different kinds
of network topologies such as scale free ones, as well as the experimentation with
other Boolean functions. In the case of different Boolean functions, it would be
interesting to base the distribution of such functions in findings from a sociolog-
ical study.
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Abstract. In this paper we study an extension of the multi-robot task
allocation problem for online tasks requiring pickup and delivery. We ex-
tend our previous work on sequential single-cluster auctions to
handle this more complex task allocation problem. Our empirical exper-
iments analyse this technique in the domain of an environment with dy-
namic task insertion. We consider the trade-off between solution quality
and overall planning time in globally reallocating all uncompleted tasks
versus local replanning upon the insertion of a new task. Our key re-
sult shows that global reallocation of all uncompleted tasks outperforms
local replanning in minimising robot path distances.

1 Introduction

Consider a team of autonomous mobile robots operating as courier delivery ve-
hicles in a large office-like environment (Fig. 1). Each robot is required to pickup
from and deliver parcels to a variety of locations around the office building. Each
robot may be constrained to a fixed capacity in the number of parcels it can carry
at any one time and, after a parcel is picked up, it can only be delivered to its
intended destination. Our goal is for the robots to be allocated and deliver all
parcels as effectively and efficiently as possible.

The task allocation problem with pickup and delivery is an extension of the
widely studied multi-robot task allocation (MRTA) problem which, in general,
considers each task as a single location to visit. There are many existing ap-
proaches for solving this class of problem. However, most existing techniques
require that all tasks are static and known before allocation. In many real-world
situations, additional tasks are dynamically discovered during execution.

In this paper we extend our previous work on solving MRTA problems through
auctioning clusters of geographically close tasks [6]. We propose an algorithm
for the formation of task clusters based on pickup and delivery locations. We
apply this extended technique to a scenario with dynamically inserted tasks. We
compare these results to a scenario where all tasks are known at the outset.
Finally, we consider the trade-off between solution quality and overall planning

M. Klusch, M. Thimm, and M. Paprzycki (Eds.): MATES 2013, LNAI 8076, pp. 87–100, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. A simulation of robots operating in an office-like environment

time in globally reallocating all uncompleted tasks versus local replanning when
a robot is assigned a previously unknown task.

2 Problem Definition

Multi-robot routing is considered the standard testbed for MRTA problems [2].
We expand the problem formalisation given by Koenig et al. [11] to include tasks
with pickup and delivery. Given a set of robots R = {r1, . . . , rm} and a set of
tasks T = {t1, . . . , tn}. A partial solution to the MRTA problem is given by any
tuple 〈Tr1 , . . . , Trm〉 of pairwise disjoint task subsets:

Tri ⊆ T with Tri ∩ Tri′ = ∅, i �= i′, ∀i = 1, . . . ,m (1)

Each task subset Tri is then assigned to a single robot ri ∈ R. To determine a
complete solution we need to find a partial solution where all tasks are assigned
to task subsets:

〈Tr1 . . . Trm〉 with ∪ri∈R Tri = T (2)

For tasks with pickup and delivery, the structure of each task t is a tuple
t = 〈lp, ld〉 of a pickup location lp and a delivery location ld. We consider a robot
to be executing a task once it has visited its pickup location and until the point
it has reached its delivery location. Robots may have capacity constraints in
the number of tasks they are able to execute at any moment in time. This is
representative of real robots which may have a fixed maximum number of items
they can carry.

We assume robots have perfect localisation1 and can calculate the cost λ to
travel between locations. The cost to travel between any two locations is equal
across all robots. The robot cost λri(Tri) is the minimum cost for an individual

1 This allows us to focus on the effectiveness of the bidding method.
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robot ri to visit all locations Tri assigned to it. There can be synergies between
tasks assigned to the same robot, such that:

λri({t}) + λri({t′}) �= λri({t} ∪ {t′}) (3)

A positive synergy is when the combined cost for a robot to complete two tasks
is lower than the individual costs for the robot to complete each task:

λri({t} ∪ {t′}) < λri({t}) + λri({t′}) (4)

Generating a valid solution to the standard MRTA problem is not difficult. For
instance, a simple approach is to assign each task in turn to a randomly selected
robot. However, this approach gives no guarantees on the execution time, energy
or resources used in completing the assigned tasks. Subsequently, the application
of team objectives arises to provide additional guidance in the search for solutions
to the task allocation that meet certain criteria. For instance, some common
desires of a multi-robot system are minimising time spent in execution of tasks,
minimising energy or fuel consumed, and/or even distribution of tasks across all
robots.

Lagoudakis et al. discusses team objectives in detail and their application to
MRTA [13]. In this work we use two commonly adopted team objectives:

MiniMax minmaxri∈Rλri(Tri) that is, to minimise the maximum distance any
individual robot travels.

MiniSum min
∑

ri∈R λri(Tri) that is, to minimise the sum of the paths of all
robots in visiting all their assigned locations.

The application of these two team objectives to solving the MRTA problem
can generate vastly different allocations of tasks to robots. The MiniMax team
objective can be considered as the Min-Max Vehicle Routing Problem or the
Makespan problem and the MiniSum team objective can be considered as a
multi-robot version of the Travelling Salesperson Problem [22].

3 Related Work

3.1 Market-Based Task Allocation

Market-based distributed auction algorithms are popular in the robotics commu-
nity for solving standard MRTA problems [2,9]. An optimal allocation of tasks to
robots can be determined using a single-round combinatorial auction [1]. How-
ever, winner determination in most combinatorial auctions is NP-complete; they
have high communication costs, and are therefore very slow and generally not
used in practical applications.

An alternative approach is sequential single-item auctions (SSI auctions) which
allocate tasks over multiple rounds [13,10]. Despite SSI auctions producing team
costs that are generally sub-optimal, they have much lower communication and
winner determination costs which result in a quicker allocation of tasks. A va-
riety of improvements and extensions to SSI auctions have been studied which
trade off allocation time against overall team costs [9].
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A major weakness in sub-optimal auction algorithms with one-shot task as-
signments is their inability to avoid local minima. For instance, consider the
bidding rules for the MiniSum and MiniMax team objectives in standard SSI
auctions. When no tasks are assigned to an individual robot, the robot will al-
ways bid for the task closest to it which, in many situations, will not be an
optimal task assignment. Once they have been assigned this task, all subsequent
bids will factor in the inter-task synergies of this task and, as a result, solutions
that are far from optimal are developed [18].

To refine a task allocation solution post-initial allocation in SSI auctions
Nanjanath and Gini switch the bidding rule from MiniSum to a MiniMax like
approach [16]. Adapting their previous re-auction approach [15] the initial allo-
cation of tasks to robots is done using a standard SSI auction. Then, upoe each
task completion, all uncompleted tasks are auctioned under the requirement of
minimising execution time. Robots only exchange tasks if it improves the overall
team objective and, once a task has been exchanged, the robots involved in the
exchange replan their paths to travel.

An alternative approach to improving the solution to SSI auction solution
with capacity constraints is with K -swaps [25]. K -swaps generalise Sandholm’s
previous work on contracts for task exchanges [17] and allow two or more robots
to exchange differing numbers of tasks to reduce the overall team cost. K -Swaps
has been experimentally shown to make significant improvements to task alloca-
tions, however, the algorithm trades off larger improvements with pronouncedly
increased computational time. Furthermore, task swaps and transfers can also
be considered with auctions that incorporate simulated annealing to avoid local
minima [24]. Such approach randomly selects tasks and robots for task exchanges
and calculates probabilities of the task exchange being accepted and over time
can generate an optimal solution.

3.2 Task Clustering

A major computational challenge in the performance of auction mechanisms that
consider inter-task synergies is their ability to handle large numbers of robots
and tasks. In many auction algorithms increasing the number of tasks causes a
combinatorial explosion in the number of calculations required to form task bids.
Further compounding this, as the number of robots increases, the communication
and computational requirements for winner determination also increase. As a
result the suitability of these techniques in large real-world scenarios is limited.

Forming clusters of tasks has been explored by a number of researchers as
a method to reduce the combinatorial explosion of increasing task counts. In
early work on market-based task allocation Sandholm expanded the Contract
Net Protocol (CNP) [20] by introducing C-contracts which replace the CNP’s
standard one item contract with a contract for a cluster of tasks all of which
the contracted robot must complete. Sandholm shows that allocating clusters of
tasks to robots can avoid some local minima that single item contracts become
stuck in; although, C-contracts can get stuck in different local minima [17].
In early work on multi-robot auctions, Dias and Stentz developed a clustering
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algorithm that connects geographically close tasks under the assumption that
two tasks that are close have high inter-task synergies. Robots then exchange
clusters of tasks through an auction method which experimentally is shown to
perform better than single task auctions [3].

Many subsequent clustering approaches for MRTA problems use the distance
between tasks as a metric for cluster formation. Sariel and Balch discuss the
allocation of clusters of tasks to robots where in some situations optimal MRTA
solutions can be generated that are unable to be formed using single item auc-
tions, however, in other situations clustering performs worse [18]. Zlot and Stentz
use K -means clustering to form clusters of geographically close tasks. To deter-
mine an ideal cluster, the value of k is incremented from 2 to the total num-
ber of tasks with the value of k generating clusters with the largest relative
improvement over the previous value being used [26].

In our previous work [6,8], we expanded upon SSI auctions to develop se-
quential single-cluster auctions (SSC auctions). In SSC auctions a clustering
algorithm forms fixed clusters of geographically close tasks which robots sub-
sequentally bid on using an SSI-like auction technique. Auctioning clusters of
tasks reduces the numbers of bids required and thus reduces the communica-
tion overhead. This work also demonstrates that repeatedly forming clusters
with different task memberships allows robots to consider many combinations
of inter-task synergies that are not considered during SSI auctions which only
allocate tasks once.

3.3 Dynamic Task Insertion

Despite a large body of work on auction-based algorithms for MRTA problems,
few papers have considered the effects of dynamically appearing tasks in the
problem domain. While it can be argued that algorithms that continually change
task allocations could handle dynamically inserted tasks, this has little experi-
mental grounding. An important consideration in the handling of dynamic tasks
is deciding how much of the existing task allocation to modify. This can range
from an individual robot locally replanning its task execution plan, through to
all robots running auctions for a global reallocation of all uncompleted tasks.

Previous work by Schoenig and Pagnucco has considered SSI auctions with
dynamically inserted tasks and compared the costs of robots bidding only for the
new task versus a full new auction of all uncompleted tasks [19]. Their results
show, despite a large trade-off in computational time, a global reallocation of
tasks produces lower team costs than local replanning. Zlot et al. consider MRTA
problems in an exploration domain in which a robot generates additional tasks
for allocation after each task completion. These tasks are sequentially offered for
auction to other robots, however, if no buyer is found the generating robot retains
the task [27]. Viguria, Maxa and Ollero’s approach of repeatedly auctioning
subsets of uncompleted tasks allows it to handle dynamically inserted tasks
[23]. This approach sits between local replanning and global reallocation in that
robots only offer for auction tasks that they specifically consider to be of high
cost. Additionally, these approaches avoid the problem of never completing any
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tasks through ensuring that the currently executing task is never offered for
reallocation.

3.4 Tasks with Pickup and Delivery

Little work has focused on distributed auctions for MRTA problems with pickup
and delivery. While it can be argued that many existing techniques for single
point locations should continue to work for tasks with pickup and delivery, this
has almost no experimental grounding. Despite this, a large body of work exists
in the field of transport logistics.

Fischer, Müller and Pischel apply the CNP to transportation scheduling with
fixed time windows [5]. In this work trucks bid for tasks from a central controller
and can also make one-for-one swaps with other trucks before they begin to exe-
cute their plans. During the execution of plans, the trucks may face traffic delays
and as such they can locally replan their routes or auction their uncompleted
tasks. Their results show that global reallocation of uncompleted tasks provides
a large reduction in distance travelled.

Kohout and Erol argue that Fischer, Müller and Pischel’s generation of an
initial allocation is poor and therefore global reallocation will produce much
better results than local replanning [12]. In their analysis they study problems
where multiple items can be transported together and additional jobs are an-
nounced sequentially. When a new job is announced each vehicle bids for the job
according to the cost of completing the additional job relative to their existing
commitments. To avoid problems where inserting additional tasks has large im-
pacts on the completion time of other tasks, upon each task insertion, already
scheduled tasks are permitted to be reallocated to other vehicles. In their empir-
ical analysis they compare this approach to a popular operations research based
approach [21]. Overall they show that their distributed approach is statistically
equivalent to this centralised technique.

In a similar vein, Mes, van der Heijden and van Harten compare distributed
auctions in MAS to hierarchical operations research approaches in dynamic en-
vironments [14]. In this work tasks are arrive sequentially and trucks can only
carry one task at a time. Each truck bid calculation for a task considers the time
required to do the job and any waiting time between jobs before and after. Dur-
ing execution trucks can also swap future task commitments between each other
to improve the overall solution. In the comparison to the operations research
approaches the distributed auction approach performs substantially better in
highly dynamic environments.

4 Repeated SSC Auctions with Dynamic Tasks

We now formally explain SSC auctions and provide a simple extension to handle
dynamically appearing tasks. SSC auctions assign fixed clusters of tasks to robots
over multiple bidding rounds. In Fig. 2 an algorithm describing this process is
given. During the bidding stage (Lines 2-7) the robot calculates bids for every
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function SSC-Auction (U ,Kri , ri, R)
Input: U : the set of clusters to be assigned

Kri : the set of clusters presently assigned to robot ri
ri: the robot
R: the set of robots

Output: Kri : the set of clusters assigned to the robot

1: while (U �= ∅)
2: /* Bidding Stage */
3: βmin ← ∞
4: for each cluster C ∈ U
5: βC

ri ←CalcBid(Kri ,C);
6: βmin ←min(βmin, β

C
ri);

7: Send(βmin, R) | B ← ⋃

i

Receive(βC
ri , R);

8: /* Winner-Determination Stage */
9: (r′, C) ← arg min(r′∈R,C∈U) B;
10: if ri = r′ then
11: Kri ← Kri ∪ C;
12: U ← U\C;

Fig. 2. Algorithm for Sequential Single-Cluster Auctions [8]

unassigned task cluster and submits its single lowest bid for any one cluster
to all other robots. Each bid is a triple β = 〈ri, Cj , bλ〉 of a robot ri, a task
cluster Cj and a bid cost bλ. Each bid calculation requires robots to provide
a solution to the travelling salesperson problem taking into account the tasks
they already have allocated and the tasks in the cluster for which they are
calculating a bid. Because this problem is NP-hard, robots may use the cheapest-
insertion heuristic to provide a close approximation to the optimal solution. At
the conclusion of each bidding round (Lines 8-12), one previously unassigned task
cluster C = {t1, . . . , to} is assigned to the robot that bids the least for it so that
the overall team cost increases the least. After all task clusters K = {C1, . . . , Ck}
are allocated, each robot seeks minimise the distance travelled to complete all
its allocated tasks. To achieve this, robots do not have to do all tasks in a cluster
sequentially. When a robot is awarded a new cluster, the robot adds the tasks
in this new cluster to its existing task assignment and replans its path to travel.

Before the SSC auction algorithm begins each task is assigned to one, and
only one cluster, and clusters can be of varying sizes. All robots are informed
of all tasks and all clusters before calculating bids. For the initial task alloca-
tion, either a centralised task manager or a single robot generates task clusters
and subsequentally informs all robots of the details of each cluster. During re-
peated auctions each robot individually forms clusters of its uncompleted tasks.
After removing any clusters containing tasks that are currently being executed,
each robot informs all other robots of their available clusters for auctioning (a
formalisation of this algorithm is given in [8]). While the auction for uncompleted
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Fig. 4. Formation of three final task clus-
ters based on delivery locations

task clusters runs, all robots in parallel, continue to complete their currently
executing tasks.

To handle a new task tn dynamically inserted into our system we must ensure
that the valid complete solution to the task allocation problem ∪ri∈RTri = T
continues to hold for ∪ri∈RT ∪ {tn}ri = T ∪ {tn}. The simplest way to meet
this requirement is, upon the dynamic insertion of a new task, instantaneously
assigning it to a robot ri ∈ R. Depending upon the operating enviornment
configuration, after the assignment the robot can either locally replan its path
or can signal a repeated auction to globally reallocate and replan tasks across
all robots. In our experiments a new task may be inserted immediately after a
task delivery and is initially allocated to the robot that completed the delivery.

The formation of clusters of tasks that have both pickup and delivery locations
is much more difficult than cluster formation in single task location problems.
To generate low cost solutions to MRTA problems with pickup and delivery we
need a clustering algorithm that considers the structure of tasks in the problem.
In the development of our clustering approach, we considered three different
approaches for generating a metric that describes each task. First, we attempted
to cluster based on the midpoint of the line segment between the pickup and
delivery location. However, this metric lacks any information about where either
end point is located. Second, we attempted to cluster by forming vectors of
pickup and delivery locations and chaining tasks that have a delivery location
close to the pickup location of another task. This approach to clustering closely
matches the bidding pattern of robots in auctions, and as a result, there would
be no advantage over doing no clustering at all.

Our third, and successful, approach was to cluster the pickup and delivery
locations of all tasks separately. First, we form clusters of tasks based on pickup
locations (Fig. 3). Second, within each pickup location cluster we cluster again
into smaller clusters based on delivery locations (Fig. 4). The complete set of all
small clusters is then used by robots in bidding. We formulate this algorithm in
Fig. 5. We begin with no final clusters set (Line 1). We initially cluster all tasks
based on pickup location (Line 3). We then iterate over each of these pickup
location clusters (Line 5). Within each pickup location cluster we cluster again



Repeated SSC Auctions with Dynamic Tasks 95

function TwoStepClustering (T , kp, kd)
Input: T : the set of tasks to be clustered

kp: the number of pickup clusters to be formed
kd: the number of delivery clusters to be formed

per pickup cluster
Output: K: the set of clusters for auction

1: K = ∅;
2: /* Pickup location clustering */
3: PickupClusters ← CalcPickupClusters(T ,kp);
4: /* Delivery location clustering */
5: for each pickup cluster p ∈ PickupClusters
6: DeliveryClusters ← CalcDeliveryClusters(p,kd);
7: K ← K ∪ {DeliveryClusters};

Fig. 5. Clustering of tasks with pickup and delivery

based on delivery location (Line 6). Finally we merge each set of delivery location
clusters into the final set of clusters for auction (Line 7).

Both clustering functions CalcPickupClusters and CalcDeliveryClusters con-
sider only one side of a task’s location. This allows us to use any existing clus-
tering algorithm that clusters based on point locations, e.g., K -means clustering
or single-linkage clustering. In our algorithm we need two k values kp and kd;
one for each clustering function. For our experiments we seek to find k overall
clusters for auction such that kp ∗ kd = k. This ensures that each pickup cluster
is split into equal numbers of delivery clusters. However a problem can arise,
due to each cluster containing a varying number of tasks, when considering the
clustering of delivery locations inside a pickup cluster. If the number of tasks
in the cluster |p| is less than kd we can only form |p| clusters, and as a result,
in total we will have less than k clusters. Without modifying the behaviour of
the algorithm used to form the pickup clusters we cannot prevent this occuring.
As a result, in these situations we end up with fewer clusters than we initially
sought. To mitigate the effect of this during the formation of a large number of
clusters we suggest a novel solution to gradually increase the value of kd used in
remaining cluster formations:

kd = kd +
kd − |p|

|remaining pickup clusters| (5)

First we calculate the difference between the requested number of clusters kd
and the number of tasks in the cluster |p|. We then divide this by the number
of remaining pickup clusters that have yet to have delivery clusters formed in-
side them. We add this value to kd and continue to the next pickup cluster for
clustering.
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5 Empirical Experiments

We test SSC auctions with dynamic tasks requiring pickup and delivery in a
simulated office-like environment with 16 rooms. Each room contains four doors
that can be independently opened or closed to allow or restrict travel between
rooms (Fig. 1). This environment has become the standard testbed in recent
literature [11,25,16,6,8]. Each robot is supplied a map of the environment at a
resolution of 510x510 grid units. Each grid unit is representative of a 5cm by
5cm area of space and gives an overall simulated space of 25.5m by 25.5m. In
each experiment, the doors between different rooms and the hallway are either
open or closed.

We test on 25 randomly generated configurations of opened and closed doors
with each robot starting in a different random location. Robots can only travel
between rooms through open doors and they cannot open or close doors. How-
ever, it is guaranteed there is at least one path between each room and every
other room. For each configuration we test with 10 robots and 60 tasks. We
use single-linkage clustering with a true path distance metric (previously dis-
cussed in [7]) for our clustering algorithm. For the initial allocation we form
k = 1

2 |Tknown| clusters and where Tknown ∈ T is the set of known tasks at
the start of the initial allocation. For repeated auctions each robot individually
forms k = 1

2 |Tri | clusters.
In each experiment configuration a robot may be randomly assigned a new

task upon completion of a task delivery, we then compare local replanning versus
global reallocation. In local replanning, when a robot is assigned a new task, the
robot replans its path to complete all uncompleted tasks. In global reallocation,
when a robot is assigned a new task it signals to all other robots to begin an
auction of all uncompleted tasks across all robots. We compare three ratios of
dynamic to static tasks, 25%, 50%, and 75% unknown at the start. We also
compare our results to a baseline one-off task allocation with all tasks known.
Finally, we compare the effects of different robot task capacities of 1, 3, and 5.

The mean results for the MiniMax team objective are presented in Table 1 and
for the MiniSum team objective in Table 2. In considering capacity constraints,
unsurprisingly, the absence of constraints produces the lowest team costs and
the more restrictive the constraints the higher the cost. This directly leads to
the largest reduction in team costs occurring in scenarios with highly restrictive
constraints. In both team objectives, when robots are restricted to a capacity of
only executing one task at a time, the global reallocation of tasks produces better
results than the baseline of all tasks known. While this may initially come as
a surprise it has been experimentally shown before in SSC auctions with static
tasks [8] and SSI auctions with dynamic tasks [19]. The key explanation for
this is that during a one-off task allocation, due to the greedy nature of SSI
auctions, each robot can reach a local minima in its bidding preferences whereas
in repeated auctions this is avoided. Overall, across both team objectives, global
reallocation generally produced lower overall results than local replanning.
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Table 1. Mean MiniMax Team Objective Results (percentage improvement of
reallocation compared to replanning in brackets)

Local Replanning

Capacity All Known 25% Unknown 50% Unknown 75% Unknown

1 7857 8228 7276 7275

3 3985 5430 4976 6256

5 3070 4620 4471 6250

∞ 2602 4438 4418 6250

Global Reallocation

Capacity All Known 25% Unknown 50% Unknown 75% Unknown

1 7857 5228 (36.5%) 5593 (23.1%) 5911 (18.7%)

3 3985 3800 (30.0%) 4389 (11.8%) 4877 (22.0%)

5 3070 3469 (24.9%) 3800 (15.0%) 5000 (20.0%)

∞ 2602 3415 (23.1%) 3810 (13.8%) 5165 (17.4%)

Table 2. Mean MiniSum Team Objective Results

Local Replanning

Capacity All Known 25% Unknown 50% Unknown 75% Unknown

1 41539 41527 42025 45305

3 21245 26922 28316 33238

5 16519 22554 25720 30096

∞ 10150 16613 19675 27985

Global Reallocation

Capacity All Known 25% Unknown 50% Unknown 75% Unknown

1 41539 37449 ( 9.8%) 40278 (4.2%) 36907 (18.5%)

3 21245 25775 ( 4.3%) 28303 (0.0%) 26594 (20.0%)

5 16519 22639 (-0.4%) 24692 (4.0%) 22238 (26.1%)

∞ 10150 17813 (-7.2%) 22207 (-13%) 20332 (27.3%)

Across the MiniMax team objective results, the average advantage of global
reallocation over local replanning ranges from 11.8% to 36.5%. For local replan-
ning the best results occur when 50% of tasks were unknown. We speculate that
in situations where 25% of tasks are unknown, despite being “better informed”
of other tasks during planning, there may be instances where new tasks are in-
serted late into plan execution which cause robots to travel greater distances.
This hypothesis is further supported by the large improvement gains shown by
global reallocation in the 25% unknown experiments. Across the global replan-
ning results the best results occur when only 25% of tasks are unknown. We
speculate that in these instances the advantage of being “better informed” of
other tasks helps with the formation of new clusters and repeated auctions of
tasks. Overall, in the worse case of 75% tasks unknown, on average, a robot
travels a maximum of twice the distance of the baseline result.

The MiniSum team objective results show a much smaller benefit in global
reallocation over local replanning. These differences range from a 13% increase
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Table 3. Mean Initial Task Allocation Computation Time (s) For MiniMax Team
Objective

Capacity All Known 25% Unknown 50% Unknown 75% Unknown

1 268 145 62 16

3 265 145 61 16

5 264 144 61 16

∞ 242 137 60 16

Table 4. Mean Overall Cumulative Task Allocation Computation Time (s) For
MiniMax Team Objective

Local Replanning

Capacity All Known 25% Unknown 50% Unknown 75% Unknown

1 268 173 90 41

3 265 172 89 42

5 264 171 88 42

∞ 242 157 85 41

Global Reallocation

Capacity All Known 25% Unknown 50% Unknown 75% Unknown

1 268 347 276 119

3 265 245 175 106

5 264 226 176 105

∞ 242 206 174 105

to a 27% decrease in total distance travelled. Local replanning produces the
best results when only 25% of tasks are unknown at the start. Contrarily in
global reallocation, the largest improvements overall local replanning come in
the highly dynamic environment of 75% of tasks being dynamically inserted. We
speculate that the reason for this is due to the high numbers of repeated cluster
formations exposing many different inter-task synergies during each repeated
auction. Additionally, in scenarios with no capacity constraints local replanning
outperforms global reallocation. Again, in the worst-case scenario the maximum
distance result was twice that of the corresponding baseline result.

In addition to measuring the distances robots travel, we also consider the
amount of computational real-time robots require to generate an initial allo-
cation of tasks, and then the accumulated time required to repeatedly replan
or reallocate tasks. The experimental timing results are from a system with a
2.8GHz Intel Core i7 CPU, 8GB RAM, running Ubuntu 11.04 x64.

Table 3 shows the mean time required to cluster and auction an initial allo-
cation of tasks for the MiniMax team objective. The results for the MiniSum
team objective are not shown, however, they are near identical. Unsurprisingly,
the fewer the number of tasks known, the faster the initial allocation of tasks.
In the most dynamic situation the generation of an initial allocation is 15 times
quicker than the baseline. This is an important result because the quicker an
initial allocation is generated, the sooner robots can begin executing tasks.
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We also note that the task capacity constraint has minimal influence upon the
time required to generate the initial allocations.

The overall cumulative time required for robots to replan or reallocate upon
the insertion of all dynamic tasks into the system is given in Table 4. In the
worst-case, global reallocation of tasks is three times slower than local replan-
ning. Of particular interest is that in all dynamic situations, local replanning was
substantially quicker in computational time than the baseline. Also in highly dy-
namic situations global reallocation generated solutions faster than the baseline.

Overall, taking into consideration mean distance and computational time re-
sults we can conclude that when robots seek to achieve a MiniMax team objective
it is best for robots to work together and globally reallocate tasks. However, when
robots seek to achieve a MiniSum team objective, except in highly dynamic envi-
ronments, the small improvement offered by global reallocation is offset by much
higher computational times and in many situations would be of little benefit.

6 Conclusions and Future Work

In this paper we have built upon previous work on SSC auctions and demon-
strated their effectiveness in task allocation with pickup and delivery. Our em-
pirical analysis considered the trade-off in performance between local replanning
and global reallocation for dynamic task allocation. Our key result shows that
global reallocation generally produces lower team costs than local replanning.
However, to achieve this there is a large computational time cost.

In the consideration of future work, an ongoing challenge in cluster forma-
tion is determining suitable values for k. There are a number of more complex
clustering algorithms that do not require a pre-set number of clusters to form,
such as DBSCAN [4], and their usefulness in SSC auctions could be considered.
Another aspect of clustering to consider is the number of items in each cluster.
At present we impose no limit on the number of items, or any preference to al-
locating large clusters first. If a fixed maximum limit on the number of items in
each cluster was imposed it could produce more even clusters which may affect
the task allocation results.
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Abstract. The basic prerequisite for methodological advance in Multi-Agent
Based Modelling and Simulation is a clear, ideally formally-grounded, concept
of our subject. A commonly accepted, implementation-independent meta-model
may improve the status of MABS as a scientific field providing a solid foundation
that can be used for describing, comparing, analysing, and understanding MABS
models. In this contribution, we present an attempt formalizing a general view
of MABS models by defining the AMASON meta-model that captures the basic
structure and dynamics of a MABS model.

1 Introduction

In this contribution, we present AMASON (Abstract Meta-model for Agent-based Sim-
ulatiON) as a general formalization of Multi-Agent Based Simulation (MABS) models.
As the example of Agent-Oriented Software Engineering (AOSE) shows, a well-defined
meta-model provides a solid foundation for all processes relevant for “engineering”
MABS models: specification and documentation, appropriate tool support, teaching
and exchange and reuse of models. A meta-model provides a clear set of categories
and a language for describing a MABS model. It can be used in combination with doc-
umentation frameworks such as ODD [14]. ODD gives a structure for documentation,
yet no clear language. Describing different MABS models using concepts taken from
the same meta-model supports their comparison and comparative analysis, especially
if the models are described without programming language level details. This argu-
ment that can be also found in [20] suggesting the use of explicit model ontologies.
A prerequisite is hereby that the meta-model is formulated in an implementation- and
platform-independent way.

Last but not least, teaching MABS development is facilitated if a concise meta-model
is available, as fuzziness of terms and structures are avoided. MABS could be handled
and introduced in the same rigorous way as other microscopic simulation paradigms
with a clear definition of their basic structures. Practical introductions such as [27]
could be augmented with a theoretical introduction stating which elements a MABS
model has and how they relate to each other. Clearly describing the scope of MABS
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and also clearly stating what MABS models are not, is supported by an appropriate
meta-model.

Thus, the existence of a shared meta-model would improve the status of MABS as
a scientific and engineering field. Within the scope of this contribution with its limited
number of pages, we can just sketch the first considerations towards such a meta-model,
called AMASON. Many aspects that are especially important for the social sciences,
such as negotiations, norms and organization, are left to future work, as we first wanted
to find an abstract and general common ground that also includes domains beyond social
science simulation. Moreover, we do not want to define the meta-model on a too detailed
level including e.g. data types, but instead throw light on the really important aspects.
Nevertheless, a generic, abstract approach leaves space for more specific extensions and
specializations.

In the remainder of the paper we will first give the background for our proposal,
discussing mainly related work from AOSE and MABS. In section 3, we introduce the
basic structural and dynamic elements of the meta-model in its current status. We end
by wrapping up and discussing future work. Due to space limitation, we cannot give a
consistent full example using the meta-model. Yet, the description of the meta-model is
illustrated with the basic Sugarscape model [6] as running example.

2 Background and Related Work

2.1 Meta-models in Multi-agent Software

Introductory literature on multi-agent systems such as [32] uses formal descriptions of
what is an agent, how it is embedded in an environment and indicate abstract architec-
tures. Although apt as a basic introduction to agents (in form of a one-agent system),
the value of these descriptions for capturing the idea of multi-agent systems is limited.
A more elaborated formulation of meta-models for multi-agent systems can be found
in [5] and its successors using Z schemata starting from the definition of an “object”
refining it to “Agent” and “Autonomous Agent”. Their meta-model is very detailed also
including statements on goals and motivations, commitments and obligations and rela-
tions between agents in a multi-agent system with respect to collaboration.

Concisely defined meta-models for multi-agent systems play an important role in
the area of AOSE. A meta-model hereby defines the framework of concepts and their
relations providing a language for analysis and specification. Their clear and formal
definition received a lot of attention especially together with topics such as model-
driven design or method fragmentation. Only, if the meta-model is absolutely clear,
interfaces between models on different abstraction levels or for different aspects can be
created or combined. Thus, it is not surprising that there is a wealth of meta-models used
in AOSE. UML-based specifications of meta-models for ADELFE, Gaia and PASSI can
be found in [2]. The AOSE methodology INGENIAS and its meta-model have been
successfully applied to agent-based social simulation [9].

Hahn et al. [15] introduce a platform-independent meta-model integrating differ-
ent views from an multi-agent view to an environmental view. Also, meta-models have
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been defined specially for the specification of organizational concepts; see [7] for the
ALAADIN meta-model providing the terms agent, group and role as core organiza-
tional concepts. Also Beydoun et al. [3] aim at providing a general meta-model and
hence a modelling language that can be used for describing agents independent from an
application.

Yet in all those AOSE meta-models focussing on organizational concepts, (virtual)
time and spatial environment play none or just a subordinate role, but would be cen-
tral in simulation settings. A model that clearly shows the relevance of the part of the
overall system representing the environment is the “influences and reactions” model
[8]. It gives a precise understanding of the relation between the agents’ actions with the
agent want to influence its environment and the reaction of the environment that finally
determines what the agents’ action is actually affecting. Recently, it has been further
developped into a general concept of interaction in the MASQ meta-model [4]. In addi-
tion to the Influence-Reaction principle, R. Dinu et al. hereby postulate the separation of
mind and body, as well as a segmentation of space (and four more principles including
culture). Currently, MASQ is more a family of meta-models avoiding particular design
choices.

Another meta-model with a strong focus on environmental entities is the Agents&
Artifacts model [25] with a clear distinction between agents and “reactive objects” that
– as explicit environmental entities – provide services and thus support the interaction
between the actual agents. Thus, the A&A meta-model forms an abstraction from the
real environment towards a framework that supports the design and implementation of
Multi-Agent Systems.

There are several reasons why the AOSE meta-models are not appropriate for de-
scribing MABS models. A fundamental reason is the fact that a MABS model is a
virtual representation of another system (including individuals, objects, etc.), whereas
a MAS is an artifact that interacts with an environment. The meta-models on which the
different AOSE methodologies are based, nevertheless can be valuable as they provide
concepts for analysing, describing and specifying multi-agent models. Yet, a modeller
must be aware about the assumptions that the usage of those meta-models created for
supporting the design of a Multi-Agent System impose on the final model. Meta-models
which are based on grounded social science theories of institutions or similar would take
that burden from the modeller.

2.2 Conceptualizations in MABS

There is clearly a lack of formal specification in MABS. Introductory textbooks such as
[13], [23] or [27] are based on heuristics and best practices. They do not give a formal
and precise grounding beyond a textual characterization what a MABS model is and
may contain. Similarly, the ODD Protocol [14] provides a framework for documentation
that clearly advices which elements are necessary for a full documentation. However,
ODD is not giving a meta-model or language that a modeller can use for capturing
the elements of the MABS in the different submodels. Bandini et al. [1] give a good
conceptualization of elements of multi-agent systems relevant for MABS. Yet, without
formalization their approach remains nevertheless fuzzy in detail.
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During the last years, a number of approaches have been published with a similar
objective as in this contribution. An early meta-model can be found in [18]. There, an
explicit separation between resources and agents is made which is distinct from our
more transparent characterization of bodies and minds. Another important difference is
the environmental structure that has not been elaborated earlier.

The reference model proposed in [28] is fully based on an event-based approach, in
which sensor and effector activation create cascades of events that may manipulate the
internal state of the agent as well as its external environment. Constraints are used for
representing events that do not work in a particular environmental configuration. One
aspect that [28] explicitly points out is that actions – which are conceived as activa-
tion of effectors – take time. The only atomic element in the reference model is the
event.

There are several formal frameworks for representing simulation models starting
from the system science-inspired DEVS framework of Object-Oriented Simulation [33]
Approaches such as AgedDEVS [29], form the formal model underlying the JAMES II
system. DEVS/RAP [17] or PECS [30] reference model can be seen as extensions of
Object-Oriented Simulation models integrating more or less sophisticated agent struc-
tures for capturing internal agent processes, belief or plan structures as well as variable
overall system structures with agents that are generated, die or change interaction part-
ners. Mueller [22] systematically analyses which extensions of the DEVS meta-model
for event-based Object-Oriented Simulation [33] capturing parallel simulation and vari-
able structures, can best serve as a basis for MABS models. An advantage of DEVS is
the precisely defined semantics of basic elements and different update functions. Due
to its generic nature based on the notion of “system” with input, internal state and out-
put, it can be seen as forming the starting point for many, if not all meta-models in
agent-based simulation.

A generic formalization of MABS concepts has been suggested by Helleboogh et
al. [16]. They focus on interactions between agents’ activities and an explicit environ-
ment. Dynamism is elaborated based on the concept of activities. Activities represent
the agents’ influences, “reaction laws” determine how the environment reacts on those
and transforms them. Interaction is handled using “interference laws”. The overall goal
is to clearly define environmental dynamics. Also [31] use the influences and reactions
idea of [8] as a starting point, but focus on non-global synchronization as it is necessary
for truly distributed applications.

Recently, two suggestions for MABS meta-models have been published that can
be seen as attempts to develop meta-models similar to the AOSE meta-models, yet
adapted to challenges of (social science) MABS simulation: MAIA [12] and easyABM
[10] provide languages with a focus on the societal level. MAIA formalizes social
institutional theories, easyABM provide an overall detailed view that is apt for code
generation yet shares many problems with the traditional AOSE approaches sketched
above.

Thus, there is currently no meta-model that provides a basic view on what a MABS
model is and contains, expressed using a minimal set of concepts that is applicable to
all types of models – ranging from social science to models with simpler agents.
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3 A Generic Meta-model: AMASON

AMASON, the meta-model that we propose originates from our collected experience of
building and analysing MABS models in various domains. As we aim at a simple model
that makes the core concepts explicit, we cannot take a meta-model of for example
object-oriented simulation and add concepts. Also, existing meta-models for MABS
platforms, such as [26] or [24] are far too detailed and specific containing low level
data types.

AMASON contains two basic views: the context of the model and the contents of
the model. In the following we focus on the model itself. The context of the model is
then needed for setting up a simulation based on the model. It is essential for devel-
oping, validating and using the model. The model context contains information about
the objectives, how the model shall be used and under with which parameter configura-
tions it can be used, information on how and with what data the model is validated, etc.
Whereas these aspects are relatively obvious considering standard simulation literature,
conceptual confusion occurs when one attempts to come up with a underlying concep-
tualization of the actual MABS model. Despite of their importance for documenting the
model, in this contribution we concentrate on the core content of the meta-model as this
can be used for formulating a more structured context model.

3.1 Elements of a Model

We identified three types of components for a multi-agent simulation model: Body,
Mind and Regions. All three may possess some form of internal state. The idea be-
hind is to separate the physical entity from the mental one to make embodiment explicit
and also provide a clear distinction between entities that possess reasoning capabilities
and entities that do not, but nevertheless populate the environment and are of use (or ob-
stacles) for the active entities capable of decision making. The artefact framework [25]
shows that this conceptual separation is also relevant for multi-agent system software.
The idea behind regions is to provide a uniform perspective on the large variety of spa-
tial environments. Whereas a body is located in a region, a mind needs to be connected
to a body for achieving situatedness. An agent consists of both body and mind.

Body. A body represents a physical entity in a MABS model: A human or an animal
body, the physical parts of a robot, but also rocks, food items or houses. The body
forms the “hardware” of an agent. It carries sensors and actuators and thus provides the
technical means to interact with the environment. Thus, it is the body which is located
on a specific region.

Each body has a state that is domain- or model-specific. The state may be struc-
tured into a set of parameters and state variables that may contain arbitrary complex
data ranging from numbers denoting energy storage to structure representing a complex
metabolism. States do not need to be discrete, yet the body is in a particular state at a
particular time in a particular simulation run.

The state of a bodycan be updated by region-specific processes, which are cap-
tured by the state of the region. For example the temperature of a bodymay rise if the



106 F. Klügl and P. Davidsson

temperature of the regionis high. Such state changes may happen without any decision
making of a mind. In a more formal treatment: the set of all body-elements in a simu-
lation model is B = {b1, b2, ..., bn} with bi as an individual body with index i. Every
body has an individual set of possible internal states described by Σbi . The state of
body bi at time t is denoted with sbi(t) ∈ Σbi . The initial state is sbi(t0) ∈ Σbi where
t0 is the point in time when bi is generated.

Mind. To become an (intelligent) agent, a body needs to be coupled to a mind. This
entity contains reasoning capabilities, thus handles the decision-making processes. It
possesses also an internal memory or state whose structure and content is depending on
the particular reasoning mechanism. As in the body, we do not restrict the structure or
representation languages used for expressing a mind state. A typical structure might be
a BDI architecture, the state would then contain current beliefs, goals, and committed
plans. In a different model instantiation, a mind may be based on a neural network - the
weights of the neural network then would correspond to the current state of the mind.

We denote the set of all minds with the letter M = {m1,m2, ...,mk} with mj as
an individual mind with index j. The number of minds k ≤ n with n as the number of
bodys. Every mind may have an individual set of possible internal states Σmj being the
set of possible states of mind with index j. The state of mind mj at time t is denoted
with smj (t) ∈ Σmj . The state hereby is depending on the particular reasoning approach
that the mind mj uses (see section 3.2). The initial state is smmj (t0) ∈ Σmj where mj

denotes the particular mind, t0 is the point in time when mj is generated.
We call the coupling between body and mind the “embody” relation: embody :

M → B with M as the set of minds and B as the set of bodys. A body without a mind
corresponds to a passive object in the environmemnt.

Region. A central part of a MABS model is the spatial environment where the agents
and objects are situated. A large variety of spatial representations is in use: models with
discrete of continuous maps, cellular automata, network structures with or without met-
rics; there are also models without explicit space. In all cases (except those in which all
agents are virtually at one location, which in [21] are called “aspatial soups”), an ex-
plicit environmental structure is necessary for supporting the representation of locality.
We suggest the idea of connected regions as a general, yet structured way of conceiving
a heterogeneous model of the spatial environment of a MABS model.

Every region has its specific spatial representation (continuous, discrete or aspatial).
A region is conceived as an explicit entity with a state. Thus, possibly heterogeneous
global properties, such as temperature or light can be captured in a way similar to a
body.

Connections between the regions form the edges of a network of regions. They may
be dynamic - that means they may be created by agents or destroyed. How a connection
looks like, is depending on the particular spatial model used in the regions. For in-
stance, a connection may be a (directed) link without structure or it may be a door with
a given width. It is quite obvious how continuous or discrete maps can be conceived as
one region or that a pure network corresponds to connected regions, where one region
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is one aspatial node of the network. Yet, the concept also supports more complex spatial
structures:

– Grid maps consist of cells that carry information which is accessible for the agents
located on a cell. This information may be a discretized gradient field for a pedes-
trian simulation. Each cell would hereby correspond to a region, its state represents
the gradient value. Every cell-region has connection to its neighbouring cells. The
cell itself has no map, all agents on that cell have no further detailed position. A
cellular automaton can be conceptualized by adding an agent to each cell which
does not move, but intentionally updates the state of the cell.

– A second interesting case are metric networks: network structures in which the
nodes have positions in some metric space and the length of connections between
nodes are relevant for the agents populating such an environment. Examples are
road networks. For expressing such an spatial structure, a network of connected
regions needs to be located within on higher-level region containing a continuous
or discrete map.

The consequence of these considerations is that the meta-model should allow for hierar-
chies of regions so that, e.g., a network of regions can be located on/in a region. This
regions within regions concept together with the explicit connection model forms the
appropriate meta-model for capturing all possible environmental representations that
we encountered so far.

Capturing regions in a more formal language gives: As for bodys and minds, the
set of all regions is R = {r1, r2, ..., rl} with rx as an individual region with index x.
The state of region rx at time t is denoted with srx(t) ∈ Σrx – similar to the body.

Regions are connected with explicit connections. The structure of a connection is
depending on the particular structure of the region: if the region is a container with-
out internal spatial structure, the connection corresponds to a link; if the region has a
2-dimensional grid structure, a connection maps a set of grid cells on region rx to a set
of grid cells on region ry . If the region has a 2-dimensional continuous map, a con-
nection maps a set of positions (line) at the edge of one region to the other. In case of
a 3-dimensional map, the connection may not just be a line, but could be also a part of
plane. Also connections between different forms of regions are possible, such as con-
necting a 2-dimensional grid (e.g. representing some ground surface) to a 3-dimensional
continuous map (e.g. representing the atmosphere). Thus, we define a “connection area”
C which’s particular form depends on the regions that it connects. Connection are then
represented by a function connect : R×R→ C.

The locate function assigns a position in a region to a body: locaterx : B → Prx .
The locate function is depending on the particular region. Prx is the set of possi-
ble positions in that region rx. What a position can be is depending on the region.
For a continuous region with m dimensions, the set of possible positions would be
Prx = Rm.

Figure 1 gives an overall summary of the different elements of the AMASON
meta-model.

Illustration: Sugarscape. We use the famous Sugarscape model for illustrating the
elements of AMASON presented so far. In the Sugarscape world (we refer to the initial,
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Fig. 1. Overview over the elements in AMASON

simple version that is described in chapter 2 of [6]), agents move on a grid harvesting
and consuming “sugar”.

Following the concepts above, a region corresponds to a sugar cell. All region-cells
possess of same structure, yet not the same state: The state of a region is expressed
by a vector of one variable and two parameters: CurrentSugar, GrowthRate and
SugarCapacity. As these are modelled as natural numbers, the set of possible states
is: N×N×N. The position of each cell is determined implicitly by its connections to
its four neighbours (as we assume a torus, all regions have four neighbours). Explicitly
modelled, there are four connections: cwest, ceast, csouth and cnorth for the respective
neighbouring relation. An explicit grid position would help setting up the landscape.
The initial state values for the variables are given by the two sugar hills.

Agents – consisting of a body and a mind – are located on a region. More precisely:
The body of an agent is located on a region. There is just space for one body on a
cell. Thus, the locate : B → R is assigning one bodyto one region. We assume that all
agent parameters and variables are assigned to the body, representing the metabolism of
sugar consumption. The mind is responsible for the decision making about where to go
next. The state of a Sugarscape Body is captured by two constants and one variables:
PerceptionDistance × Metabolism × SugarStorage. The constants are parame-
ters with individual values for each agent, but an agent cannot change them. Assuming
that perception is restricted to a max limit of 6 cells and that neither the consumption
of sugar nor the potential storage of sugar is limited, the set of all possible states of
a Sugarscape body Σbi is: {1, 2, 3, 4, 5, 6} × N × N. The position of the body can
be determined via the locate-function. Hereby, we leave open whether in praxis, the
body stores the connection to the region or the region possesses a list of bodys on it.
Due to the simplicity of this agent, its mind has an empty state. Later we will introduce a
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variable with temporary values of cells for facilitating the agent dynamics. Real ex-
tension involving e.g. Trade would require parameters (thresholds when to sell) and
variable information on the budget.

3.2 Dynamics

Based on the basic structural concepts presented above, the relevant processes are de-
fined: For expressing dynamics, an explicit representation of time is necessary: T is the
time domain. The nature of the time set influences how the model can be executed. A
usual choice is T = N with state changes only at discrete points in time. Whether a
model is time- or event-driven is regarded as an implementation issue. The AMASON
meta-model should be independent from how a simulation is implemented.

Dynamics in a MABS model can be associated with the following elements: a) the
environment dynamics that cannot be influenced by the agents (cf. exogenous pro-
cesses and events), b) the agents that intentionally manipulate their environment and
themselves.

Environmental Dynamics. Environmental dynamics happen without being triggered
by an agent. Processes such as seasonal temperature dynamics, a tree growing, or rain
starts to fall or a stone is heating up are examples. In the meta-model we associate such
dynamics with regions. One can distinguish between dynamics that just affect the state
of the region, and dynamics that affect the state of bodys that are located on the region:

– Let srx(t) ∈ Σrx be the state of the region rx at time t. Then, we can capture
the purely region-related dynamics by: updateRegion : Σrx × T → Σrx . With
this function the state of the region changes over time without external triggers.
With this, seasonal dynamics can be expressed. With humidity as a variable of the
region, also the effects of events such as rainfall can be captured.

– Let Σrx be the set representing possible states of the region rx and B|rx are the
bodys that are currently located on rx. The function updateBodyState : Σrx ×
ΣB|rx × T → Σrx × ΣB|rx updates the state of all bodies that are located on the
region based on their previous state and the state of the region. This is the right
level to formulate that the body of a stone heats depending on the temperature of
the region, on which it is located. With mobile agents the domain of the function is
changing depending on the bodys that are at each time on the region, so a precise,
closed mathematical formulation may be difficult.

Agent-Based Dynamics. Following the general concept of an agent, there is no doubt
that agent dynamics follow a sense-reason-act process combination. This must be in-
tegrated with the distinction in body and mind. As they belong to the physical part
of an agent, sensors and effectors are associated with its body yet reasoning with the
mind. As “interfaces” between sensing and reasoning, we conceive “perception” that
translates the sensed data into information that is relevant for reasoning. The reasoning
then produces actions. Depending on the body state actions are transformed into exe-
cutable actions (commands of the effectors) which then are handed over to the region,
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on which the body is located. The region is responsible for producing the actual effects
of all actions of agents on it. More formally, agent-based dynamics involves processes
at bodys, minds and regions:

– Body: sensebi : ΣR|bi × Σbi × T → Σbi with R|bi denotes a set of regions
that are currently accessible for the sensors of bi. This is a simplification replacing
an elaborated concept of a local environment. Movement of the agent again would
result in a varying definition of the sense function, as different regions might be
relevant. The region on which the body bi is located should be part of this set. The
results of the sensing process may be stored in a sensor memory with particular
states as well. For reasons of simplicity, we assume that this sensor memory is part
of the physical state of the body.
actbi : Actmj × Σbi × T → ExecActbi is the function that transforms ac-
tions Actmj as instructions from the mind mj that is controlling the body bi
(embody(mj) = bj) to actions ExecActbi that the body can actually do depending
on its current state.

– Mind: The mind mj possesses three processes that mirror the classical perceive-
reason-act: perceivemj : Σbi × Σmj × T → Σmj with embody(mj) = bj ,
processes the sensor data stored in the state of the body to information relevant for
the mind. With this information, the current state of the mind is also updated in
updatemj : Σmj × T → Σmj expressing some internal reasoning. Then the mind
selects an action: actionmj : Σmj × T → Actmj . With Actmj as the set of all
possible actions that the mind mj may come up.

– Region: When the effectors of the body bj execute a given executable action, this
does not automatically mean that the environment changes. The actual effect on the
environment is handled by the region rx, which takes all the executable actions of
all bodys that are located on it, for determining the actual effect of the combined
actions: effectrx : ExecActB|rx ×Σrx × T → Σrx .

Illustration: Sugarscape Continued. Starting from the above given structure, the next
step is to specify the different functions describing the dynamics: We start with the
environment: The increase of the CurrentSugar-Value by the growth rate upto the
capacity of the cell. GrowthRate and SugarCapacity are constants.

updateRegion(< currentSugar, growthRate, sugarCapacity >, t) =

< min(currentSugar + growthRate, sugarCapacity), ., . >

This is followed by the regions-specific influence on bodys. This contains two ele-
ments: the consumption of sugar in the body metabolism and the harvesting of sugar.
The SugarStorage of the body is reduced by the value of metabolism, but increased
by the currentSugar of the cell on which the body is located. The value of the
currentSugar variable of the cell is set to 0:

updateBodyState(< currentSugar, ., . >,< .,metabolism, currentSugar >, t) =

(< 0, ., . >,< .,metabolism, (currentSugar −metabolism) + r.currentSugar >)
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If the sugarStorage of the body becomes negative, the region deletes the body to-
gether with its corresponding mind.

For deciding where to go next, the agent must first determine the subset of sugarcells
that it can sense. The size of that set of cells forming the domain of the sense-function,
depends on the value of PerceptionDistance. So with PerceptionDistance = 2,
the domain of the senseb-function is a set of cells with cb = locate(b): {b, cwest(b),
cwest(cwest(b)), csouth(b), ...}. For storing the result of sensing, we introduce the be-
fore mentioned variable b containing a datastructure with a table of the current sugar
values in the neighbourhood with the direction towards them: SugarPercept.

The percept function of the mind transfers the information in the SugarPercept
variable to a corresponding one in the mind for making the agent aware of that infor-
mation. For reasons of clarity, we introduce an additional variable supporting reasoning
that stores the direction towards the highest amount of CurrentSugar out of the per-
ceived ones. This variable is set in the updatemind function. The domain of the state
variable Direction is { west, south, east, north, 2west, 2south, 2east, 2north} (for the
agent which’s body has a perception radius of 2.

The action-selection function selects the action of moving into the optimal direction:
Actm = {Noop, West, South, East, North, 2West, 2South, 2East, 2North } encoding
direction and speed. In this simple version of the Sugarscape model, the action that the
mind selects is also the one that the effectors of the body send to execution to the cell
on which the body is located. The cell on which the body is located, will then move the
body (together with its mind) to the envisioned cell, if the cell is not occupied.

3.3 Putting Elements together

Combining structural information and dynamics, the dynamics around minds and bodys
must be more elaborated: A model of a body contains thus not only the state and the
initial state, the set of actions that it can execute, but also the particular sense and act
functions:

bi = 〈σbi , sbi(t0), ExecActbi , sensebi , actbi〉

Consequently, a similar collection can be done for the minds:

mj = 〈σmj , smj (t0), Actmj , perceivemj , updatemi , actionmi〉

The full description of a region contains the information of the state of the region
a characterisation of its spatial representation, as well as a map-specific function for
localisation. Then, there are three functions describing dynamical processes under con-
trol of the region: the independent dynamics of the region, the update of the body states
depending on the region and the effect function executing the agents’ actions.

rx = 〈brx ,maprx , locaterx , updateRegionrx, updateBodyStaterx , effectrx〉

So, a MABS model consists of a population of bodys without and with a mind and
a representation of the spatial structures determining the basic structure of the shared
environment. Thus, the population of entities consists of all bodys, all minds and the
embody relation connecting them: POP = 〈B,M, embody〉 with B = {b1, ..., bn}
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the set of all bodys, and M = {m1, ...,mk} the set of all minds. Similarly, we collect
all information on the environmental structure in ENV = 〈R,C, connect〉, combining
all regions and their connections, that means the elements that describe how a number
of regions are connected and the function that actually maps them together. The over-
all model is then defined combining population, environment and the locate-function
connecting the bodys and the regions: MABM = 〈POP,ENV, locate〉. The overall
locate-function has the region- specific locate-functions as elements.

This overall division into population and environmental structure reduces the envi-
ronmental model of the MABS model to an active spatial structure. This is at first sight
a little bit counter-intuitive and contradicts e.g. [19] who argue that the simulated en-
vironment may contain also explicit static entities. In our conceptualization the static
elements are conceived as bodys without minds and are thus part of the population.
We intentionally decided for this as a distinction between core agents and environmen-
tal agents is somehow artificial, especially if non-agent resources may have significant,
autonomous dynamics.

4 Discussion and Conclusion

In this contribution, we proposed a first version of AMASON, an abstract core meta-
model for MABS. Our goal was to suggest a meta-model that is generic enough to be
able to capture a wide variety of agent-based simulation models. This idea poses a num-
ber of requirements, but also fixed starting points for our considerations: the concepts of
agents shall be as simple as possible, but powerful enough to capture all forms of agents.
Our basic agent concept is inspired by the hysteretic agents of Genesereth and Nilsson
[11]; we wanted to give its internal state a structure in form of state variables in DEVS
([33]) as this is a clear and powerful generic concept. The distinction between body
and mind is the result of a long discussion on how to capture the differences between
passive objects or resources and active agents that we think must be made explicit pro-
viding ontological support. The structure of the environment in form of interconnected
regions originates from a generalization of spatial representations observed in various
MABS models. Interconnected regions are at first sight rather complex, yet this con-
cept subsumes representations ranging from a single regions with a grid map to a net-
work without any metric overhead. Additionally, it allows formulating environmental
heterogeneity beyond heterogeneous populations.

AMASON is intentionally very simple, and in its current state covers only very ba-
sic structures and processes. Our focus was not on providing a highly elaborated meta-
model with specific suggestions to all possibly occurring concepts, but one that fits best
a broad variety of models in different domains, social science simulation and beyond.
It contributes particularly to a clear conceptualization of embodiment and a generic
spatial structure that can accommodate different types of spatial maps providing a het-
erogeneous environment for agent activities. Although AMASON is on high level of
abstraction, we argue that it helps to clarify design decisions such as the granularity of
actions that one has to take while designing a model.

AMASON is more basic than the AOSE meta-models mentioned above, which are
more refined as they focus on providing languages for capturing interactions, coordi-
nation and organizations. On the other hand, our meta-model abstracts from particular
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data types or basic implementation-specific aspects that tool or programming language
specific meta-models would include. A previous version of our meta-model was par-
tially inspired by [16] with its focus on interaction between agent and its environment.
AMASON is more basic and should also work for models in which the environmental
dynamics model is not so essential.

In its current status, AMASON can already be used for “testing” platforms aligning
their concepts to this meta-model, clarifying where the platforms deviated from the core
agent ideas for providing easy to use tools. Moreover, with the definitions of AMASON,
we argue that the teaching of MABS becomes easier, as the core concepts are more clear
and independent from any particular tool.

Naturally, there are a number of aspects that we have not yet tackled, but are impor-
tant for MABS. In addition to the context information, the main point is the missing
explicit conceptualization of direct interactions between agents, agent relations, and
organizational structures. This is clearly an extension of the mind that we will ad-
dress in the future. The conceptualization of basic interaction is also not as concise and
fully clear as it could be, especially with respect to interactions that influences multiple
regions. This forms a problem that we have to solve as the next step.
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Abstract. The article presents RobustPI - an extension of the Robust
middleware library, which allows the widely recognized Pioneer 3-AT
robot to be programmed as a Webots based virtual hardware. Like Lego
Mindstorms NXT robots, the Pioneer 3-AT model and Webots simulator
are very popular as experimental platforms in many places all over the
world. For this reason, the authors hope that the extension RobustPI
may also be of interest and use for many people involved in carrying out
research and teaching in the field of intelligent robotics.

Keywords: intelligent autonomous robots, the Robust library, robotic
middleware.

1 Introduction

The universality of intelligent autonomous robots in everyday practice is a fact.
Many people around the world use autonomous robotic vacuum cleaners like
RoombaTM, self-propelled autonomous lawn mowers or intelligent parking assist
systems. All of these constructions are sophisticated combinations of hardware
and software. The success of the robotic construction depends on the hardware
reliability, software quality and how well both parts can work together. The cost
of developing an intelligent robot of a commercial quality can be significant1. Be-
sides creating hardware, the process of achieving high quality robotic software
requires a lot of prototyping, testing and a number of experiments. The aim of
the research phase is to refine the robot control algorithms and tuning coop-
eration between the hardware platform and the software layer. Since for many
reasons it is not always possible to provide software engineers with appropriate
robotic hardware, robotic simulation environments are very popular. One of the
widely recognized simulators is the WebotTM simulator2. It supports a number
of popular robotic constructions including Pioneer 3-AT or Nao Robot3.

The proposed extension of the Robust library is a step towards opening this
library to the simulation environment. RobustPI, the newly created Robust mod-
ule, allows the user to create software which is executable on the Pioneer virtual
1 iRobot Corporation R&D Expense report (available online at ycharts.com).
2 www.cyberbotics.com
3 www.aldebaran-robotics.com
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robot, running under the Webots environment. The current work shows the lo-
cation of the RobustPI module in the general architecture of the Robust library
and tries to put it into a broader 3-tier architecture context (Sec. 2.2 and 3).
In addition to the description of the module design (Sec. 3.2) and functionality
(Sec. 3.3) the work also contains a brief example of an application that uses the
proposed extension (Sec. 4).

2 The Robust Library Architecture

2.1 Architectural Perspective

One of the popular architectural styles in intelligent robotic software is state-
hierarchy architecture. In this approach, activities are organized by the scope of
time knowledge [16]. A good example of such architecture is 3T, or 3-Tiered, mo-
bile robot architecture. The layers lie one above the other. The top, deliberative,
layer deals with planning, the bottom layer is purely reactive and corresponds
to the robot’s skills, and the middle layer is designed to mediate between the
two outer layers. The popularity and flexibility of this approach are confirmed
by numerous examples [2,7,6,17,4,9]. Because of the specificity of the processing,
similar to that in the Albus reference Model [1], different layers have differ-
ent time perspectives. The top deliberative layer is responsible for planning the
robot activities. Hence, it has the the widest time perspective. Usually, it does
not need to make a decision immediately and may take a while to think. At the
decision-making level very often robotic architectures use the theory and practice
of agent systems [15,20,18]. In this approach, decision-making processes might
be supported by different methods including formal logic [10], neural networks
[19], decision trees [5] and others. On the opposite side is the bottom layer. It
should react as quickly as possible. Therefore, there is a common tendency to
implement it close to the hardware [8,4]. The purpose of the middle layer is
to interact between the low level reactive procedures (very often equated with
skills) and the deliberative abstract logic responsible for planning. Its job re-
lies on behavior generation understood as establishing the sequence of primitive
skills forming some specific behaviors.

The Robust library is designed as a reactive layer acting between the soft-
ware system and the robotic hardware. An example of using the Robust library
together with a behavior generation layer is [14]. In that example, the robot be-
havior has been formally modeled with the help of Concurrent Communicating
List (CCL) notation [12]. The presented RobustPI module can be considered as
an extension of the Robust based reactive level. The Robust library has been
designed in such a way so as not to be tied to any particular behavior layer
implementation. It remains open source and is intended to be compatible with
other hardware and software solutions.

2.2 Implementation Perspective

The primary reason for building the Robust library [11] was to provide a reliable
method forwriting advanced control Java programs running on theMindstormsTM
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NXT intelligent brick. Since the brick has little RAM, such programs need to be
executed on a personal computer, whilst the sensor readings and the control com-
mands are transmitted wirelessly. Thus, at the beginning, the library consisted of
two components, RobustNXT and RobustPC. The first one was designed as an em-
bedded application running on the brick and was responsible for handling commu-
nication messages and performing low level control operations, whilst the second
was a Java library providing the users the high level control robot API. Over time,
the library has gained new modules (Fig. 1) allowing the user to control the robot
Hexor II (RobustHX) [13], and to program a virtual Pioneer 3-AT robot running
under the control of the WebotsTM simulator (RobustPI).

Fig. 1. The Robust library architecture - 3T perspective

3 The RobustPI Component

The RobustPI component was designed as the third hardware implementation
in the Robust family. It is unique because it is not a physical robot but a virtual
one. Below is a short description of its architecture.

3.1 Overall Control Layout

The RobustPI component is designed as a pair composed of the virtual robotic
hardware embedded into the WebotsTM environment and the standard Robust
library interface adapter. The first part of the component is implemented as
an embedded application running as a Webots’ robot controller. It is respon-
sible for performing two tasks: reading new actuator settings from the Robust
library adapter, and sending the latest sensor readings including positions of the
actuators to the Robust library adapter.
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The second part of the RobustPI component - the Robust library inter-
face adapter is a separate software module, which actually implements the Ro-
bustAPI. Both parts communicate with each other via a TCP network socket,
which makes it possible to deploy the WebotsTM simulator and the control
application on separate computers (see Fig. 2).

Fig. 2. The RobustPI component scheme

3.2 The Low-Level Design

The Robust library interface adapter continuously communicates with its em-
bedded counterpart. It receives actual information about the robot state and
stores it locally in the form of a Pioneer3ATState class object. Hence, when the
Robust API is queried for the robot configuration data, the Pioneer3ATState
local cache is used. The cache update rate depends on the Webots controller
program and the configuration. Although no historical data are provided by the
Robust API itself, similar functionality can be easily implemented on the top of
the Robust library interface adapter.

In the development stage, there is another more sophisticated embedded part
of the RobustPI component, based on the Supervisor controller. It allows the
user to access some internal simulation data which may be indispensable during
automatic evaluation of certain aspects of the control algorithm.

Fig. 3. RobustPI - the command processing scheme

An important group of the Robust interface methods are those that allow the
user to specify subsequent robot moves [11]. Each of these commands creates
a new Motor object. After its creation, such an object contains data for servos
according to the selected movement type, parameters and the robot’s geometry.
When created, it is serialized, and sent over TCP/IP to the Webots controller.
Afterwards the new settings are applied to the actuators.
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To minimize network traffic, all the sensors and servos readings are trans-
ferred asynchronously. Hence, in order to receive notification that the specified
parameters or readings have been changed, the user needs to implement ap-
propriate listener objects and specify what kind of changes should trigger the
listeners (Fig. 3).

3.3 Interface

The Robust API can be split into three groups wherein each of these groups
provides synchronous and asynchronous interface methods (see Tbl. 1). The
first group has only one member (System) and is used mainly for initialization,
troubleshooting, general information and disconnecting from the hardware unit.
An asynchronous API provides the ability to add a logging facility to the robot
for debugging purposes.

Table 1. The Robust API overview

Group API Name Async

Special purpose System �

Commands
Move �

MoveLegged �

Head �

Readings

Light �

Laser �

IR �

Touch �

Sonar �

SonarFixed �

Compass
GPS

The next API group (Commands) gathers functions related to the robot
movement. There include the Move interface, which covers differential wheeled
robots like Pioneer4 or Khepera5. It allows the robot to move forward and back-
ward, turn in place, and drive along a specified arc. The second interface within
this group is MoveLegged. It was designed to control the Hexor II robot6. Due
to problems with distance and angle tracking for particular steps on different
surfaces, unlike the Move interface, it does not provide distance or angle as
movement parameters. The last interface in this group, the Head interface, con-
trols the Hexor II head. The asynchronous methods defined within this group
4 http://www.mobilerobots.com
5 http://www.k-team.com
6 http://www.stenzel.com.pl

http://www.mobilerobots.com
http://www.k-team.com
http://www.stenzel.com.pl
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allow registration of functions to be executed upon completion of the currently
processed movement command.

Third, the most numerous API group provides interfaces for accessing a vari-
ety of actual and virtual hardware. The Light interface is for reading luminosity,
and the Laser interface for handling different scanning laser rangefinders. It also
includes the Infrared interface, which is responsible for simple proximity infrared
sensor group handling. It provides a vector indicating which specific sensor was
triggered. Connecting a particular table index with the position of the detector
on the robot body is left to the user. There is also the Touch interface providing
access to simple mechanical bumpers, and the Sonar and SonarFixed interfaces
that covers the functionality of ultrasonic range finders. The Robust API pro-
vides the user with an abstraction layer that unifies units and re-calculates the
values of arguments of methods according to the robot settings.

4 Sample Algorithm Excerpt

To illustrate the usage of the Robust library and the RobustPI module, let us con-
sider the following sample algorithm. Inspiration for the algorithm was Valentino
Braitenberg’s idea concerning vehicles and synthetic psychology [3]. Hence, ac-
cording to one of his experiments, the robot is attracted by an obstacle, and
whenever it perceives obstacles it “attacks” them. In the presented modified ver-
sion of this approach, if the robot approaches closer to the obstacle than a certain
configurable “escape” distance, then it turns back and finds another target.

1 private void nowRunAwayFromTheObstacle(){
2 move.moveTurnInPlace(180,60);
3 move.waitForMoveChange();
4 move.moveForward(100, 20, 0);
5 move.waitForMoveChange();
6 }

Listing 1. Retreat from the obstacle

The retreat routine (Listing 1) is executed whenever a robot detects an ob-
stacle. At the beginning, the robot is ordered to turn 180 degrees in a place with
a given rotation speed (Line: 2), then the robot is asked to move 100 centime-
ters forward with a speed of 20 centimeters per second. The calls of waitFor-
MoveChange() (Lines: 3, 5) suspend the algorithm execution until the currently
processed move commands are completed. The waitForMoveChange() method
is implemented as an asynchronous callback related to asynchronous Sonar and
Laser interfaces (see Listing: 2). For the sake of simplicity, some non essential
lines of the nowRunAwayFromTheObstacle() method code have been omitted.
For instance, the code responsible for registering and unregistering proximity
alarm listeners is not discussed here7.
7 The full code of the presented example is available at code.google.com/p/robust-nxt

https://code.google.com/p/robust-nxt/
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7 sonarAsync.registerProximityAlarmListener(
8 new RobustAPISonarAsync.SonarProximityAlarmListner() {
9 public int getAlarmDistance() {return 20;}

10 public int getMode() {return 1;}
11 // object closer than alarmDistance
12 public void handleProximityAlarm(int distance) {
13 nowRunAwayFromTheObstacle();
14 }
15 });

Listing 2. Running away from the obstacle

Besides synchronous method calls (Listing: 1, Lines: 2 - 5), there is very often
a need to subscribe to asynchronous events coming from the hardware platform.
The method registerProximityAlarmListener() is an example of asynchronous
communication between the Robust library and the Java control application
(Listing: 2). The method gets as its input the new SonarProximityAlarmListner
object overriding the following methods:

– getAlarmDistance() - returns proximity alarm threshold,
– getMode() - returns alarm mode ( searching for obstacles closer than alarm

distance),
– handleProximityAlarm() - callback executed when alarm becomes active.

Of course, multiple callback functions referring to a single event source can also
be registered.

Although the high level control code samples presented above were written for
the purpose of testing the RobustPI module, they actually do not depend on the
hardware platform. Hence, similar code can also be successfully executed on the
standard two-wheeled Mindstorms NXT vehicle. Of course, not all of the robotic
constructions implement the same set of Robust library API methods. Thus, the
library allows the user to dynamically determine which method is implemented.
This functionality makes it possible to write flexible robust programs that will
be able to run properly on even vastly different hardware platforms.

5 Summary

In this paper, RobustPI - the new extension of the Robust library for controlling
Pioneer 3DX virtual hardware, has been presented. Using the WebotsTM simu-
lation environment shortens the time needed for preparing robotic experiments,
and reduces the cost of developing new control algorithms. Although the Ro-
bustPI module tries as often as possible to re-use existing interfaces, it also
defines new ones, such as Laser range finder API. The control algorithms built
on the top of the Robust library are well separated from the actual hardware.
Hence, they can be easily executed on physically different but functionally sim-
ilar robots.
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Although the Robust APIs are ready to use, a lot of aspects still need to be
improved. In particular, the introduction of a hierarchy of interfaces grouped by
similar functionality is becoming increasingly important. Further development
of the presented solution will focus on the creation of a fully functional, formally
verifiable behavior component. Research on an efficient and scalable deliberative
component will also be conducted.

Acknowledgement. This research is supported by AGH University of Science
and Technology, contract no.: 10.10.120.859.
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Abstract. We consider secrecy from the point of view of an autonomous
knowledge-based and resource-bound agent with incomplete and
uncertain information, situated in a multi agent system. We investigate
properties of secrecy and the preservation thereof in this setting and for-
mulate desirable properties. Based on these ideas we develop a flexible
BDI-based agent model and define an instance widely based on answer-
set programming. We show that and how our model and instance sat-
isfy the proposed properties. We implemented our developed extendable
framework for secrecy-preserving agents based on JAVA and answerset
programming.

1 Introduction

On the topic of secrecy a large body of work exists and diverse definitions of se-
crecy in various settings with different properties have been developed. For mul-
tiagent systems the main research focus herein lies on strong notions of secrecy
of a whole (multiagent) system, for an overview see [4,11]. Secrecy is generally
imposed by some global definition of secret information from a global, complete
view of the entire system. While substantial work on the definition of secrecy
exists mechanisms for secrecy preservation in multiagent systems are lacking.

In this work we consider secrecy and secrecy preservation from the point of
view of an autonomous knowledge-based agent with incomplete and uncertain
information, situated in a multiagent system. Agents reason under uncertainty
about the state of the environment, the reasoning of other agents and possible
courses of action. They pursue their goals by performing actions in the envi-
ronment including the communication with other agents. On the one hand, the
exchange of information with other agents is often essential for an agent in order
to achieve its goals; especially if the agent is part of a coalition. On the other
hand the agent is interested, or obliged, not to reveal certain information, its
secrets. Restriction of communication leads to a loss of performance and utility
of the individual agent, coalitions and the whole multiagent system. A good so-
lution of the implied conflict between the agent’s goal to preserve secrecy and its
other goals is one that restricts communication as little as necessary in order to
preserve secrecy. Secrecy of information and in particular the inference problem
depend on the representation of information and the appropriate modeling of
background information and of the reasoning capabilities of the agents.

M. Klusch, M. Thimm, and M. Paprzycki (Eds.): MATES 2013, LNAI 8076, pp. 124–137, 2013.
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Our contributions lay in several aspects. We investigate, motivate and for-
malize novel and general properties of an agent model with respect to secrecy
and secrecy preservation from a subjective perspective of an agent with incom-
plete information. We develop an epistemic agent model for secrecy preservation,
which is based on the abstract model presented in [7]. We show that besides
the pure declaration of secrets, the properties of the belief change, the attacker
modeling and the means-end reasoning components of the agent are essential
for secrecy declaration and preservation and define the properties of each of the
three components in detail. Moreover we define answerset programming (ASP)
[3] based concrete instances to illustrate how the properties can be satisfied. We
implemented the general framework as well as the ASP instance presented in
this work using JAVA and available ASP solvers.

The remainder of this paper is structured as follows. First we give a very
brief introduction to ASP in Section 2. Then, in Section 3, we motivate and
informally develop desiderata of a secrecy preserving agent based on the belief
change, the attacker modeling and the means-end-reasoning component of an
agent. Based on these ideas we formalize our notion of an epistemic agent in
Section 4. In Section 5 we elaborate the first, the belief change, component of an
agent with respect to secrecy. In Section 6 we elaborate the second component
by presenting a formalization and an approach to attacker modeling and its
relevance for secrecy preservation. In Section 7 we consider the third component
and develop properties and for means-end-reasoning and how to satisfy them in
our instance. In Section 8 we sum up, discuss the relation to other approaches
and give an outlook.

2 Answerset Programming Basics

We give a brief introduction to answerset programming [3]. Let At be the set
of all atoms and Lit the set of all literals Lit = At ∪ {¬A | A ∈ At}. A rule r
is written as H(r) ← B+(r),B−(r)., the head of the rule H(r) is either empty
or consists of a single literal, the body consists of B+ = {L0, . . . , Lm} and
B− = {not Lm+1, . . . ,not Ln} with L0, . . . , Ln ∈ Lit. The language of rules
constructed over the set of atoms At is referred to as Lasp

At . A finite set of
sentences from Lasp

At is called an extended logic program P ⊆ Lasp
At . A state S

is a set of literals that does not contain complementary literals L and ¬L is
called. A state S is a model of a program P if for all r ∈ P if B(r)+ ⊆ S and
B(r)− ∩ S = ∅ then H(r) ∩ S �= ∅. The reduct PS of a program P relative to a
set S of literals is defined as PS = {H(r)← B+(r) | r ∈ P,B−(r) ∩ S = ∅}. An
answerset of a program P is a state S that is a minimal model of PS . The set of
all answersets of P is denoted by AS(P ). Rule schemas can use variables which
we denote by x, y, z and for the anonymous variable [3].

3 Properties of Secrecy and Secrecy Preservation

In this section we argue that the definition of secrecy is complex and depen-
dent on various aspects which influence the actually obtained secrecy and the
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restriction of information flow. Furthermore, we elaborate the key ideas and
properties of secrecy preserving agents. In the following we give the introduction
to our running example and then statements about secrecy followed by examples.

Example 1. Consider an employee, emp, working in a company for his boss boss .
He wants to attend a strike committee meeting (scm) next week and has to ask
his boss for a day off in order to attend. It is general knowledge that the agent
boss puts every agent who attends the scm on her blacklist of employees to be
fired next.

Secrets are not uniform in their content as an agent has different secrets with
respect to different agents.

Example 2. In our example, emp wants to keep his attendance to the scm secret
from boss but not from other employees that also want to attend the scm.

Secrets are also not uniform with respect to their strength. That is, an agent
wants to keep some information more secret than other. These differences in
strength of secrets arise naturally from the value of the secret information. The
value of secret information depends on the severeness of the negative effects, or
the cost, for the agent resulting from disclosure of the secret information. These
costs can differ widely and consequently the agent is interested in not revealing
secret information to different degrees.

Example 3. emp does not even want his boss to be suspicious about him attend-
ing the scm (secrecy with respect to a credulous reasoner). He also does not
want other employees that are against the strike to know that he attends the
scm. However, with respect to the latter he considers it sufficient that they do
not know for sure that he attends (secrecy with respect to a skeptical reasoner).

Secrets are also not static, they arise, change and disappear during runtime of
an agent such that it has to be able to handle these changes adequately.

Example 4. If emp realizes that boss overheard his phone call with the strike
committee he should give up his corresponding secret.

These considerations lead to the following formulation of properties of secrets:
(S1) secrets can be held with respect to specific agents, (S2) secrets can vary in
strength, (S3) secrets can change over time.

Now we want to formulate properties of a secrecy preserving agent and be-
gin with an informal formulation. We assume a multiagent system with a set of
agents A. We use the agent identifier X to denote an arbitrary agent. For the
representation of the secrecy scenario it is convenient to focus on the commu-
nication between two agents, the modeled agent D which wants to defend its
secrets from a potentially attacking agent A. Defining secrets does not define
the preservation of secrecy and its properties. The intuitive formulation of our
notion of secrecy preservation can be formulated as: An agent D preserves se-
crecy if, from its point of view, none of its secrets Φ that it wants to hide from
agent A is, from D’s perspective, believed by A after any of D’s actions (given
that A does not believe Φ already).



Secrecy Preserving BDI Agents Based on Answerset Programming 127

The actual quality of secrecy preservation is highly dependent on the accuracy
of the view of D on the agent A and its supposed reasoning capabilities as well
as on D’s information processing and adaptation of its beliefs and view on A
in the dynamic scenario. To make the importance clear, a completely ignorant
agent would never subjectively violate secrecy as it would ignore its violation
of secrecy. Likewise underestimating as well as overestimating the capabilities
of an A can lead to a violation of secrecy. In particular a secrecy preserving
agent should satisfy the following properties: (P1) The agent is aware of the
information communicated to other agents and the meta-information conveyed
by its actions, (P2) The agent simulates the reasoning of other agents, (P3) The
agent considers possible meta-inferences from conspicuous behavior such as (a)
selfcontradiction, (b) refusal, (P4) For all possible states and perceptions the
agent does not perform any action that leads to secrecy violation, (P5) The
agent only weakens secrets if it is unavoidable due to information coming from
third parties and only as much as necessary.

As we shall see, the properties (P1) and (P5) are related to the belief change
component of D, (P2) and (P3) to the way D models A and (P4) to the means-
end reasoning behavior of D. In the following we elaborate on all properties,
formalize them and develop corresponding agent components and show which
formalized properties are satisfied.

4 Formal Framework

We present an epistemic model of agency which stresses the knowledge repre-
sentation and reasoning under uncertainty and incorporates secrets, and views
of an agent on the information available to other agents. The reasoning under
uncertainty is formalized by belief operators which can be more or less credulous.
We then use these notions to define secrets and secrecy preservation.

The general framework as presented in [7] generalizes a variety of agent mod-
els. Here, we use a more concrete model loosely based the well known beliefs,
desires, intentions (BDI) architecture [10]. Note that the BDI model just serves
as an example agent model and that all properties and operators developed here
are independent of it and are applicable to virtually all agent models. In our
epistemic view of agency, the agent’s epistemic state contains a representation
of its current desires and intentions which guides its behavior. The functional
component of a BDI agent consists of a change operation of the epistemic state
and an action function, executing the next action as determined by the current
epistemic state. Our agent model is illustrated in Figure 4.

Definition 1 (Epistemic BDI Agent). An agent D is a tuple (KD, ξD) com-
prising an epistemic state KD and a functional component ξD. A BDI-Epistemic-
State is a tuple KD = 〈〈VD,W ,VD,SD〉, ΔD, ID〉. It consists of a world view
VD,W , a set of agent views VD = {VD,X | X ∈ A \ {D}}, a set of secrets SD, a
set of desires ΔD, and a set of intentions ID. We refer to the first component
as the agent’s beliefs B(KD) = BD. We set VW (B) = VW (KD) = VD,W ⊆ Lasp

At ,
VX (BD) = VX (KD) = VD,X ⊆ Lasp

At and S(KD) = S(BD) = SD. The functional
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◦
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Epistemic State KD of D

Worldview of D
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VA(KD) ⊆ Lasp

At

Secrets of D
S(KD)

Belief Set
Bel(VW (KD)) ⊆ Lit

Belief Set
Bel(VA(KD)) ⊆ Lit

Belief Operator
Bel ∈ Ξ

Belief Operator
Bel ∈ Ξ

Fig. 1. Epistemic Agent Model

component ξD = (◦D, actD) consists of an change operator ◦D and an action
operator actD.

A belief operator determines the currently held beliefs of the agent given a
view. In the ASP setting beliefs are represented by an answerset, i. e. a set of
literals, and a view by an extended logic program. An agent with incomplete and
uncertain information might employ different belief operators which are more or
less credulous. A belief operator is more credulous than another one if for all
views the belief set of the latter is a subset of the belief set of the former.

Definition 2 (Belief Operators). A belief operator is a function
Bel : Lasp

At → Lit. Ξ is a finite family of belief operators Ξ plus the igno-
rant operator Bel∅(V ) = ∅. We assume a credulity order ≺ on Ξ such that if
Bel < Bel′ for some Bel, Bel′ ∈ Ξ then for all V ∈ Lasp

At Bel(V ) ⊆ Bel′(V ).
The ASP belief operator family is given by Ξasp = {Belaspskep, Belaspcred, Bel∅},
Belaspcred(P ) = ∩AS (P ) and Belaspskep(P ) = ∪AS (P ) and Belaspcred � Belaspskep �
Bel∅.

The definition of a family of belief operators abstracts form the underlying for-
malism and inference mechanism. Thereby it captures a wide range of formalisms
from purely qualitative ones to plausibilistic ones. The ASP instance considered
here is just one example, used for the illustration of the approach in this paper.
To define secrets, the information to be kept secret has to be defined. Also, the
agent from which the information shall be kept secret has to be defined and
lastly the strength of the secret has to be expressed. We make use of the belief
operators to express the strength of a secret.

Definition 3 (Secrets). A secret is a tuple (Φ,Bel,A) which consists of a
formula Φ ∈ Lit, a belief operator Bel ∈ Ξ and an agent identifier A ∈ A. The
set of secrets of agent D is denoted by S(KD).

Assigning a more credulous belief operator to a secret leads to a stronger protec-
tion of secret information, as illustrated in Example 3. That is, if D reveals some
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information, a credulous attacker might infer some secret information while a
skeptical one with the same revealed information might not. In the former case
the defender should not have revealed the information. Formally, considering
two secrets (Φ,Bel,A) and (Φ,Bel′,A), the former is stronger than the latter
iff Bel � Bel′.

Observation 1. The definition of secrets in Definition 3 satisfies (S1), (S2)
and (P2).

Example 5. We model the scm scenario from Example 2 and in particular the
initial epistemic state of the employee emp, Kemp = 〈{Vemp,W ,Vemp, Semp},
Δemp, Iemp〉, with Vemp = {Vemp,boss}. We assume that emp and boss share the
same background knowldge, such that Vemp,W = Vemp,boss = Pview with:

Pview = { r1 : ¬attend work ← excused.
r2 : excused ← attend scm.
r3 : excused ← medical appointment.
r4 : attend scm ← not medical appointment, asked for excuse.
r5 : medical appointment ← not attend scm, asked for excuse.
r6 : blacklist ← not excused,¬attend work.
r7 : blacklist ← attend scm.
r8 : attend work ← not ¬attend work.}

The program encodes that emp has to be excused in order to not go to work
(r1). He is excused if the attends the scm or if he has a medical appointment
(r1–r2). If he asks to be excused these two possible explanations exist (r4–r5). If
he is absent without being excused he will be blacklisted (r6). If he attends the
scm, and is thus excused, he will still be blacklisted (r7). He normally goes to
work (r8). The set of answer sets is AS (Pview) = {{attend work}}. The secret of
the employee is Semp = {(attend scm,Belaspskep, boss)}. The initial set of desires
of the employee is Δemp = {attend scm}.

For secrecy preservation the dynamics of the epistemic state induced by actions
and perceptions have to be considered.We assume a set of possible actions actions
and a set of possible perceptions percepts, including the empty ones. To make the
formalism more comprehensible and to illustrate a concrete instance we consider
communicating agents here. Note that other types of actions and perceptions, such
as manipulations in some environment are also captured by the
general framework. For the illustration here, we assume that actions as well as per-
ceptions τ are speech acts from a set of speech acts 〈As, {Ar1 , . . . , Arn}, type, Φ〉
specifying the source As ∈ A, the receivers Ar1 ∈ A to Arn ∈ A, the type type
and the informational content Φ ∈ Lit. The main difference between perceptions
and actions is that perceptions represent actions performed by other agents while
actions represent the actions the agent under consideration has performed. We
differentiate between requesting speech acts ΨR = {query, justify} and informa-
tive speech acts ΨI = {inform, answer, justification}, so type ∈ ΨR ∪ ΨI . The set of
all possible speech acts is denoted by Γ = percepts = actions. For each percep-
tion p ∈ percepts an agent cycle results in a new epistemic state determined by
KD ◦D p ◦D actD(KD ◦D p). The set of all possible successive epistemic states of
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agent D is determined by the set of initial epistemic states Λ0
D and all respective

successor states for all possible perceptions and corresponding actions of D. i. e.
ΩactD ,◦D(Λ

0
D, percepts) = {K | K = K0◦Dp0◦DactD(K0◦Dp0)◦D . . . , p0, . . . , pi ⊆

percepts, i ∈ N0,K0 ∈ Λ0
D}. Our intuitive idea of secrecy preservation as given

in Section 3 expresses that we want to assure that the secrecy preserving agent
always maintains an epistemic state in which it believes that no other agent
believes in something that it wants to keep secret. More exactly, it also distin-
guishes between secrets towards different agents and what it means to it that
the information is kept secret. The term “always maintains” means that for all
possible scenarios of communication the agent acts such that a safe epistemic
state is maintained.

Definition 4 (Secrecy-preserving Agent). Let D = (KD, (◦D, actD)) be an
agent and percepts a set of perceptions. An epistemic state KD is safe iff Φ �∈
Bel(VA(KD)) for all (Φ,Bel, A) ∈ S(KD).

Let Λ0
D be a set of initial safe epistemic states. We call D secrecy preserving

with respect to Λ0
D and percepts if and only if for all KD ∈ Ωact,◦(Λ0

D, percepts)
it holds that KD is safe.

Example 6. We continue the previous example and check whether the initial
Kemp is safe. The set of answersets of Pview is AS(Pview) = {{attend work}}.
Consequently attend scm �∈ Belaspskep(Pview) and Kemp is safe.

Observation 2. The definition of a secrecy preserving agent in Definition 4
satisfies (P4).

We just defined the notion of a secrecy preserving agent. However, as discussed
in Section 3 the actual resulting properties of secrecy preservation result from
the properties of the change operation ◦ and the attacker modeling. Moreover,
the actual preservation of secrecy is realized by the means-end-reasoning of the
agent. We elaborate these aspects in the next sections.

5 Belief Change and Secrecy

We decompose the belief change of an epistemic state into sub-operations on its
components. Based on these we motivate and define properties with respect to
secrecy preservation which formalize and concretize the ideas given in (P1) and
(P5). Finally we give concrete instances of such operators for the ASP instance
and show that they satisfy the defined propertires.

5.1 Structure and Properties of the Change Operator

The change operator updates epistemic state of an agent upon incoming per-
ceptions and actions. Formally, K ◦ τ = K′ = 〈B′, Δ′, I ′〉. The change operator
can be structured into several sub-operations for the different components of the
epistemic state. Hereby the belief component is the only one being directly influ-
enced by the new information, then the change of the desires is only dependent
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on the changed beliefs and the update of the intentions on the changed beliefs
and desires. Formally the sub-operations are ◦B : B × Γ → B, ◦Δ : Δ × B → Δ
and ◦I : I × B ×Δ→ I. The update operations can then be represented as

〈B, Δ, I〉 ◦ τ = 〈B ◦B τ,Δ ◦Δ (B ◦B τ), ◦I(I,B ◦B τ,Δ ◦Δ (B ◦B τ))〉.

In this section we focus on the belief change operation and its relevance to
secrecy and elaborate the desire and intention change in the context of means-
end-reasoning later on. The input speech act τ for the ◦B operation can be
either a perception or an action. In both cases it might be an informative or
a requesting speech acts. All four cases have different semantics and lead to
different changes. That is, the input has to be interpreted and represented in the
language of the respective belief component we introduce translation operators
tW : Γ → Lasp

At for the world view and tV : A × Γ → Lasp
At for agent views.

The result of the translation is then used to update the respective component
by use of an inner revision operator ∗ : Lasp

At → Lasp
At . Secrets are updated on

the basis of the agent’s updated beliefs and views such that the change operator
for secrets ∗S is dependent on these as well as on the incoming information, i. e.
∗S : 2LS ×Lasp

At × 2L
asp
At × Γ → LS . We define the changes of the ◦B operator to

the components by suboperations, such that

(VW ,V ,S)◦Bτ = 〈VW ∗tW (τ), V∗tV (A, τ), ∗S(S, VW ∗tW (τ),V∗tV (A, τ), τ)〉 (∗)

We define a set of properties on the just defined operations which formalize the
properties (S3), (P1) and (P5). For secrecy preservation it is necessary that the
agent does not give up any secrets upon reflecting its own actions since it would
be able to perform arbitrary actions without violating secrecy by abandoning its
secrets. Thus, the agent must not be able to preserve a safe epistemic state by
modifying its secrets.

Secrets-Invariance◦B If τ ∈ actions then S(B ◦B τ) = S(B)

The Secrets-Invariance property is restricted to inputs that are actions. These
actions are those of the agent itself and perceptions reflect changes in the envi-
ronment or actions of other agents. For the latter the postulate should not hold.
That is, an agent should not be able to ignore the fact that a secret has been
revealed due to changes in the environment or actions of other agents. This is
expressed in the following property.

Acknowledgment◦B If τ ∈ percepts then B ◦B τ is safe.

The changes to the set of secrets in order to achieve a safe epistemic state should
be minimal. That is, a secret should not be weakened without a reason, i. e. it
is violated, it should not be strengthened and it should be weakened minimally.

Min-Secrecy-Weakening◦B If (Φ,Bel,A) ∈ S(B) and (Φ,Bel′,A) ∈ S(B◦Bτ)
with Bel �= Bel′ then Φ ∈ Bel(VA(KD ◦B τ)) and there is no Bel′′ such that
Φ �∈ Bel′′(VA(KD ◦B τ)) with s(Bel′′) > s(Bel′).
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Another secrecy relevant property of belief change arises from the changes to
views of other agents. An agent should not be able to preserve secrecy by ignoring
the effects of its own actions on the beliefs of potentially attacking agents. In
particular the information for some agent A contained in an action of D should
be incorporated into D’s view on A. This is formulated by the next property.

Awareness◦B If τ ∈ actions then tW (τ) ∈ VW (B ◦B τ) and for each A ∈ A
tV (A, τ) ∈ VA(B ◦B τ).

There might very well be actions which are not visible to all agents and therefore
should also not affect the view on all agents.

Example 7. If agent D is communicating privately with some agent A it should
change its view on A but not its view on other agents.

This is achieved by use of appropriate translation operators which select the
relevant information for each agent. For agents that are not affected by the
information the transformation function returns the empty set.

Observation 3. The satisfaction of Secrets-Invariance◦, Acknowledgment◦,
Min-Secrecy-Weakening◦ and Awareness◦ of the belief change operator of an
agent corresponds to the satisfaction of (P1), (P5) and (S3).

We consider all of the properties defined in this section essential for a secrecy
preserving agent, hence the goal is to define appropriate operators.

5.2 Concrete Revision Operations

In the following we define an instance of the translation operators tV , tW , the
inner revision operator ∗ and the revision of secrets operator ∗S .

The translation operator, in accordance with (P1), has to consider information
on two levels, on the one hand the actual information, that is the informational
content of the speech act. On the other hand the meta-information about the
speech act that has been performed which includes especially the information
about the sender and the type of speech act and information revealed by these
parameters. Both aspects have to be represented in the language of a logic pro-
gram. We introduce an auxiliary logic program to support the representation
of information on both levels for the ASP translation operators and to enable
reasoning possibilities on the meta-information which are used for attacker mod-
eling. To this end we reify literals, for each atom A ∈ At introduce three constant
symbols C(A) = {a, na, λa} the first two to represent the literals A,¬A; λa can
stand for both occurrences a and na. We define const(L) = a if L = A and
const(L) = na if L = ¬A. And var(L) = λa if L = A or L = ¬A. We assume
that the time is represented by a simple counter t and a literal time(t), counting
the agent cycles. The program Paux consists of the following set of rules:

For all A ∈ At: A ← holds(a).
¬A ← holds(na).
related(λa, a). related(λa, na).
at(t) ← time(t), not time(s), s > t.
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The predicate related(x, y) expresses that x is semantically related to y. We
make use of the auxiliary construction to represent the informational content of
a speech act and formulate the translation function as follows.

Definition 5 (Translation Function). Let beD ∈ A, τ = 〈As, {Ar1 , . . . , Arn},
type, L〉 and counter = t. The translation functions of D are defined as:

tV (τ) =

{
{type(As, const(L), t)., L.} if τ ∈ ΨI

{type(As, var(L), t).} if τ ∈ ΨR

tW (τ) =

{
{type(As, const(L), t)., L.} if As �= D and τ ∈ ΨI

{type(As, var(L), t).} else

In general the information of a speech act is represented by the predicate type(As,
const(L), t) with the semantics that a speech act of type type has been performed
by agent AS with logical content const(L) at time t. For requesting speech acts
var(L) is used to represent that information related to L has been requested.
Besides this representation of the information about the speech act the logical
content has to be represented. For informational speech acts this is the actual
literal L of which the agent has been informed. Hence L is added to the input
set for the inner revision operator for informational speech acts, unless D is
updating its world view by its own action. The result of the translation operator
is the input for the inner revision operator. As intended we revise a a logic
program by another one and face a standard belief revision problem and can
make use of operators for it. For our ASP instance any operator satisfying the
basic set of properties can be used. In particular Success: Q ⊆ P ∗Q, Inclusion:
P ∗ Q ⊆ P ∪ Q and Vacuity: If P ∪ Q is consistent, then P ∪ Q ⊆ P ∗ Q are
satisfied. For details refer to, e. g., [6].

As specified by the properties given above secrets are updated only by infor-
mation about actions of other agent. In this case the secrets shall be modified
minimally in order to preserve secrecy. To this end, we determine the strongest
wrt. secrecy, that is the belief operator by which some information Φ is preserved
in the current view V . Formally: curr(Ξ,V , Φ) = argmax s(Bel), Bel ∈ {Bel ∈
Ξ | Φ �∈ Bel(V)}. Then we can define the change operator for secrets ∗S as

S(K) ∗S (V ′
W ,V ′, τ) =

{
S(K) if AS = D
ω(S(K),V ′) else

with ω(S(K),V ′) = {(Φ,Bel′,A) | (Φ,Bel,A) ∈ S(K) and

Bel′ =

{
curr(Ξ,VA, Φ) if curr(Ξ,VA, Φ) < Bel

Bel else.
}

If the updating information is an action of D, no changes are performed. Other-
wise the belief operator of any secret whose assigned operator is stronger than the
currently strongest one preserving secrecy is replaced by the latter. This means
that only those secrets are modified which would be violated otherwise. We can
show that this specification ◦B satisfies the properties postulated previously.

Proposition 1. Let D be an agent, tV , tW and ∗S be operators as defined in this
section and Paux ⊆ VA(KD) and Paux ⊆ VW (KD). Let ∗be an ASP base-revision
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operator.The ◦B operator of D defined by as in (*) satisfies Secrets-Invariance◦,
Acknowledgment◦, Min-Secrecy-Weakening◦ and Awareness◦.

Proof. Sketch: The satisfaction of Secrets-Invariance◦, Acknowledgment◦ and
Min-Secrecy-Weakening◦ follow from the definition of ∗S , the satisfaction of
Awareness◦ follows from Definition 5 and the satisfaction of the Success
postulate by ∗.

6 Attacker Modelling

The principles P2 (simulation) and P3 (meta-inferences) of secrecy preservation
laid out in Section 3 raise the need for adequate modeling of the background
information and reasoning methods and capabilities of the attacker. Both over-
and underestimating the capabilities of an attacker can lead to violation of se-
crecy. Hence modeling these is essential for realistic preservation of secrecy. In
particular information about the declaration of secrets and meta-inference from
D’s behavior have to be considered. Which behavior is conspicuous and will lead
to a violation of secrecy is heavily dependent on the reasoning capabilities and
properties of the attacker. We define three properties of an attacker for secrecy
preservation which D might take into consideration.

Secret Aware A knows which information D does not want to reveal to A if
D would belief it to be true.

Contradiction Sensitive A considers self-contradictions of D with respect to
information it wants to keep secret as reason to infer the secret.

Refusal Sensitive A considers the D’s refusal to answer with respect to
information it wants to keep secret as reason to infer the secret.

We present a simple version of an ASP approach to realize views of attackers
satisfying the properties. To this end we consider the following set of rules which
is then used to define programs which represent a specific property and can be
modularly added to a view on an A.
(1) For each (L,Bel,A) ∈ S(KD): has secret(D , const(L)).
(2) For all A ∈ At:

contradiction(D , λa) ← inform(D , a), inform(D , na).
(3) holds(x ) ← has secret(D , x ), contradiction(D , y), related(y, x ).
(4) refused(D , x ) ← request( ,D , x , t1 ), not answer(D , y, t2 ), at(t2 ),

related(x , y), t2 = t1 + 1.
(5) holds(x ) ← has secret(D , x ), refused(D , y), related(y, x ).

Line (1) represents the information about the secrets D has with respect to A.
In (2) it is expressed that A infers that D contradicted itself with respect to an
atom A if it said both A and ¬A. If D contradicted itself with respect to some
secret information, then A infers that the secret holds (3). Line (4) represents
that A infers that D refused to answer about x if it was requested to do so and
did not inform after the request. According to (5) A infers that a secret holds if
D refused to answer with respect to it. We can define programs from the defined
rules and formalize the properties given above in the ASP setting.
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Definition 6. Let Pmeta
S−aware = (1), Pmeta

C−sensitive = Pmeta
S−aware ∪ (2) ∪ (3) and

Pmeta
R−sensitive = Pmeta

S−aware ∪ (4) ∪ (5). An attacker modeling VA(KD) is secrecy
aware if Pmeta

S−aware ⊆ VA(KD), it is contradiction sensitive if Pmeta
C−sensitive ⊆

VA(KD) and it is refusal sensitive if Pmeta
R−sensitive ⊆ VA(KD).

Observation 4. The satisfaction of the properties contradiction sensitive and
refusal sensitive corresponds to the properties (P3) (a) and (b), respectively.

The determination of contradictions inflicted by D and the one of refusals can
and should be more elaborate and can easily be extended and formulated by
more complex logic programs, but are outside of the scope here.

7 Means-End-Reasoning and Secrecy Preservation

We equipped the agent with the abilities to be aware of its secrets and to detect
violation of secrecy. The question now is what are the necessary properties on
the desire and intention change operators for secrecy preservation.

In any BDI system desire and intention change operators are implemented
in one way or the other which is. Here we give a general model of intention
change and show the relevant properties for secrecy preservation. Any agent has
to determine how it can satisfy its intentions, high-level intentions are resolved
down to atomic intentions AtInt ⊆ I which can be satisfied by a single action
α(I). In any case at some point the options to satisfy some intention have to
be evaluated and one of the options has to be chosen. The options for a given
intention are determined by the options function options : I → 2I

′
and the

evaluation results in a preference relation < on the possible options. Here we
assume that all intentions can directly be resolved to an atomic intention and
set I ′ = AtInt. Then the set of maximally preferred options from which one is
selected by the agent is set to pref(options(I)) = max<(options(I)).

To show that an agent is secrecy preserving, as given by Definition 4, we have
to show that it prefers secrecy preserving actions over non-secrecy preserving
ones and that it always has a secrecy preserving option.

We generalize the change operator ◦ to intentions as input. In general this
allows to determine the effects of the satisfaction of arbitrary intentions. For our
presentation here we can set K ◦ I = K ◦ α(I). Given an epistemic state K and
an intention I, an option o ∈ options(I) is safe iff K ◦ o is safe. Based on this
definition we define a secrecy relevant property on the preference relation on
options.

Confidentiality-preference For all I ∈ I, for o, o′ ∈ options(I) if o is safe and
o′ is not then o > o′.

In combination with an options function we can show the agent choses secrecy
preserving options, if they exist.

Lemma 1. If < satisfies confidentiality-preference, then if there is some safe
option o ∈ options(I), then for all o′ ∈ pref(options(I)), o′ is safe.



136 P. Krümpelmann and G. Kern-Isberner

Proof. The lemma follows directly from the definitions of pref and confidentiality-
preference.

A preference relation satisfying confidentiality-preference alone is not sufficient
to guarantee secrecy preservation since it is dependent on the existence of a safe
option. Hence we define the following property of an options function.

Existence For all I ∈ I and safe K there exists o ∈ options(I) : K ◦ o is safe.

We can now formulate the dependency of the notion of a secrecy preserving
agent, Definition 4, and the properties of option selection as defined in this
section.

Proposition 2. Let > be a preference relation on AtInt and options an op-
tions function of an agent D. If > satisfies Confidentiality-preference and options
satisfies Existence, then D is secrecy preserving.

Proof. Sketch: The proposition follows from Lemma 1 and the definitions of
Confidentiality-preference, Existence, safe options and safe epistemic state.

8 Related Work and Conclusion

We presented an theoretical, conceptional and practical account of secrecy from
the subjective view of an autonomous epistemic agent. We formulated properties
of secrecy and secrecy preservation and developed a framework for and ASP-
based instance satisfying them. We have shown in [7] that other many aspects of
notions of secrecy such as [1] and [4] can be captured by our underlying model.

To the best of our knowledge no subjective account of agent based secrecy
nor a concrete model or implementation of a secrecy preserving agent system has
been presented so far. The closest to this is the preliminary account of integrating
techniques for controlled query evaluation for databases [1] into an agent system,
as presented in [2]. The database techniques are naturally limited to a fixed
client-server architecture and to query-answer scenarios. In [2] it is proposed to
use a censor to check the agents actions prior to execution and modifying them
if necessary similar to the approaches from database theory for a negotiation
scenario. The actual realization of this approach is left open. We argue that
instead of adding an controlling instance secrecy has to be integrated into the
agents’ reasoning, deliberation and means-end reasoning processes to achieve
autonomous secrecy preserving agents apt to perform well in a dynamic setting.
However, secrecy is a very special epistemic goal which calls an appropriate
epistemic model, operators and actions as presented in this work and can hardly
be captured by the few existing approaches for maintenance goals, e. g. [5].

We see our model and implementation as a good basis for the further theo-
retical investigation as well as the implementation of secrecy preserving agents.
It opens a plethora of possibilities for further investigation. In current work we
run empirical evaluations and integrate advanced deliberation [9] and means-
end reasoning techniques [8] in our model and implementation, and investigate
further properties of secrecy in this model and the relation to other approaches.
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Abstract. Agents that participate in a multiagent organisation must
receive a reasonable compensation for delivering services to this organi-
sation. Otherwise, the agents would refrain from joining the organisation
due to their self-interest. Thus, the formation of multiagent organisa-
tions is no mechanical process, but subject to considerations of the in-
volved agents. We approach this decision problem by a bid-price approach
from quantity-based Revenue Management to maximise each individual
agent’s expected revenue. The proposed method is evaluated in a simu-
lation with competing service provider agents. The results suggest that
our approach is robust for most cases with low demand and outweighs
non-discriminating formation processes when supply exceeds demand.

1 Introduction

The cooperation between autonomous agents is a key concern in multiagent
systems research. Agents provide services to other agents, but as agents are
self-interested, they expect something in return as compensation. Beside the
question how agents should cooperate to solve a common or individual task, an
agent that identifies a task of interest has to decide in the first place with whom
to cooperate. The set of agents that decided and agreed to cooperate is denoted
as a multiagent organisation (MAO).

For the formation of MAO, potential members have to decide about their par-
ticipation. For a provider agent, its participation is beneficial if the compensation
covers at least the cost for providing the requested service. For a consumer agent,
its participation is beneficial if its valuation of the received service is equal or
greater than the price charged. This formation problem has been subject of much
work in multiagent systems research. Current approaches in the area of multi-
agent coalitions [1], however, either assume complete information [2] or agents
that are not concerned with their personal payoffs [3]. The literature for MAO
formation, existing approaches mainly focuses on the definition of constructs and
models, but does not address the decision problem in detail [4,5,6].

We approach this decision problem from a Revenue Management (RM) per-
spective. RM summarises various methods that maximise expected revenues

M. Klusch, M. Thimm, and M. Paprzycki (Eds.): MATES 2013, LNAI 8076, pp. 138–151, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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through price discrimination. Our proposal enhances MAO formation by dif-
ferentiating prices for two or more consumer agents. RM has its origin in the
airline industry and has also successfully been applied in the hotel and car rental
industries [7]. Findings from the operations research literature suggest that RM
is well-suited for situations, in which resources have a fixed capacity, customers
can be segmented in different groups and the product is not storable [8]. Multi-
agent systems also show these characteristics. Hence, we argue to adopt RM to
multiagent systems for the maximisation of each agent’s expected revenue.

We consider a scenario where agents provide services to other agents. For ex-
ample, agent a1 represents an actor that has access to a knowledge base. When
the agent joins a MAO, it is committed to deliver the service on request and
therefore receives a compensation for this service. The revenue maximisation
can be achieved by offering the same service with varying non-functional pa-
rameters, e.g., quality of service, to extend the potential service consumer set.
There are several possible discrimination criteria: The quality of service can vary
in the guaranteed response time or in the level of detail of the delivered infor-
mation. Furthermore, the provider agent may be capable of providing a service
that is hosted in a data centre. In this case there are all discrimination criteria
possible that are usually included in a service level agreement. Examples may
include availability, cancellation restrictions, and off-peak (e.g. night-time) book-
ings. Each provider agent can also take the role of a consumer agent, if it has
appropriate contracts with other service provider agents. Agents can form new
MAOs (figure 1) or join existing ones (figure 2).

However, to merely offer different service levels is not sufficient due to the
risk that most of the resources could be used to provide less profitable services.
RM provides means to protect higher priced services in favour of lower priced
services to maximise expected revenues. Thus, the objectives of this research
are (1) to develop a mechanism that maximises expected revenues through price
discrimination for the formation of MAOs and (2) to demonstrate the efficacy
of the proposed artefact through a simulation experiment. The contribution is
a novel method for agents to decide whether the participation in a particular
MAO increases their expected revenues.

Offer 1: QoS 100%, p1 = 10.0
Offer 2: QoS 98%, p2 = 8.0

Request R2: Service s1

a2a1

Potential multiagent
organisation

Fig. 1. Formation of new MAO

a5a3

a4

a1

Set of offers

Request R1

Multiagent
organisation

Potential
extension

Fig. 2. Join of existing MAO
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The remainder of this paper is structured as follows. Section 2 gives an
overview to the theoretical background. In section 3, we present a formal frame-
work that enables price discrimination in MAO formation. The bid-price control
approach is presented in section 4. Section 5 reports the evaluation. Section 6 is
the conclusion.

2 Theoretical Background

2.1 Formation of Multiagent Organisations

Multiagent systems (MAS) are shared by multiple agents and multiagent en-
vironments provide communication means to enable agent interaction. Further,
MAS are typically open without a central designer (i.e., there are multiple loci
of control) [9,10].

The emerging organisational context between agents defines the agents’ re-
lationship with each other [11]. Agent organisations provide a framework of
constraints and expectations about the agents’ behaviour with focus on decision
making and action of specific agents [12]. Horling and Lesser present an overview
over various multiagent organisational paradigms and describe methods used for
the organisation formation processes [13].

Wooldridge et al. define a MAO as a collection of roles that stand in relation-
ships to each other and take part in institutionalised interaction patterns with
other roles [5]. Ferber et al. characterise MAOs as follows: (i) multiple agents
that manifest a behaviour, (ii) can be partitioned into sub-organisations (groups)
that may overlap, and (iii) agents have roles which relate their behaviour to the
organisation activity [6].

The notion of coalitions constitutes a prominent example of organisations
within multiagent systems [1]. The concepts used in designing coalition forma-
tion are mainly drawn from cooperative game theory and employ automated
negotiation among self-interested agents to form coalitions that are stable with
regards to some appropriate metric. Coalition formation approaches are closely
related to the formation of MAOs. Generally, coalition formation comprises the
formation of agent coalitions in situations of partial conflict of interest, though
complete information is traditionally assumed [2]. Other approaches relax sev-
eral assumptions but consider coalition formation where agents cooperate that
are not concerned with their personal payoffs, i.e., without any conflict of inter-
est [3]. In contrast, in MAOs, members are bound by contracts, have incomplete
information, and do not necessarily have same compatible goals.

The concept of virtual organisations has been applied to leverage the forma-
tion of organisations within multiagent systems. Barbuceanu and Fox employ an
agent system to analyse different entities in an inter-organisational supply chain
[14]. An explicit usage of agent technology as metaphor and software paradigm
for the design and the operation of a virtual organisation is done by Fischer
et al. [4]. In particular, the authors present different possibilities how software
agents can contribute to the formation of virtual organisations and highlight
several auction mechanisms that can be used for virtual organisation formation.
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Partner selection and mutual agreements with regards to the structure of the
virtual organisation are realised through agent negotiation processes. A formal
framework consisting of autonomous agents which act as rational decision mak-
ers within virtual organisations was developed by Zarour et al. [15]. Agents take
roles in the virtual organisation to foster the association of obligations and inter-
dictions opposed by the virtual organisation. The proposed model incorporates
negotiation operations that are used for the distribution and achievement of
sub-goals in view of the leading agent’s main goal.

Hence, existing approaches to MAO formation mainly focus on auctions and
automated negotiation among agents but do not consider price discrimination
for the formation process.

2.2 Revenue Management

Much progress has been made on developing methods for maximising expected
revenues by price differentiation. Since revenue and utility maximisation are
closely related in multiagent organisations, we review contributions from the RM
literature that may be beneficial for the formation of multiagent organisations.

The term RM – also known as Yield Management – summarises different
approaches that maximise expected revenues, e.g. price differentiation by offering
the product or service in different booking classes or the overbooking of available
resources supposing that not all of the resources will be actually demanded.

RM has its origin in the American airline industry after the deregulation of
the market in 1978. Today, these RM methods are applied in various industries,
whose products or services have three main characteristics in common: The prod-
uct or service is perishable, it has a fixed capacity, and its potential customers
can be segmented according to their price-sensitivity. Weatherford and Bodily [8]
outline these common characteristics and proposes a comprehensive taxonomy.
McGill and van Ryzin [16] as well as Chiang et al. [7] give a brief overview over
existing approaches and over other industries in which RM might be applied.

The applied methods can be distinguished into quantity-based and price-based
RM [17]. Price-based RM tries to adapt the price for a service to increase revenue
by applying auctions or dynamic pricing strategies. Dynamic pricing approaches
are widely spread, especially in non-traditional RM industries, where Bitran and
Calentey [18] give an overview. However, traditional RM industries like airlines,
hotels or car rental companies mainly rely on quantity-based RM. Approaches
in quantity-based RM include single-resource capacity control, where only one
single resource is considered, the extension for multiple products, known as net-
work capacity control, as well as overbooking, where more resources are sold
than actually available. Kultti shows the practical equivalence of auctions and
posted pricing, so we focus on posted pricing with quantity-based RM used by
traditional RM industries [19]. From the perspective of RM, auction-based ap-
proaches as discussed in 2.1 [3,4,15] could also be regarded as RM approaches.

To the best of our knowledge, methods from quantity-based RM have not been
applied to MAO formation. Hence, for designing a method for MAO formation,
we draw from literature on network capacity control. The reason is that the
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formation problem incurs multiple services; therefore, single resource capacity
control is not feasible.

3 Formal Framework

This section provides a formal framework for the formation of MAOs where
potential participants offer their services in multiple booking classes.

3.1 Overview

We consider autonomous software agents within a multiagent system that have
the ability to deliver certain services. To deliver a service, the agents have to
agree upon a contract that includes obligations for both participants. With this
contract, the agents form a MAO that obliges one participant to deliver the
service and the other one to pay a compensation. The provided services are
assumed to have marginal costs near zero, such that every additionally sold
service increases total utility for the agent. Compensation payments for a binding
participation in a MAO are posted publicly. This posting allows every potential
participant to choose the appropriate booking class while the offerer has to find
proper discrimination attributes to hinder service consumers to select a lower fare
than their willingness to pay would allow. It is assumed that agents know one or
more discrimination criteria that allow to differentiate certain groups of potential
participants with different willingness to pay. In many cases this discrimination
can be achieved by applying different quality of service settings for each booking
class (e.g., response time, availability, etc.). The ability to assert discrimination
requires a certain market power of the actor, i.e., a mono- or oligopoly market
situation [17].

Services are not storeable and each time an agent has resources left that can
not be used otherwise, it suffers opportunity costs. However, to apply quantity-
based RM approaches, the services need to be reservable. That is, the contribu-
tion of an agent may be necessary for a fixed time span in the future. This might
be the case if the contribution is only needed once or the contribution can help
the MAO to handle periodic peaks.

The variable tr indicates the time for the arrival of requests with tr ∈ {0, ..., Tr}
while tp is used for the planning horizon with tp ∈ {0, ..., Tp}. These two time
scales are related by the function fT (tp) = tr. It is assumed that at most one
request per time period tr arrives, however, with the second time horizon for tp,
this restriction does not affect the planning of service provisioning.

3.2 Services and Resources

The agents’ contributions to the MAOs are the provision of certain services.
NS denotes the amount of available services in the multiagent system. Let S =
{s1, ..., sNS} be the set of all services. These services are offered by the agents in
NB different booking classes: Let B = {b1, ..., bNB} be the set of booking classes
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with decreasing quality of service, i.e., the contract for any service si will have
lower quality attributes in booking class bm than in bn with m > n. The provision
of a service is compensated by the MAO by paying the agreed compensation,
which is hereinafter referred to as the price for the corresponding service. Let pb

be the price vector for every booking class b ∈ B with pb =
(
pb1, ..., p

b
k, ..., p

b
NS

)
and prices pbk for service sk ∈ S.

Every agent participating in a MAO needs resources to provide services to
the MAO. Let NJ be the number of resources. The available resources at time
period tr will be represented by the NJ × Tp matrix Xtr . Assuming that all
resources are unused in tr = 0, the total capacity is described by X0. For every
time period of the request time horizon the resource capacity left is expressed
as follows:

Xtr =
(
xtr
j,tp

)
=

⎛⎜⎝ xtr
1,1 · · · xtr

1,Tp

...
. . .

...
xtr
NJ ,1

· · · xtr
NJ ,Tp

⎞⎟⎠
As already mentioned in the example, each service consumes a certain amount

of resources. Under the assumption that the resource consumption does not vary
over time and is fix for every booking class b ∈ B, we define the NS×NJ matrix
Mb that maps every service s to the consumed resources j:

Mb =
(
mb

s,j

)
=

⎛⎜⎝ mb
1,1 · · · mb

1,NJ

...
. . .

...
mb

NS ,1 · · · mb
NS,NJ

⎞⎟⎠
Each element ms,j of the matrix relates to the number of resources j that are
used with the delivery of one instance of service s. Hence, n services will consume
n ·ms,j units of resource j.

3.3 Demand and Requests

We assume that each agent will face at most one request in every time period tr
for the participation in a MAO. A request always refers to the offered services
and not to the resources as the usage of the latter may vary from agent to agent.
Analogous to the resource matrix Xtp , the request in tr is also represented by a
NS × Tp matrix Rtr =

(
rs,tp

)
for the amount of requested services s for every

period of the planning horizon tp. The agent receiving the request offers its
participation in different booking classes and the requesting agent has to decide
which booking class to choose, respectively whether it wants the offering agent
to participate at all.

The relation between price and the expected demand will be represented by
the price-quantity function f(·). Most literature in Revenue Management as-
sumes that the price discrimination enforced by additional restrictions does not
effect the price-quantity function itself. However, the introduction of additional
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restriction to services like lower quality of service commitments or cancellation
restrictions automatically lower the value of the offered service for the interested
agents. Hence, we apply an extended model according to [20], which allows to
take these degradation costs into account. The price-quantity function is also de-
pendent on the booking class b: fs,b,tp(p

b
s) with fs,b,tp(p

b
s) ≥ fs,b+1,tp(p

b+1
s ) ∀b <

Nb. These degradation costs lead to the overall request quantity Qs,b for service
s in booking class b and time period tp [20]:

Qs,b,tp = fs,b,tp(p
b
s)︸ ︷︷ ︸

demand for class b

−
∑
k<b

Qs,k,tp .︸ ︷︷ ︸
demand for higher classes

(1)

4 Bid-Price Control

This section presents an approach for agents to decide whether the participation
in a particular multiagent organisation increases its expected revenues. The model
introduced in section 3 is similar to other network-capacity problems in RM. Auc-
tions are not applicable, due to the fact that the offering agents are facing an
oligopoly market and in every time period tr there is at most one request.

4.1 Decision Model

We assume that the compensation an agents receives for participating in a MAO
is fixed for every service and booking class for the relevant time horizon. However,
the agents have to decide for every booking class, whether the participation in the
requested MAO with the compensations and restrictions of this specific booking
class would be beneficial for the agent or not. To enable the agent to answer
a participation request in a timely manner, we use a bid-price control, which
calculates so called bid-prices before the actual request arrives. This approach is
widely used in traditional RM industries for network-capacity problems. The bid-
price is sort of a reservation price for the offering agent that represents a lower
limit, under which a participation is expected to have a suboptimal outcome.
Although bid-prices controls are not always optimal, [21] show that they are
asymptotically optimal with the right bid-prices. The prices themselves for each
service and booking class have to be determined in a preceding step, which is
not part of this paper. We assume that this step of maximising expected returns
by specifying prices and discrimination levels per booking class has been already
done and the corresponding values are given.

The availability control for booking classes with bid-prices is a common solu-
tion for many traditional RM problems. One advantage of this approach is that
the decision whether the participation in the potential MAO is beneficial for the
agent can be calculated for a fixed amount of resources in linear time dependent on
the affected time period. Even though we assume that prices are fixed for the plan-
ning horizon, we are able to implement varying prices by adding a booking class
with the same restrictions but a different price. If more than one booking class is
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available, the requesting agent would always choose the cheaper alternative and
by closing this booking class the price for the service automatically rises.

As the resource consumption of the execution of each service may vary with
the chosen booking class, the bid-prices are based on the resources and calculated
for every combination xtr

j,tp
of resources j and time period tp of the planning

horizon. The available resources left and the bid-prices are both dependent on
tr. Hence, the NJ × Tp matrix Πtr of bid-prices is structured similarly to Xtr :

Πtr =
(
πtr
j,tp

)
=

⎛⎜⎝ πtr
1,1 · · · πtr

1,Tp

...
. . .

...
πtr
NJ ,1

· · · πtr
NJ ,Tp

⎞⎟⎠
Let p(Rtr , b) be the total price for booking class b for an incoming request

at tr. With the request matrix Rtr and the fixed price vector pb the price can

be calculated with a matrix multiplication: p(Rtr , b) =
(
pbRtr

)
aTp with the

Tp-dimensional vector aTp = (1, 1, ..., 1). The resource consumption of request
Rtr is represented by M

b Rtr .
On the basis of these variables, the agent can decide whether the participation

in a specific booking class is beneficial, and thus, whether this booking class will
be offered. Therefore, the agent has to compare the compensation it will receive
for the participation in this MAO with its reservation price. The reservation price
for a bundle of resources respectively for multiple time periods is defined as the
sum over all affected bid-prices, each multiplied with the requested amount. Every
booking class b that will be offered for an request RtR with resource consumption
M

b Rtr = (θi,j) and price p(Rtr , b) has to fulfill the following inequation:∑
j∈[1,NJ ]

∑
tp∈[1,Tp]

πj,tpθj,tp ≤ p(Rtr , b) (2)

Based on this rule, the agents can decide, which booking classes to offer for an
incoming request. The available resources in the next time span tr +1 if request
Rtr will be offered and subsequently booked by the requesting agent in booking
class b is Xtr+1 = Xtr −M

b Rtr .

4.2 Calculation of Bid-Prices

The main challenge of the bid-price approach is to calculate the bid-prices them-
selves. An intuitive solution is to use the expected return of the available re-
sources left at time tr to calculate the opportunity costs. If the corresponding
time span tp is reached and resources are not used in any MAO, these idle
resources would be wasted. Let Vtr (Xtr ) be the expected return for the avail-
able resources left Xtr at tr. With the assumption that Vtr has a derivative

∂
∂xj,tp

Vtr+1(Xtr ) for resource j and time span tp, the bid-prices can be calcu-

lated respectively approximated as follows [17]:

πk,l :=
∂

∂xk
Vtr+1(Xtr ) ≈ Vtr+1(Xtr )− Vtr+1(Xtr −Ak,l) (3)
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where Ak,l = am,n is a NJ × Tp matrix with

am,n =

{
1 m = k, n = l

0 otherwise

Let qs,b,tp be the optimal amount of provided service s in booking class b
in time period tp. We can calculate Vtr with the quantity constraints for the
expected demand Qs,b,tp :

Vtr (Xtr ) = max
qs,b,tp ∀s,b,tp

Tp∑
tp=f−1

T (tr)

∑
s∈S

∑
b∈B

pbsqs,b,tp (4)

=

Tp∑
tp=f−1

T (tr)

max
qs,b,tp ∀s,b,tp

∑
s∈S

∑
b∈B

pbsqs,b,tp

s.t. qs,b,tp ≤ Qs,b,tp∑
s∈S

∑
b∈B

qs,b,tpm
b
s,j ≤ xtr

j,tp
∀j, ∀tp

qs,b,tp ∈ N

Since the only difference between Xtr =
(
xtr
j,tp

)
and Xtr − Ak,l =

(
x̂tr
j,tp

)
in

equation 3 is at tp = k and qs,b,tp is independent in tp, we infer x
tr
j,tp

= x̂tr
j,tp

∀ tp ∈{
f−1
T (tr), ..., Tp

}
\ {k}. Hence, the calculation of πtp,j can be simplified to

πtp,j ≈ max
qs,b,tp ∀s,b,tp

∑
s∈S

∑
b∈B

pbsqs,b,tp − max
q̂s,b,tp ∀s,b,tp

∑
s∈S

∑
b∈B

pbsq̂s,b,tp (5)

s.t. qs,b,tp , q̂s,b,tp ≤ Qs,b,tp∑
s∈S

∑
b∈B

qs,b,tpm
b
s,j ≤ xtr

j,tp
∀j

∑
s∈S

∑
b∈B

q̂s,b,tpm
b
s,j ≤ xtr

j,tp
− 1 ∀j

qs,b,tp , q̂s,b,tp ∈ N

Equation 5 enables each agent to calculate the bid-price matrix, and thus,
decide which booking classes will be offered or not.

5 Evaluation

We evaluate the proposed method analytically on the computational complexity
and describe an experimental evaluation afterwards. Finally, we present and
discuss the results of the experiments.
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5.1 Analytical Evaluation

The analytical evaluation focuses on the computational complexity of the bid-
price calculation. We therefore formulate the following theorem:

Theorem 1. The computation problem for the expected valuation is
NP-complete.

Proof. For NP-membership, each solution for the expected valuation can be
obviously verified in polynomial time. For NP-hardness, the problem is reduced
to the NP-hard knapsack problem [22].

The knapsack problem is defined as follows. Let U be a finite set and u ∈ U .
Further, g(u) denotes the weight and b(u) the valuation of element u, and K is
a positive integer. Further, a(u) is a non-negative integer for each u ∈ U . Now
maximize

∑
u∈U a(u)b(u) s.t.

∑
u∈U a(u)g(u) ≤ K (cf. [23]). Any instance of the

knapsack problem can be reduced to our optimization problem as follows. Let tp =
1, i.e., we consider one single time period only, and let |S| = 1 with s ∈ S fixed,
i.e., s is the only service available in S, then we can rewrite equation (4) as

Vtr (Xtr ) = max
qs,b,1

∑
b∈B

pbsqs,b,1 (6)

with constraint
∑

b∈B qs,b,1m
b
s,j ≤ xtr

j,1 for all j. Further, set B = U , qs,b,1 = a(u),

pbs = b(u), mb
s,j = g(u) for all u ∈ U , and xtr

j,1 = K. Obviously, this reduction can
be done in polynomial time. Hence, the computation problem for the expected
valuation is NP-complete.

The calculation of the expected valuation is NP-complete, but the optimisa-
tion is done separately for each time period and its complexity rises with the
number of offered services and booking classes. However, the presented bid-price
approach provides the advantage that this computationally expensive task can
be pre-calculated such that an incoming request is answered in a timely manner,
even for a large number of services and booking classes.

5.2 Experimental Evaluation

The objective of our experiment is to evaluate the proposed bid-price approach
with price discrimination in comparison to conventional posted pricing approach
without different booking classes. The problem for the provider agent is to decide
whether he will join the organisation for a lower compensation or not. It runs
the risk of using the scarce resources for underpaid services.

Setup. For the simulation of the multiagent system, we use Repast Simphony
[24]. The maximisation operations for the calculation of bid-prices (equation 5)
are performed by CPLEX. Consumer agents send service requests to the provider
agents and receive corresponding offers. Consumer agents choose the cheapest
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service offer that meets their restrictions, and choose randomly if they get more
than one similar offer. Provider agents try to maximise their individual revenue
as marginal costs are assumed to be near than zero. The time horizon is set to
T = 300 with tr = fT (tp) = tp. To minimise the influence of single parameter
settings, we only consider one type of service which requires one type of resource
for every booking class what implies mb

s,j = 1 ∀s, j, b.
On the service provider side, one regular provider offers only in the highest

booking class and therefore will always return exactly one offer, provided that
resources are available for the requested time period. The other provider agent
uses the proposed method to control the availability of different booking classes.
In this simple case, there is only one additional booking class that has lower
quality of service and therefore a lower price. The aim of the provider agent is
to get additional revenue from consumer agents that have a lower reservation
price than the original target group. The price for the highest booking class is
for both types of provider agents set to 10.0 monetary units (MU), while the
bid-price provider offers the second booking class for 8.0 MU. The expected
demand is calculated using history data and provider agents predict requests for
all upcoming time periods based on the average data of the last 20 time periods.

Requests are generated by two types of consumer agents: C1 has a lower price
sensitivity and accepts offers in the most expensive booking class b = 0 only,
and C2 has a higher price sensitivity and accepts offers in both booking classes.
These consumer agents generate requests for every time step and send them to
every service provider. The reservation prices are normally distributed for both
consumer agents: Xc ∼ N (μc;σ

2
c ). For consumer agent C1 we set μC1 = 12.0

and σC1 = 4.0, respectively for consumer agent C2: μC2 = 7.0 and σC2 = 3.0.
Each request also has some time parameters that are generated randomly. The

starting time in relation to the current time period and duration of the service
request follow a Poisson distribution with λ = 30.0 respectively λ = 20.0 for
C2, and λ = 5.0 respectively λ = 10.0 for C1. Hence, C1, which is willing to
pay more for the service, will request services in a shorter time in advance. How
many services will be requested per time period follows a normal distribution.
However, the parameters μ and σ are randomly generated for each request and
follow a Poisson distribution with λμ = 30.0 and λσ = 2.0 for C1 respectively
λμ = 15.0 and λσ = 2.0 for C2. Consequently, the average demand intensity is
the same for both consumer agent types.

Results and Discussion. The simulation is performed 100 times each for differ-
ent supply/demand ratios with one bid-price-based and one regular provider on a
competing market. Figure 3 shows the results, where demand has been constant in
all scenarios, but the available resource capacity of each provider has been varied.
To remove transient effects we measured the gained revenue and resource utilisa-
tion that affect time periods 50 to 250 for means and standard deviations.

Figure 3(a) shows the average revenue per tick gained by both providing
agents dependent on the their total capacity. If demand for high priced ser-
vices is higher than supply, the discrimination has no positive effect for the
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Fig. 3. Average revenue and resource utilisation per time period for bid-price provider
(black) and regular provider (grey)

revenue of the providing agent. The consumer agents with a lower reservation
price tend to book earlier in advance, consequently the bid-price approach should
protect all available capacity for consumers with a higher reservation price and
can not perform better than the regular provider. The real advantage of the pro-
posed method is visible when the available resources are expanded. The bid-price
provider is then able to serve additional consumers and even poach consumers
that also accept lower-priced booking classes from the regular provider. Even
though the bid-price provider gained slightly lower revenue in some constella-
tions, figure 3(b) shows that the volatility of the revenue per time period is
lower for the bid-price approach, and does not exceed the regular provider until
average revenues are significantly higher. There is also a slight advantage for the
bid-price approach when resources are very scarce, as there are more potential
consumers and therefore a higher chance that resources left can be allocated.

Besides the gained revenue, we also measured the resource utilisation of each
service provider. Figure 3(c) shows that the bid-price approach achieved a higher
utilisation then the regular one in all scenarios. This even holds for the standard
deviation of the utilisation, so the utilisation is higher and steadier. Again, not
until a significant utilisation surplus over the regular provider is reached, the
volatility of resource utilisation also increases for the bid-price provider.
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6 Conclusion

This work presents a bid-price approach for the MAO formation using quantity-
based Revenue Management methods. Therefore, we provide a formal framework
that allows agents to provide their services in different booking classes to extend
the set of potential consumers. Although the calculation of bid-prices is NP-
complete, the bid-prices can be precalculated, so every request can be answered
in a timely fashion. The experimental evaluation with artificial data suggests
that the proposed approach is robust in most scenarios with low demand and
outweighs conventional approaches when supply exceeds demand. These findings
imply a potential increase of revenues for agents that provide services and have
idle resources. The proposed method introduces different booking classes and
thus expands the set of potential consumers for each provider agent.

Our approach is not limited to a specific domain, since price discrimination
can be applied in different contexts. However, the method is limited to requests
with fixed time spans. Future research could extend the method to allow requests
with uncertain duration and sliding time horizon. In addition, the calculation of
bid-prices mainly relies on the prediction of future demand, hence, extended fore-
casting methods [25] promise to gain additional revenues. Since service requests
and thus the service consumers do not reveal the preferred booking class, this
prediction process needs additional input variables. Findings from RM research
indicate that overbooking positively affects revenue [7].
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Abstract. In this paper we present P2P-based approach for storing, sharing and 
discovering services, which can be utilized as a base for agent cooperation in 
distributed multiagent system. The approach is loosely based on Peer-to-Peer 
based Web Service Discovery (PWSD) architecture and can be seen as its  
extension and enhancement. Unlike most other P2P-based approaches it allows 
flexible search queries since all of them are executed against internal database 
present at each overlay node. The infrastructure proposed in the paper can  
serve as a base for wide range of applications including distributed scheduling 
scenarios and service mash-ups.  

Keywords: peer-to-peer, agent cooperation protocol, service discovery, service 
sharing. 

1 Introduction 

Nowadays computing is becoming more and more dominated by distributed applica-
tions which, in turn, grow to be more complex and require sophisticated protocols for 
communication and cooperation between participants. On the other hand, many  
distributed application scenarios can be executed by a set of intelligent agents thus 
minimizing human participation or eliminating it at all. Since one of the main charac-
teristics of multiagent systems is cooperation, there have already been proposed  
numerous agent cooperation protocols, such as Contract Net [1] or Recruiting Interac-
tion Protocol [2], which describe an interaction between agents toward finding the 
most suitable agent for performing given task. However, classical approaches for 
agent cooperation are foremost designed from the viewpoint of agent capabilities and 
rarely take the distributed nature of multiagent systems into proper consideration. 
More specifically, some cooperation models such as teamwork model [3] or joint-
intentions model [4] assume there are some shared memory locations that agents can 
use to share their mental state and goals, but this is difficult to assume for distributed 
environments. Other models like the Group Situation based Cooperation model [5] 
assume that there are some global coordinator entities which can act as control entities 
for other agents but it tends to make the model prone to errors and create bottlenecks 
in a large-scale environment. These issues show a necessity for researching new 
means of building distributed agent cooperation environment.  
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In the current paper we propose an approach which is based on agent capabilities, 
that is we associate each agent with set of services it provides, so that multiagent sys-
tem can be seen as distributed network of service providers. Dating back to the days 
when service-oriented computing was only gaining its importance, it was stated that 
every system which contains interacting services must ensure that the following fun-
damental processes are implemented in a correct and efficient way. First, a service 
must be described usually using structures like keywords or property-value pairs. 
Second, a service must declare its bindings and interfaces, as well as other informa-
tion that allows clients to invoke it. Third, there must be a mechanism which allows 
for publishing all that information making a service discoverable. And lastly, service 
discovering facilities must exist, namely, query construction, routing and execution, 
as well as results propagation back to the requesting party. Again, since multiagent 
systems have inherently distributed nature of, it is natural that managing the services 
which are provided by each agent should be done in a decentralized way. Peer-to-peer 
(P2P) based approach has already established a good reputation for storing and man-
aging content in a decentralized way, so it seems appropriate to use it for the distri-
buted service discovery. That is, nodes in the P2P overlay network, where each node 
stores a description of some service in the network, act not only as routing providers 
and data location services, but also as servers providing service access. 

Despite the fact that P2P approach is successfully used for content storage and 
management for about 15 years, service management systems based on it are still 
quite sparse and, as a general rule, they either remain within academia or even don’t 
evolve further than proof-of-concept stage. The earliest successful P2P-based service 
discovery networks include Hypercube[6] and Speed-R. Also, many of proposed solu-
tions are based on Semantic Web approach for describing services. For instance, in 
the approach described in [7] services are described using DAML-S while service 
publishing and discovery mechanism based on JXTA technology. Similar approach is 
used in [8], but Gnutella P2P overlay is used instead of JXTA. In [9] authors propose 
to perform service search according to business aspect of services and not based on 
service descriptions itself. This approach aims to facilitate better service composition 
during service execution phase later. On the other hand, [10] presents a DHT-based 
P2P overlay service network with partial keywords and wildcards matching support. 
In this network authors use a special kind of DHT key mapping - locality preserving 
mapping based on Space Filling Curves.  

In this paper we propose a Web Service discovery architecture based on structured 
P2P overlay network (namely, Chord [11]), which utilizes platform-independent 
attribute-value based method for describing high-level properties of web services and 
elaborate algorithm for service discovery that allows variety of queries including 
range and fuzzy ones. This system is loosely based on the PWSD (Peer-to-Peer based 
Web service discovery) architecture presented in [12] and can be seen as an extension 
and enhancement of this approach. PWSD system concerns web service discovery in 
a P2P environment with the implementation all of four fundamental processes men-
tioned above. It is a lightweight approach that uses attribute-value based service de-
scription without resorting to complex data description frameworks (i.e. Semantic 
Web). It is based on Chord DHT and by extending it only a little contributes greatly to 
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simplicity and modularity of the approach. The similarity of the goals and common 
points in the ways to reach them are the main reasons why exactly PWSD was chosen 
as the starting point of our solution.  

Main differences between the approach taken in PWSD and the system proposed in 
this article can be summarized as follows. First, while NVTree structure introduced in 
PWSD and (a,v)-graph structure used in this paper bear a lot of similarities, our ap-
proach do not use any explicit serialization format for the service descriptions (like 
XML-based WSDL format used in PWSD) and the algorithms for building abstract 
service description itself differ considerably. More detailed comparison between 
NVTree and (a,v)-graph is provided later in this article. Second, the approach to ser-
vice descriptions storing taken in this paper naturally allows range and fuzzy queries 
which is not possible in PWSD system. And finally, while PWSD architecture in-
cludes an extension of Chord overlay network (named XChord), we show that actual-
ly there is no need for such extension to be based on some particular overlay network 
and different structured P2P overlays could be used together or interchangeably.  

While being inherently a framework that allows people collaborate on providing, 
discovering and using services, the approach presented in this paper is designed in a 
way that makes it possible to employ intelligent agents at some (or all) nodes. That is, 
according to one of the definitions, which states that multiagent system is a “system in 
which several interacting, intelligent agents pursue some set of goals or perform some 
set of tasks” [13],  the network for service sharing and discovery can delegate some 
of its activities to an agent which resides in overlay node and is capable of performing 
such tasks as negotiation and distributed scheduling minimizing human user participa-
tion in them. In fact, we regard this research direction as the most promising way to 
expand our system to real applications.  

The rest of the article is organized as follows. Section 2 presents the overview of 
PWSD network. Section 3 present the architecture of proposed service sharing and 
discovery network including service description, service storing and service discovery 
mechanisms. Section 4 presents the experimental results. Conclusions are given in the 
section 5. 

2  Web Service Discovery in PWSD  

Given that we have a valid service description, we obtain a set of keys from it and 
pass them to the hash function such as MD5 to generate a set of Hash IDs (HID) 
which are used to locate appropriate peers by means of Peer-to-Peer routing algo-
rithms. Subsequently, HIDs are published to the target peers, which cache the descrip-
tion in router repositories thus completing the publishing process. The process of 
service locating is roughly the same. Thus, the key step in service publishing and 
locating process is looking up a peer node according to HID, which was made  
possible by extending routing algorithm of Chord DHT. 

Each peer in PWSD acts as a service peer (SP), which not only provides Web ser-
vice access, but also acts as a peer in the Peer-to-Peer overlay network. Several  
logical machines can share one piece of hardware as well as it’s possible for a single 
logical machine to consist of several physical machines. Each logical machine con-
sists of three active components (Web Service Discovery Interface component, core  
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component, router) and one passive component called local repository. The roles and 
structure of these components are described in detail in [12].  

Service locating algorithm specifies how to route the requests to the service peers 
who satisfy service request conditions. In PWSD, the service request is expressed in 
XML, since it’s consistent with XML-based service descriptions stored in the destina-
tion service peers. However, the routing algorithm, Chord, in underlying Peer-to-Peer 
overlay network only supports exact match queries within each service description 
keyword. That’s why authors presented an extension to Chord algorithm called 
XChord which supports XML based conditional match. In PWSD, WSDL is used to 
describe the Web service interface, and the service description is generated based on 
the content of WSDL document and the description that user inputs before publishing. 

Service description generation in PWSD is based on the structure called NVTree 
(node-value tree). More precisely, an XML based tree node extraction approach is 
used for generating service descriptions. Example service description and its corres-
ponding node-value tree can be found in the original paper [12]. It is worth noticing 
that only significant elements in service description will be extracted and inserted into 
the NVTree, and only the meaningful nodes in the NVTree will be used to generate a 
hash value, which in turn will be used as a hash key for service description and will 
be inserted into P2P overlay network. In PWSD, simple node-splitting method is used 
to extract each node-value pair to form NVTree and independently map them onto a 
key. However, only the leaf nodes in NVTree have a pair of node and value. Further-
more, in order to preserve the hierarchical relationship, the parent node of the leaf 
node is also extracted. Those nodes whose values consist of several words are further 
divided into single word value based nodes. After splitting the NVTree into separated 
simple description nodes, they are concatenated as strings, which are, in turn, passed 
to the hash function to produce hash IDs. These hash IDs are used as keys to insert 
into the underlying P2P overlay using XChord algorithm. 

To search for a Web service, the client specifies query conditions by composing an 
XML document. Also, conditions can be combined using logical operators (or, and) to 
form composite queries. The query is processed in a way similar to the service de-
scription processing. That is, the XML document is transformed to the NVTree and 
then to simple description nodes. These nodes are concatenated as strings and hash  
ID is obtained using the same hash function from the underlying P2P overlay net-
work. Since those hash IDs are, in fact, the keys in the underlying P2P overlay, usual 
DHT-based search is performed to answer the query. Finally, search results are fur-
ther combined according to the logical operators used (set union for logical and, set 
intersection for logical or). 

3 Service Sharing and Discovery Network 

3.1 Overview 

The idea of building service sharing and discovery network based on P2P overlay 
itself is not innovative, since it allows for avoiding many problems that arise in cen-
tralized scenarios like single point of failure, poor scalability or lack of robustness. 
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Nevertheless, even nowadays most of P2P-based systems deal with simple content 
sharing, which is fundamentally different from functionality of sharing services. Still, 
there is a range of problems in common that are present in both cases, most crucial of 
them being appropriate descriptions of items shared (content or services) as well as 
creating flexible and efficient search functionality that provide results relevant to the 
users criteria as much as possible. PWSD system described in the previous part of this 
article was designed to provide a solution to both these problems and it does so to 
some extent. From the other hand, authors of that approach made several architectural 
decisions which actually make the system less flexible in terms of basic problems 
mentioned above, namely service descriptions and service discovery. In this article we 
try to eliminate the shortcomings of the PWSD system by introducing more elaborate 
and platform-independent approach for describing services and formulating search 
queries.  

The pivotal point of the system proposed is original platform-independent format 
of service descriptions. It is similar to the separate node descriptions obtained from 
NVTree in PWSD, but more exactly, it is based on Intentional Name System naming 
approach described in detail in [14]. Unlike PWSD, where service descriptions are 
initially given in XML format, the approach in our system is based on abstract graph-
based attribute-value description of services which are called (a,v)-graph. The under-
lying serialization format of the graph is actually not important since it is not the  
part of the framework itself. We also propose several ways for building description 
graph, including utilization of existing descriptions, automatic description building 
and manual description input.  

Despite the fact that NVTree and (a,v)-graph have much in common, it is the dif-
ferences that make (a,v)-graph structure more flexible. In order to get a better view on 
advantages of the approach proposed in this paper we need to outline those differenc-
es more clearly. As can be seen from the way of building the NVTree, it is basically a 
tree representation of a XML-based (actually, WSDL-based) service description 
which is further split into atomic attribute-value pairs, where value nodes contain 
typed data (in case type information is not available, the value is assumed to be of 
string type). Besides, the information present in NVTree comprises all data found in 
the original service description, including the routing, binding and service owner in-
formation about the service itself. On the other hand, while (a,v)-graph uses the same 
attribute-value structure, it serves as basic format for the service description itself, 
which, among other ways, could be obtained by transforming corresponding service 
descriptions, including XML-based ones. Besides, (a,v)-graph structure contains only 
information that is meaningful for the service discovery, and also can be easily  
extended to contain the value type specification, so search queries could be executed 
in a type-aware way. Also it is important to note that service owner and binding in-
formation are included in the (a,v)-graph as a special node which is essential to the 
further execution of discovered services.  

Another difference concerns the point of how those attribute-value pairs are used in 
the hashing process. The approach in PWSD is as follows - attribute and value string 
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are concatenated and passed as an argument to the hash function which determines the 
place where this piece of information is stored in the overlay network. The approach 
in the (a,v)-graph is similar but instead of hashing attribute and value altogether, the 
hash is computed only for attribute node and corresponding subgraph of the (a,v)-
graph is copied to the responsible node according to obtained hash value. This way 
the structure stored at the responsible is still an (a,v)-graph, which allows for the que-
ries to be much more flexible, which includes fuzzy and range queries. Flexibility of 
the queries is also stipulated by the fact that actual mechanism of (a,v)-graph storage 
is not defined, so different implementations can choose the best one for the specific 
needs. 

The next step for services discoverability after descriptions is the way how they are 
stored in a distributed manner in P2P overlay network. Similarly to PWSD we chose 
Chord overlay for this purpose, but while the authors of PWSD decided to extend 
Chord DHT algorithm, scheme for storing and discovering service descriptions  
proposed in this article is overlay-independent. That is, the algorithms of storing, 
removing, updating and locating the services are defined in the layer completely dis-
connected from the DHT layer and deal with only with abstract notions like “respon-
sible node”. This way it is possible to have multiple layers of overlays for service 
storage (for instance, to increase reliability or distribute the load), and those overlays, 
in fact, do not have to be the same. This approach will be described in more detail in 
the next sections. Finally, we present abstract format of querying the distributed data-
base of service descriptions which makes possible wide range of conditions including 
fuzzy conditions, range queries and complex values lookup. 

Table 1. Key differences between NVTree and (a,v)-graph 

NVTree (a,v)-graph 

• is a result of WSDL document 
transformation 

• there is no distinction between 
binding properties and proper-
ties of a service itself 

• hash value is based on concate-
nated attribute-value pair 

• responsible node is storing only 
a hash value like a piece of 
content 

• supports only exact match que-
ries within given keyword 

 

• is basic abstract format for storing service 
properties 

• contains binding information as a special 
node 

• hash value is based solely on the attribute 
• a structure that responsible node is storing 

is also an (a,v)-graph 
• supports fuzzy and range queries 
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3.2 Service Description  

Each service in the network is described using attribute-value format, forming so 
called (a,v)-pairs, where attribute stands for the arbitrary property of a service. While 
attributes can obviously be only of string type, values are not required to be of string 
type only, so they can be of any type which is, in principle, queryable, serializable and 
can be efficiently stored by the underlying DHT storage mechanism. So, for example, 
as it is shown on the Fig. 1, value can be an array (like ‘location’ attribute, which 
contains latitude and longitude values) or even an arbitrary object (like ‘availability’ 
attribute). One more significant difference from the approach taken in PWSD is that 
all (a,v)-pairs form a connected graph, called (a,v)-graph, which always includes one 
extra node, that represents routing and binding information for the service itself. In 
real life situations it’s not rare when one node provides access to several services, so 
each service is described using (a,v)-graph.  

One of the most challenging issues for any new approach or framework is to pro-
vide compatibility with existing technologies, which are already widely used. It is 
important to note again that (a,v)-graph approach is just an abstract model of service 
description, therefore it should be seen as an output of some model transformation 
function. In our system the possible ways of obtaining the resulting (a,v)-graph model 
are as follows: 

Manual Input. The simplest case where user enters all service description informa-
tion manually, usually with some kind of GUI, but batch information input, for  
instance, by uploading the file with multiple attribute-value pairs is also possible. 
Regardless of how the data is put into the system, it always can be processed and 
transformed to the underlying (a,v)-graph serialization format 

Transformation of Existing Service Description. To address the issue of compati-
bility the system must have a way to obtain (a,v)-based descriptions from existing 
ones. In our case this is achieved by applying necessary mode transformations, exact 
nature of which depends on the representation of existing models. But since in most 
cases existing services are described using XML-based industry standards like WSDL 
or OWL-S, Extensible Stylesheet Language Transformations (XSLT) language seems 
to be the most appropriate choice for model transformation in this case, due to its high 
expressive power and ability to output virtually any kind of data format using XML 
data as input. It is important to note that in most cases existing service description 
need to be transformed to (a,v)-based one only partly, since low-level details of a 
service (like protocol name, input parameters enumeration, IP address etc) are gener-
ally not searched upon. However, those low-level details can still be present in (a,v)-
graph in the service description node to facilitate the process of binding and routing 
when the service is actually used. 

Automatic Augmentation. Among service description properties there are often ones 
that are highly important as a search criteria but normally are neither supposed to be 
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responsible for the attribute and therefore will store subgraphs of a form [attribute, 
value, service description], that is, subgraphs based on given attribute, of all  
(a,v)-graphs in the network. In the result, we obtain a structure called merged (a,v)-
graph in each node that is responsible at least for one attribute. Example of merged  
(a, v)-graph is shown in Fig. 2. 

Next we present formalized version of service description storing algorithm. Each 
peer  in the overlay owns two graphs, namely, .  – graph for the services it 
owns, and .  – graph for the services from other peers it stores. The formal defini-
tion of both graphs is as follows: . = , , ,   and . = , , , , where  – set of nodes that correspond to the 
attributes of the service,  – set of nodes that correspond to the values of the 
attributes,  - node which contains the low-level service description (including an 
information for the owner node),  – set of  nodes, ,  – set of edges ( , )| ,  and ,  – set of edges ( , )| ,   = . Then, we assume that for each peer in the overlay the following two func-
tions are defined:  - hash function used to build an overlay, and  - function 
that returns the node from the overlay by hash value. The pseudocode for service 
description storing algorithm is shown in Fig. 3. 

It’s not essential to the architecture of the system how exactly merged (a,v)-graphs 
are stored at the node, but storage mechanism should be chosen in a way which  
makes possible answering complex queries like comparison, substring checks, set 
operations and so on. Therefore, the most appropriate choices for storage mechanism 
are relational databases or document-oriented databases, both of which have their own 
advantages and disadvantages. 

     foreach service  from .  
 foreach .  
  := h( ); 
  := find( ); 
  if not exists . .  where =  
   . . :=  . . ; 
  end if 
 := get  from . .  where = . ; 
 if  is NULL 
  . . := . . . ; 
  := . ; 
 end if 
 := . |( , ) . ;  
 foreach  
  . . := . . ; 
  . . := . . ( , ) ; 
  . . := . . ( , ) ; 
 end foreach 
 end foreach 
end foreach 

Fig. 3. Service description storing algorithm 
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3.4 Service Discovery 

Among one of the most significant drawbacks of DHT-based P2P overlays is that the 
principles of content storage and its association with a key usually allows only for 
exact query conditions when searching. Alternative, there are some elaborate ap-
proaches addressing this issue which, but again they usually offer only wildcard 
matching. The approach we propose in this article is based on the way service  
descriptions are stored in the overlay network, that is, using merged (a,v)-graph.  

Firstly, we assume that each search query in the system is submitted in the form, 
shown in Fig. 4 or can be represented as such. Here we let opi(A

i) be some operators 
(=, !=, contains, >, <  etc) defined on the sequence of attributes Ai as parameters, Ai  
- sequence of attributes [a1,a2,...,an] (where n is arity of the operator opi.) and lopi 
denote logic operators OR or AND. This format itself is very generic, so we think that 
it represents most of meaningful search queries submitted in P2P networks. You can 
see a concrete example of the query in Fig. 5. 

op1(A1)  lop1  op2(A2)  lop2 ... lopn-1  opn(An) 

Fig. 4. Generic search query format 

service-type = 'doctor'  
AND  

(location = 'Tokyo' OR location = 'Yokohama') 
AND 

availability > 'June 15th, 2012, 2:00PM' 
AND 

availability <= 'June 17th, 2012, 9:30AM' 

Fig. 5. Example of search query 

Algorithm of search query routing and execution is formalized below. Note that the 
algorithm actually doesn’t require any extensions for the underlying DHT algorithm. 
The query issued by the peer in the form shown in Fig. 4 can be represented as a 
graph = ( , ) , where = = ( , )| = …  - the set of 
query terms, = | = …  – the set of logical operators and =( , ) ( , ) . In addition to peer functions  and  intro-
duced in the section 3.3, we assume that each peer have function  which 
returns the result of evaluating a query term again internal database of the peer. Simi-
larly, we define graph = ( , ), where = | = …  - initially 
empty set of results obtained from peers after evaluating a query term,   
is the same as .  and = ( , ) ( , ) . Also we de-
fine the set of pairs = ( , ), ( , )  which shows the one-to-one correspon-
dence between logical operators and set-theoretical operations. Pseudocode for the 
algorithm is shown in Fig. 6. 
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foreach .  
     := h( . ); 

 := find( ); 
     := .evaluate( ); 
     . := .  for corresponding ;  

end foreach 
return    …     
     where . , . ; 

Fig. 6. Search query routing and execution algorithm 

4 Results  

The implementation of the framework described above has been done using Chord 
overlay and consists of the following main modules: Chord overlay, the service sto-
rage, statistics and operational information collection module and the visualizer. To 
demonstrate the system operation we chose a domain which consists of three types of 
entities, namely hotels, museums and baseball matches, which act like services to be 
stored and queried in the P2P-based services network. The attributes (and data types 
of respective values) used to describe each type of service are shown in the table 2. 

Given services are then put into the service storage network according to the pro-
cedure described in the section 3.3, that is, a hashing function defined in the underly-
ing Chord overlay is applied to each attribute and according to its value the attribute 
 

Table 2. Service types and attributes for the service P2P network example 

Hotel Museum Baseball match 

• name 
• suite type (single or 

double) 
• price for the one 

night stay 
• meals (yes/no field) 
• number of available 

rooms 
• location 

 

• name 
• type of exhibition 

(painting, sculpture, 
photograph) 

• entrance fee 
• start date of exhibition 
• end date of exhibition 
• time the exhibition 

opens (daily) 
• time the exhibition 

closes (daily) 
• location 

 

• league  
• (Central, Pacific) 
• competing teams (pair) 
• venue name 
• price 
• date of the match 
• time the match starts 
• time the match ends 
• venue location 
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for the given service is stored at the according node. The storage layer itself is imple-
mented using MongoDB, document-oriented “no-SQL” database engine, which suits 
best for the storage of attribute-value data due to its flexibility and relative simplicity. 
In the course of the implementation of the storage layer it became clear that at least 
three database tables per node are needed for the full coverage of basic data manipula-
tion functions, that is (1) putting service to the storage, (2) updating service stored at 
the overlay, (3) removing service from the storage and (4) getting service from the 
storage based on the query. The tables and their structure are shown in the table 3.  

Table 3. Database tables used for storing services at storage node and their structure 

Local service data Remote service data Service attributes data 

comprehensive data 
about given node ser-
vices locally  

attribute data for services 
in the overlay network; 
all attributes the node is 
responsible of are stored  

information about responsi-
ble nodes for attributes of 
given service; service, re-
sponsible for storing this 
information, is determined 
by hashing service name 
itself; 

 
After the data is placed in the overlay we can perform services search using the 

query format described earlier in this article. The sample query and result returned for 
it are shown in Fig. 7.  

 

Fig. 7. Sample query and result 
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As to the evaluation of the approach proposed in this paper, we compare it to 
PWSD approach in terms of query flexibility. As was already stated earlier, in current 
approach, the way descriptions are stored in the overlay and the way queries are han-
dled allow for virtually every query underlying database can handle. Given the exam-
ple query shown in Fig. 5, the way of its handling would be the following: we split the 
query according to the attributes used in it (in this case it would be 3 groups for 
attributes service-type, location and availability respectively), find the nodes respon-
sible for each attribute and let them execute their part of the query against their own 
internal database, which is assumed to be able to handle range queries as well (that is, 
using operators >, < etc.). On the other hand, mechanism proposed in PWSD cannot 
handle the range part of this query, since, as was described in section 2, each peer 
stores hash value of the (attribute, value) pair, naturally allowing only exact match 
queries against data in the original service description. 

5 Conclusions 

This paper presents the application of P2P technology to solve the problem of effi-
cient services sharing and discovering in a decentralized way. The main advantages of 
proposed approach are the usage of well-known Chord overlay, which guarantees the 
correctness and soundness of underlying P2P overlay, and the approach which allows 
complex, fuzzy and range queries nevertheless keeping the structured overlay ap-
proach, while modular framework architecture allows using virtually any P2P overlay 
and storage mechanism. From the other hand, many of open issues remain, such as 
introducing distributed transactions for overlay services manipulations, nodes identi-
ties that are not tied to the node address (mainly for ad hoc networks) and correct 
management of services for departed and newly joined nodes.  
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Abstract. The distributed multi-level uncapacitated lot-sizing problem
is a group decision problem which has to be solved by a set of self-
interested and autonomous agents. The agents represent independent
companies which have to agree on a joint production plan in a supply
chain context. In order to solve the problem we extend a negotiation-
based simulated annealing approach introduced by Homberger by a part-
way reset procedure. The part-way reset procedure allows a negotiation
based search which reaches a deadlock to continue with a different con-
tract proposal and thereby offers a possibility of overcoming disagree-
ments between agents more easily. A benchmark study shows that the
approach is competitive on set of 80 medium sized instances from the
literature in terms of solution quality, in particular 47 new best-known
solutions were computed.

Keywords: negotiation mechanism, lot-sizing, simulated annealing.

1 Collaborative Operations Planning via Agents

Computational supported negotiations between self-interested and autonomous
agents are crucial for today’s inter-organisational division of labor. We consider
agents representing companies in the context of a supply chain. The agents want
to negotiate a joint production plan that minimizes the total production costs
(global costs), that is, the sum of each agent’s production costs. Although the
agents have a cooperative attitude, they are still self-interested and want to
minimize their own costs (local costs). Furthermore, the agents are not willing
to share sensitive information like the degree of capacity utilization or expense
ratios (private information). To find a joint production plan, we use collaborative
planning based on agent negotiations.

From an economic point of view, the goal of negotiations should be to min-
imize the global costs [1]. Thereby, the amount of cost savings to share among
the agents becomes maximal. Thereafter the savings may be distributed among
the agents by means of solution concepts from cooperative game theory. How-
ever, we do not focus on the allocation of the savings but on a collaborative
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planning enabled by a joint negotiation process with the goal of minimizing the
global costs.

Collaborative planning in operations management via agent negotiations is a
growing field of interest. The state of the art in collaborative planning is discussed
by [2] and [3]. There are many applications of collaborative planning beyond
supply chains, e.g., in transport planning, especially enabled via combinatorial
auctions [4–8], multi project scheduling [9,10], or machine scheduling [11]. Inter-
organisational planning in supply chains is the subject of [12–16], for example.
As a representative for supply chain problems, we study a distributed lot-sizing
problem.

The studied distributed multi-level uncapacitated lot-sizing problem (DM-
LULSP) was introduced by Homberger [17]. It generalizes the well-known multi-
level uncapacitated lot-sizing problem (MLULSP) introduced in [18]. The latter
is NP-hard for general product structures [19] and therefore computationally
challenging. In addition, it features some relevant real world properties of sup-
ply chains like a multi-level production structure and a trade-off between in-
ventory holding and setup costs. Coordination of lot-sizing decisions via agent
negotiation is difficult because the agents are self-interested with private infor-
mation. Existing solution approaches for the DMLULSP are based on the meta-
heuristics simulated annealing [17], evolutionary strategy [20], and ant colony
optimization [21, 22].

The goal of this paper is to present an effective extension to the negotiation-
based simulated annealing approach introduced by Homberger [17] for the DM-
LULSP. The new component is denoted as part-way reset procedure (PWR).
PWR enables a negotiation based search which reached a deadlock to continue
with a different contract proposal and thereby offers a possibility of overcoming
disagreements more easily. The benchmark study for our approach shows, that
it is able to outperform the most effective approach at present [22] on the set of
medium sized instances in terms of solution quality.

The paper is structured as follows. In the following the distributed lot-sizing
problem is characterized (Section 2). Section 3 describes the simulated annealing
approach and the new part-way reset procedure. Section 4 presents results of a
computational experiments and Section 5 concludes the paper.

2 A Distributed Multi-level Uncapacitated Lot-Sizing
Problem

2.1 Classical Non-distributed Problem Formulation

Subject to material requirements planning is the determination of the type,
the quantity, and the due dates of the required factors of production. This also
involves lot-sizing decisions. In a lot-sizing problem the required output per item
and per time period is given for a subset of items to produce. Production occurs
in batches which are also denoted as lot-sizes. The question is how large these
lot-sizes should be, taking into account that larger lot-sizes reduce the total
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setup costs of the machines but increase the total stockholding costs whereas
smaller lot-sizes have a contrary effect. In addition, there are usually input-
output relationships between different items along with other constraints which
complicate lot-sizing problems.

The non-distributed or centralized multi-level uncapacitated lot-sizing prob-
lem (MLULSP, cf. [18, 23, 24]) can be considered as a special case of the (dis-
tributed) DMLUSLP which is why we present it first. In the MLULSP there
is a single agent who acts as a central decision maker. The agent is aware of
all relevant planning parameters. We are given a set T of possible production
periods, T = {1, . . . , n}, and a set I of items, I = {1, . . . ,m}. The items form
a multi-level product structure which is represented in a bill of materials. Final
items or final products are assembled of one or more components, components
may themselves consist of other components or of raw materials. For each item
i ∈ I, we are given a set Γ+(i) ⊂ I of all direct successors and a set Γ−(i) ⊂ I of
all direct predecessors. Final items are characterized by Γ+(i) = ∅ and raw mate-
rials are characterized by Γ−(i) = ∅. Furthermore, the production coefficient rij
indicates the required number of item i to produce one unit of item j. Without
loss of generality, rij = 1 is assumed. Let si, hi, and ti be the setup cost, inven-
tory holding cost, and lead time, respectively, per item i (i ∈ I) and per period.
For each final item and each period, an exogenous demand dit (i ∈ I|Γ+(i) = ∅
and t ∈ T ) is given.

In the non-distributed MLULSP, the central decision-making agent has to
decide for each item i ∈ I with Γ+(i) �= ∅ and each period t ∈ T which lot-size
xit to produce. Therefore, the endogenous demand dit as well as the inventory lit
per item i and per period t have to be determined. Finally, this lot-size decision
also includes the setup-decision, i.e., if a production of item i takes place in period
t at all (yit = 1) or not (yit = 0). The mathematical model of the MLULSP is
given by the formulas (1) to (8).

min fnd(y) =
∑
i∈I

∑
t∈T

(si · yit + hi · lit) (1)

s. t. lit = li,t−1 + xit − dit , ∀i ∈ I, ∀t ∈ T, (2)

li,0 = 0 , ∀i ∈ I, (3)

lit ≥ 0 , ∀i ∈ I, ∀t ∈ T \ {0}, (4)

dit =
∑

j∈Γ+(i)

rij · xj,t+ti , ∀i ∈ {j ∈ I | Γ+(j) �= ∅}, t ∈ T, (5)

xit −M · yit ≤ 0 , ∀i ∈ I, ∀t ∈ T, (6)

xit ≥ 0 , ∀i ∈ I, ∀t ∈ T, (7)

yit ∈ {0, 1} , ∀i ∈ I, ∀t ∈ T. (8)

In the MLULSP, the goal of the central decision-making agent is to minimize
his or her (non-distributed) total costs fnd, which are the sum of the setup
costs and the stockholding costs for all items i ∈ I over all periods t ∈ T . The
inventory balance (2) ensures that the inventory lit of item i at the end of the
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current period t is determined by the inventory of the previous period t− 1 and
the amount xit produced in the current period minus the demand for item i
in the current period. For all items, the inventory of the first period t = 0 is
zero (3) and for remaining periods non-negative (4). The endogenous demands
for the non-final items are determined by (5). These constraints ensure that the
production of item j in period t+ ti triggers a corresponding demand dit for all
i ∈ Γ−(j), that is, a demand for each item i preceding item j in the multi-level
item structure. Of course, the lot-size xit is non-negative (7). If xit > 0, that is,
item i is produced in period t, then yit = 1, otherwise yit = 0. This is enforced
by big-M constraints (6).

2.2 Formulation as a Distributed Group Decision Problem

We now drop the assumption that the MLULSP is used for intra-organisational
decision-making by a central agent. Instead, the lot-sizing problem is consid-
ered as an inter-organisational optimization problem which has to be jointly
solved by multiple agents. The extended model is denoted as distributed multi-
level uncapacitated lot-sizing problem (DMLULSP) and has been introduced by
Homberger [17]. In the distributed MLULSP, the set of items I is partitioned
and the responsibility to jointly produce the items is assigned to a group of
agents A. Each agent might represent an organisational unit of a supply chain,
for instance. Agent a ∈ A is responsible to produce the set of items Ia with⋃

a∈A Ia = I and
⋂

a∈A Ia = ∅.
Although the agents have to cooperate to fulfill the overall goals related to

the production in the supply chain, each agent is still autonomous and self-
interested. Therefore, the individual objective function fa of agent a ∈ A is to
minimize his or her local costs for producing the items Ia, that is,

min fa(y) =
∑
i∈Ia

∑
t∈T

(si · yit + hi · lit). (9)

Furthermore, the DMLULSP assumes asymmetric information regarding the
cost parameters si and hi. That is, agent a knows the values of si and hi for
all items he or she produces (i ∈ Ia) but not for those items produced by the
remaining agents a′ (a′ ∈ A, a′ �= a) and vice versa. These parameters are
considered as private information of agent a because the negotiation power of
agent amight be negatively affected if the other agents knew about them. For this
reason, agent a does not want to reveal private cost parameters to other agents
during collaborative planning. However, we assume the bill of materials is public
information due to some kind of common industry knowledge and therefore it is
available to all agents (symmetric information).

The DMLULSP consists of the constraints (2) to (8) and the objective function
(10) which minimizes the total global costs, i.e., the sum of the agent’s local costs:

min f(y) =
∑
a∈A

fa(y). (10)
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In the following, we refer to (10) as the global or central cost function of the
coalition and the function (9) is denoted local cost function of an individual
agent a (a ∈ A). Due to the interdependencies of the items to produce, a change
in the global production plan that reduces the total global costs will usually
decrease the local costs of some agents while the local costs of other agents
are increased. In that sense, the local cost functions of the agents are usually
conflicting, which complicates minimizing the global costs. To resolve these pos-
sible conflicts and support the agents in agreeing on a joint production plan, we
present a collaborative planning approach in the next section.

3 A Simulated Annealing Heuristic with Part-Way
Resets

To solve the DMLULSP we propose an approach denoted as simulated annealing
with part-way resets (SAR). It is based on the simulated annealing negotiation
mechanism introduced by Homberger [17], which we denote as SA. Section 3.1
presents an overview of SAR together with the main components of SA. We
extend SA by a part-way reset procedure (PWR) introduced in Section 3.2.

3.1 Negotiation of Lot-Sizing Contracts via Simulated Annealing

Simulated annealing is a metaheuristic based on local search [25] which is fre-
quently used to solve discrete optimization problems. In order to escape from
local optima simulated annealing allows also moves that increase the objective
function value (in case we consider a minimization problem). Whether an increas-
ing move is performed depends on a probability measure which in turn depends
on the objective function value of the solution and in particular a temperature pa-
rameter. At first, the temperature is set to a high value which decreases (anneals)
as the search advances. Higher temperature values cause a higher probability of
accepting increasing moves.

An overview of SAR is given by Alg. 1. Due to the extension of PWR described
in Section 3.2 two phases store and reset were added. We now describe the most
important components of SA and refer the reader for details to [17].

Encoding and Decoding of a Solution as a Contract. Although a complete
solution for the (D)MLULSP covers the setup-decisions, the lot-sizes, and the
inventory holding for each item and each period, it is possible to infer from the
setup-decisions the remaining decisions. That is, from a given yit (i ∈ I, t ∈ T )
the values of the variables xit and lit can be derived [24]. Therefore, we simply
denote the setup decisions yit for the DMLULSP as solution.

In SA a solution is encoded and represented by a contract. A contract c is
a |I| × |T | binary matrix, were cit = 1 represents a possible but not mandatory
production of item i in period t, i.e., cit = 1⇒ yit = 1 ∧ yit = 0 and cit = 0 ⇔
yit = 0. The decoding procedure for an encoded solution is described in [26].
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Algorithm 1. The negotiation mechanism SAR (cf. [1, 13, 17])

Data: problem data, rmax, γ, k, Δ, T 0
a (a ∈ A), T end

1 mediator phase ← store
2 mediator negotiation round counter r ← 0
3 mediator generate initial contract c randomly
4 each a ∈ A evaluate contract c with local objective function fa(c)

5 each a ∈ A compute cooling schedule τa ← (rmax−1)
√

T end/T 0
a

6 while r ≤ rmax do
7 mediator r ← r + 1
8 mediator generate a new proposal c′ ← N(c)
9 each a ∈ A evaluate proposal c′ with local objective function fa(c

′)
10 each a ∈ A accept c′ with probability Pa(c, c

′, r)
11 if all agents accept proposal c′ then
12 mediator update the mutually accepted contract c ← c′

13 each a ∈ A update temperature T r
a ← τa · T r−1

a

14 end
15 if r mod (ρ · rmax) = 0 then
16 if |C| = γ ∧ phase = store ∧ deadlock then
17 mediator phase ← reset
18 end
19 mediator c ← PartwayReset(c′ , T, Δ, k, phase)

20 end

21 end
22 return c mutually accepted contract

Initial Contract. The first contract c which is used as a starting point for
further negotiations is generated randomly by the mediator (cf. Alg. 1, line 3).
For the initial contract, with a probability of 50 percent cit is set to 1 and to
0 otherwise (i ∈ I, t ∈ T ). There is one exception, namely in the first period
with a demand a production is always possible for all items. Because there are
no capacities in the lot-sizing problem at hand, this ensures that a contract can
always be decoded to a feasible solution.

Generate New Contract Proposal. In line 8 of Alg. 1 the mediator generates
a new contract proposal c′ by flipping a randomly chosen element from c. That
is, the neighborhood N(c) of the currently accepted contract c is defined as the
set of contracts that can be obtained by flipping a single element of c, i.e., if
cit = 1 then c′it = 0 and if cit = 0 then c′it = 1.

Stochastic Contract Acceptance Criterion. In line 10 of Alg. 1 agent a ∈ A
always prefers a contract proposal c′ to the up to now accepted contract c if the
agent’s local cost decrease (fa(c

′) ≤ fa(c)). Nevertheless, if c′ leads to higher
local costs (fa(c

′) > fa(c)) agent a prefers c′ to c with probability Pa(c, c
′, r)
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where r is the current negotiation round:

Pa(c, c
′, r) =

{
1 if fa(c

′) ≤ fa(c),

exp
(

fa(c)−fa(c
′)

T r
a

)
otherwise.

(11)

Formula (11) represents the metropolis acceptance criterion for moves from sim-
ulated annealing. Here, each agent a ∈ A has an individual temperature T r

a .

Agent’s Cooling Schedule. In each negotiation round r the temperature
T r
a of agent a decreases. A decreasing temperature implies that the probability

to accept a non-improving contract declines as well. In line 13 of Alg. 1 the
geometric cooling schedule of (12) is used. In that schedule, τa is a constant
factor depending on the end temperature T end to which the agent’s individual
temperatures T r

a should anneal.

T r
a = τa · T r−1

a with τa = (rmax−1)

√
T end

T 0
a

(12)

T end and T 0
a are given parameters of the search. To compute appropriate T 0

a

values of each agent a ∈ A Fink [13] suggested trial runs. We acted on that
suggestion taking into account the modifications of [17]. In a trial run, roughly
speaking, a negotiation of agent a with the mediator is simulated and the success
and failure of contract proposals are measured and the initial temperature values
T 0
a are computed.

3.2 A Part-Way Reset Procedure

We now extend the SA approach by a part-way reset procedure (PWR). There-
fore, we maintain some contracts already found during search together with the
involved temperature parameters of each agent. If the search does not progress in
a satisfactory way, the search may reset to an earlier solution and continue from
there with some modifications of the agents’ temperature values. Unlike restart
metaheuristics like GRASP (greedy randomized restart procedure, e.g. [27]) a
new solution is not constructed from scratch but the search is only set back in
part. Therefore we denote this component as part-way reset procedure.

The idea for a part-way reset is motivated by an analysis of the computational
results of [17]. There appear to be two shortcomings:

1. The best contract is already found after about fifty to seventy percent of the
maximal negotiation rounds rmax.

2. All agents have to mutually agree on a contract, therefore only a single minor
agent might veto a globally improving solution.

By the part-way reset procedure we try to overcome both points. A reset to an
earlier contract allows the search to explore different areas in the contract space
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in the remaining negotiation rounds and therefore use these more effectively. In
addition to a reset of the contract, we raise the temperatures of some randomly
selected agents A′ (A′ ⊂ A). This implies for the agents in A′ that the probability
to accept a non-improving contract increases. From the point of view of an agent
in A′ this is a clear handicap because his or her power of veto weakens. Therefore,
we make sure that a raise of the temperature occurs for all agents (a ∈ A) only
once during the whole search process.

The PWR relies on a candidate set C of γ potential reset points. A reset point
Rj (1 ≤ j ≤ γ) consists of an encoded solution c′ found in negotiation round r
together with the values of the temperature parameters used by each agent to
reach this solution, i.e., Rj := (r, c′, T r

1 , . . . , T
r
|A|). Note, the encoded solution c′

may not be accepted by all agents. In short, the candidate set of reset points is
defined as follows:

C = {Rj} with 1 ≤ j ≤ γ and Rj = (r, c′, T r
1 , . . . , T

r
|A|) (13)

PWR consists of two phases. In the first phase of PWR (cf. Alg. 2, lines 2–
4) potential reset points are added to the candidate set C. According to Alg. 1,
every ρ·rmax negotiation rounds a reset point R is added to C. Both parameters,
the maximum number of negotiation rounds rmax and the fraction ρ are external
parameters. Here, we generate a reset point every ρ · rmax = 20, 000 iterations.

Algorithm 2. Part-way reset procedure

Data: C, c′, T,Δ, k, phase
1 if phase = store then
2 mediator generate a reset point R ← (r, c′, T1, . . . , T )
3 mediator C ← C ∪ {R}
4 mediator if |C| = γ then phase ← reset

5 else if phase = reset then
6 mediator randomly select a reset point R ∈ C and update C ← C \ {R}
7 mediator replace the current contract c ← c(R)
8 mediator randomly select a subset A′ ⊂ A with cardinality k
9 each agent a ∈ A update temperature Ta ← Ta(R)

10 each agent a ∈ A′ increase temperature Ta ← Ta ·Δ
11 return c

12 end

In the second phase of PWR (cf. Alg. 2, lines 6–11), the usage of a reset
point is allowed. According to Alg. 1, line 16, the second phase may only start
after γ reset points have been generated and the negotiation reaches a deadlock.
A deadlock is reached, if it is not possible to find a new mutually accepted
contract after a defined number of negotiation rounds. In the second phase, a
reset point R is randomly selected from C and the current contract c is replaced
by the contract of the reset point c(R) and the temperature parameter T r

a of
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each agent a ∈ A in the current round r is reset to Ta(R). Furthermore, the
values for the temperature of k agents in A are raised by an additional factor
Δ. Therefore, the probability of these k agents to accept an inferior contract
increases and the chance to escape a local optimum originated by a minority
of agents increases as well. After the second phase started, the search cannot
return to the first phase. That is, in phase one the candidate set C is filled until
γ reset points are achieved and afterwards emptied in phase two as long as the
maximum number of negotiation rounds rmax are not completed.

Note, with our test instances from the literature, a mutual accepted contract
is always found before a reset of the search is performed. In phase one, SAR
tries to improve a jointly accepted contract. In phase two resets of the search
are allowed and SAR may also try to improve a contract which is temporarily
not jointly accepted.

4 Computational Results

We use a computational benchmark study to evaluate SAR. Section 4.1 describes
the setup of the benchmark study. In Section 4.2 we analyse the effect of PWR
on a subset of instances and in Section 4.3 we compare the performance of SAR
to results from the literature.

4.1 Set-up of Computational Study

120 benchmark instances are used in this study1. Our study is based on the 40
medium-sized instances for the MLULSP [24,28] where a single agent (|A| = 1) is
responsible to produce all items. We use these MLULSP instances as a reference
scenario (instance group m1). Based on these MLULSP instances, [17] introduced
instances for the DMLULSP. From these, we use the 40 medium-sized instances
for the DMLULSP with two agents (instance group m2), and 40 instances with
five agents (instance group m5).

As essential evaluation criteria, we consider the gap of the distributed solution
y computed by SAR for a given instance, to the best-known non-distributed
solution ybk from the literature as suggested by [14, 15]. The percentage gap
G(y) is calculated as:

G(y) = f(y)− fnd(ybk)

fnd(ybk)
100. (14)

The best-known values fnd(ybk) have been gathered from [17,24,26,29,30]. The
total cost of an optimal MLULSP solution is a lower bound for the total cost of
an optimal solution of the DMLULSP. However, it is unknown, if the reported
solutions for the medium sized instances are optimal. Therefore, we should expect
G(y) ≥ 100%, which is however not guaranteed.

SAR was implemented in JAVA (JDK 1.7) and the computational experi-
ments were executed on a Windows 7 personal computer with Intel Core i7-2600
processor (3.4 GHz and 16 GB of main memory).

1 Instances are available at http://www.dmlulsp.com

http://www.dmlulsp.com
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4.2 Effect of Part-Way Reset Procedure

For the first test, we compare the reimplemented SA to SAR (i.e., SA extended
by PWR) in order to evaluate the effectiveness of the reset procedure PWR.
The results of this comparison are shown in Table 1. The table shows results for
three instance groups m1, m2, and m5. For each instance group, only a subset
of ten instances is computed. The table lists the applied parameter values for
the number of negotiation rounds rmax, the initial acceptance probability for
a non-improving solution Pinit, the temperature increment Δ, and the storage
frequency ρ of reset points. As can be seen from the two rightmost columns,

Table 1. Comparison of SAR with and without part-way reset procedure

group instances rmax Pinit (%) Δ ρ (%) mean G (%)

SA SAR

m1 15-24 4 · 105 60 10 0.25 0.845 0.700
m2 15-24 4 · 105 45 2.5 0.25 2.421 1.774
m5 15-24 4 · 105 90 5 0.25 21.862 15.392

under the given test conditions, the PWR extension is able reduce the gap to the
central best-known solution for all three instance groups. The effect reinforces,
at least for these instances, if the distributed nature of the problem increases.
The achieved reduction for group m1, m2, and m3 is significant with about 21
percent, 27 percent, and 30 percent, respectively.

4.3 Comparison with Heuristics from the Literature

We compare the performance of SAR to five state of the art heuristics from
the literature designed for the DMLULSP. The five approaches are denoted as
ES, ACO, CACM, HACM, and SA. ES is based on an evolutionary strategy
and is presented in [20], ACO is discussed by [21]. ACO is based on the ant
colony metaheuristic. Similarly, CACM and HACM [22] are both based on the
ant metaheuristic, however, both approaches use a more sophisticated encod-
ing strategy on which the ant search graph is based. In contrast to the other
approaches, HACM (hierarchical ant colony optimization) is not applicable to
general DMLULSP instances but to instances with a specific multi-level item
structure that enables hierarchical planning. SA is based on simulated anneal-
ing [17], our approach SAR is an extension of the SA approach. The SA results
are extracted from the literature as well and not recomputed.

Table 2 shows the gap G averaged over the 40 instances of group m2 and m5,
respectively. For instance group m2, the SAR outperforms all other approaches.
However, on the instance group m5 with five agents, SAR cannot outperform the
ant approaches. However, the results show again, the PWR extension increases
the average solution quality of SA, because SAR outperforms SA on both groups,
m2 and m5.
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Table 2. Average gap G for SAR and five heuristics from the literature (cf. [22])

G
group |A| ES SA ACO CACM HACM SAR

m2 2 47.23 7.11 5.73 1.98 3.29 1.13
m5 5 96.15 12.13 8.15 8.06 8.06 10.97

Table 3. Computational results for CACM, HACM (cf. [22]) and SAR

central m2, |A| = 2 agents m5, |A| = 5 agents

no. best-known CACM HACM SAR CACM HACM SAR

1 194571 198654.45 201111.70 198057.95 207655.95 208247.35 205296.95
2 179762 180144.25 187453.30 181203.85 198732.35 201047.75 217802.15
3 165110 167159.30 171486.90 167226.90 174637.30 174803.05 178324.55
4 155938 156130.95 157343.20 156184.20 168125.95 169405.35 186271.70
5 201226 201436.75 205828.80 207900.75 215672.95 217148.80 215828.85

6 183219 183316.80 183316.80 184874.00 203307.80 203307.80 206855.15
7 187790 189432.95 192141.90 189181.85 204519.15 206384.90 193221.55
8 136462 140267.00 143273.10 139788.15 154127.50 155005.80 144373.50
9 161304 168115.90 171232.00 163590.55 168236.50 171153.90 168651.05

10 186597 188307.30 188832.50 187654.10 202756.50 204165.30 198237.60

11 342916 347533.80 357774.10 346877.90 371034.90 371768.95 356741.00
12 340686 350363.75 356713.70 347745.95 374680.00 377264.80 361902.80
13 292908 296308.90 297279.35 294518.80 312728.90 312516.70 310901.15
14 378845 383953.00 393565.40 391933.55 418806.15 421202.30 436125.55
15 354919 363276.35 365881.15 360608.60 374513.25 374964.25 378290.50

16 346313 355522.90 362010.00 350535.25 391312.00 392701.40 402815.15
17 325212 333256.15 340158.25 334694.05 360186.00 362002.10 340470.85
18 411997 421956.45 422673.80 415172.85 467870.25 470057.20 449555.65
19 385939 397906.50 403863.50 390126.90 427922.75 429155.40 411996.60
20 390194 398145.05 406909.50 399311.90 447712.55 450545.85 445091.95

21 148004 148697.75 153633.55 148126.10 153985.00 154732.70 177796.00
22 185161 192901.15 195513.15 185469.25 198846.05 200145.65 200172.70
23 197695 201034.60 202926.20 199737.70 204575.00 204627.00 233723.85
24 185542 188634.85 190227.60 188060.20 197505.30 198291.65 192770.20
25 160693 160924.90 161290.90 160692.90 170716.95 172166.70 168013.80

26 192157 197132.00 197589.55 194746.90 203624.90 205281.35 197233.05
27 184358 186187.90 187520.35 184578.25 190854.45 191636.40 195043.70
28 136757 138717.25 139620.70 137555.90 142564.05 143993.00 151239.40
29 161457 161967.00 161967.00 161549.00 169077.40 169112.70 177858.00
30 166041 169387.00 172662.30 167803.60 181454.00 183848.25 175226.70

31 344970 353513.20 357377.20 347226.10 373222.00 376412.35 415677.45
32 289846 294543.90 295794.25 290675.05 309364.45 309271.30 310046.50
33 352634 369629.50 369877.00 352902.55 384679.85 388249.85 391213.50
34 337913 344460.85 345452.15 344659.65 362379.50 363750.50 385450.10
35 356323 363559.75 364774.25 359197.10 385051.35 385597.30 487519.55

36 319905 327621.70 331926.50 323251.30 342949.55 345287.60 349326.85
37 411338 433067.10 431887.60 413189.95 459952.45 460670.15 446384.10
38 366848 377363.70 379710.05 371951.85 396312.90 397393.40 390989.10
39 401732 416743.90 418036.95 406274.85 430166.95 430335.75 578394.75
40 305011 306785.75 308950.90 307842.50 318313.65 319545.80 332210.90

mean 268851.56 271889.68 266316.97 285503.36 286829.96 294126.11
median 247990.33 250811.53 249287.90 262518.70 263210.05 271885.18
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The objective function values computed by SAR for each of the 80 instances
are given in Table 3. The second column states the best-known solution for
the non-distributed MLULSP (group m1) according to the literature. Columns
three to five state the results for the m2 instances and columns six to eight state
results for the m5 instances. The results were computed by the heuristics CACM,
HACM (see [22]) and the SAR, respectively. The objective function values of the
best-known solutions are highlighted in bold.

From Table 3 it can be seen, that SAR improves 30 out of 40 best-known
solutions for instances group m2 and 17 out of 40 best-known solutions for in-
stance group m5. In a direct comparison with the heuristics CACM and HACM,
SAR outperforms CACM on 30 out of 40 m2-instances and on 17 out of 40
m5-instances; SAR outperforms HACM on 38 out of 40 m2-instances and on 19
out of 40 m5-instances. All in all, SAR seems competitive with respect to the
obtained solution quality to the state of the art heuristics from the literature.
While SAR seems superior on two-agent instances, CACM appears to be supe-
rior for five-agent instances. We believe this is caused by the random selection
of the subset of agents whose temperatures are increased (cf. Alg. 2, line 8), be-
cause the chance to increase the temperature of an agent that is actually causing
a deadlock decreases with a higher number of involved agents.

With respect to a runtime comparison of the different approaches it has to
be mentioned that SAR is clearly slower than SA, CACM, and HACM. On
average, SA needs 42 seconds [7] per DMLULSP instance while SAR requires
296 seconds. For the most part, we attribute the longer computing times to a
less efficient implementation of SAR. In any case, the PWR mechanism itself is
undemanding with respect to implementation requirements. However, it should
be noted that the compared approaches generate for each instance the same
number of solutions, i.e. the opportunity to identify a good solution is equal for
the tested heuristics.

5 Conclusions and Outlook

This paper studied an inter-organisational lot-sizing problem which has to be
solved by a set of self-interested and autonomous agents. The problem is de-
noted as distributed multi-level uncapacitated lot-sizing problem (DMLULSP).
To solve it, a negotiation approach based simulated annealing introduced by
Homberger [17] was extended by a part-way reset procedure (PWR). The idea is
to overcome disagreements between agents more easily by resetting the search
once in a while to earlier solutions and discriminating some agents randomly
during the negotiation process. Compared to the other agents, a discriminated
agent has higher probability of accepting a contract which does not decrease his
or her local costs. SAR outperforms the best-known heuristics from the litera-
ture on 30 out of 40 medium sized instances with two agents and on 17 out of 40
medium sized instances with five agents. Future research should focus on devel-
oping an intelligent schema to adaptively parameterize PWR – in particular the
selection of agents whose temperature values are increased – so that it computes
competitive results for larger lot-sizing instances.
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Abstract. Many different approaches exist for modeling multi-agent
systems: The variety ranges from frameworks dedicated to a specific
problem domain to very flexible systems similar to text-based or graphi-
cal programming languages. While problem domain specific frameworks
have an obvious lack of flexibility (and thus can only be configured for a
small set of similar problems), the more flexible systems enforce detailed
modeling, in which many details (e.g. the agent behavior) have to be im-
plemented manually. As a consequence, the results obtained from such
systems are often very heterogeneous and incomparable across problem
domains. In this paper, a graphical modeling language is introduced that
focuses on a common base for multi-agent systems. By strictly separat-
ing the modeling of agent tasks from the agent behavior, the same agent
models can be reused for different scenarios and the obtained results will
be comparable across problem domains.

Keywords: graphical modeling language, logistics, multi-agent systems.

1 Introduction

The modeling and simulation of multi-agent systems (MASs) is supported by var-
ious approaches: Some systems are dedicated to a specific problem domain and
provide configuration possibilities for adaption to a concrete problem (e.g. [1]).
Other systems feature text-based or graphical programming of the environment
and agent behavior through a framework (e.g. [7]) or an appropriate program-
ming language (e.g. [4], [6]). These systems offer high flexibility, but the imple-
mentation of a MAS must be achieved by both defining the problem domain
and the agent behavior (e.g. how agents have to act in the context of the speci-
fied problem domain). Furthermore, the obtained results can be of very different
kinds, depending on how the MAS was modeled. Thus, it can be hard to find
a general evaluation criteria across problem domains in order to compare the
quality of differently modeled MASs (e.g. for the evaluation of the same agent
models in different problem domains).

With “AbstractSwarm”, a graphical modeling language is introduced that
allows the intuitive decomposition of complex problems and their modeling as
MASs for a wide range of problem domains. The description of the agent tasks

M. Klusch, M. Thimm, and M. Paprzycki (Eds.): MATES 2013, LNAI 8076, pp. 180–192, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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(what to do) is strictly separated from the definition of agent behavior (how to do
it). Thus, generic agent models can be used for a variety of different problems.
The modeling approach suggests the simulation results to be represented as
Gantt charts [9] and thereby allows evaluation and comparison of agent behavior
across different problem domains. A software tool which supports the modeling
with AbstractSwarm by only allowing the creation of syntactically correct models
has been developed.

The paper is organized as follows: In Section 2, the graphical modeling lan-
guage is introduced in detail. Section 3 then concludes with an outlook of how
results can be obtained as Gantt charts from a discrete simulation of MASs
modeled with AbstractSwarm.

2 Syntax and Semantics

In AbstractSwarm, MASs are modeled as so-called “AbstractSwarm graphs”.
These graphs allow to describe MASs in an abstract way, as their semantics
represent a generalization of common properties of MASs. As a result, the same
agent models can be used for any problem described by an AbstractSwarm graph,
regardless of the problem domain.

To generalize problems which are intended to be modeled and solved by MASs,
concepts from the field of logistics serve as a common base. For this reason, a
variety of prototypical logistical problems (e.g. transportation/transshipment,
vehicle routing and flow maximization problems; see [3], [5] and [8]) and their un-
derlying questions have been examined. Syntax and semantics of AbstractSwarm
graphs reflect this approach to MASs.1

In addition, a special syntax element is offered to decompose complex prob-
lems into so-called “perspectives”. This directs the modeling process from prob-
lem to MAS in an intuitive way.

An AbstractSwarm graph is defined as a tuple

G := (Ψ, E) (1)

where Ψ is a set of perspectives and E is a set of edges. Every perspective ψ ∈ Ψ
contains a set STC := STA ∪ STS of so-called “component types” where STA is
a set of agent types and STS is a set of station types (see section 2.1). The set
E := EV ∪ET ∪EP represents relations among the component types where EV

is a set of «visit» edges, ET is a set of «time» edges and EP is a set of «place»
edges (see section 2.2).

In sections 2.1, 2.2 and 2.3 the basic component types, their relations and the
attributes that can be assigned to component types are introduced. Section 2.4
explains the decomposition of complex problems into perspectives.

1 A description of the problem classes that influenced the language design would go
beyond the scope of this paper and can be found in [2] or in the online appendix:
http://www.mosd.net/apeldoorn/AbstractSwarm_Appendix.pdf
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2.1 Agents and Stations

From an abstract point of view, there are two basic elements that are important
to describe when modeling MASs: Agents and the environment within which
they act. While agents can be regarded as the moving or “mobile” components
of a system, the environment has a more stationary or “immobile” character.
This leads to the two basic component types of the graphical modeling language:
“agent types” and “station types”.

Agents and stations are modeled with the agent type and the station type
syntax elements. These elements represent a defined number of components of
the respective type. Agent types and station types are the nodes of the graphical
model.

Agent Types. An agent type TA ∈ STA is defined as a tuple

TA := (tA, PA, A) (2)

where tA is a type name, PA is a set of attributes (defining the properties of the
agents) and A �= ∅ is a set of agents with every agent a ∈ A of type TA.

Agent types are graphically represented by circles with a centered label that
corresponds to the type name tA. A cardinality cA := |A| at the top left corner
indicates how many agents of an agent type TA exist. Since the role of single
agents typically differs from the role of agents occurring in larger quantities, a
syntactical distinction is made by one single circle in case of one agent, or by
two or three overlapping circles in case of two or more agents.

Fig. 1. Example of agent types: one agent of type “Boss” and 25 agents of type “Em-
ployee” (Source: AbstractSwarm software tool, adapted from [2], p. 11)

Station Types. Analogously to an agent type, a station type TS ∈ STS is
defined as a tuple

TS := (tS , PS , S) (3)

where tS is a type name, PS is a set of attributes (defining the properties of the
stations) and S �= ∅ is a set of stations with every station s ∈ S of type TS .

Station types are graphically modeled with squares: One or more overlapping
squares represent one or more stations. A centered label shows the type name
tS and a cardinality cS := |S| at the top left corner indicates how many stations
of type TS exist.
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Fig. 2. Example of station types: one station of type “Company” and 100 stations of
type “Customer” (Source: AbstractSwarm software tool, adapted from [2], p. 12)

2.2 Relations

Relations among component types are defined by edges. There are three different
kinds of edges that model visiting, spatial or temporal dependencies.

«visit» Edges. A «visit» edge eV ∈ EV is an undirected, unweighted edge that
expresses a visiting dependency between an agent type TA ∈ STA and a station
type TS ∈ STS . It is defined as a tuple

eV := ({TA, TS}, b) (4)

where b ∈ {True,False} is a Boolean value that determines whether the edge is
bold.

A «visit» edge is graphically represented by a single line between an agent
type and a station type. It states that the agents a ∈ A of agent type TA have
to visit the stations s ∈ S of the connected station type TS. If an agent a enters
a station s, a “visit event” is triggered on both components a and s.

If the «visit» edge is bold, it additionally determines that every a ∈ A starts
at one of the connected stations s ∈ S. If an agent type TA has more than one
bold «visit» edge, every a ∈ A of type TA starts at an arbitrary station s of the
station types that are connected with a bold «visit» edge.

Fig. 3. Fig. 3. Example of «visit» edges: The stations of type “Warehouse” and type
“Customer” can be visited by agents of type “Deliverer”. Deliverers start at the ware-
house. (Source: AbstractSwarm software tool, adapted from [2], p. 13)
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«place» Edges. The «place» edges express spatial dependencies. A «place»
edge eP ∈ EP is a directed or an undirected, weighted edge between two station
types TS1 , TS2 ∈ STS . It is defined as a tuple

eP := ({TS1 , TS2}, DP , wP ) (5)

where DP ∈ {{TS1}, {TS2}, ∅} is a set containing the station type to which the
edge is directed (with DP = ∅ in case eP is undirected) and wP ∈ N∪ {0} is the
weight.

A «place» edge is graphically represented by a single line between two station
types with the weight wP shown inside a rhombus centered on the line. It states
that there is a route between every station r ∈ S1 of station type TS1 and every
station s ∈ S2 of the connected station type TS2 . The distance between the
stations is defined by wP .

If a «place» edge is directed, it additionally states that stations of the con-
nected types must be visited in a specific order, following the direction of the
edge. For example, if DP = {TS2} then a station r ∈ S1 of station type TS1

must be visited by an agent a, before a station s ∈ S2 of station type TS2 can
be visited by a.

Fig. 4. Example of «place» edges: A company supplies two customers at a distance of 20
and 40 units. The distance between the customers is 50 units. A visit of both customers
must be preceded by a visit of the warehouse. (Source: AbstractSwarm software tool,
adapted from [2], p. 14).

«time» Edges. The «time» edges express temporal dependencies. A «time»
edge eT ∈ ET is a directed or undirected, weighted edge between any two com-
ponent types TC1 , TC2 ∈ STC . It is defined as a tuple

eT := ({TC1 , TC2}, DT , L, wT ) (6)

where DT ∈ {{TC1}, {TC2}, ∅} is a set containing the component type to which
the edge is directed (with DT = ∅ in case eT is undirected). The set L ∈
{{TC1}, {TC2}, {TC1, TC2}, ∅} contains the component types to which eT is con-
nected with a logical “AND relation”. If L �= ∅ then either eT must be undirected
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or DT = L. If L = ∅ then eT does not have any AND relations. The weight of
the edge is defined as wT ∈ N ∪ {0}.

A «time» edge is graphically represented by a double line between two agent
types, two station types, or an agent type and a station type. The weight is
shown inside a rhombus centered on the double line. A «time» edge eT expresses
a temporal relation between the component types TC1 and TC2: The weight wT

specifies the number of time units that have to elapse between a visit event at a
component of type TC1 and a visit event at a component of type TC2 . Thus, if
wT = 0 and eT is undirected, a visit event at a component of type TC1 always
has to occur simultaneously with a visit event at a component of type TC2 (and
vice versa).

If eT is directed, it additionally determines that the visit events must occur
in a specific order following the edge's orientation. For example, if DT = {TC2}
then a visit event at a component of type TC2 must always be preceded by a
visit event at a component of type TC1. In this case wT specifies the minimum
number of time units that have to elapse between these visit events (if wT = 0,
the visit events may also occur simultaneously).

If a component type TC0 has multiple undirected and/or incoming «time»
edges eTi = ({TC0, TCi}, DTi , Li, wTi) where i �= 0 and TCi /∈ DTi , it has to be
differentiated if a component of type TC0 is affected by one or more of these
edges: All «time» edges eTi with TC0 ∈ Li are connected to TC0 with a logical
AND relation and thereby must be applied at once if a visit event occurs at
a component of type TC0 . From all other «time» edges eTi with TC0 /∈ Li at
least one must be applied if a visit event occurs at a component of type TC0 .

Fig. 5. Example of «time» edges: The painter's work has to precede the electrician's
work (5 units of drying time). The assistants must always work simultaneously to their
corresponding foreman. The ampersands determine that for every visit event of the
electrician both time dependencies must be fulfilled. (Source: AbstractSwarm software
tool, adapted from [2], p. 15).
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Graphically, an AND relation is indicated by an ampersand between the rhombus
and the connection point of a «time» edge to a component type.2

2.3 Attributes

Usually it is not sufficient to only model the existence of the components (agents
and stations) that are part of a MAS. In this case, components have to be mod-
eled in more detail by describing their properties as well. This can be achieved
by assigning attributes to the component types.

AbstractSwarm offers ten generic attributes to define properties for compo-
nent types. These attributes are designed to be generally applicable to a wide
range of problem domains. To keep the resulting graphs as clear as possible, the
assignment of all these attributes is optional. Thus, an intuitive default behavior
is defined for all attributes that are not assigned to a component type. Thereby,
every attribute that is assigned to a component type can be seen as a constraint
for its default behavior.

An attribute p is defined as a tuple

p := (n, v) (7)

where n is (an acronym of) the attribute name that describes the attribute and
v ∈ N \ {0} is the attribute value.

Attributes are graphically represented by their names and their values noted
at the top right corner of a component type.

Some attributes can be assigned to any kind of component type, others can
be assigned to agent types or station types only.

Below, all attributes that can be assigned to any kind of component type are
introduced at first. After that, the agent type and station type specific attributes
are explained.

Component Type Attributes. Attributes that can be assigned to both agent
and station types have an attribute name nC ∈ NC with

NC := {Prio.,Freq.,Nec.,Time,Cycle} . (8)

The acronyms “Prio.”, “Freq.” and “Nec.” represent the names of the Priority,
the Frequency and the Necessity attribute. “Time” and “Cycle” are the names
of the Time and the Cycle attribute.

2 As an extension, one might think of a number k ∈ N instead of an ampersand,
which indicates an AND relation for only those «time» edges having the same k.
In this way, more complex logical relations could be modeled. However, because of
the transitivity of «time» edges, the syntax introduced here has been sufficient in
all studied cases and is much simpler.
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Priority. The Priority attribute models the urgency of visit events. If an agent
type TA1 has a Priority attribute p̂Prio. = (Prio., v̂Prio.) ∈ PA1 , agents of type
TA1 enforce their visits prior to agents of any other type TA2 having a Priority
attribute pPrio. = (Prio., vPrio.) ∈ PA2 with vPrio. < v̂Prio. (regardless of any dis-
advantages). If a station type TS1 has a Priority attribute q̂Prio. = (Prio., ŵPrio.),
stations of type TS1 are preferably visited over stations of any other type TS2

having a Priority attribute qPrio. = (Prio., wPrio.) with wPrio. < ŵPrio.. Compo-
nents of types without Priority attribute count as least urgent.

Frequency. The Frequency attribute limits the total number of visit events. If
an agent type TA has a Frequency attribute pFreq. = (Freq., vFreq.) ∈ PA, every
agent of type TA must visit exactly vFreq. stations. If a station type TS has a
Frequency attribute qFreq. = (Freq., wFreq.) ∈ PS , every station of type TS must
be visited exactly wFreq. times. Components that have reached a number of visit
events equal to the value of their Frequency attribute are no longer considered
during a simulation.

Necessity. The Necessity attribute resembles the Frequency attribute: If an
agent type TA with «visit» edges eVi = ({TA, TSi}, bi) has a Necessity attribute
pNec. = (Nec., vNec.) ∈ PA, every agent of type TA must visit every station
of the types TSi exactly vNec. times. If a station type TS with «visit» edges
eVj = ({TAj , TS}, bj) has a Necessity attribute qNec. = (Nec., wNec.) ∈ PS , every
station of type TS must be visited exactly wNec. times by every agent of the
connected types TAj . Components of types without Necessity and Frequency
attribute are not limited regarding the number of visit events.

Time. The Time attribute limits the duration of visits. If an agent type TA has a
Time attribute pTime = (Time, vTime) ∈ PA, agents of type TA visit stations for
exactly vTime time units. Analogously, if a station type TS has a Time attribute
qTime = (Time, wTime) ∈ PS , stations of type TS are visited by agents for exactly
wTime time units. If an agent a ∈ A of type TA visits a station s ∈ S of type TS

with vTime �= wTime, the duration of the visit is determined by min(vTime, wTime).
Components of types without Time attributes are not limited regarding the
duration of their visits (thus, a visit would last until the end of a simulation).

Cycle. The Cycle attribute determines after how many visit events the condition
of a directed «time» edge must be fulfilled again. If two component types TC1 and
TC2 are connected by a «time» edge e = ({TC1 , TC2}, {TC2}, L, wT ) and TC1 has
a Cycle attribute pCycle = (Cycle, vCycle) ∈ PC1 , a component of type TC2 must
have vCycle visit events after every visit event at a component of type TC1 . Thus,
the Cycle attribute has no effect if the component type has no outgoing «time»
edges. If a component type has outgoing «time» edges but a Cycle attribute
is not assigned, the components of the connected types can have an arbitrary
number of visit events, once the conditions of the «time» edges have been fulfilled
during a simulation.
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Fig. 6. Example of component type attributes: At a medical station, a doctor must
treat every patient once (Nec.), the patient then no longer being considered by the
simulation (Freq.). Patients of type 1 have a higher priority than patients of type 2
(Prio.), even if patients of type 2 can be treated in less time (Time). A nurse must be
present for standby immediately after the doctor treated a patient. This must be the
case every time the doctor treats a patient (Cycle). (Source: AbstractSwarm software
tool, adapted from [2], p. 19).

Agent Type Specific Attributes. Attributes that can be assigned to agent
types have an attribute name nA ∈ NC ∪NA with

NA := {Cap., Size, Speed} . (9)

The acronym “Cap.” represents the name of the Capacity attribute. “Size” and
“Speed” are the names of the Size and the Speed attribute.

Capacity. Agents are able to transport items from one station to another: An
item is loaded whenever a station is visited by an agent a ∈ A of type TA and the
item is delivered to the next station that is visited by a. The Capacity attribute
limits the available loading space for items. If TA has a Capacity attribute pCap. =
(Cap., vCap.) ∈ PA, the maximum loading space of every agent of type TA is
equal to vCap.. The item size can be defined by the Item attribute which can
be assigned to station types (see section “Item”). Whenever an agent loads an
item, its currently available loading space is decreased by the size of the loaded
item. Whenever an agent delivers an item, its currently available loading space
is increased again by the item size. Agents of agent types without Capacity
attribute are not limited regarding their available space for items, thus they can
load an arbitrary number of items of any size.

Size. The Size attribute limits the space needed by an agent when visiting a
station. If an agent type TA has a Size attribute pSize = (Size, vSize) ∈ PA, the
space needed by an agent a ∈ A of type TA when visiting a station is equal to
vSize. The total available space of a station s ∈ S of type TS can be defined by
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the Space attribute which can be assigned to station types (see section “Space”).
Whenever an agent visits a station, the station's currently available space is
decreased by the agent size. Whenever an agent leaves a station, the station's
currently available space is increased again by the agent size. If a station has not
enough space left, the station cannot be visited. Agents of agent types without
Size attribute are not limited regarding their size, thus by visiting a station, the
station always becomes completely filled.

Speed. The Speed attribute limits the speed of agents when moving from one
station to another along «place» edges. If an agent type TA has a Speed at-
tribute pSpeed = (Speed, vSpeed) ∈ PA, agents of type TA perform a movement
of one distance unit on a «place» edge every vSpeed time units. Agents of types
without Speed attribute are not limited regarding their speed, thus their speed
is arbitrarily high and moving on «place» edges does not take any time.

Station Type Specific Attributes. Attributes that can be assigned to station
types have an attribute name nS ∈ NC ∪NS with

NS := {Item, Space} (10)

where “Item” and “Space” are the names of the Item and the Space attribute.

Item. The Item attribute limits the size of items that can be transported by
agents from one station to another. If a station type TS0 has an Item attribute
pItem = (Item, vItem) ∈ PS0 , the size of the item loaded by an agent a ∈ A of type
TA when visiting a station s ∈ S0 of type TS0 is equal to vItem. The available
loading space of a is defined by the Capacity attribute which can be assigned
to its agent type TA (see section “Capacity”). The delivery targets of items are
determined by outgoing «place» edges ePi = ({TS0 , TSi}, {TSi}, wPi) with i �= 0.
Thus, stations of types with outgoing «place» edges can be considered senders
and stations of types with incoming «place» edges can be considered receivers.
Stations of types with incoming and outgoing «place» edges can only send an
item if at least one item was received via every incoming «place» edge (“trans-
shipment nodes”). Item and Capacity attributes determine after how many visit
events the condition of a «place» edge must be fulfilled again (similar to the Cy-
cle attribute determining after how many visit events the condition of a «time»
edge must be fulfilled again). Stations of station types without Item attribute
have items that are not limited regarding their size, thus agents with any capac-
ity become entirely loaded while visiting.

Space. The Space attribute limits the available space for visiting agents. If a
station type TS has a Space attribute pSpace = (Space, vSpace) ∈ PS , the maxi-
mum space of every station s ∈ S of type TS is equal to vSpace. The agent size
can be defined by the Size attribute which can be assigned to agent types. The
mechanism between Size and Space attributes corresponds to the mechanism
between Item and Capacity attributes (see section “Size”). Stations of station
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Fig. 7. Example of agent and station specific attributes: Trucks transport prod-
ucts from a warehouse to the customer. The transportation takes 60 time units
(Speed). A truck can load three units at a time (Item, Cap.). Only two trucks can
be loaded/unloaded simultaneously (Size, Space). (Source: AbstractSwarm software
tool, adapted from [2], p. 23).

types without Space attribute are not limited regarding the available space for
agents, thus they can be simultaneously visited by an arbitrary number of agents
of any size.

2.4 Perspectives

One of the major difficulties when modeling MAS for extensive problems is
the seemingly unmanageable complexity. In complex scenarios, there is often no
obvious starting point from which a model could be constructed, since all entities
and parameters of the problem domain seem to correlate.

AbstractSwarm offers the perspective syntax for the decomposition of complex
problems. A perspective ψ ∈ Ψ is defined as a tuple

ψ := (f, STC ) (11)

where f is the perspective name (describing the facets of a subsystem represented
by the perspective) and STC := STA ∪ STS is a set of component types.

A perspective is graphically represented by a rectangle that encloses all agent
and station types contained in STC . The perspective name f is noted at the top
left area of the rectangle. Perspectives represent parts of a MAS considering only
certain facets of the underlying problem (e.g. subsystems with simplified objec-
tives). The decomposition into perspectives is subjective, thus multiple different
decompositions of the same problem may exist, depending on the aims of the
MAS to be modeled.

Components may have various roles in different perspectives. This can be
expressed by modeling multiple component types that represent the same com-
ponents for each perspective. It can also be useful to represent components as
stations in one perspective and as agents in another or to combine multiple
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component types of one perspective to a single component type in another. The
component types can then be synchronized with «time» edges to compose a
complex MAS from the simplified perspectives.

Perspectives only serve as structural elements to decompose complex problems
systematically and do not have any semantics for the simulation.

Fig. 8. Example of perspectives: A simple timetabling problem. Assignment of classes to
courses (perspective “Class coordination”) and of courses to rooms (perspective “Room
coordination”). (Source: AbstractSwarm software tool, adapted from [2], p. 25).

3 Conclusion and Future Work

The graphical modeling language introduced in this paper offers a common base
for the simulation of problems as MASs. On the one hand, the simulation envi-
ronment and agent behavior can be implemented without any expert knowledge
of specific problem domains. On the other hand, it is possible to model problems
without extensive knowledge of multi-agent technologies.

The simulation results can be easily obtained as Gantt charts by logging
whenever an agent visits or leaves a station. Thereby, the results are comparable
across problem domains and common evaluation criteria (e.g. the total waiting
time of agents) can be defined.

Based on the results presented in this paper, a standard implementation of the
simulation system will be developed as future work. Furthermore, the simulation
of larger problems will be analyzed in a subsequent paper.
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Abstract. Energy management is, nowadays, a subject of uttermost
importance. Indeed, we are facing growing concerns such as petroleum
reserve depletion, earth global warming or power quality (e.g. avoiding
blackouts during peak times). Smartgrids (SG) is an attempt to solve
such problems, by adding to power grids bi-directionnal communications
and ICT capabilities in order to provide an intelligent autonomic man-
agement for the grid. Microgrids are a possible implementation of SG.
They are defined by rather small power systems, composed of power
sources (some may be renewables) and loads, that can be connected or
not to the main grid. In this context, simulation is an appropriate ap-
proach for studying the introduction of SG in existing systems. Indeed,
it avoids the deployment of real, costly infrastructures and reduce ex-
perimental risks. This paper presents a microgrid simulator based on
Multi-Agent Systems (MAS).

Keywords: multi-agent based simulation, organisational methodology,
smart grids, microgrid.

1 Introduction

The management of an electrical grid is a major challenge of the 21st century.
The existing electrical grid has to evolve to include new distributed generators
like microturbines, photovoltaic panels, fuel cells and wind turbines, and also
to balance the petroleum and carbon reserve depletion. In [13], authors detail
problems emphasized by the grid evolution, such as demand-side management,
electrical vehicles adoption or new user types (and behavior) like energy pro-
sumers. Smartgrids is an attempt to solve such problems, by adding to power
grids bi-directionnal communications and ICT capabilities in order to provide
an intelligent autonomic management for the grid.

However, deploying an intelligence over the current monolithical grid is a
hard challenge. A possible solution consists in decomposing the grid into smaller
interconnected power grids called microgrids. Microgrids [10] can be defined
as low-voltage parts of the energy network that comprise loads, decentralized
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sources (maybe renewables) and local storage systems. Microgrids can operate
either connected to the main distribution grid (and thus to others microgrids),
or disconnected. In the latter case, called islanded, microgrids are in charge of
controlling their power balance and voltage stability in a local way.

There are several existing approaches that try to introduce intelligence within
microgrids [12,3]. These approaches differ both with the technical characteris-
tics of the microgrids and with the paradigm chosen for the intelligent manage-
ment. It is thus difficult to compare these approaches or generalize them. The
contribution of this paper consists in proposing a multi-agent based simulator
for microgrids that is able to (i) reliably simulate the grid operation with a
broad range of devices (ii) prototyping intelligent control mechanisms over these
grids.

The use of a simulator in such a context avoids the design of new infras-
tructures and reduces significant investments. Nowadays, different power system
simulators are developed to offer a vision of the future power systems. In the
sequel of this section, the most advanced and used simulators are described.

EPRI’s OpenDSS [4], a Distribution System Simulator is a very flexible and
expandable research platform which wants to be a foundation for new dis-
tribution analysis applications particularly for distributed generators. It sup-
ports frequency domain analysis commonly performed on electric utility power
distribution systems and provides a large collection of renewables models.

GridLAB-D[1] is a power distribution system simulation environment that
provides to users tools for data analysis such as an agent-based and information-
based modelling and validation for rate structures and consumer reaction. The
core of GridLAB-D has an advanced algorithm that simultaneously coordinates
the state of millions of independent devices, each of which is described by
multiple differential equations, etc.

PowerWorld Simulator is a popular simulation software used to simulate high
voltage power systems. Using this tool, it is possible to perform power flow
analysis on a system with up to 100,000 buses. PowerWorld offers several add-
ons such as voltage and power stability analysis, modeling and evaluation of
geomagnetic disturbances, etc.

We also want to mention the Matlab/Simulink tool SimPowerSystems that
provides component libraries and analysis tools for modelling and simulating
electrical power systems. The libraries include models of electrical power com-
ponents, including three-phase machines, electric drives, and components for
applications such as flexible AC transmission systems and renewable energy
systems.

These simulators are very useful for data analysis but are not developed to
easily and dynamically integrate intelligences and especially distributed
intelligences.

The integration of intelligences is the main objective of our simulator. We
want to offer to users a virtual and multi-agent environment for their artificial
intelligences which aim to be integrated in a real power system in the everyday
life.
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The section 2 presents the multi-agent based simulation of microgrids. In this
section, a comparison of microgrids and multi-agent system is firstly provided,
then the organizational approach of our simulator is presented. A description of
how the time is handled within our simulator is also given and also some device
model implementations. The section 3 presents the first results obtained with our
simulator and gives a comparison of these results obtained by SimPowerSystems

tool for a given scenario.

2 Simulation of Microgrids

To explain a simulation of microgrid, the concepts that the system has to imple-
ment is developed. A microgrid is a set of entities. An entity can be defined as
an energy container. It may be a device that provides energy. This energy can
be positive for a producer or negative for a consumer. An entity can also be a
transmitter that transfers energy between other entities. In our simulator, the
device class can be divided into 3 subclasses:

– loads that consume energy, assuming that the energy consumed is considered
as negative,

– sources that produce energy, assuming that the energy produced is consid-
ered as positive, and

– storage systems that can consume or produce energy depending on its action
(charging or discharging).

The transmitter class can be divided into 2 subclasses:

– the converter that links devices to other entities, and must transform the
energy to match the need of devices

– the bus that is a link between converters or devices.

In order to connect an intelligent management to our simulator, two concepts
are developed: the sensors that offer data access from entity to the outside of
the simulator and the actuators that receive information from the outside to
influence the behaviour of entities.

We also define constraints based on physical laws that the simulator contin-
uously verifies while running a scenario:

– each device has its own power dynamic, depending on its internal character-
istics, these characteristics are fixed and could be defined by users,

– during all the simulation, the Kirchhoff first law shall always be true: the
sum of currents flowing into a node is equal to the sum flowing out of that
node,

– the voltage of the grid depends on the power flow between the different
elements, the relation is detailed in the section 2.4.

These physical laws create a link between the current delivered by each device
plugged in the grid and the voltage stability of the grid.
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Considering the purpose of our simulator, the concepts defined above and
the physical laws that the simulator has to take into account, the developed
capabilities offered to users are:

– a set of initial conditions, to define the characteristics of the entities and the
state of the simulation at the beginning of the simulation at time t = 0,

– a real time simulation, thanks to the time management (see 2.3),
– an open system, with dynamic actions on microgrids (for example, adding

or removing devices during a simulation) or on the devices which can be
controlled by external intelligences,

– a monitoring, with extraction of information of devices and grid. Currently,
the observables are the current of each device, the voltage of the transmitters
and state of charge for storage systems.

2.1 Microgrid Simulation and Multi-agent System

The simulator presented in this paper does not provide a global intelligent system
but aims to be a multi-agent and multi-level environment that offer to whatever
intelligence different scenarii in which they can operate. The separation of the
physical implementation (or the environment) and the intelligence is important
to design an intelligent system. In [7], four main aspects are described :

the agent behaviour corresponds to the intelligence of the network and is out
of the scope of this paper,

the environment corresponds to the core of the simulator,
the scheduling corresponds to the time management,
the interactions corresponds to the influence of the intelligence agents on the

environment (the simulator).

These aspects have to interact together but must be independent in order to
clearly separate the models from their implementations, and the intelligent sys-
tem from its environment.

The simulator presented in this paper is developed with Janus [8] a multi-
agent platform developed with JAVATM. This platform offers organisational
model, network peer-to-peer and holonic systems.

These different characteristics respectively help to simulate the dynamic vari-
ation of a grid, to distribute the simulator easily and to develop hierarchical (or
holistic) microgrids.

A powergrid is composed of several devices geographically distant from each
other. These devices can be connected or disconnected at any time and contin-
uously change their consumptions or productions. The properties of an actor
of a powergrid can be put in parallel with the properties of an agent [14] in a
multi-agent system:

autonomy: a device cannot directly modify the consumption/production of
another device,
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social ability: every device presented in a powergrid have to exchange energy
with other devices,

reactivity: the devices receive energy but can also observe the powergrid to
dynamically change its own consumption/production,

pro-activeness: a device can change its internal state without considering the
state of the powergrid.

2.2 Organizational Approach

As previously expressed, this simulator is based on Janus, an organization based
multi-agent platform. Indeed, Janus is built upon the Aspecs metamodel [2] in
which the concepts of role and organization are first-class entities. An agent is
an autonomous entity that has specific individual goals and the intrinsic ability
to realize some capacities playing different roles. A role is an expected behaviour
and a set of rights and obligations in the organization context. The goal of
each role is to contribute to the fulfilment of (a part of) the requirements of the
organization within which it is defined. An organization is defined by a collection
of roles that take part in systematic institutionalized patterns of interactions with
other roles in a common context. This context consists in shared knowledge and
social rules/norms, social feelings, etc. and is defined according to an ontology.
The aim of an organization is to fulfil some requirements.

In Janus, the organization is implemented as a first-class entity (a class in
the object-oriented sense), which includes a set of role classes. An organization
can be instantiated in the form of groups. Each group contains a set of instances
of different classes of roles associated with the organization which it implements.
A role is local to a group, and provides agents playing the role and the means to
communicate with other group members. One of the most interesting aspects of
Janus covers the implementation of roles as first class entity. A role is seen as
a full-fledged class, and the roles are implemented independently of the entities
that play them.

The organizational approach of the simulator is divided into three aspects:

the microgrid organization managing the exchange of energy between all the
entities, this is the core of the simulator and represents the environment in
an intelligent system.

the hierarchical organization allowing the use of microgrids as a device,
the communication organization required to communicate with the outside.

The microgrid organization (see figure 1) is composed of 4 roles: the device
role, the transmitter role, the regulator role and the time manager role.

First, the device role has to be played by any entity that provides energy to
the grid. The provided energy is positive for a producer, for example, a pho-
tovoltaic panel, or negative for all device that consumes energy, it could be a
home, a microwave, etc.. A storage system, a battery for example, also has to
play a device role. It can be a producer when delivering energy or a consumer
when charging.
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Fig. 1. The CRIO diagram of the microgrid organization

The second role, the transmitter role has to be played by every entity that
will transfer energy between two or more roles and do not provides energy by
itself. This role also offers the possibility to simulate losses during the transfer.
An electrical bus is a typical example of an entity which has to play this type of
role. A converter is another entity that can play the transmitter role to transfer
and convert energy to entities with different characteristics.

The regulator role is connected to a transmitter to control the power flow
through it. The regulation includes the stability of the network, it could be a
frequency stability and/or a voltage stability depending on the entity playing
this role. This role can also break the energy transmission if it considers the
network as unstable.

The time manager guarantees that the time of the simulation is consistent.
All the roles played in an organization are synchronized following the time given
by the time manager (see section 2.3). Each cycle of a simulation is started when
the time manager role decide to increment the time of the simulation.

The hierarchical or multi-levels aspect of grids is modelled by using two or-
ganizations (see figure 2).

The microgrid organization is linked to an upper-level organization. The prin-
ciple is based on the connectivity of the electrical entities. Each microgrid, if not
islanded, can be connected to other microgrids or more important grids by means
of devices represented by a connector role.

The zone role represents a part of a network that can be independently simu-
lated and have to be connected to another part of the network also independently
simulated represented by another Zone role. These two roles work together (i.e.
to exchange energy) has to be linked by a connector role.

The connector role ensures the communication of two or more zone roles. As
the zone roles can simulate parts of network by different way, the connector role
has to receive the energy sent by all the zone roles and transform the energy to
ensure that the energy is valid for the other zone role. It roughly works as the
transmitter role works in the microgrid organization.



A Principled Approach for Smart Microgrids Simulation Using MAS 199

Fig. 2. The CRIO diagram of the hierarchical organization

Fig. 3. The CRIO diagram of the communication organization

Eventually, the communication organization (see figure 3) represents the com-
munication between the intelligence of system and the environment in which it
operates. It is composed of 4 roles: the device role, the sensor role, the actuator
role and the user role.

Firstly, the device role offers a two-way communication. The agent that played
this role can change its behaviour following information received from the outside
and can also be monitored by extracting local information.

Secondly, the sensor role is played by an agent that want to monitor a de-
vice role. The communication between a sensor role and a device role is a
one-way communication, the agent cannot influence the device role by sending
data.

Thirdly, the actuator role is played by an agent that has to send data to a
device role. This one-way communication offer to the device role a aperture to
the outside. The sent data shall not change the behaviour of the device role
directly but must inform the device role of any change in its environment.
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Eventually, the user role is a boundary role that can be played by any external
intelligence and must be linked to some sensor roles and actuator roles to be
aware of information of the simulation and influence the device of the latter.

For example, an intelligence wants to change the production of a fuel cell
following the consumption of an engine. To do so, it has to play two user roles: one
to monitor the consumption of the engine, and one to influence the production
of the fuel cell.

2.3 Time Management

The time management represents the scheduling of the environment in a in-
telligent system. When simulating MASs, time management is a critical point
because the timing delays introduced by the underlying execution platform may
affect the simulation results [9]. Following the classification in [5], the time man-
agement used by our simulator can be classified as conservative with a Lower
Bound on the Time Stamp. These approaches do not allow an agent to process
an event until it has been guaranteed to be safe. In this algorithm, all messages
sent during the same time stamp are safe. No future or past messages will be
processed during all the simulation. Also, if the time is incremented following
the real time, the simulator implements as real as possible the time flow and the
exchange of messages.

In our simulator, an event becomes safe at the end of the time frame in which
it was launched. Thus the amount of energy provided by the devices during a
time frame will be managed by the regulator at the end of a time frame. It
ensures that the time frame is the time unit of our simulator. As the duration
of the time frame of the simulator can be set by the user the simulation speed
can be controlled by user. The simulator can also be executed as fast as allowed
by the underlying hardware.

The implementation is realized by the time manager role of the microgrid
organization. After each step of the simulation, the time manager informs the
device roles that they have to send power to the transmitter. The transmitter
ensures the power flow between each device connected to itself. If connected
device roles do not provide the energy during the time frame the transmitter
assumes that no energy transfer is made. Then it sends the amount of power
to the regulator to check the stability of the system. The time manager finally
increments the time of the simulation.

2.4 Physical Model of Devices

Currently, the simulator contains several types of devices which can be producer,
consumer or storage systems:

– photovoltaic panels and wind turbines whose energy production is directed
by weather conditions. They are stochastic producers,

– fuel cells whose power can vary between 0 and a maximal power following
their own dynamics.



A Principled Approach for Smart Microgrids Simulation Using MAS 201

– storage systems which have their own dynamic and their own capacity. Both
of these properties are limited depending on the type of storage system. Bat-
teries have a low dynamic but a great capacity compare to supercapacitors
which have a high dynamic but a small capacity),

– electric network is an equivalent to the existing network in a microgrid: no
limitations are made in its properties.

– a set of loads (consumers). Currently these loads are not controllable.
– a DC bus allows other devices to exchange energy. Its voltage shall be

maintained in a defined voltage range otherwise the system will crash.

The developed models detailed below are simple and will be completed when a
validation with real model will be realized. For example the electrical impedance
is negligible and the converters are considered as gains.

Renewables. As the renewable energy resources are currently stochastic, they
are simply represented as current profiles. These data can be read from a file or
a stream.

Fuel Cells - Simplified Model. The power of the fuel cell is calculated ac-
cording to the current idcfc (the current coming from the fuel cell on the DC bus)
following this relation:

Pfc =
idcfc · vdc

ηfc

with ηfc the converter efficiency (between 0 and 1) linked to the fuel cell.
The instant consumption of hydrogen in terms of electrical power of the fuel

cell is given by:

qH2 =
Pfc

ηfc(Pfc) ·HHVH2

with qH2 is the hydrogen output. ηfc(Pfc) is the efficiency (between 0 and 1) of
the fuel cell depending on the functional point. HHVH2 is the Higher Heating
Value of the hydrogen and is a constant at 140MJ/kg [6].

The quantity of hydrogen consumed during a interval Δt is:

mH2 =

∫ t+Δt

t

qH2dt

The power of the fuel cell must be between 0 and the maximal power Pmax
fc

authorized by the system. The dynamic of the power also must be between
the minimal dynamic power dPmin

fc (a negative value) and the maximal dynamic
power dPmax

fc (a positive value). Finally, when the fuel cell cannot have hydrogen
the production of energy will be null.

Storage Systems - Simplified Model. The storage systems are modelled by
an energy balance. The power Pss of the system can be calculate by :
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Pss =

⎧⎪⎨⎪⎩
idcss ·vdc
ηss

if idcss ≥ 0 (discharging)

idcss · vdc · ηss if idcss < 0 (charging)

with ηss is the efficiency (between 0 and 1) of the storage system linked to its
converter.

The state of charge SOCss(t) of the storage system is calculate following this
relation:

SOCss(t) = SOCinit
ss −

∫ t

0
Pssdt

Etot
ss

with SOCinit
ss the initial state of charge of the storage system. Etot

ss is the energy
capacity of the system. The state of charge of a storage system also should be
between minimal value SOCmin

ss and maximal value SOCmax
ss in order to preserve

the system.
The power of storage system must be between the minimal power Pmin

ss and
the maximal power Pmax

ss authorized by the system. Both of these value must
be positive. The dynamic of the power also must be between the minimal dy-
namic power dPmin

ss (a negative value) and the maximal dynamic power dPmax
ss

(a positive value). Obviously, if the storage system is empty, it cannot deliver
energy, also if the storage system is full, it cannot receive energy.

Electric Grid. The electric network is the usual network already existing
plugged with a microgrid. It can deliver or receive any energy of the microgrid.

Loads. As the loads are currently stochastic, they are simply represented as
profiles of current from experiments. These data can be read from a file or a
stream.

DC Bus - Simplified Model. The DC Bus is composed by a capacitor which
required the voltage of the DC Bus. The voltage of the DC Bus is given by:

ic = −C
dvdc
dt

with ic is the current in the capacitor, C its capacity and vdc the voltage across
the capacitor. The current ic is inferred from the current balance on the DC Bus
from the Kirchhoff law: ∑

k

ik + ic = 0

with k the number of devices plugged on the DC Bus and ik the current deliver
by the device k. Thereby the DC Bus voltage can be inferred from the following
relation:

vdc = vinitdc − 1

C

∫
icdt

with vinitdc the initial voltage of the capacitor.
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3 Experiments and First Results

3.1 Scenario

The validity of our simulator was empirically validated using a simple scenario
and compared with a simulator developed thanks to SimPowerSystems.
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Fig. 4. Simulator: Top chart, current - Middle chart, voltage variation - Bottom chart,
state of charge

In this scenario (see Figure 6), the microgrid is composed of a DCBus connected
to some renewables (a mix of photovoltaic and wind turbines), loads (a consump-
tion equivalent to 50 homes), a fast storage system – a set of supercapacitors – with
strong dynamic but low energy, a slow storage system – a set of batteries – with
low dynamic but a lot of energy and the electrical grid assumed to have infinite
dynamic and energy. The virtual duration of the simulation has been set to two
days. The table 1 sums up the values of the data presented in the section 2.4.
In this example, the time step between each stability verification is one second.

3.2 Artificial Intelligence

The intelligence developed to verify the validity of the simulator is a simple intelli-
gence. The main objective of the intelligence is to keep the DC Bus voltage stable.

The intelligence first manages the behavior of the battery by regulating the
energy. If the battery has not enough dynamic to regulate the DC Bus voltage
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Table 1. Data of the testing scenario

Renewable

see Figure 4, top chart, curve in red

Loads

see Figure 4, top chart, curve in green

Battery

SOCmin
bat = 0.25 SOCmax

bat = 0.9
Pmin
bat = −300kW Pmin

bat = 300kW
dPmin

bat
dt

= −2kW/s Pmin
bat = 2kW/s

Etot
bat = 2MWh = 5kAh ηbat = 1

Supercapacitor

SOCmin
sc = 0.8 SOCmax

sc = 0.4
Pmin
sc = −600 kW Pmin

sc = 600 kW
dPmin

sc
dt

= −10kW/s Pmin
sc = 10 kW/s

Etot
sc = 100 kWh = 250Ah ηsc = 1

DC Bus

vinit
dc = 700V C = 20mF

vmin
dc = 680V vmax

dc = 720V

or has a state of charge not correlated to the decision, then the supercapacitor
comes into play and delivers some current according to a behavior similar to the
battery’s one. In any case, the electrical network stabilizes the DC Bus voltage.

3.3 Results

The figure 4 shows the results obtained by our simulator and the figure 5 shows
the results provided by the SimPowerSystems tool. In both figures, the top chart
shows the variation of current of the devices. The second (middle) chart shows
the success to keep the DC Bus voltage stable. The bottom chart shows the
dynamic of both storage systems with their states of charge.

The comparison of the two figures highlights that the devices of our simulator
globally have the same behaviors than those of the other simulator. To details the
difference between the two results which is not visible on the charts, A numerical
comparison is given the detail the variation of values between the two simulators:

– For the batteries, the mean of the differences between the intensities is 0.24A
and the deviation is 5.74A.

– For the supercapacitors, the mean of the differences between the intensities
is 0.29A and the deviation is 5.88A.

– For the electrical grid, the mean of the differences between the intensities is
0.30A and the deviation is 7.57A.
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4 Conclusions and Future Works

In this paper a subject of importance for the Smart Grids community is
presented. The proposition consists of a simulator capable of reproducing the
behaviours of electrical devices in order to test MAS for Smart Grids manage-
ment. This simulator is compared toMatlab/Simulink SimPowerSystemswhich
is, in the energy community, a well-known and widely used simulator. The re-
sults of this experiment shows that the outputs of the MAS are very close to
SimPowerSystems. However, the architecture of the two simulators are radically
different. SimPowerSystems is based on a centralized architecture and closeness is
among it basic hypothesis. The MAS based simulator presented, on the contrary,
is based on a pure agent architecture that allows distribution and openness.

Moreover, the presented principles allow to replace the simulator with real
devices without changing the Smart Grids management part. Indeed, one of the
aim of this simulator is to enable a prototyping approach for MAS dedicated
to Smart Grids management. The simulator has been designed according to a
specific MAS methodology, namely Aspecs [2]. This methodology is based on
organizational concepts and is supported by a development platform that eases
the implementation of the methodology concepts, namely Janus [8].

This new simulator is a first step toward the development of a library of de-
vices to create a huge variety of scenarii. The idea is to enable the test of smart
management strategies for power systems. One can thus test several techniques
over a set of benchmarks for learning, or only to experience new dynamic con-
trols. Currently the simulator contains some device implementations and is base
on an DC bus architecture.

In the future, we plan to evaluate different MAS for Smart Grids in order
to identify efficient approaches. These MAS will be tested within the proposed
simulator and on real grids. More specifically, a reinforcement learning approach
is under study [11] and an implementation of an AC bus architecture is planed.
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Abstract. In future, highly dynamic energy grids a likely scenario is
to have dynamically founded groups of distributed energy resources that
are in charge of jointly delivering a demanded load schedule for a certain
time horizon. In market based scenarios, such a demanded load schedule
would be a (day ahead) product that is to be delivered by a coalition of
energy resources. Computational aspects of the underlying optimization
problem or of proper coalition formation are already subject to many
research efforts. In this paper, we focus on the question of fairly shar-
ing the profit among the members of such a coalition. Distributing the
surplus merely based on the absolute (load) contribution does not take
into account that smaller units maybe provide the means for fine grained
control as they are able to modify their load on a smaller scale. Shap-
ley values provide a concept for the decision on how the generated total
surplus of an agent coalition should be spread. In this paper, we propose
a scheme for efficiently estimating computationally intractable Shapley
values as a prospective base for future surplus distribution schemes for
smart grid coalitions and discuss some first ideas on how to use them for
smart grid active power product coalitions.

Keywords: Shapley value, active power load planning, smart grid,
multi-agent system.

1 Introduction

In order to allow for a transition of the current central market and network
structure of today’s electricity grid to a decentralized smart grid, an efficient
management of numerous distributed energy resources (DER) will become more
and more indispensable.

We here consider rather small, distributed electricity producers that are
supposed to pool together with likewise distributed electricity consumers and
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prosumers (like batteries) in order to jointly gain more degrees of freedom in
choosing load schedules. In this way, they become a controllable entity with
sufficient market power.

Future smart grid scenarios are assumed to comprise the individual trade
of active power products on markets by self-organized coalitions of pro-actively
scheduled energy units [1]. In contrast to conventional, static virtual power plant
(VPP) approaches with a rather fixed structure (group of units) operated by a
single owner or operating company, we assume for the future dynamically (fre-
quently) self-organized coalitions that cooperate on a short term but are operated
by different owners. In scenarios with self-organized and dynamic formation of
coalitions, units from different owners will group together and offer (among oth-
ers) active power schedules or ancillary services to a market. Such a scenario
differs from that of virtual power plants (if owned and operated by a single
company), because of the economically cooperative behaviour: gains have to be
distributed to different operators.

For this reason, each time a active power product is sold on the market, the
jointly earned profit after delivery has to be distributed among all participants
in a way that satisfies their owners but also reflects the capability of each single
unit and considers their values for the coalition in a fair way. If a coalition of
energy units has been assigned a product schedule, the coalition has to inter-
nally coordinate its members to jointly adduce the product schedule. In order to
manage such a pool of DER, the following distributed optimization problem has
to be solved: A partition of a demanded aggregate schedule has to be determined
in order to fairly distribute the load among all participating units. Optimality
usually refers to local (individual cost) as well as to global (e.g. environmental
impact) objectives in addition to the main goal: Resemble the wanted overall
load schedule as close as possible.

When determining an optimal partition of the schedule for load distribution,
exactly one alternative schedule is taken from each unit’s search space of individ-
ual operable schedules in order to assemble the desired aggregate schedule. For
optimization, a scheduling algorithm (whether centralized or not) must know for
each unit which schedules are operable and which are not. Therefore, the set of
alternative, operable schedules (obeying multiple constraints like allowed power
or voltage bands or buffer charging levels) has to be encoded by an appropri-
ate, standardizable model for inclusion into optimization. An example for such
a model has been presented by [2].

The rest of the paper is organized as follows: We start with some background
on coalition games, especially in the context of load planning within the smart
grid and briefly revisit the concept of Shapley values. We propose an estimation
scheme combining a Monte Carlo approximation by [3] and a distributed algo-
rithm for approximating individual coalition abilities regarding the achievement
of a given load product. We present some simulation results and discuss possible
future applications.
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2 Related Work

2.1 Load Planning

Within the framework of today’s (centralized) operation planning for power sta-
tions, different heuristics are harnessed. Examples from the research sector are
for instance shown in [4] or in [5]. This task of (short-term) scheduling of different
generators is often referred to as unit commitment problem and assigns (in its
classical interpretation) discrete-time-varying production levels to energy gener-
ators for a given planning horizon [6]. It is known to be an NP-hard problem [7].
Determining an exact global optimum is, in any case, not possible in practice
until ex post due to uncertainties and forecast errors. In practice the software
package BoFIT is often used, harnessing a mixed integer model with operational
constraints as an integral part of the implementation of the model [8]. This fact
makes it hard to exchange operational constraints in case of a changed setting
(e.g. a new composition of energy resources) of the generation system.

Coordinating a pool of distributed generators and consumers with the intent
to provide a certain aggregated load schedule for active power has some ob-
jective similarities to controlling a virtual power plant. Within the smart grid
domain the volatile character of such a group of distributed energy resources
has additionally to be taken into account. On an abstract level, approaches for
controlling groups of distributed devices can be roughly divided into centralized
and distributed scheduling algorithms.

Centralized approaches have long time dominated the discussion [9], not least
because a generator may achieve slightly greater benefit if optimization is done
from a global, omniscient perspective [10]. Centralized methods are discussed in
the context of static pools of DER with drawbacks and restrictions regarding
scalability and particularly flexibility.

Recently, distributed approaches gained more and more importance. Different
works proposed hierarchical and decentralized architectures based on multi-agent
systems and market based computing [11, 12]. Newer approaches try to establish
self-organization between actors within the grid [13–15].

In contrast, VPP are usually operated by a single authority that at the same
time is the owner of (and responsible for) all distributed energy resources in
this rather static unit ensemble. Here it is quite easy to establish a centralized
control instance and moreover: no need arises for a distribution of any generated
surplus. In case of a coalition of temporarily pooled but individually owned and
operated units (as expected in smart grid scenarios), on the other hand, the
question for a fair distribution of jointly earned profit has not yet sufficiently
been answered.

2.2 Coalitional Games and Value Distribution

Grouping agents together so as to form coalitions is a major interaction concept
within multi agent systems. The usual intention behind this behaviour is that a
group of agents might achieve a goal better than a single agent [16–18]. Often,
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a group of agents is indispensable, because a single agent alone might not have
the capability to achieve the goal. Usually, it is possible to have different groups
consisting of a different mixture of agents.

Clearly, each agent (or the associated real world unit) possesses certain traits
or benefits that contribute to the overall success of the coalition with different
amount. We will not consider different bargaining power in this paper. In some
use cases, the utility of the members of a coalition may be easily quantified.
For example, [19] studies several examples from the transport sector. with num-
bers of drivers or trucks and costs expressed in dollar. In the use case studied
in this paper, the utility has to be expressed as the contribution that eases a
joint planning problem (jointly planning individual load for gaining a wanted
aggregated schedule) what has to be expressed in terms of traits and size of
individual search spaces of alternative schedules. The actually chosen schedule
is not necessarily proportional to the utility of the unit because the richness of
offered opportunities (moreover in case of having backup capabilities for later
re-scheduling) has to be considered; not the taken choice.

Distributing joint cost is a long discussed topic [20]. The division of surplus
has use cases and applications in production [20, 21], electricity pricing [22],
public goods [23, 24], and other situations modeled by cooperative games.

A survey of coalition games applied to several use cases in the smart grid can
be found in [25]; e.g. some utility functions (analytically calculable) are given
but no profit distribution is discussed.

An early application to power planning has been studied in [26]. They used
a bilateral Shapley value approach in a multi-agent system for coalition forming
when determining cost distribution among beneficiaries of transmission system
expansions. In [27] a payment mechanism for VPP is proposed based on the ac-
curacy of individually forecasted power supply. Individual utility of the members
to the whole coalition is not considered due to the intractability of calculation.

Intractability in general limits applications of exact Shapley values based dis-
tribution schemes. Possible approximation schemes are discussed in the next
section.

3 Background

Cooperative game theory is concerned with problems from coalition formation
in multi agent systems and desirable properties of such coalitions [3, 28]. Among
others, cooperative game theory offers concepts for fair distribution of jointly
earned gains among all members of a coalition. The Shapley value [29] is such a
concept for fair payoff distribution [19].

If cooperative behaviour is enforced by offering better payoff for an agent
within coalitions (groups of players), the competition is between coalitions rather
than between individual agents. Such game is said to be a coalition game. If the
utility may be exchanged between players (for example by side payments) the
game is said to have a transferable utility.

Let N be a set of n players (agents). A coalition game (N, v) with transferable
utility for the player set N is characterised by a function v that measures the
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worth v(S) of any non-empty subset S ⊆ N . In this sense, v(S) denotes the total
jointly earned payoff or benefit of a coalition S, that can be distributed among
all members of S. Of course, each member makes an individual contribution that
has to be considered when determining individual payoff.

The characteristic function v allows to assess the worth of a coalition in the
context of a given scenario but gives no hints on how to share it. Shapley [29] de-
fined a value for games that exhibits certain fairness properties [30]. The Shapley
value ϕi that is assigned to player i according to a given characteristic function
v in a coalition game (N, v) that determines the gain is defined as

ϕi(v) =
∑

S⊆N\{i}

|S|!(n− |S| − 1)!

n!
(v(S ∪ {i})− v(S)). (1)

The term v(S ∪ {i})− v(S) in (1) refers to the marginal contribution of player
i to the value of the whole coalition [31].

The marginal contribution defines how much a player i contributes to the
overall gain or phrased differently: how important player i is for the coalition.
The value assigns a unique distribution of the total generated surplus among
all members of a coalition based on the marginal contributions. Shapley values
determine a fair distribution.

Especially, Shapley values are the only value distribution scheme that has all
of the following four properties (cf. e.g. [19]):

1. Pareto-efficiency: The total value of a coalition is distributed among the
members:

∑
i∈N ϕi(v) = v(N)

2. Symmetry: The value can be determined regardless of the name of the
players. If for any two players i and j the following relation holds: v(S∪{i}) =
v(S ∪ {j}) for every subset S ⊆ N with S ∩ {i, j} = ∅, then ϕi(v) = ϕj(v).

3. Additivity: This property requires for any two games ϕi(N, v), ϕi(N, v∗)
that the following relation holds: ϕi(N, v)+ϕi(N, v∗) = ϕi(N, v+v∗) ∀i ∈ N .

4. Zero player: If the marginal value of a player to any possible coalition is
zero, this player gains a value of zero: v(S ∪ i) = v(S) ∀S ⇒ ϕi(v) = 0.

Calculating Shapley values in general is intractable [32, 33] because the calcu-
lation is often #p-complete [34]. The complexity depends on the value function
v. There are some special cases where computational feasible calculations or at
least approximations of Shapley values are known, e.g. supermodular games [31].

Weighted voting games are an example with computationally hard Shapley
values [3]. In such games a coalition gets a reward of 1 if the sum of individual
weight values assigned to each agent is larger or equal to some given threshold
and 0 elsewise. For a smart grid use case this could translate as follows: if a
coalition has to jointly archive at least power q, each generator (or its controlling
agent respectively) is assigned a weight of its generation power pi. A generator
coalition is rewarded if

∑
i pi ≥ q. An extension to this could demand that

the deviation of the joint power to the demanded power is below some given
threshold. Another use case would devalue larger deviations from the target
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schedule and thus continuously evaluate gains by the actually achieved similarity
of demanded and achieved schedule. We will stick mainly with this use case.

Several methods have been proposed to approximate Shapley values for coali-
tion games. Mann and Shapley started with proposing a method based on Monte
Carlo simulations in [35], but without suggesting how to draw necessary samples
of coalitions; a more comprehensive analysis of sampling approaches can be found
in [36]. In [37] a multi-linear extension approach with linear time complexity has
been proposed, which has but to be weakened when improving approximation
error [38]; [39] proposed a method based on choosing random permutations from
coalitions. We will here adapt an randomized approach from [3] with linear com-
plexity.

4 Shapley-Values in Distributed Power Planning
Scenarios

4.1 The Planning Scenario

We consider the following power planning scenario within a smart grid: A coali-
tion of (rather small) energy resources is supposed to operate in a way that they
jointly produce a wanted active power schedule for a given time frame. The ob-
jective is that power production meets power consumption as close as possible
at every moment in time. Usually, time is discretized and the energy in every
discrete time period (often 15 minutes or shorter) is considered. To this end, we
have a demanded load schedule (active power) for a given future time horizon

P = (p1, p2, . . . , pn) ∈ Rd,

with pi denoting mean electric active power (energy would also do) during the
i-th time period for d time periods. This is the active power product that the
given group of energy resources is going to deliver according to some market
contract. Let

s(i) = (pi,1, pi,2 . . . , pi,n) ∈ F(O0,i) ⊂ Rd

denote a schedule of agent i taken from the individual feasible region F(O0,i)

(containing all operable schedules) resulting from the starting operational state
O0 of the unit of agent i. We are now interested in a set of schedules {s(i)|i ∈ S}
that minimizes

‖P −
∑
i∈S

s(i)‖ → min (2)

with ‖·‖ denoting some norm that measures the difference between two schedules.
We used the Euclidean norm. Phrased informally, each unit from coalition S
must choose exactly one schedule from its feasible region of realizable schedules
such that all individual schedules jointly resemble product schedule P as close
as possible.

The individual contribution to the quality of the solution that an agent offers
to the coalition is the individual search space and its abilities, not the finally
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picked schedule. This search space determines the set (size, variability and di-
versity) of alternative choices from that an planning algorithm might choose. In
case of a many-objective version of the above sketched problem, cost indicators
for a cost effective choice of alternatives would also be part of the search space.

4.2 Distributed Estimation of Shapley-Values

As has been mentioned in the background section, computing Shapley values
exactly is computational hard and therefore intractable for larger coalitions of
DER. In order to make nevertheless use of these indicators as a base for sharing
the surplus, we used a Monte Carlo based estimation scheme after [3].

The method basically works as follows: instead of calculating all marginal
contributions to all possible sub-coalitions of a given player j, draw a random
sample of n coalitions with size 1, 2, . . . , n. The average of the marginal contri-
butions of Player j in the random sample is taken as an approximation ϕ̂j(v)
for the Shapley value ϕj(v). Obviously, this approximation can be achieved with
linear time complexity O(n).

Next, we have to define the marginal contribution of a DER for a coalition
within the sketched smart grid load balancing scenario. Such a coalition is first
and foremost aiming at resembling a given load schedule as close as possible.
For this reason, it seems appropriate to choose the metric that measures the
distance between achieved load and wanted load a basis for our considerations,
as this metric is also used as (at least one) objective during optimization. In
this way, the marginal contribution is proportional to the difference between
the minimal distance that a coalition can achieve with agent j and the minimal
distance achieved without agent j:

c(j, S) =
1

δmin(P, s(j) +
∑

i∈S s(i))
− 1

δmin(P,
∑

i∈S s(i))
(3)

with c(j, S) denoting the marginal contribution of agent j to coalition S and
δmin(·, ·) denoting the minimal distance (best product resemblance) that a coali-
tion may achieve. The reciprocal of the distance is used, because achieving a
small distance is, of course, of a bigger value for the coalition. The schedules s(i)
of agents i are chosen in a way that the coalition as a whole gets off best, e.g.
in a way that the sum resembles the target load P as close as possible and are
therefore the result of an optimization process.

Another possible interpretation would be to define an ε as a threshold for
allowed average load deviation per time period and assign to an agent a marginal
value of 1 if he is a swing player (if the player enables a coalition to fall below
the threshold P − ε ≤

∑
i s(i) ≤ P + ε when joining the coalition) and 0 elsewise.

In this case, the marginal contribution EΔX
j to a coalition of size X can be

estimated by [3]:

EΔX
j =

1√
2πν/X

∫ (q−ε)/X

(q−wi)/X)

e−X (x−μ)2

2ν dx, (4)
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with the so called quota q that translates to the target load (share of active
power of a unit) in our use case, a weight w (here: the power contributions of
the units) for each player i and μ and ν as mean and variance of the weights.
The Shapley value may then be approximated by [3]:

ϕ̂j(v) =
1

n

n−1∑
X=0

EΔX
j (5)

In any smart grid scenario with coalitions of agents trying to assemble a
profitable product by scheduling their individual loads, the applicability of Eq.
(5) depends on whether the agents are swing players (players enabling a gain for
a coalition) or not: depending on market and payoff strategy. In any other case,
the Monte Carlo approach that averages the marginal contribution (e. g. Eq. 3)
from a sample of coalitions can still be used:

ϕ̂j(c) =
1

n

n−1∑
X=0

c(j, SX), (6)

with SX denoting a random coalition with size X . The latter case is only ap-
plicable if power is planned for a single time period and thus for 1-dimensional
schedules. We will now focus on the case with longer planning periods.

In any case, the optimization problem Eq. (2) has to be solved multiple times
during the estimation process for calculating marginal contributions.

The task of the optimization process is to determine how good (close in the
sense of distance between schedules) a given coalition can adapt the joint sched-
ule to the product. Then, we can compare how good a coalition performs with
and without a prospective member and thus how much the agent in question
may put forward the group.

In the case considered here, a constraint problem has to be solved. Each en-
ergy resource has to restrict its possible operations due to a set of individual
constraints. These can be distinguished into hard constraints (usually techni-
cally rooted, e.g. minimum and/or maximum power input or output) and soft
constraints (often economically or ecologically rooted, e.g. personal preferences
like noise pollution in the evening). When determining an optimal partition of
the schedule, exactly one alternative schedule is taken from each energy units
search space of individually operable schedules (individual feasible region) in
order to assemble the desired aggregate load schedule.

In general, any optimization procedure that is able to handle these individual
constraints during the search process would do. We used a distributed opti-
mization approach that has been introduced in [40]. In this approach a decoder
is harnessed to handle the individual constraints of the energy units by trans-
forming the problem into an unconstrained one. Such a decoder is a constraint-
handling technique [41] that maps the constrained problem space to some other
not-restricted space where the search operates. In this way, it becomes possible
to get every agent a model of the search spaces of all other agents and a decoder
that allows for an unconstrained exploration of these search spaces.
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To do this, in a first step a surrogate model based on a support vector approach
[42] is learned that substitutes for the individually implemented simulation mod-
els (of different energy resources) and enables uniform access to the information
on which schedules can be realized and which not. In our scenario, we assume an
agent in charge of controlling a single energy resource. With such an approach it
becomes possible for each agent to solve an optimization problem that involves a
parallel search in the search spaces of all other agents in a coalition. Each agent
has a model of his own and one for the search space of each other agent and
may harness the associated set of decoders to explore these search spaces with-
out having to know the individual constraints. In a round-robin approach each
agent tries to improve the overall solution (available for all agents) by changing
the own schedule to the one that most improves the solution (after making it
feasible with the help of the decoder). A major advantage of this approach is
that it can be also calculated by a single agent alone (as central, population
based algorithm) as soon as he knows the decoders from all other agents in or-
der to convert solution into feasible solutions. In this way, each agent can do the
calculation for optimization during calculating the own Shapley value without
having to know anything about the search space structure (or its calculation) of
the others.

In this way, each agent can calculate his own Shapley value according to the
following process (for the case of Eq. (3)): After choosing a random set of coali-
tions for the Monte Carlo approach mentioned above, an agent may calculate his
marginal contributions by solving the respective optimization problems with and
without his own contribution. With the help of the above mentioned optimiza-
tion approach all calculations that are necessary for calculating an agents own
Shapley value can be done by the agent himself, because each agent possesses
all search space models from the other agents in the coalition.

Thus, all calculations for Shapley value estimation can be done in parallel, if
each agent calculates the own value with the help of the decoders of all others.
The amount of necessary communication in distributed environments as well as
local computationally complexity depends on the used heuristic for the optimiza-
tion steps for determining the best achievable aggregated schedule of a coalition
to resemble the wanted target schedule.

4.3 Simulation Results

So far, we have tested the approach with simulated μ-CHP (combined heat and
power generator); each controlled by an agent.

Of course, each generator has to obey individual constraints such as time vary-
ing thermal buffer charging, power ranges,minimumON/OFF times, etc. For this
reason, we simulated individual plants. For our simulations, we used simulation
models of modulating CHP-plants (capable of varying the power level). In order
to gain enough degrees of freedom for varying active power, each CHP is equipped
with an 800� thermal buffer store. Thermal energy consumption is modeled and
simulated by a model of a detached house with its several heat losses (heater is
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Table 1. Proportions of profit share approximated with the proposed approach for
different scenarios: all equal column 1 and 2; two chp with extra heat demand: column
3; four with extra demand: column 4

CHP No. calculated estimated 2 special 4 special

1 12.498±4.346e-3 12.497±4.990e-3 14.115±1.123e-1 13.156±2.024e-1
2 12.500±6.735e-4 12.500±3.848e-5 14.270±1.229e-1 13.014±2.341e-1
3 12.503±5.809e-3 12.504±6.326e-3 11.856±4.490e-2 13.301±2.517e-1
4 12.501±1.912e-3 12.502±2.597e-3 11.852±4.504e-2 13.056±2.284e-1
5 12.499±2.023e-3 12.499±1.811e-3 11.960±3.897e-2 11.586±3.772e-1
6 12.500±4.805e-3 12.503±5.826e-3 11.834±4.698e-2 11.916±2.637e-1
7 12.497±4.987e-3 12.497±5.608e-3 12.246±1.749e-2 11.953±2.331e-1
8 12.499±1.845e-3 12.499±2.378e-3 11.868±4.403e-2 12.017±3.061e-1

supposed to keep the indoor temperature on a constant level) and randomized
warm water drawing for gaining more diversity among the devices.

For each simulated household, we implemented an agent capable of simulating
the CHP (and surroundings and auxiliary devices) on a meso-scale level with
energy flows among different model parts but no technical details. All simulations
have so far been done with a time resolution of 15 minutes for different forecast
horizons. Although, our method is indifferent about any such time constraints.
We have run several test series with each CHP randomly initialized with different
buffer charging levels, temperatures and water drawing profiles. First, we tested
a scenario with identical CHP trying to jointly resemble a given active power
schedule. As we used identically parameterized CHP the expectation is that each
unit gets the same share of profit (regardless of the actual load distribution).
Table 1 shows the result for several runs with 8 CHP, so each of them is expected
to get 12.5% of the coalition’s payoff. The distribution key has been calculated
by expressing the Shapley value of each CHP as a percentage of the sum of all
Shapley values. This approach with an allocation formula is necessary, because
in our scenarios Shapley values represent an abstract worth (e. g. min. achievable
distance) and do not directly represent a distributable value like money. In this
way, we only may indicate a distribution scheme for sharing the profit that is
calculated by market, cost, expenses, and prices after delivery.

Table 1 shows the distribution for 8 CHP with calculated (eq. 1) and with
linearly estimated (eq. 6) Shapley values. Note that the calculated values are
also not precise because they rely on heuristic optimization results, too. This
two aspects of estimation have to be distinguished. The linear approximation
performs competitively good compared with the exact (modulo the used opti-
mization heuristic) calculation of the values (eq. 1), which would not be tractable
for coalitions with sizes beyond about 20 agents. We gained similar results for
the use case related to the weighted voting game eq. (5), but with a larger vari-
ance. Obviously, this case is much more sensitive to the heuristic that is based
on a randomly chosen start configuration of the units in our simulations. In a
second scenario (table 1, columns 2,4 special), two and respectively four CHP
are given an extra thermal demand during the first hour and a target schedule
was used that demands for more power during this period.
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Fig. 1. Computation time for the Shapley value of an agent for different coalitions sizes
(Java on a 3 GHz Windows system)

Finally, we scrutinized the computation time for larger coalition sizes. Figure
1 shows the results for coalitions up to 1200 members. As we assume that each
agent calculates the own value and the calculations of all agents can be done in
parallel, the denoted times are the totally necessary times. As has been discussed
earlier, the number of operations for determining the values grows linearly with
coalition size if the proposed approximation is applied. One of these operations
is: solving the optimization problems that determines the smallest achievable
distance to the target schedule for a given coalition. In our case, the complexity
for optimization also grows linearly with coalition size. This is due to the used
heuristic [40]. Other algorithms might show a different behaviour. Thus, the
total complexity for approximating a Shapley value in our case is in O(n2) for
each single agent. As figure 1 shows, the time consumption is still reasonable
considering day-ahead planning and real-time conditions of several hours for the
whole negotiation and active power planning process.

In the swing player case eq. (5), complexity would still be in O(n2) although
all calculations can only be done for one time period at a time and have thus to
be repeated for each period.

5 Conclusion and Further Work

Having self-organized coalitions of agents from different owners that plan, pro-
duce and sell active power products jointly generated by units from different
owners, demands for a scheme for fair distribution of jointly gained payoffs.
Shapley values are a well known means of calculating fair shares of payoff for all
members of a coalition.

Shapley values are an important conceptual basis for gaining unique and fair
distribution keys for profit sharing. Each agent is assigned a share of surplus
according to individual marginal contribution. The marginal contributions may
be calculated according to an evaluation function that takes into account opti-
mization processes and results in order to determine the capability of fulfilling
a active power provision product. In this way, the added value of each agent to
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a coalition according to a given power product is expressed as the added value
for improving the expected joint optimization result resulting from introducing
new degrees of freedom for planning by bringing in individual search spaces.

In this way, each agent is evaluated according to individual capabilities for
easing cost effective overall adaption of the group and not for delivering an as-
signed schedule that (at least in case of using heuristics) partly relies on random
and arbitrariness of the scheduling algorithm.

Clearly, the distribution key is only an abstraction that gives hints on how
to distribute the surplus of the coalition. Calculating the money value of each
agent (or rather of the energy unit the agent is in charge of) has to take into
account further considerations of expenses, the course of re-scheduling actions
during product delivery, market, and so on.

For now, we have shown that Shapley values may be efficiently estimated with
a linear Monte Carlo approximation scheme combined with a heuristic for the
worth of a coalition. All calculations may be done fully parallel if all members
are trustworthy. In this way, we now have an appropriate tool for a distribution
scheme that possesses certain fairness properties from game theory as a essential
basis for more sophisticated distribution keys in future developments. Concrete
application schemes for such distribution keys are still to be developed.
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Abstract. Nowadays, many critical infrastructures are monitored by
SCADA systems processing data obtained by underlying sensor net-
works. Modern SCADA systems are usually networked, also using wire-
less connections. Thus, security concerns are crucial when developing
SCADA applications, as they are increasingly vulnerable to cyber at-
tacks. In this context, the detection of misbehaving nodes is a key issue,
which is in general not easy to address due to the logical and physical
high distribution of nodes as well as their complex functions in the net-
work. To deal with the above problem, approaches based on information
sharing among collaborative components seem suitable. However, all the
past proposals based on information sharing only focus on detecting mis-
behaving sensor nodes without considering all the other SCADA nodes
at any level of complexity. In this paper, we present a trust-based ap-
proach to detecting high-level compromised nodes in a SCADA system
that is based on a competition among agents associated to nodes. Some
preliminary experiments we have performed show promising results of
the proposed approach in terms of effectiveness and efficiency.

1 Introduction

Nowadays, most manufacturing or processing plants are supported by a Supervi-
sory Control And Data Acquisition (SCADA) system, which is a computer-based
control system allowing system operators to oversee a variety of processes. By
using distributed electronic controls and sensors to perform batch or repetitive
tasks, SCADA alerts the operator if some system component needs attention or
has exceeded pre-set parameters. While the first SCADA systems held all op-
erations in one computer (generally a mainframe) and SCADA functions were
limited to only monitoring sensors, the later SCADA systems use a distributed
architecture since they often share control functions across multiple smaller com-
puters. Moreover, if in the first distributed SCADA systems the nodes were con-
nected by Local Area Networks, current SCADA systems are usually networked,
communicating through Wide Area Networks, and often the clients can access
the system using Internet and the Web [9], also via a wireless connection [7]. As
an example of a modern Web-based SCADA system, in Figure 1 is represented
the architecture of the Broadwin WebAccess networking [2].
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Fig. 1. Broadwin WebAccess: An example of Networked SCADA architecture

Currently, SCADA systems are built upon a Wireless Sensor Network [12].
In such a context, security concerns are key issues when developing SCADA
applications, as they are vulnerable to cyber attacks. In many current SCADA
systems, the use of a Virtual Private Network (VPN) is the only security protec-
tion adopted, but the possibility of physical access to SCADA-related network
jacks and switches provides the ability to totally bypass firewall and VPN se-
curity. This problem is best addressed by endpoint-to-endpoint authentication
and authorization provided by cryptographic techniques, but encryption is not
suitable for sensor devices because resource restrictions would prevent strong en-
cryption schemes, and low-cost side-channel attacks are sufficient to reveal the
private keys [13]. Other techniques for implementing security in SCADA systems,
presented to the general security community, address the problem only focusing
on the sensor network underlying the global system, proposing secure routing
protocols. For example, in [5], an architecture to stimulate a correct routing be-
havior is presented, where each node receives a per-hop payment in every packet
it forwards. Nodes store this payment information in an internal counter and this
information is shared by nodes that directly interact, introducing a cooperation
element in the security mechanism. In [10], the authors present an approach
for mitigating routing misbehavior by detecting non-forwarding nodes and rat-
ing every path so those nodes are avoided when the routes are recalculated. In
this approach, the non-routing nodes are not included in routing paths, since
they are not going to cooperate, but they still can ask others to forward their
messages. This scheme detects the misbehavior but it does not isolate it. Also
the approach proposed in [4], introduces a secure routing protocol, called CON-
FIDANT. CONFIDANT operates over the chosen routing protocol and makes
misbehaviour less attractive for the nodes than proper routing. In particular,
the nodes watch their neighbors for bad behaviour and take this behavior into
account by a local reputation system.
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Moreover, the nodes can also inform their trusted neighbors on misbehaving
nodes. Another similar approach, that uses a reputation system, is that presented
in [11]. However, differently from CONFIDANT, in this case the reputation
system is not local, but global: some reputation information about the sensor
nodes is transmitted all over the network, in order to warn all nodes about
misbehaving nodes. In this approach, the compromised nodes are detected and
isolated, since their reputation is rated as low.

1.1 Contribution

In any case, all the above approaches work at the level of sensor networks, with-
out involving the high-level SCADA nodes. In this paper, we argue that designing
a detection strategy that takes all the SCADA nodes (not only the sensors) into
account, can introduce two main advantages: (i) it is possible to immediately
detect attacks that are directly addressed to high-level SCADA nodes; (ii) it is
possible to use different software components for high-level nodes (that are gen-
erally fully-equipped PC) and for lower-level nodes (that have limited resource).

Observe that these two levels of components in SCADA systems, namely,
(i) the underlying sensor network and (ii) the other high-level of supervision
and control, are not equivalent from the viewpoints of security problems and
possible countermeasures. For example, a SCADA system may collect a number
of measures from different sensors, and may elaborate them, so that a simple
detection of outliers in the temporal sequences of sensors (as in [11]) is not
immediately extensible to the other high SCADA levels, since the misbehaviour
of a SCADA node could be much more complex with respect to that of a sensor
node. Therefore, the aforementioned approaches working at sensor network level
are not immediately applicable to the whole SCADA system.

On the basis of the above considerations, we propose a technique for detect-
ing compromised nodes in a SCADA system that exploits a trust-based strategy
derived from the research field on competitive agents. In our approach, each
SCADA node is associated with a software agent, called control agent, and con-
trol agents are in competition with each other in a game. Each control agent
sends control requests to other agents and based on the quality of the responses
computes some trust measures that contribute to determine the global reputa-
tion of each agent. The SCADA nodes associated to the agents having low global
reputations are considered as possible compromised nodes. Similarly to other ap-
proaches as [5,11], our proposal is based on sharing some individual information
(trust measures, in our case) among system nodes, exploiting the distributed
architecture. However, differently from the past approaches, we propose to in-
volve in the distributed computation the SCADA high-level nodes (and thus
indirectly also the controlled sensor nodes). Therefore, we have the possibility
to use a sophisticated trust model, representing both the trust that a node A
has in another node M based on its direct past experience (reliability), and the
trust about M that A derives from opinions coming from other nodes (reputa-
tion). For this purpose, taking inspiration from a previous proposal [14], where
a general trust model is introduced in order to study how to combine reliability
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and reputation, we introduce a trust-based framework specifically conceived for
SCADA systems, using both reliability and reputation, aiming at detecting and
isolating compromised SCADA nodes.

Several metrics and techniques to measure reliability and reputations have
been proposed in the literature [15,16]. Furthermore, some of these approaches
deal with the integration of reliability and reputation into a single synthetic
measure [8,17,6,3].

Indeed, it is important to remark that the choice of a correct integration
between reliability and reputation is a key issue when using a global trust mea-
sure and this choice strictly depends on the characteristics of the application
environment. Our model leaves the possibility to design the security mechanism
adopting the most suitable combination of these two trust measures, introducing
a complete flexibility with respect to the particular SCADA system which the
approach is applied to.

Note that our approach could be usefully integrated with any of the past
proposals for detecting misbehaving sensor nodes. Indeed, if our approach detects
a compromised SCADA node that controls a set of underlying sensor nodes, an
approach as those proposed in [4,11] can be used to detect the compromised
sensors.

To the best of our knowledge, our proposal is the first attempt to use a trust-
based approach for detecting and isolating compromised nodes in a SCADA
system, working at high level. As a consequence, our preliminary experimental
evaluation described in Section 4 only focuses on studying the performances of
our approach, since no immediate comparison with other techniques is possible.
However, in our ongoing research, we are studying to design reasonable exten-
sions of the available reputation-based methods for sensor networks to the high
level of SCADA nodes, making possible a comparison with our approach.

The paper is organized as follows. In Section 2, we introduce the scenario
we deal with as well as a sketch of our proposal. In Section 3, we describe the
adopted trust model and our method for detecting compromised nodes. Then, in
Section 4, we present the experimental campaign we have performed to validate
our proposal, which shows the capability of our approach to effectively and
efficiently individuate compromised nodes. Finally, in Section 5, we draw some
conclusions and discuss our ongoing research.

2 An Overview of the Proposal

A SCADA system is composed of a set of SCADA nodes where each SCADA
node manages a set of sensors. Nodes provide information such as sensor read-
ings. Each requested information belongs to one of the types defined for the
application domain (e.g., in a SCADA monitoring a Water Treatment and Dis-
tribution System, flow level, flow pressure, pump speed, etc.) If the required in-
formation involves measures derived from sensors falling under its competence,
a node can directly provide the response. Otherwise, the node has to propagate
the request to other nodes in order to provide the response. An example of a
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SCADA node A SCADA node M

SCADA node H

SCADA node R
1. control
request

2. recommendation
request

3. recommendation
response

4. collaboration
request

5. collaboration
response

6. response

7. feedback

Fig. 2. An example of interactions among agents

SCADA system with four nodes is provided in Figure 2. Here, the SCADA node
A manages three sensors, while the other nodes are responsible of two sensors
respectively.

In order to detect compromised nodes, we propose an agent-based approach.
In our proposal a software agent, called security agent, is associated with each
SCADA node. Moreover, a central software component, called security agency,
is used to monitor the behavior of SCADA nodes. These two components, the
set of agents and the agency, implement the security subsystem which has an
important role in our framework. Each agent associated with a SCADA node
has a different expertise about each information type T , due to its particular
capability to provide that information. Indeed, it is possible that the agent can
directly obtaining that type of information, so that it behaves as an expert about
T , while it is also possible that it has to require the collaboration of other agents.
Moreover, the expertise of an agent about an information type can vary in time,
due to possible changes in the SCADA system configuration.

In our proposal, we suppose that each agent R periodically sends suitable
control requests to some other agents. Such requests are used to evaluate the
trustworthiness of the other agents. To this end, these requests are related to
information already known by the agent. We make an inherent assumption that
nodes have a high level of redundancy in sensing coverage, so that other nodes
can evaluate the information quality. Assume that the agent A receives a control
request. If A is not able to directly provide a response to this request, then it
forwards the request to the agents considered the most suitable, based on a trust
model. The number of agents to be contacted by A is a design parameter of the
security subsystem and can be suitably tuned to avoid an excessive traffic in
the communication network. The selection of the most suitable agents is based
on the effectiveness shown in the past by the agents in the information type T
which the request falls into. During each temporal step, the agents of the security
subsystem can interact with each others, in order to exchange information. The
interactions among agents follow the protocol described below:

– In order to provide a requesting agent R with a response to a request of a
given type T , an agent A may decide to require the collaboration of another
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agent M . Before requiring this collaboration, A can ask a third agent H for a
recommendation about the expected capability of the agent M in providing
information of type T . A recommendation is an evaluation of the quality gen-
erally associated with the responses provided by M . The recommendations
coming from other agents are used by A for updating its internal reputation
model (see Section 3.1). In other words, A uses the gossips coming from the
other agents in order to determine the reputation of M in the community.

– At the end of the step, the agent A receives a feedback from the agent
R. The feedback contains an evaluation of the quality of the response and
consequently informs A about the quality of the contributions given by the
contacted agents to provide the response. This way, A can use the feedback
to update its internal trust model about the agents of the system.

The overall process that leads to provide the requesting agent with a re-
sponse is logically decomposed into 7 phases, graphically represented in Figure
2, namely:

1. the requesting agent R submits a control request to the agent A;
2. A requires recommendations to another agent H about M ;
3. H provides the recommendation of M ;
4. A requires the collaboration of M to obtain the information asked by R;
5. M provides this information;
6. A provides R with the response to the control request;
7. R provides A with a feedback.

3 Trust-Based Detection of Compromised Nodes

This section describes the trust model and the mechanism that are exploited to
detect compromised nodes.

3.1 The Trust Model

The trust model adopted in our approach is strongly based on three trust
measures, namely reliability, reputation and preference.

In particular, given two agents A and M , the reliability that A assigns to M
represents the subjective measure of the trust that A has in another agent. It
comes from the past direct experience of A with M .

Moreover, the reputation that A assigns to M represents a measure of trust
that does not depend on past direct experiences. Instead, it is based on some
recommendations coming from other agents of the community. Observe that
although the reputation is not based on a subjective evaluation of the agent,
it is not an objective measure, since the agent A computes the reputation of
another agent M independently of how the other agents compute the reputation
of M .
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Finally, the preference that the agent A assigns to the agent M is obtained
by suitably taking into account both the reliability and the reputation perceived
by A.

We show how the above trust measures are evaluated by each agent basing
on the received recommendations and the strategy defined in our proposal.

At the beginning, since the agent has not had any interaction with the other
agents and thus it has no knowledge about the environment, the three trust
measures assigned to any other agent can not be evaluated (we can say their
value is null).

Now we describe how the trust measures of an agent w.r.t. any other agent
are computed and updated.

Consider the i-th step carried out by the agent A (recall the agent interactions
described in Section 2). Here, the agent A is required to provide the sensor
measures S1, . . . , Ss of type T , where the type T is related to an information not
directly provided by A. As a consequence, A thinks of using the collaboration
of another agent M . Before exploiting this collaboration, A requires to other
agents a recommendation concerning the expected capability of the agent M in
providing information of type T . Such recommendations are of the form RC =
〈M,T, V 〉, where M is the subject, T is the information type, and V ∈ [0, 1] is
the value of RC. The higher the value of a recommendation RC = 〈M,T, V 〉, the
higher the expectation that M is able to respond correctly about information of
type T .

After the request is forwarded from A to M and M provides the response, A
receives from R a feedback about the quality of the response. Each feedback is a
real number belonging to [0, 1]. A feedback equal to 0 (1, resp.) means minimum
(maximum, resp.) quality of the response. Let FB1, . . . , FBs be the feedbacks
which evaluate the quality of the responses given by M to the requests S1, . . . , Ss

(recall, of type T ).
We show how, at the end of this step, the trust measures are updated.

– Reliability. At the i-th step, the reliability RLi(A,M, T ) assigned by A to
M in information of type T is computed as:

RLi(A,M, T ) = α · RLi−1(A,M, T ) + (1− α) ·
∑

1≤j≤s FBj

s

where RLi−1(A,M, T ) is the previous value of reliability assigned by A to M
in information of type T and α is a real value belonging to [0, 1] representing
the importance given to the past evaluations of the reliability with respect
to the current evaluation (in other words, α measures the importance given
to the memory with respect to the current time).

Observe that, in case this is the first interaction of A with M , the value
of α is set to zero since no past evaluation can be used when updating the
reliability.

– Reputation. The recommendations on M about information of type T
received from the other agents at this and at the previous steps are used
by A to evaluate the reputation of the agent M in information of type T .
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Denoting by V1, . . . , Vr the values of such recommendations, the reputation
RP i(A,M, T ) assigned by A to M in information of type T at the i-th step
is computed as:

RP i(A,M, T ) =

∑
1≤j≤r Vj

r

In words, A computes the reputation of M in information of type T as the
mean of all the recommendation values received from the other agents of the
community concerning M .

– Preference. Finally, at the i-th step, the preference PRi(A,M, T ) assigned
by A to M in information of type T is computed as:

PRi(A,M, T ) = β ·RLi(A,M, T ) + (1 − β) ·RP i(A,M, T )

where β is a real value belonging to [0, 1] which is used to weight the
importance of the reliability with respect to the reputation.

The computation of the value of the three trust measures is used for two
purposes: the former is to select the most suitable candidates to require a col-
laboration and this is done by taking into account the value of preference. This
issue is not the focus of the paper and will not further discussed. The latter
purpose, which is a key issue in this paper, is to detect compromised nodes and
will be dealt with in the next section.

3.2 Detection of Compromised Nodes

At the end of each step i, each agent sends to the security agency (see Section
2) the value of the preference assigned to the other agents. The security agency,
for each agent and for any information type T , computes a global measure of
its reputation in the agent community, called global reputation in information
type T . Let A1, . . . Ap be all the agents that have sent preferences at the step
i to the security agency about M in information of type T . The global repu-
tation GRi(M,T ) at the i-th step of the agent M in information of type T is
defined as:

GRi(M,T ) =

∑
1≤j≤p PRi(Aj ,M, T )

p

i.e., the arithmetic average of all the received preferences.
If the value GRi(M,T ) is lower than a pre-determined threshold τ , the se-

curity agency generates an alarm related to the SCADA node associated with
the agent M regarding the information type T , which will be subsequently man-
aged by the SCADA system administrators. Note that the value chosen for the
threshold τ is crucial in the detection procedure. A too high value for τ could
generate some false positive, whereas a too low value for τ could generate some
false negative. The choice of τ can be accurately done by the administrator of
the SCADA system, based on her experience and on the typology of the SCADA
application domain.
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4 Evaluation

In this section, we describe some experiments we have performed in order to
evaluate both effectiveness and efficiency of our approach in detecting compro-
mised nodes of a SCADA system. The experiments have been carried out by
using a prototypical simulator of the scenario described in Section 2. We have
built this simulator as an extension of the well-known Agent Reputation and
Trust (ART) platform [1] that allows the simulation of a competition between
agents equipped with a trust model.

Our prototype simulates the behaviour of the SCADA agents of the security
subsystem. In particular, each simulated agent has a specific expertise which
is a real value ranging in [0, 1] assigned by the simulator. For simplicity, in
this simulation we have assumed that only one information type exists. The
error in responding to a control request generated by the simulator for an agent
having an expertise e is described by a normal distribution with mean 0 and
standard deviation equal to 1− e. In other words, the higher e, the more precise
the responses of the simulated agent. The agent’s expertise does not change
throughout the game and the agents know their levels of expertise. Moreover,
the simulator does not inform agents about the other agents’ expertise levels.
The true values of the control requests presented by the agents to other agents
are generated uniformly at random.

We have constructed two types of agents, namely the normal agent, repre-
senting agents associated with non compromised SCADA nodes, and compro-
mised agent, representing agents associated with compromised SCADA nodes.
The simulator assigns to a normal agent an expertise generated by a uniform
distribution ranging in [0.8, 1], while a compromised agent is provided with
an expertise generated by a uniform distribution ranging in [0, 0.4]. This way,
the normal agent will respond to the control queries with high precision, while
the compromised agents will give bad responses. Each agent is equipped with
the trust model described in Section 3.1. Both the parameters α and β are set
to 0.5, where α = 0.5 assigns the same importance to old and new reliability
values, while β = 0.5 assigns the same importance to both reliability and rep-
utation. Moreover, in each simulation step, an agent executes a number nr of
recommendation requests. Each request concerns an opinion about nt distinct
agents. In our experiments, both nr and nt have been set to the 5 percent of the
agent population, excepting the last experiment where they vary. This relatively
small number of allowed requests allows us to avoid an overwhelming amount of
control messages in the network, simulating a realistic situation.

In the first experiment, we have run 100-step simulation on a population of 100
SCADA agents composed of 80 normal agents and 20 compromised agents. As a
result, we observe that at the end of the simulation all the 20 compromised agents
have obtained the 20 worst scores in terms of global reputation. In particular,
the compromised agent with the best result has obtained a global reputation
equal to 0.35, while the normal agent with the worst result has achieved a global
reputation equal to 0.42. The interesting result is that, looking at the ordered
score list of the agents, the highest gap between contiguous differences is just the
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Fig. 3. Contiguous differences in the agent score list

one obtained between the normal agent with the worst result (i.e., 0.42) and the
compromised agent with the best result (i.e., 0.35) – see Figure 3. This allowed us
to set the value τ = 0.40 as a reasonable threshold to distinguish compromised
SCADA nodes from nodes that are not compromised, stating that a SCADA
node associated with an agent having a value of global reputation lower than
τ will be considered as compromised, while a SCADA node associated with an
agent having a value of global reputation greater than or equal to τ will be
considered as not compromised. We remark that the issue of correctly tuning
the threshold certainly merits a further deepening, which we plan to do in a next
phase. Indeed, in this first experimental campaign we focused on the capability
of the method of placing the compromised nodes, say k their number, exactly
in the bottom-k positions of the score list. In other words, the experimental
campaign should be interpreted more as a way to validate an approach instead
that a conclusive real-life tool for detecting compromised nodes. Indeed, methods
more complex than the simple tuning of a static threshold could be adopted
(and we plan to study this issue in our future work) in order to fortify the
detection method, like analysis about the dynamics of scores during the steps of
the simulation, etc.

In Figure 4, we have plotted the number of false positives (SCADA nodes
that are erroneously classified as compromised) and false negatives (SCADA
nodes that are erroneously considered as not compromised) for each step of
our simulation. We observe that both false positives and false negatives are no
longer present after the step 45. In particular, after the first 30 steps, in which
the random component of the simulation causes the presence of some (small)
errors, the number of false negatives rapidly decreases, while the false positives
are already absent after the step 10. Observe that the value of the threshold is in
general depending on the percentage of compromised nodes. However, this fact
does not inhibits the possibility of detecting compromised nodes, since this can
be done by analyzing contiguous differences in the agent list.
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In order to evaluate how the performance of the method depends on the
agent population size, we have performed a second experiment, by running a
number of further simulations, each corresponding to a population having a
different number of agents na, namely 60, 80, 100, and 120 agents. We have
plotted in Figure 5 the number of steps ns needed to completely distinguish
compromised and not compromised nodes for different values of na. We can
see that ns increases with na (almost) linearly, showing that the grow of the
agent population size is not a critical issue. This intuitively derives from the fact
that the number of recommendation and opinion requests of each agent in our
simulation linearly increases with the population size. Since this choice seems
reasonable to cover the whole agent space in an acceptable number of steps, we
can conclude that our approach achieves such a good effectiveness paying an
acceptable price in control traffic overhead.
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We have performed a third experiment aiming at studying how the efficiency
of the system is influenced by the number of compromised nodes. We have
performed other 6 simulations on a population having a global number of 100
SCADA nodes, with different percentages of compromised nodes, namely 5, 10,
15, 20, 25 and 30 percent. We have plotted in Figure 6 the number of steps
necessary to completely distinguish compromised and not compromised nodes,
for different percentages of compromised agents. We observe that the approach
is not significantly sensitive to the variation of this percentage, being capable of
distinguishing compromised and not compromised nodes with a number of steps
comprised between 25 and 45 steps. This good behaviour can be intuitively
explained considering that a different number of compromised nodes does not
imply a different number of operations for the agents of the control subsystem
for exploring the agent space in order to achieve sufficient trust information.
In other words, the computation time mainly depends on the size of the agent
space (as seen in the second experiment) and only marginally on the number of
compromised nodes. As a final experiment, in order to study how the capability
of detecting compromised nodes depends on the number of requests sent from
an agent, we have performed further simulations (for a population of 100 nodes,
with 20 percent of compromised nodes), each corresponding to different values
of nr and nt. We have set nr and nt to the values 2, 5, 7, 15, 25, and 30.

In Figure 7, we have plotted the number of steps necessary to completely
distinguish compromised and not compromised nodes, for different percentages
nr of opinion/recommendation requests. The results clearly show that, for nr >
5 an increment of the percentage nr does not imply significant modifications
of the number of steps. This saturation effect can be intuitively explained by
considering that once we use an nr sufficient to explore the whole agent space in
a given number of steps, an increment of nr is not useful to improve the system
performances. Then, this result shows that it is necessary to accurately choose
the value of nr in order to avoid a useless waste of resources.



234 F. Buccafurri et al.

5 10 15 20 25 30
0

10

20

30

40

50

60

70

80

Percentage of contacted agents

N
um

be
r 

of
 s

te
ps

Fig. 7. Number of steps vs nr and nt

5 Conclusion

Usually, SCADA sensor networks are composed of sensor nodes with severe re-
source limitations, joined to the possibility to access physically to the nodes,
which makes them highly vulnerable to cyber attacks. In this context, the issue
of detecting misbehaving nodes is obviously very important to react in time to an
attack. Approaches presented in the literature mainly face this problem by using
information sharing at level of sensor network. However, these techniques can-
not be immediately extended to high-level SCADA nodes, which perform more
complex operations than simply providing data. On the other hand, high-level
SCADA nodes do not have strict computational limitations, thus they could be
good candidates to implement more sophisticated detection techniques, appro-
priate for a distributed environment as that of SCADA systems. In this paper,
we have presented a trust-based framework for detecting and isolating compro-
mised nodes in the high-level of a SCADA system. Our framework is based
on a multi-agent security subsystem that manages a social game involving all
the high-level SCADA nodes. The nodes that obtain the worst reputation rates
are considered as compromised. The use of a multi-agent system allows us to
completely distribute the additional computational effort on the whole SCADA
network, making our approach sufficiently efficient and scalable. Moreover, the
introduction of the social game makes possible to compute the trust measures
by exploiting a sort of gossips among the agents, which avoids an onerous, direct
and continuous interrogation of the single nodes for detecting possible misbe-
haviour. Some preliminary experiments we have performed show a promising
effectiveness of the approach. As for our ongoing research, we are planning to
validate our approach by applying it to large SCADA networks, simulating a set
of realistic common attacks.
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Abstract. The need for the application of software agents and agent-
technologies in highly diversified future energy grids is widely accepted today. 
Nevertheless, the very general concept of the agent paradigm still leads to mi-
sunderstandings and to the fact that agents are meant and utilized for very dif-
ferent tasks. Accordingly, the approaches that were presented in the Smart Gird 
area have major weaknesses in terms of comparability and a subsequently large-
scale use. We claim that the introduction of a unified definition of an Energy 
Agent will help to create a coherent picture that can accelerate further discus-
sions and the conversion of the energy supply. Considering a development 
cycle that consists of modeling and implementation, simulation, test-bed appli-
cation and the deployment to real systems, we present here our definition of an 
Energy Agent that takes into account the law of conservation of energy. Fur-
ther, we present a classification of Energy Agents according to their sophistica-
tion and integration level and outline the need for individual but standardized 
energetic option models. 

1 Introduction 

In the course of the European and global energy-revolution some problems weaved 
aside as side issues at the beginning now turn out to be the major challenges. One of 
the most imminent threats is the introduction of a vast amount of isolated and incom-
patible control applications obstructing a sustainable integration of energy systems 
into a comprehensive energy control solution. 

Due to the highly diversified nature of tomorrows’ energy grid, new control solu-
tions have to be found that tackle the rising demand for coordination. Coping with the 
challenge of fluctuating electricity production by a growing number of ever shrinking 
energy converters, dependent on meteorological factors as wind or sun, or heat-
operated combined heat and power plants, already strains conservative control solu-
tions. Meeting the high requirements with regard to availability of electricity supply, 
minimization of frequency- and voltage-deviations and other regulatory and socio-
economic factors does finally overstrain these control concepts as we may find them 
in todays’ electricity grids. While the physical grid infrastructures and the processes 
therein become more and more complex, the control solutions are lagging far behind. 
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The needed change in paradigms has not yet left well controlled laboratory-like se-
tups, where visionary thinking is allowed and contained in restrictive boundaries. In 
these setups different approaches have been implemented to approach the general 
problem of an ever growing complexity in number and solutions. 

Recent literature presents several Smart Grid concepts. Most of them focus either 
on stabilizing measures as needed for grid recovery during abnormal load conditions 
[1], the pooling of different types of energy converters to virtual power plants [2], or 
the control of connected energy consumers by means of demand side management 
[3]. All those efforts are united by one drawback - the central control. Today’s  
central control solutions are generally limited in their number of nodes [4]. Due to the 
recent shift towards an increasing amount of small power plants it seems to be more 
promising to examine grid control concepts, featuring decentralized decision [5], [6]. 

One of the key features of Multi Agent Systems (MAS) is their proven reliability in 
the field of distributed problems. They are typically made up of a high number of 
basic components which are easily replaceable as each one is a separate entity. This 
high number of small actors gives a better tolerance towards failures in single mod-
ules and will therefore facilitate the compensation of grid failures or undesired grid 
conditions. In case of abnormal grid conditions it is possible to separate the affected 
regions from the grid and put them into a so-called ‘islanding mode’, while stabilizing 
the detached area allows reconnecting. This implies that the area in question is self-
sustainable in regard to its energy needs [7], [8]. 

Besides all these benefits, there are some downsides, connected with the use of de-
centralized decision making in the context of energy management: All multi-agent 
based power control systems in literature known to the authors (e.g. [9], [10], [11]) do 
apply proprietary data exchange formats and architectures. This leads to compatibility 
and comparability issues. Even though a multitude of available standards like 
IEC61850 or the Common Interface Modell (CIM) and proprietary solutions for the 
different aspects of data exchange and control and command needs in the energy 
domain are available, none of them is totally suited for the needs of distributed 
processing and control. 

Furthermore do most of these approaches only focus on one form of energy, omit-
ting the potential of solving problems common to other energy domains. As we can 
find a volatile energy demand and the tracking and quantification of energy flows not 
only in the domain of electrical energy, it would be desirable to implement one heu-
ristic capable of solving problems common to the management processes of several 
forms of energy. 

Even though the agent based DEcentralized MArket based POwer control System 
(DEMAPOS) [12], developed at the Helmut Schmidt University in Hamburg, is capa-
ble of tackling some of the above mentioned challenges in regards to electricity  
 networks, several pitfalls and difficulties, common to most alike systems, were dis-
covered in the process of merging it with University Duisburg-Essen’s Agent.GUI 
[13] multi-domain simulation environment. The major challenge was found when 
designing the interfaces between the control and the simulation. 

To overcome these problems in the design process and the final implementation we 
suggest in the following the design and utilization of a generalized Energy Agent 
based on a unified agent model throughout all phases of the development cycle. This 
agent features standardized interfaces and inner workings, which will be able solve 



238 C. Derksen et al. 

the compatibility- and comparability issues not only for the domain of electrical  
energy, but also for the associated fields of gas-, water- and heat distribution. A diffe-
rentiation between the agent itself and the surrounding system in the context of a 
desirable development process will be pointed out. It will be indicated on how to use 
the same piece of software throughout the entire development cycle - from concept to 
realization. Further individual problem areas connected with energy distribution and 
management will be considered as well. The structure of the paper is as follows: in 
section 3 a short introduction to the theoretical background is given, explaining the 
agent concept, its communication needs and the thereof derived requirements towards 
a testing environment. Afterwards the problem statement is specified on the basis of 
some examples. In section 4 a prototypic design process is introduced and in section 4 
the thereof resulting Energy Agent is discussed. Section 5 presents an option model to 
be used in combination with the Energy Agent. A short synopsis concludes the paper. 

2 Theoretical Backgrounds and Problem Statements 

For the purpose of this paper an agent can be seen as an autonomous computational 
entity that is situated in an arbitrary environment and that is capable of autonomous 
interactions with this environment. Other optional properties and abilities that are also 
often associated with intelligent agents are their social ability, a reactive or proactive 
behavior and the capability to learn (e.g. [14]). If the overall system consists of a set 
of loosely coupled agents that act and cooperate with each other in the same environ-
ment, a multi-agent system (MAS) is formed. MAS are usually implemented to deal 
with problems whose complexity overstrains the capabilities of a single agent. For the 
practical problem solution the agents have to rely on communication capabilities and 
possibly also on the ability to collaborate, negotiate, delegate responsibility, and trust. 
These subjects are discussed in detail in literature [cf. e.g. 15]. 

Multi-agent based simulations (MABS) as used in this paper represent a specific sce-
nario that is modeled and conceptualized as MAS. The involved active and (more or 
less) independent real world entities are mapped as agents that are embedded in an ab-
stracted, shared and virtual environment. Thus, the foundation of MABS is the model-
ing and abstraction of the real world scenario, which is basically the definition of a 
comprehensive environment model and the agents that are situated in this environment. 
The advantages of MABS are often described by the benefits that result from the con-
ceptualization of a system as an agency. These are: 1. Provision of natural description of 
a real system, 2. Capture of emergent phenomena in a system and 3. Flexibility [16]. 

The mapping of individuals from the real-world to an agent based model for simu-
lations can naturally be done by mapping actively acting individuals to agents. Emer-
gent behavior results from the interaction of these individuals. Thus, examples can be 
found in real social groups as well as in social groups that are simulated by a MABS. 
Unlike a system that results from a strict mathematical modeling (e. g. with differen-
tial equations) with clear overall rules, a MABS may be able to capture group beha-
viors that are enriched with individual aspects for considerations and reasoning. 
Those can be differently motivated and reach different decisions for a single situation. 
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MABS can be considered as a tool for simulations that are able to capture similar and 
nearly realistic aspects as conventional simulation frameworks, but with a more 
enriched and meaningful level of detail on the individual agent side [17].  

The mentioned flexibility is achieved by the dynamic adaptation of a simulated sit-
uation. For such a MABS it is irrelevant how complex a simulation is, as long as the 
agents are able to couple themselves and interact with an underlying model of the 
environment. The latter basically reflects the overall complexity of a simulation. For 
example, a traffic simulation may have to deal with up to 100s, 1,000s or even 
100,000s simulated cars. Moreover, agents may be provided with a higher degree of 
rationality or the ability to learn, which will change their reactions to occurring  
situations and will again increase complexity. Introductions, descriptions and several 
exemplary scenarios can be found, e. g., in [18], [19].  

In a similar manner MABS is used in large-scale simulation scenarios when testing 
and validating future smart grid control concepts. These simulations feature a  
different degree of complexity and may vary in regard to their focus and runtime 
performance. In most cases it is taken into account when a performative simulation 
responding to a multitude of inputs is required. In parallel to classical simulations 
MABS may thereby be limited to simulating certain domain or use-case specific fac-
tors and calculating key performance indicators (like voltage or frequency deviations), 
essential to assess the regarded control. 

Even though the degree of complexity, which may be reproduced in MABS is size-
able, real-life implementations feature problems, which may not be considered in a 
simulation environment. Therefore hybrid test beds exist, which allow for the investi-
gation of such unforeseen event. These feature a combination of real-world devices 
connected to a simulation environment. The operating data and in return the control 
commands of these real appliances are exchanged with the simulation, enabling en-
hanced test scenarios for the control software featuring real delays, and unforeseen 
events, difficult to model in a software simulation. 

In parallel to the described simulation environments, do the current implementations 
of decentralized grid control solutions have to adapt their behavior and performance in 
accordance to the existing electricity network. Most of the solutions envisioned do 
therefore form “virtual power-plants” in which they aggregate decentralized energy 
converters. Those clusters usually contain a small number of fluctuating electricity 
production facilities extended by some power generations equipment capable of balanc-
ing the unsteady nature of their fellow workmates. The advantage of this type of sys-
tems is their controllability in a wide power range, which makes them comparable to 
conventional power plants. This enables them to provide a predefined amount of energy 
as agreed upon in earlier negotiated supply agreements between them and external  
consumers of electrical energy. However, problems in regard to voltage stability may 
occur due to the dislocated nature of the energy production. An exemplary real-life 
implementation of such a system is the regenerative model-region Harz [20]. 

Other projects in the domain of energy management and control are trying to 
match the demand depending on the availability of energy from renewable energy 
sources. This technique is called “demand side management”. Most of these imple-
mentations are based on smart meters. In connection with time variant electricity 
rates, incentives are given to use energy-intensive applications in times of low energy 
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prices, which usually correlate with elevated energy availability [21]. Projects like E-
DeMa [22], eTelligence [23], Smart Watts [24] or the Model city of Mannheim [25] 
do follow this track. These projects do aim at studying the implementation of smart 
devices in a large infrastructure, focusing on different aspects of electricity genera-
tion, consumption and storage while paying special attention to policies and rules. All 
these projects have one drawback in common, which they share with the majority of 
alike projects in the international research community - they focus on the electricity 
domain only. This limitation does not pay tribute to the fact, that the different energy 
systems are interconnected. An electricity system has to be regarded in the context of 
the surrounding supply and distribution infrastructure. Not only the gas-, heat- and 
water network are important counterweights, featuring volatile processes, affecting 
each other across domain borders, but also meteorological information have to be 
taken into account. Examples can be found in the linkage of the electricity grid with 
the heating demand by e.g. night storage heating or the conversion of spare electrical 
energy to gas by using Power2Gas. 

3 An Agent Development Process for Smart Energy Systems  

In the following we outline a desirable, systematic development process that covers 
the development of agents from an initial idea to the deployment in real hardware on 
site. The main idea herein is that an agent can be moved through different develop-
ment stages, while the immediate environment of an agent marginally changes. Simi-
lar approaches were already presented through methods like Hardware-in-the-loop 
simulations or Rapid Control Prototyping [26]. In addition, different process models 
of the Software Engineering can be applied here, as for example the V-Model as it is 
used by the Germany government [27]. Based on the ideas of these methods, a stan-
dardized development cycle for smart energy systems has to include the following 
project milestones and working packages:  

1. Specification and modelling: Based on the knowledge of available subsystems, 
interfaces and information, the desired autonomous software-driven functionalities 
of an energy entity, as well as the internal and external interactions have to be de-
scribed by using suitable modelling techniques like UML1, SysML2 or O-MaSE3.  

2. Implementation: Following the modelling phase, a system, capable of using local 
information and communicating with other systems in a uniform manner, has to be 
implemented. This does not require the use of a specific programming language, 
like C++ or Java, however the communication processes have, at least, to be based 
on commonly-used data models and standardized interaction methods. 

3. Simulation: The simulation environment should be able to embed the developed 
software artefact by providing similar information sources as a real system. Espe-
cially when focussing on a decentralized software-use, a simulation framework has 
to support the required interfaces and data provisioning for the software, in order to 

                                                           
1 http://www.uml.org 
2 http://www.sysml.org 
3 http://macr.cis.ksu.edu/O-MaSE 
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provide or simulate the required independence of a component. For the concurrent 
simulation of several interacting systems the aspect of autonomy is of great impor-
tance, which emphasizes the use of agent based simulations as a precondition  
and the necessary simulation paradigm. Here, it must be ensured that the overall 
simulation works at least with a similar temporal behaviour as the real system.  

4. Test bed-application: in hybrid or entire real-life test-beds the developed software 
artefact has to be assessed with the hardware used in a later stage. In contrast  
to simulations, the software is exposed to real-world conditions in terms of avail-
able computing capacity and time requirements. Here the developed smart device 
should be subjected to systematic testing, and so obtain a type of certification for 
conformity and suitability. If large scale networks have to be tested a hybrid ap-
proach, as described in section 2, may be applied. In this type of testbed selected 
positions are served by real life components, forming an integral part of the  
environment. 

5. Deployment to real systems: The final application in real systems puts high de-
mand on hardware and software requirements in terms of longevity and reliability. 
For this the hardware used for running the software agent should have a similar 
life-time as the surrounding electronic system while the software should be main-
tainable, e. g. through software updates. 

 

Fig. 1. Desirable development cycle for the systematic development of Energy Agents 

As described in the first point, specification and modelling already requires the 
knowledge about the later on controlled system, its interfaces and its information 
base. For the entire development process and the concrete development stage we see 
the actual system in which an Energy Agent is located in as intermediate environ-
ment, with accessible (and maybe standardized) interfaces. Since larger energy sys-
tems, like power plants, CHP or wind turbines already own local controlling and 
monitoring processes that are reacting on sensor information, we do not expect that 
such hard real-time requirements as defined in the domain of automation technology 
have to be fulfilled by software agents. This is also justified by the fact that, due to 
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their possible indeterministic behaviour, currently available agent systems appear to 
be unfavourable in critical real-time systems, demanding fixed execution cycles. Fur-
thermore we see the main application of the agent paradigm in the coordination and 
harmonization of planning processes in the context of a higher level system, e. g. for 
the creation of timetables and a coordinated scheduling. In the foreseeable future 
critical real-time systems - as for example in power plants and other - will still rely on 
conservative systems located in the domain of the classical automation technology. 

Focussing on the real application of agents for smart energy systems shows that a 
systematic development cycle requires to make assumptions about system boundaries 
and interfaces that are, for the present time, quite far away from reality. But in the 
opinion of the author’s team such standards are essential for a systematic develop-
ment of future energy systems. A consistent definition of possible local sub-system 
boundaries and its interfaces for an autonomous software system called “Energy 
Agent” would thus help to better understand the roles and functions of such an entity. 
Furthermore it would be possible - on the long term - to provide comparable scientific 
results and subsequently allow a sustainable conversion of our energy infrastructure. 

4 Definition and Scope of an Energy Agent 

After describing its’ local environment above, we are now focussing on the definition 
and the thinkable internal processes and structure of an Energy Agent in a global 
context. Following [17] and the VDI directive 2653-1 we define thus: 

An Energy Agent is a specialized autonomous software system that represents  
and economically manages the capacitive abilities of the energy consumption, pro-
duction, conversion and storing processes for a single technical system and that is 
embedded and thus part of one or more domain specific energy-networks, capable to 
communicate therein and with external stakeholders. 

This definition is based on the considerations of the previous section and with the 
goal to define a generalized prototype for an Energy Agent that is applicable in vari-
ous situations and in different energy domains. With the concept of energy domains, 
we consider not only electrical networks (e. g. Smart Grids) to be more sophisticated 
in the sense of more dynamic in their resource allocation by using an additional piece 
of software. Rather, the Energy Agent is supposed to integrate all those energy sys-
tems that are subjected to the fundamental first law of thermodynamics, stating that 
energy can neither be created or destroyed, and which are thus able to store energy or 
convert it from one form to another. Mathematically written, this means that the sum 
of consumed and emitted energy of a single system is always equal 0 over time. Thus 
energy can neither be created nor destroyed. Formula 1 resumes this circumstance. 

0=Σ iE  (1) 

This theorem of the conservation of energy applies for every system that converts 
energy from form i to another, like mechanical energy to electrical energy (electric-
ity generator) or chemical energy to thermal energy (heating system). Taking into 
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account this relationship, we assume all following Energy Agents (and their underly-
ing technical systems) to be individual, but connected by (possibly) hybrid transport 
networks, each with its’ specific form of energy. 

In the sense of the first law of thermodynamics and the capacitive abilities of an 
energy system, the main task for an Energy Agent, connected to a network, is its  
ability to describe and handle the individual positively or negatively directed (pro-
duced/emitted or consumed/obtained) amount of energy over time, maybe in coopera-
tion with its neighbouring entities. This base-requirement leads to the need of a well 
defined, suitable generic data or option model that allows an Energy Agent (or a later 
external optimization procedure) to utilize this information. 

Derived from this requirement is the question of the necessary and sufficient un-
derstanding of time and the system changes over time. On the basis of current imple-
mentations of data acquisition systems and for safety reasons it is clear that time has 
to be discretized and monitored somehow (possibly in equidistant steps) and that it 
will be dependent on the managed energy usage or production processes. What an 
ideal step size could be depends basically on the dynamics of the handled amount and 
type of energy and thus on the physics of the underlying technical system. 

Before we discuss a more substantial integration of the energy option model as 
needed by the Energy Agent and introduced above, we want to divide our definition 
of an Energy Agent in different levels of sophistication first. These levels describe the 
local capabilities of onsite software. By doing so, we want to reflect the fact that cur-
rent systems are usually not equipped with functionalities that could enable complex 
interactions with their environment, as they are commonly envisioned in the current 
scientific discussion. For reasons of illustration we define in the following table a 
coherent set of integration levels for Energy Agents by means of an electricity meter; 
functionalities and limitations may be transferred to other energy domains as well. 

Table 1. Integration level of Energy Agents 

Integration 
Level 

Overall  
Control 

Description 

IL0  
 

Central Initial situation: old state of the art from the 80s (e. g. Bakelite 
ferrite electric meters and newer meters without information 
exchange) 

IL1 Central Current meter systems: enables information transfer of energy 
usage, but requires a central data analysis 

IL2 Central Advanced meter systems with predictions: enables information 
transfer of energy usage with locally aggregated data 

IL3 
 

Central & 
Local 

Advanced local controller: Can act on the underlying local sys-
tem and react autonomously to external signals (e. g. price sig-
nals for local optimization) 

IL4 Central,  
Distributed  

& Local 

Advanced local area controller: restricted, but independent local 
systems that can dynamically build coalitions in order to keep 
track of optimization goals (e.g. intelligent local power trans-
formers, responsible for one network segment) 

IL5 Distributed  
& Local 

Fully distributed control of energy production, distribution and 
supply 

 



244 C. Derksen et al. 

The above classification shows that the consideration of an Energy Agent is advis-
able if additional control processes are required on a local level. Accordingly, Energy 
Agents are only necessary from integration level IL1 onwards. Additionally, the table 
shows that with an increasing integration level a shift to a more decentralized control 
of energy supply systems is addressed. Integration level IL5 describes thereby a fully 
autonomous and decentralized energy supply system, based on the most sophisticated 
Energy Agents. The latter is primarily an extreme, of which we assume that it not will 
be fully implemented in the near future. Rather we assume that a multitude of future 
energy supply systems and their parallel development will lead to a concurrent pres-
ence of differently sophisticated Energy Agents. This results in another hybrid dimen-
sion and thus a further degree of complexity for future energy supply systems. Taking 
into account the high diversity of the systems to be considered in the context of the 
Energy Agent definition, different levels of sophistication can already be observed 
today. Independent of recent scientific solutions for energy-wise autonomous and 
self-aware systems, we can observe that today’s’ technical reality is mostly located in 
the integration level IL0 and IL1: 

• The broad mass of households is still not equipped with smart-meters that are able 
to communicate their energy consumption.  

• Larger automated plants are designed to follow one or more given set points with 
their local control systems. The information transfer to central control points is re-
alized by using existing connectivity, while an evaluation of this data is often done 
offline and only by partly automated processes that were not necessarily designed 
to optimize energy usage. 

Even though these degrees of sophistication may not be seen as use cases for 
agents at mere sight, the usage becomes clear when regarding integrated systems 
containing these components. Therefore these basic Integration Levels are needed for 
simulating current integrated layouts and systems. In order to have a common starting 
point for discussions and comparisons in the framework of a systematic development 
approach for future energy systems, the classification of an Energy Agents integration 
level as discussed briefly in this article will be of great support for reaching a  
common understanding, especially when refined in future research.  

In the above context, another important question lies in the design objective of an 
Energy Agent or even of a group of Energy Agents, as indicated for the integration 
levels IL3 to IL5. Here, purely technical or economical goals can be identified and 
differentiated in the course of developing a holistic system. While technical specifica-
tions mostly only describe the parameter set in which a technical system can operate, 
technical parameters are to be seen as constraints that have to be fulfilled in every 
case during operation. After fulfilment of such constraints, an optimization can take 
place. Assuming a kind of cost or income optimization of an Energy Agent, a relation 
between energy conversion and storage processes and a corresponding accounting 
system have to be integrated. 

A high level quantification of energy flows in units of watt or watt seconds re-
quires an explicit calculation, based on the domain specific form of energy. While for 
electrical networks voltage und current are the important base units for such calcula-
tions, the gas quality and the physical states for pressure, temperature and other  
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factors are important for gas transportation networks. Thus such detailed domain 
specific information is also required by an Energy Agent, especially if an energy flow 
is considered to exceed the boundaries of the underlying single system. 

In summary, from the above considerations, this results in the following systemic 
picture for an Energy Agents and for the needed, aggregated information that have to 
be gathered, processed and deployed by the internal control processes (see Fig. 2): 
Running on available or additional hardware, the Energy Agent is connected to the 
technical system and can partly or fully control and monitor it. By using the domain 
specific knowledge about the local technical system over time, the agent is able to 
synthesis an energetic option and cost model (see next section) that can either be used 
for local limit compliance or for cost optimizations. A further sophistication of an 
Energy Agent, as it was described with IL3, would allow communication as for ex-
ample for the processing of external price signals or for coordination processes and 
negotiations with neighbouring entities, in order to comply with non-local goals. 

 

Fig. 2. Structure, interfaces and processes of an Energy Agent of IL3 and higher 

5 Option Models: What Energy Agents Can Provide or Not 

As stated in the previous section, the description of the time-dependent and quantified 
energy-related abilities of an Energy Agent or the respective underlying technical 
system requires summarizing domain-specific information and an abstraction to a 
high-level, domain-independent system. The necessity for this is derived from the 
individual optimization goal of Energy Agents at integration level IL3 and above, 
where a clear relationship between energy price and usage is addressed. Especially, 
the superior levels IL4 and IL5 require an abstract means of information exchange, in 
order to communicate their energetic degree of freedom and maybe to negotiate for 
their concrete energy consumption or production. This particularly applies for the 
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cross-domain exchange of information and energy, as for example in all relevant 
intermediate technologies between electricity and gas. Consequently, a unified data 
model is required that enables the description of individual degrees of freedom and 
their energy-related abilities of single entities over time. 

This means first of all that individual systems (or their managing Energy Agents) 
need to ‘know’ their technical capabilities, which is trivial for simple consumer such 
as bulbs, but more difficult for complex systems like cogeneration plants and other. 
Based on the information, this internal model has to be extended by a temporal behav-
iour of a single entity. Again, this is simple for a bulb since it can be easily switched 
on or off, if the control over the bulb is given and if there are no constraints that re-
quire the bulb to be permanently switched on. For more complex technical systems, 
this becomes more difficult since such systems are subject to their current operation 
state and can not simply be moved to any other operation point without taking into 
account a multitude of (possibly also external) facts. Therefore, transitive states  
have to be considered in addition, as for example start-ups, shutdowns, maintenance 
periods and other. 

For the creation of energetic option models, we propose a fundamental two-
dimensional subdivision that describes either the typical characteristic of an energy 
system, while the second dimension classifies a possible temporal behaviour. Here, a 
possible classification for the energy systems consumption, production and its storage 
capabilities (C. P. S.) could be as follows: 

Table 2. Classification of the characteristics of energy systems  

Energy C. P. S. Examples from different domains 

Constant working sys-
tems 

bulbs, irons, certain types of power plants and other 

Task dependent or batch 
systems 

white goods (like washing machines and dishwasher), indus-
trial facilities (start-ups and shutdowns) and other 

Repetitive systems fridges, central heating 
Environment dependent 
systems 

wind turbines, photovoltaic plants and other 

Dynamic and flexible on-
demand-systems  

pumped storage plants, gas power plants, gas turbines, com-
pressors, gas storages 

 
A possible temporal behaviour of a single energetic system could range between an 

uncontrollable usage or production of energy on one side and a fully time-controllable 
system on the other. Thus, the question is addressed how predictable an energy-
related system is and who (or what) controls the system. In addition to manually and 
thus - from a control perspective - ad hoc operating systems, semi-automated and 
fully automated systems have to be considered here. Further aspects are the ability to 
dynamically reduce, increase, pause, shift, switch on or switch off the energy flow at 
the boundaries of a single system. 

The medium-term objective of the above classifications is to build up example 
cases that can help to create a unified model that is capable of describing all of these 
cases and that, based on domain-specific information, enables interaction processes  
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based on a commonly known grammar or language that can be used by every Energy 
Agent. A necessary extension to that grammar is a corresponding and first internal 
cost model for actions of Energy Agents and their underlying technical systems. 

Based on the above described flexibility aspects of Energy Agents, the question 
has to be discussed if these internal cost models have to be disclosed, converted and 
communicated in a standardized manner, in order to enable market oriented control 
mechanisms and thus the formation of Smart Markets, similar to existing systems 
featuring automated trading processes. The concrete implementation of a comprehen-
sive, energetic option model is task of our further work and will be presented in a 
future publication. 

6 Conclusion 

In the previous sections we have presented a novel approach to and perspective onto 
the topic of energy transformation and -storage control design and implementation. 
The suggested Energy Agent as autonomous software system is described as a design 
concept with several degrees of freedom, covering the majority of use cases in differ-
ent energy domains. It is supposed to represent and economically manage the abilities 
of energy related technical systems and shall be capable of communicating with other 
stakeholders. 

For evaluating the functions and capabilities required by the individual Energy 
Agent several integration levels, referring to the level of evolution, are defined. Six 
integration levels are differentiated reaching from IL0, denoting entirely local systems 
incapable of communicating and higher logic, to IL5, representing completely decen-
tralized systems, distributing data acquisition, knowledge and decision onto a variety 
of entities. 

Based on the presented integration levels an analysis of information relevance and 
flow in a generalized energy management environment is performed. The outcomes 
are summarized in a schematically model of the Energy Agent illustrating the  
most important steps regarding information acquisition, processing and deployment 
while complying with given constraints in regards to the encountered technical and 
economical context. 

Derived from this model an option model is outlined, supporting the classification 
of energy usage patterns, allowing for an efficient provision and processing of vital 
information. 

Furthermore a systematic development approach covering the core functions of the 
Energy Agent was introduced. This approach is based on strategies developed and 
successfully deployed in the fields of automation technology. It comprises the follow-
ing steps: specification and modelling, implementation, simulation, test bed-
application and finally the deployment to real systems. This work is the offspring of a 
scientific cooperation, in which a decentralized energy- and load- management system 
was linked to an agent based multi domain simulation. In the course of the study sev-
eral pitfalls and shortcomings in regard to communication and data management 
processes in the energy domain were identified. The subsequently envisioned Energy 
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Agent is supposed to serve as a basis for further development and discussion in the 
domain of decentralized energy management. Questions in regard to standardization 
shall be raised with a special focus on communication and system design. While sys-
tematically specifying the Energy Agent in further iteration cycles, generalizable 
requirements shall be derived, supporting the development of future energy control 
systems. 

Until now the described Energy Agent lacks a proper definition of stakeholders and 
their corresponding user roles and privacy requirements. These factors shall be taken 
in account when implementing the first exemplarily release in the near future.  
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Abstract. This paper studies an aggregate demand prediction problem
relevant in smart grids. In our model, an aggregator agent is responsi-
ble for eliciting the demand forecasts of a number of self-interested home
agents and purchasing electricity for them. Forecasts are given in form of
probability distributions, and generating them incurs costs proportional
to their precision. The paper presents a novel scoring rule based mecha-
nism which not only makes the agents interested in reporting truthfully,
but also inspires them to achieve the socially optimal forecast precision.
Hence, the aggregator agent is then able to optimise the total expected
cost of electricity supply. Therefore the mechanism becomes efficient,
contrarily to prior works in this field. Empirical studies show that it is
beneficial to join to the mechanism compared to purchasing electricity
directly from the market, even if the mechanism consists only of a few
agents.

Keywords: Smart grid, distributed optimisation, information aggrega-
tion, mechanism design, scoring rules.

1 Introduction

In the energy sector, supplies are meticulously provided so as to meet projected
loads. On the one hand, when actual demand exceeds supply, the response is
to use increasingly expensive energy generation sources, and, in the last resort,
to decrease load (e.g., through brownouts and blackouts). On the other hand,
overproduction of energy incurs severe extra costs, too. The resolution relies
heavily on multiplexing a set of loads in order to smooth the aggregate demand
which is formed from information provided by local individual users of energy [1].
This coupling of energy and information flows is the basis of smart grids.

The paper discusses an aggregate demand prediction model where self-in-
terested home agents can produce electricity demand forecasts at a certain cost.
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The independent agents report the forecasts to an aggregator agent that is re-
sponsible for meeting the actual total demand. While the system as a whole
could operate most efficiently if the home agents would invest into making pre-
cise enough forecasts and share this information truthfully with the aggregator,
in a system of self-interested agents there is no warranty for such a behaviour.
Why would not take any home agent a free rider’s stance and neglect forecast-
ing? And why would it report its unbiased private forecast when it wants to
make sure its demand will be met by the electricity supply? How could agents
be made interested in putting effort into generating their own, sufficiently precise
demand forecasts? What an incentive system could warrant truthful communica-
tion of these forecast information? In general, can any coordination mechanism
facilitate the better (i.e., cheaper, more profitable, more stable) behaviour of
the system as a whole than the simple aggregation of the individual operations?
Why would it pay off for any agent to participate in such a system instead of
going for the satisfaction of its own demand directly?

This problem setting is relevant in any domain where demand and supply has
to be matched by autonomous partners who have asymmetric information and
responsibilities, and where the satisfaction of aggregate, uncertain demand may
incur lower costs (or higher profits) than meeting individual demands apiece. For
instance, it may mitigate risks implied by market volatility as well as decrease
total production and logistics costs in supply networks where a supplier is serving
different retailers of the same product [2].

We investigate the above issues by means of the apparatus of mechanism de-
sign. Mechanism design, also considered inverse game theory, has a specific en-
gineering perspective: it applies the model of non-cooperative games with agents
having incomplete information, and investigates how the private information
influencing the other agents’ utilities can be elicited [3]. Thanks to this generic
approach, beyond elaborating a complex—communication, decision and financial
transaction—mechanism we can also prove some key properties of this inherently
distributed system that are prerequisites of any real application.

The remainder of the paper is organised as follows. In the next section we re-
view related works, then in Section 3 present the demand prediction and decision
making model, and derive its optimal solution in a cooperative, social welfare
maximising setting. In Section 4 the proposed mechanism is presented together
with the proofs of its main properties in the non-cooperative case. Numerical
illustrations of the system behaviour is shown in Section 5. Finally, the paper
concludes in Section 6.

2 Literature Review

The information elicitation or prediction mechanism design problem, which has
recently come into the focus also of the multiagent research, consists of several
agents with some private information about the probability of some stochastic
future event, and a centre whose goal is to obtain and aggregate the dispersed
information [4,5]. There are two different kinds of such models: the peer predic-
tion systems and the prediction markets. In the former one, the outcome (event)
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is subjective or unmeasurable, therefore it cannot be used as a basis for evalu-
ating the forecasts posteriorly. In such cases, the predictions of the agents can
be compared to other agents’ forecasts only.

In prediction markets however, which are in our main focus from now on,
there is always a clear, objective outcome. Such problems can be handled by
applying the so-called strictly proper scoring rules that we briefly define here.
Let us assume a set D of possible events, and P , a class of probability measures
over them. A scoring rule S : P ×D → IR is called strictly proper, if whenever
an event ξ ∈ D is drawn from the distribution θ ∈ P , then for any other θ̂ �=
θ : Eθ[S(θ, ξ)] < Eθ[S(θ̂, ξ)]. With other words, the score can be minimised (in
expectation), if it is parametrised with the real distribution of the stochastic
event.1 Well-studied examples for strictly proper scoring rules are the quadratic,
the spherical and the logarithmic rules, see e.g., [4]. Applying such rules to the
information elicitation problem is straightforward: if the agent with the private
information is penalized proportionally to a proper score, it becomes interested
in creating and providing as good a forecast as possible.

Note that it is implicitly assumed in these models that the forecast can be
generated free of charge; when generating or improving the forecast involves
some cost, truthful mechanisms may not exist in general [4]. However, there ex-
ist some cases when costly forecasts can be successfully included into the model.
For example, in [6] several agents can provide forecasts for the same stochas-
tic variable at different costs, and the authors present a two-stage mechanism
including a reverse second-price auction for solving the information elicitation
problem in this case.

Apart from the costly forecast generation, there are several other extensions of
the information elicitation problem. In some models, the agents have interests in
the decision of the centre, therefore they might disclose false information in order
to manipulate the decision maker. Such situation is considered e.g., in [2], where
the logistic decisions of a supplier can cause shortages at the retailers, which
affects their profits. Further difficulties occur, when the objective function of the
agents are not known exactly, or when the agents can manipulate the outcome
and therefore influence the evaluation of their reported forecasts.

Information elicitation problems appear in smart grids, which intend to com-
bine modern communication technology with the electricity network. In order
to level fluctuations and optimise the generation, distribution and utilisation of
electricity, the recent advances in hardware technology should be supplemented
with novel software support of automation and control, as well as business mod-
els [7]. The so-called “smart meters” for example, that measure not only the
electricity usage, but also record the time of the consumption, enable the intro-
duction of time-differentiated pricing. Exploiting the price-responsive demand,
this instrument can be applied as a tool for aligning the demand with the sup-
ply of fluctuating renewable energy sources (e.g., wind, solar) in the smart grids.
The bidirectional communication also enables that utility companies can collect

1 Note that in contrast to the usual notation, for convenience, we minimize the score.
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and analyse more detailed and precise information generated by agent-based
forecasting at household level [8].

In [9] an aggregate demand prediction model is presented for the smart grid,
where an aggregator agent elicits consumption forecasts from the home agents
and purchases electricity for them. The authors present a scoring rule based
mechanism that fairly distributes the savings among the agents, and prove its
individual rationality, incentive compatibility and ex ante weak budget balance
properties (for formal definitions, see later). However, incentive compatibility in
that paper relates only to the truthful reporting of forecasts, their precision is
usually not globally optimal, therefore the mechanism is not efficient. In addition,
the mechanism has to artificially limit the accepted precision from the agents,
thus even the optimal solution could be excluded.

A structurally similar model for supply networks is presented in [10]. In that
paper a supplier collects demand forecasts from retailers, and provides a Vendor
Managed Inventory (VMI) service for them. The model completely disregards
the costs of forecasting, and presents a mechanism that is incentive compatible
and efficient, but individual rationality is not discussed.

In general, the operations research literature provides several analytical mod-
els for optimisation of decision making in the above setting. The model in this
paper applies a specialised version of the single-period stochastic lot-sizing prob-
lem, the so-called newsvendor model [11]. Since this assumes already given fore-
casts, the costly forecasting should be included into the model by comparing the
cost and the benefit of generating an estimate with a given precision. For this
problem, the value of information (VOI) approach can be applied [12].

It is not unprecedented in the literature to apply coordination contracts in the
electricity industry originally developed for supply chain inventory management.
In [13] different contractual forms and market structures are investigated for
dampening the double marginalisation effect, i.e., when the rational decisions of
self-interested decision makers lead to a non-Pareto optimal equilibrium. The
problem is illustrated through a case study of the Spanish electricity market,
where the demand can be fulfilled either from the futures (forward) market
in advance, or promptly from the spot (balancing) market. In that paper, the
demand is not stochastic but price-dependent, therefore the price can be used
to balance demand with supply.

A related study can be found in [14], which focuses on the energy resources
instead of consumption. The authors present a model and incentive mechanism
for aggregating electricity production from distributed energy resources. In their
model the estimation is characterised by the expected value only, which is later
compared to the realised production, therefore no scoring rules are required.

In this paper we consider a similar model as in [9], but contrarily, our mech-
anism is efficient, does not bind the accepted precision, and inspires the home
agents to generate the optimally precise forecasts. The presented mechanism is
based on the scoring rule introduced in [10], but it is extended to consider the
costly forecast generation. Furthermore, we prove additional properties of the
mechanism in the discussed model like individual rationality and ex ante strong



254 P. Egri and J. Váncza

budget balance. Since the proposed transfer function of agent i does not depend
on other agents’ forecasts or demands, it evaluates only the correctness of agent
i’s estimation, in this sense it can be considered fair, and provides the privacy
of the consumption data.

3 Model

We assume n home agents and an aggregator agent who collects forecasts about
the future consumption of the homes, and purchases electricity for them (see
Fig. 1). Each day is divided into a number of periods, and for each period a
home agent can generate demand forecast at a cost proportional to the forecast
precision. From now on, we consider only one period, since the problems for
different periods are independent from each other.

����������	���
�����	���
� �����������	������

Fig. 1. Electricity network

We assume that the forecast of agent i ∈ [1, n] is represented by a normal
distribution with mean mi and standard deviation σi. This forecast can be gen-
erated at price p(σi) = α/σ2

i , where 1/σ
2
i is the so-called precision of the forecast,

and α > 0 is a constant. Note that we assume that the price function is the same
for all agents.

It is also assumed that the consumptions at the homes are independent from
each other, therefore the aggregate forecast of the total consumption will also
be normally distributed with mean m =

∑n
i=1 mi and σ =

√∑n
i=1 σ

2
i .

The aggregator agent decides about the purchase quantity q that is bought on
the forward market at price c. During the period, agent i consumes ξi electricity,
and if the total realized consumption ξ =

∑n
i=1 ξi is less or equal than the

quantity bought on the forward market, the aggregator can provide the necessary
electricity. However, if ξ > q, the aggregator has to buy additional electricity on
the balancing market at buy price b. On the other hand, if ξ < q, the surplus
can be sold there at sell price s. It is natural to assume the following relation
between the different prices: b > c > s.



Efficient Mechanism for Aggregate Demand Prediction in the Smart Grid 255

In the following two subsections we study the social welfare maximising so-
lution in the centralised model considering cooperative agents. The resulted de-
cision problem has two stages: in the first stage the optimal forecast precisions,
while in the second stage the optimal purchase quantity is computed. We solve
the problem in a backward induction manner: firstly, we determine the optimal
q assuming a given forecast with a special form of the newsvendor model, then
we derive the optimal forecast precision.

3.1 Optimal Purchase Quantity in the Cooperative Case

In this subsection we consider the normally distributed total consumption ξ ∼
N (m,σ), and denote its probability and cumulative distribution functions with
φ and Φ, respectively. If the aggregator purchases quantity q, its resulted revenue
will be −cq−bmax(ξ−q, 0)+smax(q−ξ, 0), i.e., the payment for the electricity
on the forward market and the (negative or positive) payment of matching supply
and demand on the balancing market. The expected value of this, which we call
valuation, can be expressed in the following form:

v(q) = −cq − bE[max(ξ − q, 0)] + sE[max(q − ξ, 0)]

= −cq − b

∫ ∞

q

(x− q)φ(x)dx + s

∫ q

−∞
(q − x)φ(x)dx

= −cq − b

(∫ ∞

q

xφ(x)dx − q

∫ ∞

q

φ(x)dx

)
+s

(
q

∫ q

−∞
φ(x)dx −

∫ q

−∞
xφ(x)dx

)
= −cq − b

(
m−

∫ q

−∞
xφ(x)dx − q (1− Φ(x))

)
+s

(
qΦ(x) −

∫ q

−∞
xφ(x)dx

)
= −cq + b(q −m) + (b − s)

(∫ q

−∞
xφ(x)dx − qΦ(q)

)
. (1)

Since the valuation function is concave (v′′(q) = −(b−s)φ(q) ≤ 0), the optimal
q∗ can be determined by the first derivative test

v′(q∗) = b− c− (b− s)Φ(q∗) = 0 , (2)

which results in

q∗ = Φ−1

(
b− c

b− s

)
= m+ σ

√
2 erf−1

(
b− 2c+ s

b − s

)
, (3)

where

erf(x) =
2√
π

∫ x

0

e−t2dt , (4)
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is the Gauss error function and erf−1(x) denotes its inverse. The valuation us-
ing the optimal purchase quantity can then be expressed by substituting (3)
into (1) as

v∗(σ) := v(q∗) = −cm− σKcbs , (5)

where

Kcbs =
(b− s)e

−
(
erf−1

( b−2c+s
b−s )

)2

√
2π

. (6)

Note that Kcbs depends only on the cost parameters c, b and s.

3.2 Optimal Forecast Precision in the Cooperative Case

We now examine the optimal forecast precisions, or equivalently, the optimal
standard deviations. Since we assume that the price function of the forecast
generation is the same at every agent (p(σi) = α/σ2

i ), it follows that in the
optimal solution each σi is the same (σi = σj , ∀i, j ∈ [1, n]) and therefore

σ =
√∑n

i=1 σ
2
i =

√
nσi.

The utility will be the valuation minus the forecasting price of the n agents:

U(σi) = v∗(σ)− np(σi) = −cm−
√
nσiKcbs − n

α

σ2
i

. (7)

This utility function is concave too (U ′′(σi) = −6nα/(σi)
4 ≤ 0), therefore the

optimal standard deviation can be determined by

U ′(σ∗
i ) = 2nα/(σ∗

i )
3 −

√
nKcbs = 0 , (8)

which results in

σ∗
i =

3

√
2
√
nα

Kcbs
. (9)

The optimal forecast precision in function of the number of the home agents
is illustrated on Fig. 2.

4 Non-cooperative Mechanism

In this section we consider a non-cooperative setting, where each agent max-
imises its own utility. A home agent has two decisions: about the precision of the
generated forecast (σi), and the values of the reported forecast (m̂i, σ̂i), while
the aggregator decides about the purchased quantity (q). The mechanism in this
case is characterised by a transfer function or payment ti(m̂i, σ̂i, ξi) that has
to be paid by agent i to the aggregator after the consumption ξi is realised.
The transfer function should depend only on commonly known parameters and
independent from the privately known mi and σi.

We are looking for a mechanism that is realized by such a transfer function
that fulfils the following four key properties:
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– It has incentive compatibility that implies in this case two things: (i) the home
agents create optimally precise forecasts, and (ii) they report the forecasts
to the aggregator truthfully, if they want to maximise their utility.

– The mechanism is efficient, i.e., the aggregator agent purchases the optimal
quantity of electricity from the market.

– The mechanism is individually rational, i.e., the utility of the home agents are
not less than their utility without the mechanism (when purchasing directly
from the market).

– Finally, it is budget balanced meaning that the mechanism does not run into
deficit or surplus, or in other words, the utility of the aggregator is zero.

We assume that the market prices c, b and s are common knowledge, since the
home agents can buy directly from the market if they do not join the mechanism.
We suggest the same transfer function that we developed for coordinating supply
chains, that consists of two terms: (i) the payment for the purchased electricity,
and (ii) a penalty for the forecast error, based on a scoring rule [10]:

ti(m̂i, σ̂i, ξi) = cξi + γ

(
(ξi − m̂i)

2

σ̂i
+ σ̂i

)
, (10)

where m̂i and σ̂i are the communicated forecast of agent i, ξi is its realised
consumption, while γ is a positive constant. As we shall soon see, in order to
achieve the four required properties stated above, γ cannot be arbitrary, but it
should assume a specific value.

It is worth noting that the payment (10) is very similar to the classical loga-
rithmic scoring rule, which can be determined as the negated logarithm of the
probability density function of the communicated forecast, i.e., in case of the
normal distribution, it is the following

ln 2π

2
+

(
(ξi − m̂i)

2

2σ̂2
i

+ ln σ̂i

)
. (11)

It is well known that a positive affine transformation of a strictly proper
scoring rule remains strictly proper [4], but in spite of the similarities, these two
scoring rules are not affine transformations of each other.

In what follows we examine one by one whether and how the non-cooperative
mechanism exhibits the basic properties required above.

4.1 Incentive Compatibility

In the first phase the home agents generate forecastsmi and σi, next, they report
the forecasts to the aggregator agent in the centre. Let us first examine the latter
phase with generated forecast (mi, σi), reported forecast (m̂i, σ̂i), and realized
demand ξi. Note that at this point since p(σi) has been already invested in the
forecast, we consider only the expected payment here.

Theorem 1. The unique optimal solution for minimising the expected payment
is m̂i = mi and σ̂i = σi, therefore the home agents are inspired to report the
forecasts truthfully.
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Proof. The expected payment is

E[ti(m̂i, σ̂i, ξi)] = cE [ξi] + γE

[
(ξi − m̂i)

2

σ̂i
+ σ̂i

]
= cmi + γE

[
ξ2i + m̂2

i − 2m̂iξi
σ̂i

+ σ̂i

]
= cmi + γ

E
[
ξ2i
]
+ m̂2

i − 2m̂iE[ξi]

σ̂i
+ σ̂i

= cmi + γ

(
m2

i + σ2
i + m̂2

i − 2m̂imi

σ̂i
+ σ̂i

)
, (12)

where we have applied the identity E
[
ξ2i
]
= m2

i + σ2
i . The partial derivative of

the expected payment by m̂i is

∂E[ti(m̂i, σ̂i, ξi)]

∂m̂i
= γ

(
2m̂i − 2mi

σ̂i

)
, (13)

which equals zero iff m̂i = mi, independently from the value of σ̂i. This yields
the minimum, since the expected payment is convex in m̂i:

∂2E[ti(m̂i, σ̂i, ξi)]

∂m̂2
i

= γ

(
2

σ̂i

)
≥ 0 . (14)

For calculating the other partial derivative, we already exploit that m̂i = mi:

∂E[ti(mi, σ̂i, ξi)]

∂σ̂i
= γ

(
−σ2

i

σ̂2
i

+ 1

)
, (15)

which equals zero iff σ̂i = σi, which is the minimum, since the expected payment
is convex also in σ̂i:

∂2E[ti(mi, σ̂i, ξi)]

∂σ̂2
i

= γ
σ2
i

σ̂3
i

≥ 0 . (16)

��

Let us now examine the first phase knowing that later the forecasts will be
reported truthfully. In this case, the expected payment can be derived from (12):
E[ti(mi, σi, ξi)] = cmi + 2γσi, thus the utility of agent i becomes:

Ui(σi) = −E[ti(mi, σi, ξi)]− p(σi) = −cmi − 2γσi −
α

σ2
i

. (17)

Since the utility is concave in σi (U ′′
i (σi) = −6α/(σi)

4 ≤ 0), the optimal
standard deviation can be determined by U ′

i(σ
∗
i ) = −2γ + 2α/(σ∗

i )
3 = 0, which

yields

σ∗
i = 3

√
α

γ
, (18)

therefore using γ = Kcbs

2
√
n

results in the the optimal forecast precision of (9).
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4.2 Efficiency

The utility of the aggregator will be the collected transfer payments minus the
price of the electricity bought, plus the price of the electricity eventually sold—
this last two items are summed up by the valuation (1), i.e.,

Ua(q) = E

[
n∑

i=1

ti(mi, σi, ξi)

]
+ v(q) . (19)

Since the first term is independent from the decision variable q, thus the ag-
gregator intends to maximise the valuation that results in the optimal quantity
derived in (3). Hence, the system as a whole meets the demand of home agents
in expectation at the lowest possible total price of electricity.

4.3 Individual Rationality

Without the mechanism, home agent i would generate its forecast and buy the
electricity directly from the forward and balancing markets. Now we investigate
if any home agent i could be better off without joining to the mechanism. Let
qi denote the quantity bought on the forward market, then analogously to the
derivation of Section 3.1, its revenue become −cqi−bmax(ξi−qi, 0)+smax(qi−
ξi, 0), and its expected value

vi(qi) = −cqi + b(qi −mi) + (b − s)

(∫ qi

−∞
xφi(x)dx − qiΦi(qi)

)
, (20)

where φi and Φi are the probability and cumulative distribution functions of ξi,
respectively. This yields an optimal purchase quantity

q∗i = mi + σi

√
2 erf−1

(
b− 2c+ s

b− s

)
, (21)

and
v∗i (σi) := vi(q

∗
i ) = −cmi − σiKcbs . (22)

Then the optimal forecast precision can be derived analogously to Section 3.2
using

Ūi(σi) = v∗i (σi)− p(σi) = −cmi − σiKcbs −
α

σ2
i

: (23)

σ̄∗
i = 3

√
2α

Kcbs
. (24)

All in all, the utility of agent i without the mechanism is

Ūi(σ̄
∗
i ) = v∗i (σ̄

∗
i )− p(σ̄∗

i ) = −cmi − σ̄∗
i Kcbs − p(σ̄∗

i )

= −cmi −
3
3
√
4

3

√
αK2

cbs . (25)
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However, by using the mechanism (9) and (17) are valid, thus

Ui(σ
∗
i ) = −E[ti(mi, σ

∗
i , ξi)]− p(σ∗

i )

= −cmi −
3

3
√
4n

3

√
αK2

cbs , (26)

and comparing (25) and (26) shows that Ui(σ
∗
i ) > Ūi(σ̄

∗
i ) (if n > 1), i.e., the util-

ity using the mechanism is always greater than without the mechanism. Hence,
the home agents have an incentive to use the service of the demand aggregator
mechanism when meeting their individual demand for electricity.

4.4 Budget Balance

The utility of the aggregator can be computed substituting (3), (5), (9) into (19):

Ua(q
∗) = E

[
n∑

i=1

ti(mi, σ
∗
i , ξi)

]
+ v∗(σ∗)

= nE [ti(mi, σ
∗
i , ξi)]− cm−

√
nσ∗

i Kcbs

= n (cmi + 2γσ∗
i )− cm−

√
nσ∗

i Kcbs

= cm+ 2nγσ∗
i − cm−

√
nσ∗

i Kcbs = 2nγσ∗
i −

√
nσ∗

i Kcbs

= 2n
Kcbs

2
√
n

3

√
2
√
nα

Kcbs
−
√
n

3

√
2
√
nα

Kcbs
Kcbs = 0 , (27)

thus the mechanism is ex ante (in expectation) budget balanced. In other words,
no payments or debts are accumulated at the aggregator agent.

5 Computational Study

In this section we illustrate the properties of the mechanism on a specific numer-
ical example and simulation runs. We apply the same experimental set-up as in
[9], i.e., we set c = 100, b = 170, s = 50 and α = 20. Fig. 2 shows the optimal
forecast precision as the number of home agents increases. It can be observed
that as more and more agents join the mechanism, the required precision—thus
the forecasting cost—considerably decreases.

Fig. 3 plots the expected and the simulated average utility of the home agents,
where the expected demand (mi) for each agent is uniformly distributed in the
interval [30, 50]. Each value is an average of 1000 simulation runs, while the
expected cost curve is given by (26).

The previous two figures point out that the largest marginal gain joining the
mechanism is achieved when there are only few agents in the mechanism already.
This means that although joining a larger coalition is always better than joining
a smaller, but only slightly. In other words, a lot of independent mechanisms
with relatively small number of homes are almost as economical as a single
mechanism with all the agents. It is an interesting property that a mechanism
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Fig. 2. Required forecast precision
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Fig. 4. Cumulated utility of the aggregator with 100 agents as time progresses
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Fig. 5. Required forecast precision as cost parameters increase

with more home agents can achieve better performance, even when the forecasts
are less precise.

Fig. 4 shows the simulated cumulative utility of the aggregator agent. Al-
though its expected value is zero as it was proved, its realised value can be
arbitrary, oscillating around zero.

In a smart grid the cost parameters can change from hour to hour, therefore
it is important to study the behaviour of the system under different costs. In
the next experiment we fix n = 100 and the ratios b/c = 1.7 and c/s = 2,
therefore the cost parameters change proportionately. Fig. 5 illustrates that as
the purchasing costs increase, it becomes more important to possess more pre-
cise forecasts. In addition, it can be noted that if the ratio between the cost
parameters is fixed, the Kcbs value is linear in c (see (6)), and thus γ too.

6 Conclusions and Future Works

This paper investigated a mechanism design problem in a setting where several
agents can generate estimates of independent future demands at a cost. An ag-
gregator agent elicits the forecasts and based on this information, optimises a
procurement decision. A novel scoring rule based mechanism has been developed
which is incentive compatible, efficient, individually rational and ex ante budget
balanced, contrary to prior works in this field. Furthermore, the proposed mech-
anism respects privacy, since forecasts and sensitive consumption data have to be
known only by the affected home agent and the aggregator. Several simulation
runs confirmed that even a small group of agents can significantly increase their
utility by forming such a mechanism compared to purchasing directly from the
market. Further on, a relatively small group can achieve almost as much benefit
as a larger one.

A practical extension of the presented model is when each agent has differ-
ent αi values. In this case calculating the optimal forecast precisions leads to a
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non-linear optimisation problem with n variables. Consequently, it may be nec-
essary to apply different γi parameters for the home agents, and for this purpose,
the αi parameters have to be common knowledge. From (18) with an arbitrary
γ these parameters can be calculated as αi = γ(σ∗

i )
3, thus cost information can

be elicited after an initial step. However, the above derivation is only a sketch
and needs further analysis.
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Abstract. In the agent-oriented computing area, different programming
models have been to date proposed to design and implement multi-
agent systems (MAS). Among them, the Belief-Desire-Intention (BDI)
and state machine-based models have emerged as they effectively sup-
port the definition of rational and protocol-oriented agent behaviors,
respectively. In this paper, we investigate the translation between such
models by using two available agent modeling languages: PROFETA,
which is based on the BDI agent model, and the agent-oriented Dis-
tilled StateCharts (DSC) formalism, which allows modeling agent behav-
iors based on Statecharts-like state machines. In particular, we propose
a mapping from DSC to PROFETA that can enable, from one hand,
visual programming of PROFETA programs to facilitate the develop-
ment of PROFETA-based MAS and, from the other hand, simulation of
DSC-based agent systems through the execution support offered by the
PROFETA engine.

1 Introduction

Agent-oriented computing is a well-established high-level paradigm for the mod-
eling and implementation of intelligent distributed systems in terms of multi-
agent systems (MAS) [1]. Differently from object-oriented programming, where
a unique reference object model exists, many different agent programming mod-
els have been to date proposed. Among them, two main models for the definition
of agent behaviors emerged respectively from the Artificial Intelligence and the
Distributed Systems communities: Belief-Desire-Intention (BDI) [2] and State
Machine-oriented [3].

The BDI model [2], which is based on a theory of human practical reason-
ing [4], assumes that the mental state of an agent consists of three fundamental
attitudes: Beliefs, corresponding to the agent’s knowledge, Desires, i.e. the mo-
tivational state of an agent and thus its goals, and Intentions, which are the
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actions to perform to reach the goal(s) and thus are related to deliberative state
of an agent. AgentSpeak(L) [5], together with its implementation JASON [6], is
one of the best known BDI programming language.

As for the State machine-based agent models, they are available in sev-
eral mainstream agent-oriented programming frameworks (e.g. JADE [7]) and
methodologies (e.g. ELDAMeth [8]). Their main characteristics are the appealing
graphical features that enable visual programming of MAS, so facilitating rapid
prototyping, and a well-defined operational semantics allowing system verifica-
tion. Moreover, they are very effective in specifying agent interaction protocols.

While these two kind of models use different approaches, they have a com-
mon goal: to provide an easy and efficient way to express the behaviour of an
autonomous agent. This paper aims at investigating the integration of such mod-
els in order to provide synergic and mutual benefits in programming MAS by
exploiting both of them. To this purpose, we considered the following imple-
mentations: PROFETA [9,10] as BDI-oriented programming language, and the
Distilled StateCharts (DSC) formalism [11] as State Machine-based modeling
language. PROFETA is a Python implementation of the BDI kernel language
AgentSpeak(L); it provides a set of classes to define agent attitudes (beliefs, ac-
tions and goals) and, by exploiting operator overloading, it is able to allow the
expression of AgentSpeak(L) declarative constructs inside a Python program.
On the other hand, the DSC formalism is purposely derived from the State-
charts to visually model the behavior of single-threaded agents through a set of
(graphical) constructs modeling reactive and proactive behavior, reducing com-
plexity through hierarchy, and managing history information. The proposal of
this paper is therefore centered on a well-formalized mapping from the DSC to
PROFETA, an objective which is achieved by introducing (i) a formal model
for DSCs and (ii) a logical framework able to represent DSC entities into PRO-
FETA constructs. This provides a twofold advantage: the implementation of
PROFETA programs can be facilitated through visual programming offered by
DSC, whereas MAS based on DSC can be straightforwardly simulated through
the PROFETA engine.

The rest of this paper is organized as follows. Section 2 introduces the ba-
sic concepts on DSC whereas Section 3 provides some basic concepts on PRO-
FETA. In Section 4, the DSC/PROFETAmapping is described in detail. Finally,
conclusions summarize the proposal, discussing the mapping benefits and also
delineating future work.

2 Overview of Distilled Statecharts

The Event-driven Lightweight Distilled Statecharts-based Agent (ELDA) model
[3,8] , relies on the following three models: Behavioral, Interaction and Mobility.
The Behavioral (or computational) model allows the specification of the agent
behavior through the definition of the agent states, the transitions among these
states, and the agent reactions as atomic action chains attached to these transi-
tions. The Interaction model is based on asynchronous events which an agent can
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generate and receive. The Mobility model allows for the transparent migration of
agents and represents a strong mobility model for which the agent mobility grain
can be programmed [12]. These models are based on the Distilled StateCharts
(DSC) formalism [11], which was purposely derived from Statecharts [13], a vi-
sual formalism that gained valuable success in the Software Engineering commu-
nity thanks to its appealing graphical features: indeed, Statecharts are currently
included in the UML as behavioural diagrams for software modeling. DSCs are
obtained by means of a distillation process of Statecharts which involves (i) using
only the OR-state decomposition (i.e. hierarchy of states), inter-level state tran-
sitions, default and history entrances, and (ii) imposing the following constraints
on Statecharts:

– Each DSC model must have an enclosing top state.
– States must be empty, i.e., they do not include activity, entry and exit ac-

tions. So activity is only carried out under the form of atomic action chains
attached to transitions.

– Transitions (apart from default and history entrances) are always labelled
by an event.

– Each composite state has an initial pseudostate from which the default
entrance originates, which can only be labelled by an action chain.

– Events are implicitly and asynchronously received through an decoupling
event queue.

– To explicitly and asynchronously generate events the action language pro-
vides the primitive generate(<event>(<parameters>)), where event is an
event instance and param is the list of formal parameters of event including
the event sender, the event target, and (possibly) a list of specific event pa-
rameters. Run-to-completion execution semantics: an event can be processed
only if the processing of the previous event has been fully completed.

In the following subsection we first formalize the structure of the DSC state
machine (DSM) and, then, provide an operational semantics for its execution.
In our ELDA model, the agent behavior is specified as a DSM whereas the ELDA
execution semantics are established according to the DSM execution semantics.

2.1 DSC Formalization

DSM is formalized by the following tuple:
< Σ, s0, L, Φ, defaultHistory, deep, defaultEntrance >

where, Σ is the set of states, s0 is the initial state configuration, L is the set of
transition labels,Φ is the set of transitions, defaultEntrance and defaultHistory
indicate the default entrance and the default history entrance respectively and
deep is an attribute of an history pseudostate indicating deep or shallow history.

Σ is the set of the following disjoint sets: Σcs (composite states), Σss (sim-
ple states), Σfs = fs (final state), and ΣH (history pseudostates). In partic-
ular, initial pseudostates are not explicitly named since each composite state
has an initial pseudostate, whereas the history pseudostates are denoted by
hsi ∀ i = 1.. | ΣH |.
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To provide a representation for state configurations which explicitly encode
the state hierarchy, state configurations are represented as terms over the
signature F . In particular:

– The set of state configurations is the set of (first-order) terms T (F,X)1 over
F and X , where X is a denumerable set of variable symbols and F = F0 ∪
F1, F0 = Σss ∪ Σfs ∪ ΣH and F1 = Σcs which implies that F = Σ.

– A generic state configuration of DSM is a monadic term, i.e., it is a word
spelled with unary symbols (from Σcs) and ending in a constant (from Σss

∪ Σfs ∪ ΣH) or a variable (from X).
– The current state configuration (CSC) of a DSM is a term of T (Σ, ) where

the history subterm (or history pseudostate), if any, has been replaced by its
current sub-configuration by means of the function history : T (ΣH , ) →
T (Σ −ΣH , ).

A transition is a triple < src, tgt, l > where src ∈ T (Σ,X), tgt ∈ T (Σ, ), l ∈
L : l = e[g]/ac and e ∈ E (the set of triggering events), ac ∈ Lac (the language
of the actions), g ∈ Lg ⊂ Lac (the language of the guards). In particular:

– A transition is a term-rewriting rule in the sense that the pair < src, tgt >
is the actual rewriting rule and the associated l embodies the pre-condition
by which the rule can be applied.

– The set of transitions or transition relation, Φ ⊆ T (Σ,X) × T (Σ, ) × L,
represents the term-rewriting system.

In Figure 1 the diagram of an example of a DSC is reported along with its
representation based on the above formalized rewriting system.

The DSC execution semantics are defined in terms of an abstract machine,
which embodies a DSM , whose key components are:

– An event queue (EQ), which holds incoming event instances until they are
dispatched;

– An event dispatching mechanism (EDM), which selects and de-queues event
instances from the event queue.

– An event processor (EP ), which processes dispatched events.

More concretely the abstract machine is represented by an ELDA agent itself
whose architecture, beside the EQ, includes the EDM and EP components
supported by the single thread of control. The semantics of event processing is
based on the run-to-completion (RTC) assumption which means that an event
can only be de-queued and dispatched if the processing of the previous event is
fully completed. The processing of a single event by a DSM is known as the
RTC step, which implies that, before commencing on an RTC step, a DSM

1 In general, given a disjoint set F =
⋃

n≥0 Fn of function symbols called a signature
and a (denumerable) set X of variable symbols, the set of (first-order) terms T (F,X)
over F and X is the smallest set containing X such that f(t1, ..., tn) is in T (F,X)
whenever f ∈ Fn and ti ∈ T (F,X) ∀i = 1..n. In a well-formed term, each function
symbol of arity n has n immediate subterms.
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Fig. 1. An example of a DSC with its corresponding term-rewriting-based version
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is in a stable state configuration with the action expression completed and no
events can be processed while a DSM is in some intermediate and inconsistent
situation. Given the lastly de-queued event by EDM , the main task of EP is to
cyclically:

1. Find out which transitions are enabled, i.e., which transitions could be fired
based on the de-queued event;

2. Select, among the enabled transitions, the transitions to be fired. Only one
transition of a DSM is step-by-step ready to be fired.

3 Overview of PROFETA

PROFETA (Python RObotic Framework for dEsigning sTrAtegies) [9,10] is a
Python framework for programming autonomous systems, like agents or robots,
using a declarative approach. It provides a declarative language which is a dialect
of AgentSpeak(L) [5], a well-known BDI kernel language [2,4]. PROFETA ex-
ploits some peculiar features of Python, mainly object-orientation and operator
overloading, in order to add declarative constructs to Python programs, while
a proper set of classes provides the suitable abstractions to support the specific
concepts introduced by the BDI model.

3.1 PROFETA Entities

In order to implement BDI agents, PROFETA provides the following basic
entities: beliefs, actions and goals.

Beliefs are expressed using logic atomic formulae with ground terms, which
can be any valid Python type with the only exception that strings starting in
uppercase represent variables. Syntax is Prolog-like, therefore expressions like
my position(1230,450), obstacle position("in front") or object got(),
are valid beliefs. On the other hand, the expression my position("X","Y")binds
the free variables X and Y, respectively to the first and second argument of the
belief my position. Beliefs play the same role of facts in an expert system; they
can be asserted, if they represent a true situation2, or retracted when they no
longer hold. A PROFETA program has its own belief base (BB) acting as a
repository of beliefs asserted during program execution.

PROFETA provides also special beliefs called reactors which are used to rep-
resent one-shot events : while the life time of a belief (i.e. when it is asserted
and/or retracted) is completely under the control of the programmer, a reactor
is automatically removed from the BB once it has been used for the first time.
Its role, in a PROFETA program, will become more clear in Section 3.3.

In a PROFETA program, beliefs and reactors must be declared by subclass-
ing respectively profeta.attitude.Belief and profeta.attitude.Reactor

framework classes.

2 A situation which the agent believes as true.
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Actions represent computations that are executed atomically to allow the
agent to “do something”. Examples of actions are: activating an arm to pick an
object, making a robot to go to a certain position, sampling an image through
the camera, etc. From the syntactic point of view, an action is represented with
an atomic formula with zero o more parameters; a parameter can be a con-
stant or a bound variable. Therefore, expressions like move to(1500,1000) or
activate arm("X"), where "X" is a bound variable, are valid action represen-
tations. Also actions must be declared before being used; this is performed by
defining a sub-class of profeta.attitude.Action and implementing the action
code (in Python) in the execute() method.

Goals represent states in which a certain specific objective has been fulfilled
by the agent. Such an objective can be reached by performing a certain—more or
less complex—sequence of actions; from the syntactical point of view, goals are
represented as the other basic entities, i.e. by means of atomic formulae with zero
or more parameters. A goal is defined as a sub-class of profeta.attitude.Goal.

3.2 PROFETA Program Structure and Syntax

A PROFETA is basically composed of two parts. The first part contains the
declaration of all the objects used in the program, i.e. the specific beliefs, reac-
tors, actions and goals. The second part is the program body which is based on
the expression and execution of a set of reactive rules ; each rule is triggered by
the occurrence of a certain event and executes a specific computation in order
to handle the said event. This model captures the nature of a agent’s behaviour
which is intrinsically reactive: indeed an agent cyclically senses the environment
and, on this basis, if sensors detect a specific state or measure, or the occurrence
of a certain event, it performs proper actions in response to such a sense.

Each PROFETA rule has (i) an header, expressing the event ; (ii) a condition
which must be true for the rule to be triggered; and (iii) a body, which represents
the (set of) action(s) to be performed when the rule is triggered. This is expressed
by means of the following syntax:

event “/” condition “>>” “[” body, i.e. list of actions “]”

Events which can trigger a rule are (syntax is reported in braces):

1. The assertion of a given belief (+belief ) or reactor (+reactor).
2. The retraction of a given belief (-belief ).
3. The request to achieve a certain goal (~goal).

Conditions refer to the state of the belief base, that is, they express which
beliefs (and with which parameters) must be asserted in the BB in order to allow
the execution of a triggered rule. Expressing the condition is optional.

The body of a rule contains the things to be done in executing a triggered
rule; it can include:

1. The execution of atomic actions.
2. The assertion or retraction of a belief or a reactor (+belief or +reactor).
3. The request to achieve a specific goal (~goal).
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1 class object_position(Belief): pass
2 class obstacle_on_the_way(Reactor ): pass
3 class go(Goal): pass
4 class detect_object(Goal): pass
5 class reach_object(Goal): pass
6 class pick_object(Action): def execute(self): ....
7 class scan_scene(Action): def execute(self): ....
8 class move_to(Action): def execute(self): ....
9 class avoid_obstacle(Action): def execute(self): ....

10

11 ~go() >> [ ~detect_object (), ~reach_object(), pick_object (),
12 -object_postion("_", "_"), ~go() ]
13 ~detect_object () / not(object_position("_", "_")) >> [ scan_scene(),
14 ~detect_object () ]
15 ~detect_object () / object_position("X", "Y") >> [ ]
16 ~reach_object () / object_position("X", "Y") >> [ move_to("X", "Y") ]
17 +obstacle_on_the_way () >> [ avoid_obstacle(), ~reach_object () ]

Fig. 2. An Example of a PROFETA Program

3.3 A Simple PROFETA Program

In order to let the reader to understand PROFETA syntax, we will provide here
an example of a PROFETA program which includes all the constructs of the
language. Interested readers may find further details in [10,9]. The example will
also show the difference between beliefs and reactors.

Let us consider a mobile robot whose aim is to detect objects in the envi-
ronment and to pick them; to this aim, the robot is equipped with an artificial
vision system and a mechanical arm. The program is sketched in Figure 2.

The main goal is go() (line 11), whose body reports the request to first
achieve the goal detect object(), then the goal reach object() and then to
execute the (atomic) action pick object(), which implies to drive the arm to
perform object picking; the last element of the body rule is the request to achieve
again the goal go(): this way, by means of recursion, a continuous loop can be
implemented.

Things done by the goal detect object() are based on the presence of the
belief object position(X,Y), which represents the location of the object to be
picked. If such a belief is not asserted (line 13), then scan scene() action is
executed and then the goal is called recursively. The said action has the respon-
sibility of activating the vision system and, if it has identified an object, properly
asserting the belief object position(X,Y). In the latter case, when the goal is
recursively called, the rule in line 15 is executed (no action here, because the
goal has been achieved).

The third goal implies to execute the action move to(X,Y), which drives the
robot towards the position in which the object has been located. In perform-
ing such an action, if an obstacle is met in the path, we suppose that the
obstacle on the way() reactor is automatically asserted, thus causing trigger-
ing of the rule in line 18; as a consequence, action avoid obstacle() is first
executed and then goal reach object() is triggered again. This last rule can
be used to explain the semantics of a reactor with respect to a belief: indeed,
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a reactor is a special kind of belief that, once its assertion causes the trigger-
ing of a rule, it is automatically removed from the BB; reactors can thus be
used to represent a condition in which an event occurred: once the event has
been consumed, the condition no more holds and thus its representation can
be deleted.

4 Mapping DSCs onto PROFETA Programs

The background on DSC and PROFETA, provided in the previous Sections,
shows that both models feature some similarities. The DSC concepts of states,
guards and events are well captured, in PROFETA, by beliefs, conditions and
reactors, while the concept of transition can be easily expressed by means of a
PROFETA rule. Despite these similarities, there are some important differences
which make DSC implementation not so straightforward: OR decomposition
and shallow and deep histories are constructs strongly based on the concept of
hierarchy of states and, since PROFETA programs are flat, implementing such
constructs requires a proper modeling process.

4.1 Representing Hierarchies and States

Let us consider, as a first hypothesis, that state names are unique in the whole
DSC. In order to model macrostates and hierarchies, let us introduce the PRO-
FETA belief parent(SP,S) which represents the parent relationship “state SP
is a parent of S”. With reference to the DSC in Figure 1, in order to represent
the hierarchy, the following beliefs must be initially asserted:

parent(ts,sa), parent(ts, sb),

parent(sa,s1), parent(sa,s2), parent(sa,s3),

parent(s3,s4), parent(s3,s5)

According to the DSC semantics, each state has either only one parent or no
parents, therefore the following first-order logic formula holds:

∀s, ∃1s′ �= s : parent(s′, s)∨ � ∃s′′ : parent(s′′, s) (1)

Belief parent() is used to represent the hierarchical structure of a DSC; it
is a static information derived at design time. Indeed, we can suppose that the
resulting PROFETA program, before starting, would have such beliefs properly
asserted in the Belief Base (BB).

On the other hand, at runtime, we must use something which is able to repre-
sent the evolution of the DSC itself by capturing its current state. We model this
aspect, that is, the fact that the DSC, at a certain time instant, is in a state s∗,
by means of the belief current(s∗). Obviously, a single instance of such belief
is allowed: when the current state changes from s′ to s′′, belief current(s′) will
have to be replaced by current(s′′), i.e. :

∃1s : current(s) (2)
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According to the OR decomposition model, when a DSC is in a state s∗, it is
also in all parent states of s∗. For example, with reference to Figure 1, when we
are in state s2, we are also in states sa and ts; similarly, being in state s5 means
to be also in states s3, sa and ts. To model OR decomposition, we introduce
the belief in() with the following meaning: given that a DSC is in a certain
state s∗, supposing that such a state is included in states s1, s2, . . . , sk in a
OR-decomposition relationship, then the following set of beliefs will be asserted
{in(s∗), in(s1), in(s2), . . ., in(sk)}. The in() belief is thus strictly re-
lated to parent(): if the belief in(s) is asserted and s has a parent, i.e. be-
lief parent(s′,s) is asserted, then also belief in(s′) must be asserted. This
condition can be represented with the following implication:

∀s, in(s) ∧ ∃s′ : parent(s′, s)⇒ in(s′) (3)

For each state s of the DSC, we can thus build the set Bel(s) which contains all
the in() beliefs obtained by first asserting in(s) and then applying implication
(3) recursively.

Therefore, with reference to Figure 1, we can derive the following Bel(s) sets:

Bel(ts) := {in(ts)}
Bel(sa) := {in(sa), in(ts)}
Bel(s1) := {in(s1), in(sa), in(ts)}
Bel(s2) := {in(s2), in(sa), in(ts)}
Bel(s3) := {in(s3), in(sa), in(ts)}
Bel(s4) := {in(s4), in(s3), in(sa), in(ts)}
Bel(s5) := {in(s5), in(s3), in(sa), in(ts)}
Bel(sb) := {in(sb), in(ts)}
Bel(s6) := {in(s6), in(sb), in(ts)}
Bel(s7) := {in(s7), in(sb), in(ts)}

We can now express two other mandatory conditions which must both hold
when the DSC is in a state s:

1. All the beliefs of the set Bel(s) must be asserted;
2. No belief in(s′) not belonging to Bel(s) can be asserted.

These conditions can be expressed as:

∀s, in(s) ∈ BB ∧ in(s) ∈ Bel(s) (4)

∀s, � ∃s′ : in(s′) ∈ BB ∧ in(s′) �∈ Bel(s) (5)

4.2 Representing Transitions

A DSC transition is represented by an arrow exiting from a starting state “ss”
and entering into an ending state “es”; it is activated following a certain event
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“evt” given that a specified guard “g” is true; its activation also triggers the
execution of a certain action “act”.

When a DSC is in a given state s∗, candidate transitions for activation are
only those whose starting state ss is s∗ itself or one of the states in the parent
chain of s∗, if s∗ is included in a OR-decomposition hierarchy. Having introduced
the set Bel(s) above, we can state that candidate transitions are only those whose
starting state “ss” is such that in(ss) ∈ Bel(s

∗).
On this basis, the head of the PROFETA rule representing a transition can

be simply written as:

+evt() / (in(ss) & g) >> [ .... ]

The consequence of the activation of a transition is the execution of an action
and the change of state, from ss to es. The latter operation (state change)
requires a deeper analysis, since entering into the new state es could involve
other transitions, on the basis of the structure of the DSC. The problem is once
again related to macro-states, since entering in one of such states implies to
follow the start transition of the inner statechart. With reference to Figure 1,
entering into sa implies to reach (internal) state s1, entering into s3 implies to
reach the substate s4, and entering into sb implies to reach s6.

The process of changing the state from ss to es can be thus described as
composed of the following operations:

1. First the state ss is left; to this aim, the current state cs is determined,
belief current(cs) is removed, and the same happens for all beliefs included
in set Bel(cs); we consider the presence of an ad-hoc library action, called
leave current(), which performs the said operations. This action executes
also other activities which are related to shallow and deep histories (see
Section 4.3).

2. An internal event is generated to signal that we are entering into a new state;
this is performed by means of reactor enter(es).

3. A specific rule is present to respond to event +enter(es), the action depends
on the nature of es, and it is detailed in the items below;

4. If es is a simple state, it is immediately reached by asserting current(es)
and all the beliefs in Bel(es); these assertions can be performed by another
ad-hoc library action, called state to(es).

5. If es is a macro-state, the starting transition is followed and a new
+enter(new es) event is generated accordingly.

We are now ready to represent, in a PROFETA program, all transitions in the
DSC of Figure 1, with the only exception of the deep history symbol which will
be instead dealt with in the next Subsection; the relevant listing is thus reported
in Figure 3.

4.3 Representing Histories

Representing DSC histories in a PROFETA program implies to perform certain
tasks in order (i) to save the state left, when we exit from a state or macrostate
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1 +start() >> [ +enter("ts") ]
2 +enter("ts") >> [ +enter("sa") ]
3

4 # macro -state SA

5 +enter("sa") >> [ +enter("s1") ]
6 +evtA() / (in("sa") & gA) >> [ acA(), leave_current (), +enter("sb") ]
7

8 # macro -state S1

9 +enter("s1") >> [ state_to("s1") ]
10 +enter("s2") >> [ state_to("s2") ]
11 +enter("s3") >> [ +enter("s4") ]
12 +evt1() / (in("s1") & g1) >> [ ac1(), leave_current (), +enter("s2") ]
13 +evt2() / (in("s1") & g2) >> [ ac2(), leave_current (), +enter("s3") ]
14

15 # macro -state S3

16 +enter("s4") >> [ state_to("s4") ]
17 +enter("s5") >> [ state_to("s5") ]
18 +evt3() / (in("s3") & g3) >> [ ac3(), leave_current (), +enter("s2") ]
19 +evt4() / (in("s4") & g4) >> [ ac4(), leave_current (), +enter("s5") ]
20 +evt5() / (in("s5") & g5) >> [ ac5(), leave_current (), +enter("s4") ]
21

22 # macro -state SB

23 +enter("sb") >> [ +enter("s6") ]
24 +enter("s6") >> [ state_to("s6") ]
25 +enter("s7") >> [ state_to("s7") ]
26 +evt6() / (in("s6") & g6) >> [ ac6(), leave_current (), +enter("s7") ]
27 +evt7() / (in("s7") & g7) >> [ ac7(), leave_current (), +enter("s6") ]
28 +evtB() / (in("s6") & gB) >> [ acB(), leave_current (), +enter("s2") ]

Fig. 3. Listing of the PROFETA Program related to the DSC in Figure 1

which includes a H or H∗ symbol, and (ii) to restore it when we follow a transi-
tion leading to that history symbol. The information to save and restore depends
on the type of the history, i.e. shallow (H) or deep (H∗).

In order to represent the history symbol in the structure of the DSC, we in-
troduce the beliefs hist(s) and deep hist(s) to indicate that state s includes
respectively a shallow and deep history symbol. Similarly to parent(), these
beliefs have to be initially asserted to represent the structure of the DSC. Ob-
viously, for each state s either hist(s) or deep hist(s) can be asserted, or
nothing. By exploiting the said beliefs, we can understand if we need to save
something when we leave a state through a certain transition.

As stated in Section 4.2, leaving a state concretely implies to execute the
action leave current() which clears the in() beliefs of the set Bel(cs), where
cs is the current state. However, in such a clearing operation, the said action has
to perform proper checks on history symbols and, on this basis, determine the
history information to be saved, as detailed in the following.

Shallow Histories. Let us first consider shallow history. If we are leaving
current state cs, if s such as in(s) ∈ Bel(cs) has a history symbol, the internal
state of s, say si, must be saved. Finding si is quite simple since it is such to
verify the following condition:

hist(s) ∧ in(s) ∈ Bel(cs) ∧ parent(s, si) ∧ in(si) ∈ Bel(cs) (6)



276 G. Fortino, W. Russo, and C. Santoro

Once the state si has been found, to save it we have to properly assert the
belief saved(si,hs), where si is the saved state and hs is the state the history
symbol belongs to.

Deep Histories. In order to represent deep histories, we have to change the
way in which the state to be saved is determined. To this aim, in leaving state
cs, if s such as in(s) ∈ Bel(cs) has a deep history symbol, we have to determine
the deepest internal state and save it. However, given the way in which the set
Bel(cs) is built, such a deepest state is always cs since it is the sole state in
the set which has no children. On this basis, operations to be performed on
the occurrence of a deep history symbol are more simple than those of shallow
history and can be summarised by the following logic formula:

∃s, in(s) ∈ Bel(cs) ∧ deep hist(s)⇒ saved(cs, s) (7)

Entering into Histories. Once we have determined the operations to perform
to save the state left in the presence of a history symbol hs, entering into such a
history simply implies to restore the saved state: if the belief saved(si,hs) is as-
serted, then si will be the state to reach. To represent the event which triggers the
“entering into a history” transition, we use the reactor enter("hist","hs"),
therefore the complete operation can be represented with the following piece of
code:

+enter("hist","hs") / saved("X", "hs") >> [ +enter("X") ]

On this basis, with reference to Figure 1, the complete transition related to
event evt8 can be written as follows:

1 +evt8() / (in("s7") & g8) >> [ ac8(), leave_current (), +enter("hist","sa") ]
2 +enter("hist", "sa") / saved("X", "sa") >> [ state_to("X") ]

Adding these two lines of code to the listing in Figure 3 completes the
PROFETA program related to the whole statechart in Figure 1.

5 Conclusions

This paper has dealt with the integration of two agent programming tools based
on different agent models: DSC, a visual tool for agent behaviour specification
through the statechart formalism, and PROFETA, a BDI agent programming
language. Through a logical framework, aiming at ensuring the preservation of
DSC semantics, and by using a reference example, a proper mapping of DSC
constructs into PROFETA entities and statements has been derived.

As future work, we plan to include the derived DSC/PROFETA transla-
tion rules into ELDATool [8]—a visual software tool designed to engineer MAS
through DSC—with the objective of allowing the automatic generation of the
PROFETA code from DSC-based behaviours. This is able to enrich the fea-
tures of ELDATool with the possibility of performing a rapid prototyping of
PROFETA agents.
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Abstract. Despite being one of the world’s largest railways networks,
with a daily transportation of over 25 million passengers and 2.8 million
tons of freight, the Indian Railways perform their signaling, traffic man-
agement and trains scheduling activities in a completely manual way.

The lack of automation causes not only significant delays, but also
frequent collisions where passengers die or remain seriously injured.

This paper describes how we modeled the Indian Railways system as
a MAS and the results of the simulations run using NetLogo on real data
retrieved from the Indian Railways dataset. The simulated system is –
under some assumptions – collision-free and, thanks to the integration
of the MAX-SUM algorithm, minimizes the individual train delay.

1 Introduction

Indian Railways (IR) is one of the world’s largest railways networks comprising
115,000 km of track over a route of 65,000 km and 7,500 stations. In 2012, it
transported over 25 million passengers daily (over 9 billion on an annual basis).
In 2011, the IR carried over 8,900 million passengers annually and more than 24
million passengers daily (roughly half of which were suburban passengers) and
2.8 million tons of freight daily.

In spite of this huge traffic of people and goods, signaling, traffic management
and trains scheduling are carried out by the IR staff who communicates and
coordinates in a completely manual way. This explains the need of 1.4 million
of employees1 and the impressive amount of collisions that take place2, almost
always causing deaths and serious injuries.

The problems of the IR manually controlled railway system include:

1 Data referred to 2011: http://www.indianrailways.gov.in/railwayboard/

uploads/directorate/stat econ/Stat 0910/Year%20Book%202009-10-Sml

size English.pdf, accessed on May, 2013.
2 http://en.wikipedia.org/wiki/List_of_Indian_rail_incidents, accessed on
May, 2013.

M. Klusch, M. Thimm, and M. Paprzycki (Eds.): MATES 2013, LNAI 8076, pp. 278–291, 2013.
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– The control room of a station can control a train only if it is within the range
of 365 meters, which is an almost limited range.

– The train driver has to look out the train for the signal board even while
driving during night and in foggy or bad weather.

– Computing the exact distance of the train from a signal post is difficult, and
controlling the train’s speed in order to ensure that it will stop in time if the
next signal will require so, is also hard.

– The signaling system is fixed and signals cannot convey information of speed
restrictions; such restrictions are communicated from the crew operating on
a train who realizes the need of a speed restriction, to the control room in
the next station, by writing a report when they reach the station.

– Tracks management is performed by means of high frequency walkie-talkie
communication between the control room staff and the train driver or crew
members; being an entirely human-based process, this activity is subject to
many errors.

Besides these problems, trains are scheduled manually and the resulting
timetable does not assume that all trains operate on full speed, which decreases
the throughput of the system in terms of resource utilization; also, the timetable
includes redundant waiting time for some trains, creating unnecessary delays.

A specification stating the functional requirements of a Centralized Traffic
Control (CTC)/Traffic Management System (TMS) has been recently released
by the Ministry of Railways3. The CTC/TMS should carry out the following
two categories of functions:

1. centralized operations of signaling for a large area encompassing multiple
interlocked stations;

2. centralized real time monitoring of trains traffic for enabling efficient
decisions making for traffic control of large areas.

Although the CTC/TMS will definitely improve the current IR situation, a
centralized approach does not seem to be the most suitable one for a network
where about 10,000 trains run daily and must coordinate among themselves and
with the stations’ control rooms.

As observed in [2], Agent-Based Models (ABMs) are particularly suited to
tackle situations characterized by the presence of a high number of autonomous
entities whose behavior (actions and interactions) determines in a non-trivial
way the evolution of the overall system. ABMs support the study and analy-
sis of topics like decentralized decisions making, local-global interactions, self-
organization, emergence and effects of heterogeneity in the simulated system.

Besides modeling the system, researchers are of course interested in simu-
lating it, hence leading to the Agent-Based Modeling and Simulation (ABMS)
approach which is strongly inspired by social simulation and is considered by
some scientists as “a third way of doing science” [1].

3 http://www.rdso.indianrailways.gov.in/works/uploads/File/

TMS%20-%20DRAFT%20SPEC.pdf, accessed on May, 2013.

http://www.rdso.indianrailways.gov.in/works/uploads/File/TMS%20-%20DRAFT%20SPEC.pdf
20SPEC.pdf
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The motivation for this paper is to move a concrete step towards the devel-
opment of a fully automated and decentralized IR to overcome collisions due to
manual errors and to improve trains punctuality, hence allowing IR to provide
a better Quality of Services (QoS) to the customers.

The chosen approach is that of Agent-Based Modeling and Simulation, which
perfectly fits the IR domain: in IR we can identify different entities playing
different roles, that are autonomous, distributed, concurrent, and interact via
asynchronous communication using a high level communication language. Mod-
eling such entities as agents is a very natural choice: simulating the resulting
Multiagent System (MAS) to check whether the model is realistic, and to eval-
uate the effects of interventions in the model itself, can give important hints on
how improving the system’s efficiency.

In this paper we describe how we modeled the IR system as a MAS and its
simulation and results using NetLogo4. The IR MAS was already discussed in
[12], that describes the negotiation algorithms in detail and the delay optimiza-
tion based on the MAX-SUM algorithm [16, 17], and in [3], that describes the
agents’ features in terms of beliefs, desires and intentions.

With respect to the two papers above, the system’s model given in this paper is
different being based on concepts inspired by dynamic logic (fluent and persistent
functions), and the description of the NetLogo implementation and of its results
is original. The simulated system is collision-free under specific constraints and,
thanks to the integration of the MAX-SUM algorithm, minimizes the individual
train delay.

The paper is structured as follow: Section 2 shortly discusses the exploitation
of MASs and ABMS techniques in the railway domain; Section 3 describes our
new model of the IR system; Section 4 presents six problems with their solution
in our MAS; Section 5 reports the results of the experiments executed with
NetLogo and lastly Section 6 concludes and describes the future work.

2 Related Work

As observed in a recent survey [8], railway dispatching or scheduling has been
usually modeled using classical technologies, such as operational research and
constraint programming. These techniques are suitable to model static situa-
tions with complete information, but they lack the ability to cope with the
dynamics and uncertainty of real railway traffic management. In order to over-
come the limitations of traditional centralized and monolithic approaches, many
researchers from the multiagent community started working on this domain.
Fischer et al. [10] present a MAS that models a society of transportation com-
panies whose goal is to deliver a set of dynamically issued orders satisfying some
given cost and time constraints. The proposed conceptual system together with
a further study [11] led to two practical applications, i.e., the TeleTruck sys-
tem [13] and a railroad scheduling system [14]. Cuppari et al. [9] employ a logic

4 http://ccl.northwestern.edu/netlogo/, accessed on May, 2013.

http://ccl.northwestern.edu/netlogo/
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programming-based environment to prototype a MAS for the management of
freight train traffic. The work presented in [4] uses a multiagent approach to the
scheduling system for train coupling and sharing. The system is incremental,
takes incomplete task specifications into account and generates an initial plan
using the contract net protocol: then the post-optimization of the initial solution
is achieved by means of the simulated trading protocol.

The agent approach has also been used for other railway applications in the
recent years. To model railway access negotiation, Tsang and Ho [18] employ
a multiagent approach in which a train services provider (TSP) and an infras-
tructure provider (IP) are represented by individual software agents. An IP-TSP
transaction is simulated by a negotiation protocol. For flexible trains traffic con-
trol and conflicts avoidance, Proenca and Oliveira [15] adopt a multiagent railway
control system made up of two subsystems: control and learning. The “Control”
subsystem is responsible for traffic management and guidance in the network.
The “Learning” subsystem has the objective of analyzing the past accumulated
situation descriptions and inferring rules that anticipate trains conflicts and im-
prove traffic-control processes. In the set of papers [5–7], Briola et al. describe
a multiagent system called FYPA that is used to dynamically manage the allo-
cation of trains on railway tracks inside a station: every train and every railway
segment is associated with a dedicated agent, and the real time reallocation of
trains is made following a complex negotiation protocol. The system is currently
part of the Ansaldo STS (Italy) applications portfolio.

3 Agent-Based Model of the IR System

Model of the IR Physical Network

The IR physical network (IRN) can be suitably modeled as a mixed multigraph,
namely a graph where some arcs are directed and some are undirected (“mixed
graph”), and where multiple arcs with the same source and target vertices are
allowed (“multigraph”).

For sake of clarity, we will present IRN as if it were a direct multigraph.
Undirected arcs impact only in a couple of points of our presentation, where we
will deal with them explicitly.

Vertices in V can model either stations (S) or junctions (J), and stations’
identifiers are disjoint from junction’ ones: V = S∪J ∧S∩J = ∅. The difference
between a station and a junction is that only one train at a time can cross a
junction and it cannot stop over it, whereas a station can hold many trains
(usually the station’s capacity is ≥ 1) and trains can stop on it. Vertices will be
identified by v throughout the paper. If needed, we will use subscripts and we
will explicitly state whether vi models a station or a junction by writing si and
jk, respectively (since stations and junctions are disjoint, if vi = si represents a
station and vk = jk represents a junction, then i �= k). Edges E are identified
by e(i,j,k), where i is the index of the source vertex vi, j is the index of the
destination vertex vj , and k ranges on 1, 2..., e where e is the total number of
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edges directed from vi to vj . If there is no need to give details on an edge’s
source, destination and number, we will use e to represent it.

Agents

Each junction and station in IRN has an agent associated with it. We identify
the station agent associated with si, where si ∈ S, with sai ∈ SA (the set of
station agents), and the junction agent associated with jk, where jk ∈ J , with
jak ∈ JA (the set of junction agents).

Each train t ∈ T is associated with a train agent ta ∈ TA as soon as it is
created in the IR system. Train agents are identified by ta subscripted, if needed,
by a natural number i ranging from 1 to the maximum number of trains in IRN.

By using the same subscript for the agent and for the physical element of the
IR system it is associated with, we can leave the bijective function that maps
physical elements to agents implicit: throughout the paper, station agent sai will
always be associated with station si, junction agent jai will be associated with
junction ji, and train agent tai will be associated with train ti.

Fluent and Persistent Properties of the IR System

Properties of the IR system can be expressed by fluents (functions whose re-
turned value changes over time), and by persistent functions which state struc-
tural properties of the system, not subject to changes over time. We assume that
time is discrete and is represented by the number of time units that elapsed from
a conventional starting instant. We express the time argument of fluents as a
subscript of the function name for readability.

For each function, we write in square brackets and bold font the name of the
only agent in the system which knows the function’s value on the given argu-
ments. This is a relevant aspect for emphasizing that data are really
decentralized, and hence computation can be decentralized as well.

Besides all the standard operations on multigraphs (adjacency list, degree of
a vertex, and so on), the only persistent function representing a relevant aspect
of the IR physical network is

– max capacity : S → N
max capacity(si)[sai] = n iff station si can host at most n trains. This
information is only available to station agent sai.

Fluents representing IR’s features are

– current capacity : N× S → N
current capacityt(si)[sai] = n iff station si has room for n more trains at
time t. This information is only available to station agent sai.

– running on : N× E → T ∗

running ont(e(i,j,k))[sai] = tn...t1 iff tn, ..., t1 are the trains currently running
on edge e(i,j,k), in the order they appear in the string tn...t1 (namely, t1 is
the first train that left the station and it is the most distant from it, whereas
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tn is the last train that left it, and it is the closest). This information is only
available to the station agent sai in charge of the station from which the
edge exits.

– is free : N× J → Bool
is freet(ji)[jai] is true if junction ji is free at time t, and false otherwise. This
information is only available to junction agent jai.

As far as trains are concerned, persistent functions representing their offi-
cial schedule and technical features are described below. Apart from the train’s
schedule, that is public, the only agent that possesses information about train
ti, is tai.

– route : T × N→ S
route(ti, ind)[tai] = s iff the ind-th station in ti’s scheduled path is s (ind
ranges between 1 and the maximum number of stations that ti is expected
to traverse).

– scheduled arrival : T × S → N
scheduled arrival(ti, sj)[saj] = n iff n is the time instant when ti should
arrive in sj according to the planned schedule.

– max speed : T → R
max speed(ti)[tai] = r iff the maximum allowed speed for ti is r, expressed
in some suitable speed unit measure.

– stop value : T × S → Bool
stop value(ti, s)[tai] is true if ti will stop in station s and false otherwise.

The fluents modeling train’s features are

– current position : N× T → (V ∪ E)× R
current positiont(ti)[tai] = (v/e, r) iff ti is currently either on vertex v, in
which case r is 0, or on edge e, in which case r is the distance from the edge
origin expressed in a suitable distance measure unit.

– current speed : N× T → R
current speedt(ti)[tai] = r iff at time t, ti is running at speed r, expressed in
a suitable speed measure unit.

Finally, two fluents involve both trains and stations:

– expected waiting time : N× T × S → N
expected waiting timet(ti, sj)[tai, saj] = n iff n is the amount of time units
that ti should wait in station sj .

– expected arrival : N× T × S → N
expected arrivalt(ti, sj)[tai, saj] = n iff the time instant when ti is expected
to actually arrive in sj , is n.

4 Tackled Problems and Proposed Solutions

In order to decide which train should access a resource first (the right to cross a
station or a junction, the right to move on an edge), we introduce the notion of
payoff of a train ti that wants to enter a station sj at time t.
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payoff : N× T × S → R
payofft(ti, sj) = deviation from schedulet(ti, sj) ∗ deviation cost +

expected waiting timet(ti, sj) ∗ waiting cost
where

– deviation from schedulet(ti, sj) =
|expected arrivalt(ti, sj) − scheduled arrival(ti, sj)| is the absolute value of
the difference between the time when ti should enter sj according to its
scheduled timetable, and the time when it is actually expected to enter it.

– deviation cost is the penalty for a 1 time unit deviation from the scheduled
timetable.

– expected waiting timet(ti, sj) is a value that we compute by exploiting the
MAX-SUM algorithm [16, 17], as described in [12].

– waiting cost is the penalty for a 1 time unit expected waiting in a station.

In our model, waiting cost > deviation cost, and both can be established by the
system’s administrator.

The same notion of payoff can be defined for junctions, instead of stations.
Due to space limitations, we cannot give here more details about the MAX-SUM
algorithm. We only point out that this algorithm uses the current delay of a train
to increment the train’s payoff: in this way, the payoff increases with the increase
of the delay, and train starvation is avoided because sooner or later the train
will reach a payoff higher than that of the other conflicting trains, getting the
right to access a shared resource. Payoffs are used to resolve conflicts on shared
resources according to the following criteria:

1. if more trains want to access the same resource at the same time, the resource
will be assigned to the train with higher payoff;

2. a station agent associated with a station with few available platforms, can
decide not to authorize a train to enter the station if its payoff is lower than
the payoff of other trains that want to enter the station.

Now we can discuss the IR problems we faced and how we solved them.

Problem 1: if two trains are running on the same directed edge (obviously in
the same direction) and their distance becomes lower than a critical distance cd,
then a collision might take place.

When a train ti leaves a station sj on edge e, the station agent saj tells the
train agent tai the identifier k of the train running ahead of it on edge e. In this
way, tai can contact tak and coordinate with it in order to avoid collisions. The
coordination is based on a simple rule: if there is a risk of collision computed
based on the current speed and position of both trains, and the train which is
ahead can accelerate (it is not running at its maximum allowed speed), than
it does accelerate. Otherwise, the train which is behind decelerates. When the
train which is ahead reaches the next station or leaves that edge, it informs both
the station from which it departed and the train which is behind it. The station
agent can remove that train from the list of trains running on e by updating the
value of running ont(e).
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The proposed solution works only if the change of speed of one train removes
the risk of collision with the train which is ahead (resp. behind) without intro-
ducing a collision risk with the train that is behind (resp. ahead). In other words,
we are assuming that if t3, t2 and t1 are running on the same edge and t2 has to
accelerate to avoid a collision with t3, this acceleration will not cause a collision
with t1. This is a very strong assumption and we are extending our negotiation
algorithm in order to overcome it. The extended algorithm will fire a message
exchange with the (at most two) adjacent trains, whenever a train changes its
speed. In this way changing the speed propagates the collision risk, but also the
communication among agents to prevent it.

Problem 2: if the number of trains hosted by a station is equal to its maximum
capacity, then no more trains can enter it otherwise a collision might take place.
When a train ti wants to enter a station sj , tai sends a message to saj asking a
permission to enter. If current capacityt(sj) ≥ 0, then saj answers to tai that ti
can enter the station, otherwise ti will need to stop and wait that one train leaves
sj . We assume that ti can stop outside sj without creating any collision with the
trains behind it, if any, running toward sj . In case there is only one bidirectional
edge entering sj (recall that IRN is a mixed graph), it must be used both by ti
for entering sj and by the trains already in sj for exiting, leading to a deadlock.
This is a borderline situation that we assume will not take place. We will relax
these constraints in the forthcoming version of the negotiation algorithm.

In case of two simultaneous requests involving one train that would stop in
the station and another that just needs to traverse it, then the train that will
not stop in sj gets the right to enter. If the trains have the same stop value, the
agent with higher payoff will be allowed to enter the station.

Problem 3: if two trains are leaving a station on the same edge at the same time
(modulo a small time difference), a collision might occur.

To resolve this problem, when a station agent allows a train ti to leave on the
edge e, it must not allow other trains to leave on e until ti moves of at least cd
(the critical distance). In this situation, the train that should arrive to the next
station first is allowed to move on the edge first.

Problem 4: when a train t enters a junction or a station where it should not
stop, planning to exit on edge e, and another train is either already moving on
e within the critical distance cd, or is planning to move on it, then a collision
might occur.

This situation can be faced considering two cases:
1. ti wants to cross a junction or a station v (without stopping on it), but the
edge e where it plans to move is already occupied by tj whose distance from v
is lower than cd. The only action that the agent associated with v can do is to
prevent ti from entering v until the distance between tj and v becomes greater
than cd.
2. ti wants to cross a station s exiting on edge e, and tj is waiting in s and is
ready to leave it, moving on edge e. Since trains that do not stop in a station
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have a higher priority w.r.t. those that stop, tj is asked to wait, and ti is allowed
to cross s and exit on e.

In both cases we assume that stopping a train on an edge outside a station
or a junction does not cause a collision with the train behind that is arriving on
that edge. Also this assumption will be removed in the refinement of the current
algorithm.

Problem 5: if a bidirectional edge exists between two vertices vi and vj and th
would like to move from vi to vj , while tk would like to move from vj to vi, then
a collision might occur.

If both trains are still waiting in their stations, this problem is solved by allowing
the train with higher payoff to use the bidirectional edge between vi and vj first.
If one train is already moving on the bidirectional edge, the other train cannot
move on it until the edge becomes free again.

Problem 6: given that avoiding collisions is the first goal of the IR system, how
could we minimize the total delay of trains running in the IR network?

The delay optimization algorithm we have selected for solving the last problem
is the MAX-SUM algorithm described in [16, 17], with the payoff introduced
at the beginning of this section. Since the MAX-SUM algorithm is not new,
and its instantiation to the IR system has been described in [12], we do not
enter into its details here. By adopting the MAX-SUM algorithm, our system is
guaranteed to converge into an optimal solution, which minimizes the individual
train delay as well as the total system delay, and which additionally reduces the
communication and computation cost also.

5 Experiments

We simulated our MAS using NetLogo because of its support for the rapid
development of a graphical interface by which an IR administrator could visualize
the whole network and the movement of each individual train. The NetLogo
program needs three text files as an input:
i) Path.txt, which contains information on the modeled stations
ii) Time table.txt, which contains the trains’ scheduled timetable
iii) Route.txt, which contains a list of stations that a train must follow in its
journey (namely, the values of route(ti, ind)[tai] = s, for each ind from 1 to the
number of stations that ti must traverse). As NetLogo does not support any
message passing protocol between agents, we implemented it by ourselves.

In the next sections we discuss our case studies and the results we obtained
by the simulations we executed.

Case Studies

The data we used for our experiments have been provided to us by the Eastern
India Railway officials. We simulated a sub-network consisting of 42 Km of track
with 11 stations, whose features are shown in Table 1.
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Table 1. Stations in the simulated IR sub-network

Station id Num. of platforms Adj. stations (with distance in Km)

1 5 2 (8.9)
2 4 3 (7.6), 1 (8.9)
3 6 4 (7.5), 7 (3.0), 2 (7.6)
4 4 5 (12.5), 3 (7.5)
5 4 6 (5.5), 4 (12.5)
6 7 5 (5.5)
7 2 8 (2.3), 3 (3.0)
8 2 9 (4.5), 7 (2.3)
9 2 10 (2.5), 8 (4.5)
10 2 11 (2.5), 9 (2.5)
11 2 10 (2.5)

The simulation involves 128 trains: 55 trains run from station 1 to station 6
and 55 trains run from station 6 to station 1. As station 11 lies in a very remote
area, only 2 trains are running from station 1 to station 11 via station 3 and vice
versa. Similarly, only 8 trains are scheduled from station 3 to 11 and 6 trains are
running from station 11 to station 3.

We simulated: the existing non-automated system (without modeling the
manual interventions and communication used in order to coordinate the train
movements), the MAS where the solutions to the first five problems highlighted
in Section 4 have been implemented, and the MAS where the sixth problem has
been faced by means of the MAX-SUM algorithm.

1. Simulation of the non-automated system. In the first experiment, we simulated
the existing IR sub-network with neither automation nor manual intervention.

2. Simulation of the proposed MAS, without delay optimization. In the second
experiment, we simulated the same sub-network, with the same trains running
over it as in the first experiments, but where coordination was guaranteed by
the MAS described in the previous two sections.

3. Simulation of the proposed MAS, with delay optimization. In the third experi-
ment, we simulated the same sub-network as in the first and second experiments,
but where delay is minimized thanks to the MAX-SUM algorithm. With respect
to the previous experiments, we changed the number of trains: we created six
different configurations with 50, 100, 150, 200, 150 and 300 trains by introducing
some random delay and simulated them in NetLogo.

Results

1. Simulation of the non-automated system. The result of the first experiment
was that trains got 3.8 hours of cumulative delay in 24 simulated hours (sec-
ond column of Table 2) and 4 collisions took place. Of course (and luckily!), in
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the real system such collisions did not take place because of the manual coor-
dination and communication among the IR staff. However, we could not really
compare our simulated automated system with the (simulated) actual one, since
the IR staff human interventions are so complex and dependent on a large set
of environmental variables that they are not reproducible within a simulation.
Anyway, the IR staff main objective is avoiding collisions, with little care towards
reducing trains delay. Hence, as far as delay reduction is concerned, the actual
IR system is almost close to the non-automated one that we simulated and our
comparison between the automated and non-automated systems discussed in the
two paragraphs below is realistic.

2. Simulation of the proposed MAS, without delay optimization. The result was
that trains got 1.2 hours of cumulative delay in 24 simulated hours (third column
of Table 2) and no collisions took place.

3. Simulation of the proposed MAS, with delay optimization. The results of the
six experiments we run, with different number of trains, are shown in Table 3
and demonstrate that the MAX-SUM algorithm achieves its goal of optimizing
the overall delay.

Table 2. Delay Comparison between non-automated system and MAS (in hours)

Simulated hour Delay in non-autom. system Delay in proposed MAS

0 0 0
2 0.125 0
4 0.27 0
6 0.35 0
8 0.48 0.02
10 0.56 0.053
12 0.67 0.18
14 0.75 0.2
16 0.83 0.22
18 0.91 0.26
20 0.98 0.32
22 0.99 0.33
24 3.8 1.2

Discussion

As shown in Figures 1, where the red line (dark grey in b/w images) repre-
sents the non-automated system and the green line (light grey in b/w images)
represents our MAS without delay optimization, the automation of the IR sys-
tem according to our model and algorithms gives an high advantage in terms of
global delay with respect to a non-automated system. Furthermore, no collisions
happen.
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Table 3. Delay Comparison between MAS without and with MAX-SUM (in minutes)

Num. of trains Delay without MAX-SUM Delay with MAX-SUM

50 0.33 0.33
100 2.33 2
150 9.83 4.67
200 32.83 4.5
250 39.5 5.17
300 47.33 28

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

 0  5  10  15  20  25

O
ve

ra
ll 

sy
st

em
 d

el
ay

(h
ou

r)

Time(hour)

Existing system delay
Proposed system delay

Fig. 1. Non-automated vs automated system: delay comparison

Figure 2 shows that the gain in reduced delay when using the MAX-SUM
algorithm increases when the number of trains grows up (red line represents
the MAS without MAX-SUM and the green line represents the MAS where
MAX-SUM has been exploited).

Despite the strong assumptions that we made, the results we obtained in our
attempt to model and simulate the huge and complex Indian Railways system are
very encouraging both in the reduction of the trains’ delay and, most important,
in the complete avoidance of collisions.

6 Conclusions and Future Work

In this paper we have presented a model and negotiation algorithms for au-
tomatizing the IR signaling and control tasks. Given the features of the IR
system, modeling it as a MAS was a very natural choice, and using the NetLogo
widespread MAS simulation tool for carrying out our experiments was a further
natural consequence of the selected agent-based approach. The results of our
experiments are very promising: the system is collision free and the overall delay
is reduced. An implementation of the system in Jade5 has been designed and a
first prototype has been implemented. As for the FYPA system, the exploitation

5 jade.tilab.com/, accessed on May, 2013.

jade.tilab.com/
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of Jade gives the possibility of integrating real databases and existing software
components by building a Java bridge towards them, which is usually possible
(even if not always easy).

Although we are still far from thinking that IR could adopt our solution, the
integration of our MAS on top of the existing IR framework would be feasible
and could be done with a low capital investment because the MAS could be
implemented using open source software as Jade and could be installed in the
existing railway control rooms. The major cost of this technological shift would
be due to the improvement of the IR information technology and physical infras-
tructures to get more reliable and real-time data from the network, which is a
requirement for the adoption of our solution. The estimation of this investment
is out of our competencies and can be only done by the IR.

The goals we plan to pursue in the future include:
– collecting real data on the railway traffic during some days (delays and, we

hope none, collisions), to make a comparison between the solution proposed by
our system, simulating the same days, with the actual human solution, instead
of using the non-automated system as a reference;

– eliminating the strongest assumptions we made in our model, in order to
make our system closer to the real scenario;

– incorporating some intelligent rule engine like JESS6 to make the agents
reasoning and coordination activities smarter than now;

– integrating an ontology representing the domain to better model communi-
cation semantics.
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Abstract. In this paper we analyse the trade-off between privacy-pres-
ervation methods and the quality of data mining applications, within the
specific context of the smart grid. The use of smart meters to automate
data collection is set to solve the problem of electricity theft, which is
a serious concern in developing nations. Nevertheless, the unlimited use
of data from smart meters allows for potentially private information to
be discovered. There is a demand for methods to quantify the trade-
off between privacy-preservation and quality of a classification model.
We describe the research and development of an agent-based simulation
platform to evaluate the balance between privacy-preservation mecha-
nisms and methods for electricity theft detection. We have implemented
a proof-of-concept model and validated it against real data collected from
smart meters.

1 Introduction

A smart grid is an electricity and utilities grid instrumented to automatically col-
lect and act upon information about the behaviour of suppliers and consumers.
This technology aims to improve the efficiency, reliability, economics, and sus-
tainability of the production and distribution of electricity. A common element
in smart grids are the smart meters, used to collect information about household
utilisation. Nonetheless, Cohen [9] alerts that “[smarter meters are] vulnerable to
remote exploitation, viruses, worms, malicious upgrades, and all manner of other
attacks”. Hence, the utilisation of such devices represent a concern to individual
privacy, despite the obvious benefits to electricity companies.

The interest of this research is to mitigate the aforementioned concerns with-
out compromising the rationale for applying smarter meters in the fist place. To
this end, we need to quantify the trade-off between (i) collecting detailed data
through smart meters and (ii) concerns about privacy issues by individuals and
groups. In particular we focus on the use of smart meters to detect electricity
theft, a major problem in many developing nations, and one which information
collection from smart meters can combat effectively.

In this paper, we introduce a framework for measuring the trade-off between
privacy-preserving methods and data mining techniques for detecting electricity
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theft. It encompasses an agent-based simulation model to (i) represent different
trust and privacy profiles with regards to sharing information, considering that
different people have different levels of trust and different preferences when it
comes to what data is kept private, and; (ii) generate households’ electricity
load profiles, by applying publicly available data to create reference models,
and concepts of social behaviour to create extended data sets that simulate
community diversity. Then, we are able to apply probabilistic approach and data
mining techniques to detect the expected behaviours in the different community
setups, allowing us to measure the trade-off between privacy-preserving methods
and approaches for collecting data to detect electricity thievery.

The outcome of this research provides new ways to understand the impact
that the introduction of smarter grids will have in development communities.
We are particularly interested in the situation of Brazil, where smarter grids
are being implemented to help combat electricity theft. According to ANEEL,
Brazil’s national electricity agency, in some regions this problem compromises up
to 25% of the total electricity production. The side-effects go beyond economical
balance for energy companies, as ultimately this cost is shifted to consumers in
terms of raising energy prices [16].

Moreover, this research is of interest to providers of smart grid technology.
It allows for a better understanding of the social impact of applying the smart
meters in different communities. In this context, we are building on the solutions
and case scenarios in the IBM Smart Grid program [12]. This development en-
visages “a layer of intelligence throughout the grid to enhance system reliability
and efficiency, improve management of supply and demand, optimize operations
and streamline costs”. We will contribute to this program with a layer of un-
derstanding about the impact and acceptability of the technology by different
communities.

The paper is structured as follows. In Section 2 we discuss our motivation and
present the related work in the areas of data mining methods for theft detection
and privacy preservation methods. Section 3 describes our framework and Section
4 provides a proof-of-concept validation of this framework. The paper concludes
with a discussion and an analysis of future work in Section 5.

2 Motivation and Related Work

The use of smart meters brings many benefits; one of which is the ability to detect
and shut down electricity theft, but there are many other uses that benefit both
electricity providers (such as the use of this data in forecasting electricity use)
and end-users (time-of-use billing can lower overall expenses). However, the data
collection that allows these uses is a double-edged sword. Load-monitoring allows
the identification of specific electrical appliances, such as medical equipment, or
baby monitors [14]. Over time, the data collected can be used to discover patterns
of use, from which it can deduced whether a family is at home, or even when
particular family members are at home. The European Union’s Data Protection
Supervisor recommends that, in addition to other measures, privacy-enhancing
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technologies be made mandatory in the deployment of smart electricity meters
[7]. While most users are not concerned with what their electricity provider
can do with this information, the information is valuable. There are significant
security concerns with the storage of such data, and there are no regulations in
place to prevent the sale of the data to untrusted third parties.

There is a considerable amount of work on both privacy preservation for data
mining techniques, as well as in the detection of electricity theft using smart
meter technology. However, insofar as we know there is no work that attempts
to quantify the trade-off between privacy and a specific knowledge extraction
goal. We discuss some of the related work in both these separate domains below.

2.1 Detection of Electricity Theft

We emphasise that the data collection from traditional meters, which do not
cause any privacy concerns, is not detailed enough to detect theft reliably through
data mining techniques. For instance, Cabral and Gontijo [8] use so-called rough
sets to derive rules that allow the classification of fraudulent customers, using
data from traditional meters, and achieve an accuracy of 20%, which at the time
was considered good. Smart meters, however, collect, and automatically send,
far more fine-grained readings to the utilities companies, and using this data
there are many novel approaches for detecting fraudulent activities. Kadurek
et al [13] have proposed a methodology for automated detection of electricity
theft, which does not require data collection and is performed in real-time at the
substation, but they do not present data on how well it works, particularly in
a market where electricity theft is more prevalent than the Netherlands (where
they deploy their prototype).

Most state-of-the-art work in the area approaches the problem with data min-
ing techniques. For instance, Nagi et al. use Support Vector Machines (SVMs) to
detect customers with irregular consumption patterns, which are associated with
fraudulent profiles [15], and Ramos et al. use a graph-based classifier, optimum-
path forest (OPF) in order to detect NTLs [18]. It is not our intention to give
a complete overview of the techniques used: rather, it should be clear that such
methods require extensive sets of detailed information to distinguish between
larcenous and honest households. Nagi et al. use a set of data from 500 house-
holds, whose electricity readings were recorded hourly for two years. Ramos et
al. used data that was collected at 15 minute intervals. This kind of data can
be used to uncover privacy-sensitive information and thus some form of privacy
protection must necessarily be employed.

2.2 Privacy Protection in Smart Grid Technology

We are not the first to recognise the need for privacy-preserving methods for use
in the smart grid. Erkin et al. survey a number of approaches designed specifi-
cally to prevent revealing sensitive information [11]. These methods all use se-
cure signal processing techniques to encrypt an individual household’s load data.
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Because of specific properties of the cryptographic methods used, the aggrega-
tion can be performed on the encrypted data, meaning that when the data is
decrypted, individual households’ load data cannot be retrieved. While this is
effective if the use of the smart meter is primarily to build predictive models for
load balancing or for adapting the price in a time-of-use billing mechanism, it
denies any possibility of using the data to discover fraudulent individuals.

A more promising alternative is to build on the privacy-preservation tech-
niques in data mining. Aggarwal and Yu [1] identify various methods for this:
randomisation, the k-anonymity model, distributed privacy-preserving data min-
ing and downgrading the classifier effectiveness. We intend to test the functioning
of a number of these methods. In particular randomisation seems promising: by
adding random noise to the data it may be possible to sufficiently hide privacy-
sensitive information while still allowing fraudulent individuals to be detected.
One concern with this is obviously that real data must still be sent for the
purpose of billing, but this is only needed once per billable period.

3 Methodology

The main aim of this paper is to lay out a clear methodology for evaluating
the inevitable trade-off between detecting electricity theft and preserving house-
holds’ privacy. While our long-term goal is to develop methods that allow theft-
detection algorithms to maintain an adequate level of performance while pre-
serving an adequate level of privacy, we need a method for making explicit what
an “adequate level” is in both these cases and measure the trade-off explicitly.
While we focus on theft detection as the principal application for smart meters
in this paper, we wish to emphasise that the same techniques are usable for other
applications of machine learning techniques on data from smart meters, such as
load prediction.

The two main problems in measuring the trade-off are:

1. Testing different preferences when it comes to privacy.
2. Quantifying the trade-off between privacy-preservation and accuracy of theft

detection.

In Section 3.1 we propose an agent-based simulation to solve the former
problem. In Section 3.2 we present a statistical method for solving the latter.

3.1 Simulating Households’ Electricity Use

Different people have different requirements when it comes to privacy. Some
households may not mind providing any amount of information, regardless of
what sensitive details it reveals. On the other side of the spectrum are very
private individuals who are uncomfortable giving out any more information than
they do currently. Both are probably minority groups, with the majority of
people willing to reveal some information as long as it does not reveal sensitive
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information, and enough guarantees are given that the data will not be further
distributed (willingly or due to security leaks) without their permission.

This all is closely related to trust. For someone to feel comfortable giving out
(potentially) sensitive information, there must be a trust relationship that this
information will not be mistreated. Different people have different levels of trust
and different preferences when it comes to what data is kept private. This can
be simulated using a multi-agent system in which agents have different trust
and privacy profiles with regards to sharing information. This also allows for
distributed privacy methods to be tested, where network proximity (using either
a physical network or a social one) is used to do some preprocessing in order to
preserve users’ privacy at the global level. However, then trust is needed at a
local level as well; between households and not just between the household and
the electricity provider.

Furthermore, the agent-based simulation can be used to generate the load
profiles. This alleviates the problem of obtaining real data with sufficient detail.
The load data available publicly, such as that made available by the Remodece
project [10], is only from honest households. Such data could be used to test
privacy-preserving methods, but not to distinguish between larcenous and honest
households. On the other hand, data such as the load profiles availabe in the
work by Nagi et al. [15] makes a clear distinction between the profiles of honest
and fraudulent households, but there is not enough detailed information availabe
to discover any privacy-sensitive information. As such we propose a simulation-
based approach in which each agent represents a household with a specific privacy
profile and generating an electricity load profile as in the work by Paatero and
Lund [17] or Armstrong et al. [3]. Larcenous agents, however, deviate from the
profile and instead are given profiles based on the profiles of fraudulent agents
in Nagi et al.’s work. An initial step to verify this simulation-based approach is
described in Section 4.

3.2 Measures

The assumption in the various theft-detection algorithms is that a detailed load
profile for each household is available, which allows an accurate distinction be-
tween profiles of larcenous and lawful households. However, such detailed infor-
mation allows for infringement on users’ privacy.

In this section we provide a framework for measuring the trade-off between
privacy-preserving methods and data mining techniques for detecting electricity
theft. While privacy is generally regarded in absolute measures (such as in the
encryption approach discussed in Section 2, this is not the case here: we want to
know how well a privacy-preservation method hides sensitive information, with
respect to the original data. For instance, if a piece of private information is
already hidden, then it is not necessary to use a privacy-preservation method.
We will quantify how well a user’s privacy is preserved using some privacy-
preservation technique with such a relative measure.

Similarly, the measure for how well the difference between larcenous and lawful
individuals can be learned using machine learning methods, is also relative: we
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want to know how much using a privacy-preservation method impacts a ML
algorithm’s functioning with respect to the original dataset. By quantifying this
property as well, we can quantify the trade-off between the two different interests,
and this gives us some idea of whether it is a worthwile approach or not.

Quantifying Privacy Preservation. There are a number of different ways
of quantifying privacy preservation, designed for different uses [5]. Most take a
probabilistic approach and see how much “harder” it is to guess the right answer
after performing the privacy-preserving operation. One of the most prominent,
presented by Agrawal and Aggarwal [2], perform this quantification by using the
conditional entropy. Using the entropy H(A) of a random variable A, they define
the privacy inherent in that variable as Π(A) = 2H(A). The privacy lost between
two random variables is given in terms of conditional entropy. If we consider the
data as a random variable A with domain ΩA, and the privacy-preserved data
B, the conditional entropy is given as follows:

H(A|B) =

∫
y∈ΩA

fB(y) ·H(A|B = y)dy

= −
∫
y∈ΩA

∫
x∈ΩA

fA,B(x, y) · log2(fA|B=y(x))dxdy

(1)

Where we assume the privacy preservation operation does not change the
domain of the random variable. fB is the probability density function for variable
B. Similarly, fA,B is the density function for the joint probability of A,B and
fA|B=y the density function for the conditional probability.

Using the conditional entropy, Agrawal and Aggarwal define the “fraction of
privacy loss”, or the amount of privacy that is lost with regards to A by knowing
B as P(A|B) = 1 −Π(A|B)/Π(A). We use this in a slightly modified form as
our privacy preservation measure (PPM):

PPM(A|B) = H(A|B)/H(A) (2)

Rather than using their measure of privacy, we use the entropy directly. The
advantage of this measure over Agrawal and Aggarwal’s measure is that our
measure is 0 if A is entirely determined by B, whereas the original measure is
1 − 1/Π(A), which is only 0 if the entropy of A is 0. Our measure is undefined
in this trivial case and we define it separately as PPM(A|B) = 0 if H(A) = 0.
The original dataset has no privacy-sensitive properties to preserve. If A and B
are independent, then both the measures are 1.

Example. We illustrate this with an example for discrete random variables.
Assume a dataset collected from 500 homes, 450 with at least one child and 50
without children. We thus have H(A) =

∑
x∈{c,¬c}−p(x)·log2(p(x)) = 0.47 bits.

Now assume we have a privacy preserving function that randomly labels 200
of the homes with at least one child as childless, resulting in set B. We have the
following probabilities: P (A = c|B = c) = 1, P (A = c|B = ¬c)) = 4/5, P (A =
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¬c|B = c) = 0 and P (A = ¬c|B = ¬c) = 1/5. We thus have H(A|B) = 0.36
and PPM(A|B) = 0.77. This corresponds with what we would expect from a
machine learning algorithm: if we train an algorithm on set B, it will learn to
misclassify a large number of families with children as being childless and will
thus be inaccurate on the original set A. Because the actual accuracy depends
on specifics of the machine learning algorithm, it makes more sense to specify
this in terms of relative entropy than in terms like precision or recall.

A second privacy-preserving function creates set C by simply removing 200
homes where at least one child is childless. We then have the following proba-
bilities P (A = c|C = c) = 1, P (A = c|C = ¬c) = 0, P (A = ¬c|C = c) = 0 and
P (A = ¬c|C = ¬c) = 1. This results in H(A|C) = 0 and also a PPM(A|C) = 0.
It is clear why: if we learn which of the families in C have children, we can use
that same classifier on set A and expect it to be accurate.

Quantifying Theft Detection. In contrast to the quantification of privacy-
preservation, which we want to do independent of the specifics of the machine
learning algorithm, for theft detection we are particularly interested in how well
the machine learning algorithm performs. There are a number of measures that
are traditionally used to quantify the functioning of machine learning algorithms,
most notably precision and recall [4].

Precision can be seen as the probability that a positively classified household
is a true positive. Recall, on the other hand is the probability that a true positive
is correctly classified as positive. These two measures are combined into the Fβ

measure as follows:

Fβ = (1 + β2) · precision · recall
(β2 · precision) + recall

(3)

This can be interpreted as a weighted average (the harmonic mean) of pre-
cision and recall, with weighting factor β. If β > 1, then recall is given more
importance than precision and β < 1 the reverse. Common values for β are
0.5, 1 and 2. We suggest to use 2, because in detecting theft we are interested in
casting a fairly wide net: every positive hit will need to be verified in any case
to decide whether legal action should be taken. Of course, the net shouldn’t be
too wide or it is useless, so precision of the method should not be ignored.

Note that the Fβ measure is always between 0 and 1. If either recall or pre-
cision are 0, then Fβ is 0, and if both are 1, then Fβ is also 1. Anything else
results in an intermediate value. The measure is undefined if Fβ(A) = 0.

However, we are not interested in the absolute performance of a machine learn-
ing method, but rather in the relative performance on a dataset that has been
modified by a privacy-preserving method with respect to the original perfor-
mance. As such we consider A the dataset before privacy-preserving measures
and B after, with corresponding performance measures of a machine learning
method Fβ(A) and Fβ(B) respectively. The theft detection measure is then:

TDM(A,B) = Fβ(B)/Fβ(A) (4)
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While this ratio is not limited to the [0, 1] range, it is only greater than 1 if
the privacy-preserving method actually improves the performance of the theft
detection method. If we are afraid of this happening we can simply take the
minimum value between the TDM as calculated in Eq. (4) and 1. We define
TDM(A,B) = 1 if Fβ(A) = 0, because if the recall and precision of the machine
learning algorithm are both 0 on the original data set, no privacy-preservation
method is going to make the method perform any worse.

Measuring the Trade-off. We now have two measures that can be seen as
a way of measuring how well the privacy-preserved data performs with regards
to the original. If the PPM is 0, then the modified dataset preserves privacy
equally well as the original. Similarly if the TDM is 1, the dataset allows for
equally good theft detection as the original. It is necessary to be very careful in
comparing these two values, because strictly speaking they are not comparable:
a 0.1 increase in privacy protection does not mean the same as 0.1 increase in
theft-detection. Nevertheless, the measure PPM(A|B) + TDM(A,B) can give
a rough estimate of how well we are accomplishing the trade-off between the two
conflicting goals. PPD(A|A) + TDM(A,A) = 1, so if the measure drops below
1 this could indicate that we are losing performance: the amount of privacy
we have gained, as quantified by the PPM is less than the accuracy in theft
detection we have lost, as measured using the TDM . Similarly if the measure
is greater than 1 it can indicate that the loss in accuracy is offset by a greater
gain in privacy preservation.

In future work we aim to evaluate the usefulness of this measure simultaneously
with privacy preservation methods.

3.3 Putting It All Together

The simulator, as described in Section 3.1 simulates the data that could be
collected by an electricity provider, where different households have different
privacy profiles. In addition, the simulator can generate the data with full access.
This gives us our two sets A and B, generated in a way that respects individual
wishes for privacy. The measures of Section 3.2 can then be used as an indicator of
whether we can accurately detect larcenous households and whether the data has
been protected against privacy infringements. This can guide us in our research
into better methods for preserving users’ privacy, which can be codeveloped with
datamining techniques for detecting electricity theft in privacy-protected data,
and possible other applications of data from smart meters.

4 Simulation and Experimentation

We have implemented a preliminary model to demonstrate the viability of the
approach detailed in the previous section. This prototype model does not im-
plement the full framework as presented in the previous section, because we
do not incorporate privacy-sensitive information into households’ load profiles.



300 A. Koster et al.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Hours of the day

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0
N

o
rm

a
li
z
e
d
 k

W
h
 c

o
n
s
u
m

p
ti

o
n

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Hours of the day

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

N
o
rm

a
li
z
e
d
 k

W
h
 c

o
n
s
u
m

p
ti

o
n

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Hours of the day

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

N
o
rm

a
li
z
e
d
 k

W
h
 c

o
n
s
u
m

p
ti

o
n

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Hours of the day

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

N
o
rm

a
li
z
e
d
 k

W
h
 c

o
n
s
u
m

p
ti

o
n

Fig. 1. The four (normalised) profiles from Nagi et al. [15], used as templates for
modelling load profiles. The two top profiles (in red) are typical profiles of fraudulent
households and the bottom ones (in blue) are of honest households.

Nevertheless, this prototype serves as a proof-of-concept for the model, and we
demonstrate how the generation of honest and fraudulent households works. In
Section 4.2 we validate the model empirically, but first we explain how it works.

4.1 Simulation Setup

In this prototype implementation, we model a neighbourhood, consisting of N
households, with a percentage F of these households fraudulent. We assume
that every smart meter reports its energy consumption on each hour period, and
as stated above, do not yet generate privacy-sensitive information. The energy
consumption, or load profile, that is generated, is based on the load profiles as
presented in Nagi et al. [15], who present four typical load profiles from their set
of historical consumption data in Malaysia (see Figure 1): their data set includes
load profiles of fraudulent households and they disclose two typical profiles each
for honest and fraudulent households. These load profiles serve as templates for
generating the load profiles in our simulation.

We generate individual households’ load profiles by starting with one of the
templates and adding Gaussian noise, with a standard deviation σ to each of the
datapoints. The choice between the four templates is decided by the percentage
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F of fraudulent households and the percentage T of households using the profiles
from the first column (and thus 1− T using the second column).

All the experiments in the following section are run with the following pa-
rameters, unless stated differently. N = 400: this is the approximate size of the
dataset Nagi et al. used, as well what we estimate is a typical size for a favela
in Rio de Janeiro, based on recent census data. F = 0.15: LIGHT, the primary
electricity provider in Rio de Janeiro, estimates that 15% of the electricity is lost
in non-technical losses1. This number also corresponds with ANEEL’s report, as
well as Nagi et al.’s data. T = 0.5: we have no reason to favour one profile over
another, so choose a uniform distribution. Finally, we determine the value for
σ empirically in the next section, by comparing the simulated data for honest
households to a dataset of load profiles from real households.

We do not incorporate privacy-sensitive information in the simulated house-
holds in this iteration of the paper, and thus do not use an agent-based model.
Nevertheless, this model serves as a proof-of-concept for the method and we ex-
pect to extend the simulation with privacy-sensitive information, as described
in Section 3.1.

4.2 Experimentation

In order to validate the simulation method, we perform two experiments. In the
first, we show that the profiles for honest households, generated using our model,
are similar to the load profiles of real households, collected in the Remodece
project [10]. In the second, we show that machine learning algorithms are capable
of detecting electricity theft in our simulated neighbourhood.

Experiment 1: Realism of Generated Profiles. In this experiment we show
that the method for generating honest profiles generates profiles that are realistic
and to determine what σ to use for the next experiment in order to keep the
data as realistic as possible. For this, we compare the profiles generated for
honest households to real data gathered from, insofar as anybody knows, honest
households. The Remodece project collected data from smart meters in a number
of countries in Europe, and we compare our generated load profiles against the
load profiles in these datasets.

Because there is a high amount of variation between different households’ use
of electricity, it is not possible to compare load profiles with each other “di-
rectly” (even two randomly chosen profiles from the same data set may show
no correlation at all with each other). We therefore compare the datasets statis-
tically: for every hour, we test whether the real data and simulated data have
similar distributions. Because neither our real data, nor the simulated data, are
normally distributed (the simulated data follows a bimodal distribution: we add
noise to two different template profiles), we need to use a non-parametric test.
Two choices stand out, the Mann-Whitney U test and the Kolmogorov-Smirnov

1 http://www.relatoriolight.com.br/energia-cintica/distribuio/

qualidade-na-distribuio?lang=en-US

http://www.relatoriolight.com.br/energia-cintica/distribuio/qualidade-na-distribuio?lang=en-US
http://www.relatoriolight.com.br/energia-cintica/distribuio/qualidade-na-distribuio?lang=en-US
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test. Both are applicable and test for slightly different things. The latter is gen-
erally less powerful for deciding whether two populations are similar, but has
the added benefit of detecting differences in the shape of the distributions in
addition to differences in the average rank. We thus simply use both and check
the simulated data for different values of σ against the real data. We average
the p-values for each test over the hours in the day, and the results can be found
in Table 1.

Table 1. Average p-values of the Mann-Whitney U test and Kolmogorov-Smirnov test
between simulated and real data. The minimum values are bolded.

σ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

MW U test 1.7e-2 5.0e-2 4.4e-2 2.6e-2 7.3e-3 4.6e-2 3.4e-2 3.2e-2 1.8e-2 6.4e-2

KS test 8.5e-3 4.2e-3 1.0e-2 1.9e-3 9.2e-4 9.2e-4 2.5e-3 2.9e-3 1.8e-3 2.6e-2

As expected given the characteristics of the test, the p-value for the Kolmo-
gorov-Smirnov test is always smaller than for the Mann-Whitney U-test, and if
we accept the hypothesis that the two distributions are similar at p < 0.05, this
hypothesis is never rejected by it, while the Mann-Whitney U test does reject it
for a number of values of σ. However, for both tests the p-value is smallest at
σ = 0.5, which we will adopt in Experiment 2.

The results of this experiment seem to indicate that adding Gaussian noise
to some template profiles allows us to generate realistic profiles, however we
are hesitant to conclude this. Firstly, due to the large variation in profiles we
have only been able to perform statistical tests per timestamp, rather than test
whether the profiles truly are correlated. Secondly, it is possible that the template
profiles we used happened to be “good” templates for the Remodece dataset,
and this same may not be the case for other areas (such as the favelas of Rio
de Janeiro). Nevertheless, the result is promising, and as we enhance the model
of the households, so we may generate privacy-sensitive data, it is necessary to
keep testing the generated profiles against real data in a similar manner.

Experiment 2: Detecting Fraudulent Households. In the first experiment
we tested whether the simulated profiles of honest households are similar to real
profiles of honest households. Due to the lack of real data regarding fraudulent
households we cannot perform the same test for them. However, we do know
that the ML techniques can learn to classify load profiles from real data as
either honest or fraudulent. We can test our simulated data by verifying that
the simulated profiles allow for a similar classification.

For this, we use the WEKA package. We tested a number of different ML
settings: an SVM (similar to Nagi et al. [15]), a random forest (similar to the
optimum-path forest classifier used by Ramos et al. [18], albeit less sophisti-
cated), naive Bayes, and a multi-layer perceptron classifier [6].

We generate ten datasets with the same settings: 400 households, 15% of
which are fraudulent, and using a 50/50 split of the profiles, adding Gaussian
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Table 2. Average precision, recall and F2-measure for four different ML methods over
10 simulated datasets

ML method Precision Recall F2-measure

SVM 0.98 0.87 0.89
Random Forest 0.96 0.55 0.60
Naive Bayes 0.97 0.90 0.91
Multilayer Perceptron 0.90 0.91 0.90

noise with σ = 0.5. We then use the four different learning algorithms with 10-
fold cross validation. The average precision, recall and F2-measure (calculated
as described in Section 3.2) are in Table 2.

Other than the random forest method, all give very similar results, and in fact,
quite significantly better than the results of either Nagi et al. or Ramos et al.,
who had a precision and recall around 0.8 on real data. This indicates that our
dataset is actually ”too easy” to accurately represent real profiles. By increasing
σ we can make it harder to learn a correct classification. Simply increasing σ to
0.6 gives a precision and recall that is more in line with the results in the related
work, at the cost of a decrease in realism of the honest profiles (per Table 1).

A remarkable side result of this exploratory experiment is that we did not
expect naive Bayes, a significantly simpler learning method than using an SVM
or a multilayer perceptron classifier, to perform so well. We have not seen naive
Bayes applied on real data in any of the related work we studied, and it is worth
investigating whether it gives similar results in practice.

5 Discussion and Future Work

Preservation of private information is a real concern for many modern appli-
cations of information technology. When deploying smart meters such privacy
concerns should be addressed without compromising the benefits of using smart
meters in the first place. The methodology we present in Section 3 makes explicit
the trade-off between privacy-preservation and extraction of important informa-
tion; in this case whether a household is fraudulent or not. Using a multi-agent
system to model a neighbourhood allows for the flexible implementation of var-
ious different consumer profiles and their possible interactions.

The results of Section 4 validate our proof-of-concept implementation of the
method, by comparing the simulated neighbourhood to real data. We argue that
this demonstrates a novel metod for understanding the social impact of smart
sensor technology. The methodology as presented allows for analysing the impact
of smart grid technology on different communities.

The next step is to generate household profiles that contain privacy-sensitive
information, and generate the household’s electricity load profiles based on these,
while verifying that this is still realistic, in the same sense as our currently
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simulated data. These load profiles can then be used to verify that privacy-
sensitive data can be discovered through data mining techniques, and with this
simulation in place we can move on to both testing current privacy-preservation
methods and designing new ones that optimise the trade-off between privacy
and knowledge discovery.

While we are not there yet, this paper presents a step towards a privacy-
conscious use of data from smart meters.
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Abstract. We advocate the role of tuple-based coordination languages
as effective tools for event-driven programming of situated multi-agent
systems (MAS). By focussing on logic-based coordination artefacts, we
discuss the benefits of exploiting ReSpecT tuple centres as event-driven
abstractions for MAS coordination.

1 Introduction

The role of the environment in multi-agent systems (MAS) is nowadays widely
recognised: as a foremost source of complexity, environment should be handled as
a first-class entity in MAS modelling and engineering [1]. This requires suitable
abstractions, technologies, and methodologies, which are typically provided by
agent middleware [2]—from JADE services [3] to CArtAgO artefacts [4].

The Agent & Artefact (A&A) meta-model adopts agents and artefacts as the
basic bricks for MAS. There, artefacts are first-class abstractions to model and
engineer general-purpose computational MAS environments [5]. In particular,
environment artefacts (also called resource artefacts) are in charge to mediate
between MAS and the resources in the virtual and physical environment [6].
Therefore, environment artefacts are the fundamental abstractions to deal with
agent and MAS situatedness, as the property of being immersed in the environ-
ment, that is, capable to perceive and produce environment change, by suitably
dealing with environment events.

Agent-oriented event-driven programming models and languages are then re-
quired to design and implement situated MAS—such as pervasive, adaptive, and
self-organising MAS [7]. Accordingly, in this paper we focus on the TuCSoN co-
ordination middleware for MAS [8], and show how its coordination artefacts [9]
– that is, ReSpecT tuple centres [10] – provide the required event-driven model
and technology for programming situated MAS. To this end, Section 2 shortly
discusses the notion of artefact in the A&A meta-model, the notion of coordi-
nation artefact, and its relation with tuple-based coordination models. Then,
Section 3 describes ReSpecT tuple centres as providers of an event-driven model
and technology for programming fully situated MAS. Finally, Section 4 discusses
some examples of MAS event-driven programming in ReSpecT.

M. Klusch, M. Thimm, and M. Paprzycki (Eds.): MATES 2013, LNAI 8076, pp. 306–319, 2013.
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2 Artefacts, Coordination and Tuple Centres

Given the ever-growing relevance of MAS abstractions and technologies in the
engineering of pervasive [11,12], adaptive [13,14], and self-organising systems
[15,16] – where the environment works as the main source of system complexity
–, the issue of MAS environment engineering is nowadays of paramount im-
portance [1,2]. Accordingly, the property of individual agents and of the MAS
as a whole to be immersed into the environment, perceiving any relevant en-
vironment change, and interacting effectively with environment resources – in
one word, MAS situatedness – should definitely play a key role in MAS models
and technologies. In particular, one of the main issues here is how agents and
MAS are expected to properly deal with possibly unpredictable and unstructured
environment events of any sort.

Along this line, the Agent & Artefact (A&A) meta-model adopts artefacts as
the main abstraction for modelling and engineering general-purpose computa-
tional MAS environments [5]. As depicted in Fig. 1, in A&A individual artefacts
rule interaction between individual agents and MAS, social artefacts embody
and enact social policies to govern inter-agent interaction, environment arte-
fact (also called resource artefacts) are in charge to mediate between MAS and
the resources in the virtual and physical environment [6]. Then, environment
artefacts are the fundamental abstractions to deal with MAS situatedness, in
charge of suitably dealing with environment events: however, as a meta-model,
A&A does not directly provide neither the required computational model nor
the technology to build environment artefacts.

On the other hand, the notion of coordination artefacts aims at generally
systematising implicit communication and environment-based coordination for
heterogeneous, possibly intelligent agents in MAS, by providing MAS engineers
with a class of abstractions capable of dealing with general-purpose coordina-
tion events in a MAS [9]. Among the many available sources for coordination
artefacts, tuple-based coordination models already proved their effectiveness in
coping with complex MAS engineering [17], mostly due to the following features:

 

Fig. 1. Class of artefacts according to the A&A meta-model: I are individual artefacts,
S are social artefacts, R are environment, (or, resource) artefacts [6]



308 S. Mariani and A. Omicini

Generative Communication — Information exchanged among agents,
recorded in the tuple space in terms of tuples, has an independent life with
respect to its “generator” agent, thus promoting full communication uncou-
pling (space, time, name) among agents. If tuples represent events, then
events inherit such features, promoting full uncoupling from their source.

Associative Access — Information retrieval is based on tuple structure and
content, rather than on name, or location, thanks to the tuple matching
mechanism, thus allowing for knowledge-based coordination patterns. Again,
when tuples reify events, then any event is available to any agent able to
associatively access to it.

Suspensive Semantics — Agents block on tuple space operations if the in-
formation they look for is missing, thus enabling coordination policies in
incomplete or partial knowledge scenarios. Also, reactive behaviours, which
are desirable in event-based systems, are thus naturally supported by simply
requesting the expected event-tuple and relying on Linda semantics.

Nevertheless, the most relevant drawback of such models lies in their lack of
expressiveness : possible coordination policies are determined by the available
coordination primitives – e.g. out, in, rd in Linda [18] –, along with the cor-
responding behaviour of the tuple space, set once and for all by the model [19].
Any coordination requirement not directly reducible to the available coordina-
tion primitives should then be faced by charging coordination upon the agents:
which is acceptable for individual coordination issues, not for social ones [20].

This is the main motivation behind the definition of tuple centres as a pro-
grammable extension of tuple spaces [10]. Along with the communication space,
represented by the tuples exchanged by agents, a tuple centre provides a coor-
dination space, storing a behaviour specification written in terms of specification
tuples, that sets the coordinative behaviour of the coordination media. Each tu-
ple centre can be programmed so as to perform some computational activity
in response to events involving the coordination medium. In this way, the be-
haviour of a tuple centre – and so, the MAS coordination policies it can handle
– can be made as complex as needed by the application at hand. As a result,
coordination issues in a MAS can be faced according to basic engineering princi-
ples: individual ones within individual abstractions (agents), social ones within
social abstractions (tuple centres) [20].

Once re-casted as (coordination) artefacts [21], tuple centres exhibit the
following artefact features:

Inspectability — The capability of artefact state and behaviour to be observed
at runtime, thus supporting their on-line management in terms of diagnosing,
debugging, testing. When tuple centres are event mediators, this actually
means making any event occurring there observable.

Forgeability — The capability of artefact function to be adapted at runtime
according to changing requirements or unpredictable events occurring in an
open environment. This makes it possible to change the way in which events
are produced, managed, and consumed according to the application needs.
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Linkability — The capability of distinct artefacts to work together at runtime
as a form of dynamic composition, e.g., to scale up with the complexity of
the computational load. This is essential to make the architecture in Fig. 1
feasible, allowing any event to be arbitrarily and seamlessly spread within
the MAS at hand, building event chains. Therefore, any MAS event has both
a prime cause and a direct cause: the prime cause is always an agent or the
environment, whereas the direct cause may also be another tuple centre [21].

Situatedness — The property of being immersed in the environment, perceiv-
ing and reacting to environment events and changes: essential in complex
software systems such as pervasive, adaptive and self-organising ones [7].

In particular, situatedness is the tuple centre property required to address the
issue of agent-environment coordination as the last fundamental MAS coordina-
tion issue, after individual and social ones [22]. As sketched in Fig. 1, the A&A
meta-model promotes an event-driven view of MAS: thus, a MAS coordination
model exploiting event-driven coordination media is apparently a fit solution for
addressing the issue of MAS situatedness, suitably governing interaction between
agents, MAS, and environment.

Along this line, in the following we focus on the TuCSoN middleware for
MAS coordination [8], and investigate how the features of ReSpecT tuple cen-
tres – TuCSoN coordination artefacts – can be effectively exploited to build an
event-driven model for MAS situated coordination, by exploiting ReSpecT as an
event-driven programming language.

3 ReSpecT Tuple Centres for Event-Driven Coordination

3.1 ReSpecT Event Model

In ReSpecT, a general tuple centre event is either an operation event, an
environment event, or a spatio-temporal event:

〈Event〉 ::= 〈OpEvent〉 | 〈EnvEvent〉 | 〈STEvent〉
Operation Events An operation event is any event whose prime cause is an
agent (coordination) operation. Inspectability is exploited by making observable
(i) the primitive invoked along with its argument, (ii) the “source” agent who
issued it, and (iii) the tuple centre target of such operation:

〈PrimeCause〉 ::= 〈CoordOp〉, 〈AgentId〉, 〈TCId〉
Due to linkability, the direct cause can instead be either a coordination operation
or a linking primitive invoked within a ReSpecT reaction—thus executed by
another ReSpecT tuple centre:

〈DirectCause〉 ::= 〈CoordOp | LinkOp〉, 〈AgentId | TCId〉, 〈TCId〉
Finally, the completion of any operation invocation typically has some effect on
the tuple centre, namely, the tuple inserted/collected. Hence, operation events
have roughly the following structure in ReSpecT:

〈OpEvent〉 ::= 〈PrimeCause〉, 〈DirectCause〉, 〈Tuple〉
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Environment Events. According to the A&A metamodel, environment arte-
facts are required to mediate between agents of a MAS and their environment. In
TuCSoN, this role is played by ReSpecT tuple centres through (event) transduc-
ers [22], that is, components able to bring environment-generated events within
a tuple centre, suitably translated according to its event model. As a result, from
the tuple centre viewpoint, a transducer is technically both the prime and direct
cause of any environment event, working as a sort of proxy for an environment
resource, which represents the actual source of the event.

So, in the very end, an environmental event for a tuple centre has basically
the following structure (more on this in [22,23]):

〈EnvEvent〉 ::= 〈EnvCause〉, 〈EnvCause〉, 〈env(Key ,Value)〉
〈EnvCause〉 ::= 〈<- | -> env(Key ,Value)〉, 〈EnvResId〉, 〈TCId〉

Space-Time Events. By adopting the same approach of [22], events related to
the flow of time or to motion in space could be interpreted as being generated
by the MAS environment. Along this line, we could model them, too, as envi-
ronmental events, leaving their management to properly designed transducers.
However, this approach falls short in recognising a fundamental difference be-
tween an event generated by the environmental resources and one related to the
space-time fabric: whereas any resource may or may not be represented as part
of the environment of a MAS, time flows, and space may change, within any
MAS. So, spatial events [23] and time events [24] both mandate for a first-class
status in event-driven programming for MAS coordination.

On the one hand, the flow of time is something not an agent neither a co-
ordination artefact can control, hence the only time event to consider is the
ever-changing current time. On the other hand, the space where a MAS tuple
centre is executing can be perceived, but also changed through appropriate mo-
tion actions. Furthermore, perception and action over the space fabric can be
described at two different levels, at least: the physical and the virtual one. The
physical level is that of the physical world we live in, made up of physical places
and physical distances detected through GPS services. The physical level is, e.g.,
that of a swarm of robots who need to coordinate themselves to explore an un-
known area as best as they can, hence transducers capable of both perceiving
GPS/accelerometer data and of issuing motion commands to such devices may
be available. The virtual level is that of the virtual world the digital era brought
us, made up of virtual places and virtual distances defined by network services
and protocols such as the TCP/IP for the Internet. The virtual level is, e.g.,
that of a swarm of software agents who need to coordinate themselves to collect
hyperlinking information in a pool of web sites as fast as they can, hence they
could need to relocate network resources as a consequence to their mobility.

Accordingly, a space-time event for a tuple centre has the following structure:

〈STEvent〉 ::= 〈STCause〉, 〈STCause〉, 〈SOp | TOp〉
〈STCause〉 ::= 〈SOp | TOp〉, time | space, 〈TCId〉
〈SOp〉 ::= from(Place) | to(Place) | node(Node)
〈TOp〉 ::= time(Time)
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where Time is the current time of the tuple centre execution environment, Place
represent the current GPS coordinates – hence physical, absolute and global to
all the networked tuple centres – and Node is some identifier of the tuple centre
network node, making it reachable from remote devices—e.g. its IP address, or
the identifier of the 3G cell.

Operation & Environmental Events in the Space-Time Fabric. If the
tuple centre is spatio-temporally situated – that is, able to recognise events
occurring in the space-time fabric, and to properly react –, then any event it
generates, manages, and consumes should be spatio-temporally situated as well.
Therefore, both operation events and environmental events need to be refined
so as to add space-time fabric properties and spatio-temporal events should be
properly completed, too. In particular, all “cause” specifications defined above
should be extended by adding the following information:

〈Time〉, 〈Place〉, 〈Node〉
Such information may be available or not depending on the computational device
hosting the tuple centre: in the case it is not, a “null” value is stored (⊥).

3.2 Events in the ReSpecT Language

As both a first-order logic (FOL) and an event-driven language, ReSpecT has
both a declarative and a procedural part. As a specification language, it allows
events of any sort to be declaratively associated to computational activities
called reaction goals (reactions, often, in short) by means of specific logic tuples
of the form reaction(E, G, R), called specification tuples.

In short, given a tuple centre event e, a specification tuple reaction(E, G, R)
associates a reaction Rθ to event e if θ = mgu(E, e) – where mgu is the first-
order logic most general unifier – and guard Gθ holds. Formally, the semantics
of ReSpecT is defined in terms of the two functions Z and E .

Z (Reaction Specification Function). Z defines how ReSpecT associates
events to reactions. If e is an event occurring in a tuple centre whose be-
haviour specification σ (a ReSpecT program) contains reactions r of the form
reaction(E, G, R), then the reaction goals to be executed are defined by Z as
follows:

Zσ(e) ::=
⊎

r∈σ z(e, r), where z(e, r) ::=

{
eRθ if θ = mgu(E, e) ∧ Gθ

∅ otherwise

that is, collecting all reactions goals eRθ whose triggering event E matches the
specific event e modulo unification (θ), provided that guard Gθ holds. Triggered
reaction goals are then executed following the reaction evaluation function E .

E (Reaction Evaluation Function). E encapsulates ReSpecT conceptual ma-
chinery for reaction execution, which is essentially an event-driven virtual ma-
chine collecting events and properly reacting according to a ReSpecT program.



312 S. Mariani and A. Omicini

In short – more details in [25,21,26,22,23] –, the state of a ReSpecT tuple
centre is formally expressed by the labelled quadruple

InQ ,EnvQ 〈T , σ,R,O〉OutQ

where T is the set of tuples, σ the set of specification tuples (the behaviour
specification), R the set of triggered reaction goals to be executed, O the set
of operations waiting to be served, whereas InQ , EnvQ , OutQ are event queues
containing input and output events. In particular, InQ contains OpEvents rep-
resenting coordination primitives invoked either by agents (operations) or tuple
centres (links); EnvQ contains both EnvEvents and STEvents – so, environment
events in the most general acceptation of the term –; OutQ contains all kinds of
output events generated by reaction execution within a tuple centre.

Basically, the main cycle of a tuple centre work as follows—formally, four
transition rules drive ReSpecT machinery, as originally described in [26] where
the only environment event modelled was time:

1. When a tuple centre primitive is invoked by either an agent (operation) or
an artefact (link), a ReSpecT event is generated, and reaches its target tuple
centre, where it is automatically and orderly inserted in its InQ queue.

2. When the tuple centre is idle (that is, no reaction is currently being exe-
cuted), the first event in InQ (according to a FIFO policy) is logged, and
moved to the set O of the requests to be served: this stage is called the
request phase of the event. This corresponds to the log transition rule, firing
when R = EnvQ = ∅, O contains no satisfiable requests, and InQ �= ∅.

3. Consequently, reactions to the request phase of the event are triggered by
adding them to the set R of the triggered reactions waiting to be executed.

4. All triggered reactions in R are then executed in a non-deterministic order.
Each reaction is executed sequentially, with a transactional semantics, and
may trigger further reactions, to be added to R, and new output events,
representing link invocations: such events are added to the queue OutQ of
output events, and released at the end of reaction execution—if successful.
This phase is driven by the reaction transition rule, firing when R �= ∅.

5. Only whenR is finally empty, requests waiting to be served in O are possibly
executed by the tuple centre, and operation/link completions are sent back
to invokers. The corresponding transition rule is the service transition, firing
when R = EnvQ = ∅ and O contains at least one satisfiable request.

6. This may give raise to further reactions, associated to the response phase
(completion) of the original invocation, and executed again with the same
semantics specified above for the request phase.

Whereas InQ is fed by coordination primitives, EnvQ is added new environ-
ment events by the associated transducers translating environment events into
ReSpecT events, as well as by the flow of time, and by motion in space [26,22].
The transition rule responsible of this is the environment transition, firing when
R = ∅ and EnvQ �= ∅.

Since the full definition of the ReSpecT syntax and semantics falls out of the
scope of this paper, we forward the interested reader to [25,21,26,22,23].
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As a last note, it is indeed useful to highlight once more a crucial feature
of the ReSpecT virtual machine: decoupling in control. Whereas TuCSoN agents
can autonomously decide wether to suspend themselves waiting for the outcome
of an issued operation – following Linda suspensive semantics –, ReSpecT tuple
centres linkability service is always asynchronous. This means that the invocation
phase (point 1 in previous list) and the completion phase (point 5) are always
handled asynchronously by ReSpecT virtual machine:

– once linking invocations are sent out – put in the target tuple centre InQ –,
ReSpecT tuple centre machinery continues onward to step 3, without waiting
for the linking completion;

– when linking completions have to be sent back by the target tuple centre,
they are simply inserted into the InQ of the source tuple centre, and pro-
cessed asynchronously.

This kind of uncoupling enables scaling with the size and complexity of the MAS
at hand, because the programmer is guaranteed by the ReSpecT language that
neither interference or deadlock can happen between linking operations.

4 Event-Driven Programming in ReSpecT: Examples

In the following, we discuss some examples of MAS event-driven programming in
ReSpecT, with the twofold goal of showing: (i) how ReSpecT logic tuple centres
can be programmed – exploiting their A&A features – by mapping events into
computations; (ii) how ReSpecT event model and language constructs can help
the process of developing a situated MAS.

4.1 Generative Communication, Associative Access and
Inspectability

Generative communication, associative access, and inspectability features exhib-
ited by ReSpecT tuple centres can be easily highlighted through the following
ReSpecT specification snippet.

1 reaction( in(Tuple),
2 ( operation, invocation ),
3 ( start_source(Src), % Prime Cause inspection
4 start_target(Trg),
5 event_time(T), % Direct Cause inspection
6 event_node(N),
7 out( event(req(in(Tuple )) ,from(Src),to(Trg),at(T),on(N)) ) % Reification
8 ) ).

The above ReSpecT specification transparently – from the agents’ standpoint –
encapsulates situated inspection & reification of an operation request (invocation
guard) performed by an agent (operation). In fact, the operation request (in the
example, in(Tuple)) is augmented with contextual information taken from the
generated ReSpecT event – who was the original requestor (observation predicate
start source) and the original destination (start target) of the operation,
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at what time (event time) and on which host (event node) such event was
generated – without no need for the agent to be aware of it. Then, the situated
event is stored in the tuple centre (line 7), made available for inspection and
usage to anyone, being decoupled in time, space, and reference from its prime
cause.

The integration of inspection and reification – and, obviously, forgeability –
enables event-based situated coordination in an open environment: for instance,
an agent may become aware of the existence of other agents (“social awareness”)
by collecting the Src info, as well as of the availability of other coordination
abstractions by recording the Trg info (“environment awareness”).

4.2 Logic and Associative Access

The following ReSpecT specification snippet is meant to highlight the gain in
expressiveness given by logic tuples over other possible kind of tuples.

1 reaction( out(Tuple),
2 ( operation, completion ),
3 ( start_source(Src), start_target(Trg),
4 ( causalCheck( event(out(Tuple),from(Src),to(Trg)) ) % Prolog invocation
5 ; % ’if-then-else ’
6 in(Tuple) % Resolve inconsistency
7 ) ) ).
8 causalCheck( event(Op, F, T) ):-
9 findall( B, clause(Op, B), L ), % Consult theory

10 causalCheck( F, T, L ).
11 causalCheck( _, _, [] ).
12 causalCheck( F, T, [H|Tail] ):-
13 rd(event(H, F, T)), % Check consistency
14 causalCheck( F, T, Tail ).

Here, we suppose to have a MAS where logical consistency must be enforced
between (inter)actions performed by agents—e.g., insertion of some information
is allowed only if other “causal” information exists. So, the goal of the ReSpecT
specification above – along with the auxiliary Prolog predicates (lines 8-14) – is to
verify such kind of “logical implication”, allowing insertion of a tuple if and only
if all “precondition tuples” have been already stored. Knowledge about causal
relationships is shipped as a logic theory – here, a Prolog one, encapsulated in
the tuple centre, thus seamlessly integrated with ReSpecT – in which the head of
a clause is a ReSpecT operation and its body a single precondition to be checked.
If and only if all logic preconditions (findall/3) are actually found in the tuple
centre, the insertion operation triggering the ReSpecT computation is allowed.

The snippet works as follows. Once an out(Tuple) operation has been com-
pleted (lines 1-2), the prime cause and the target of such event are inspected
(line 3) to be used in the subsequent Prolog predicate invocation (line 4). Then,
if Prolog evaluation succeeds, nothing is done, whereas if such evaluation fails,
the inserted tuple is removed (line 6)—atomically deleting the effect of the trig-
gering event, source of the inconsistency. The Prolog predicate responsible for
consistency check (causalCheck/1) works as follows: it (i) collects all the pre-
conditions to be checked, by retrieving all the clauses whose head matches the
ReSpecT operation causing the event (line 9), then (ii) tests non-destructively
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the existence of each precondition (only the body B of the clause is collected) in
the tuple centre (lines 12-14).

The logical nature of ReSpecT tuples – along with inspectability and forge-
ability, as usual – enables “intelligent” agents to perform logical reasoning upon
coordination events, leveraging a simple data store (a tuple space) to a logic
theory about coordination events (a ReSpecT tuple centre). In fact, with just a
slight modification to the ReSpecT specification sketched above – e.g., by reifying
Prolog clauses as tuples –, an agent may even learn at run-time which kind of
coordination operations it is supposed to carry out before others, by performing
inference on the logical (event-driven) coordination theory.

4.3 Situatedness and Linkability

The following ReSpecT code snippet sketches a ReSpecT program meant to co-
ordinate the motion of robot swarms so as to reach a “uniform” distribution
in space, in which each robot is equidistant from its neighbours—modulo small
fluctuations due to the local and distributed nature of the proposed solution.

1 reaction( out(moved(NewPos )),
2 ( link_in, completion ), % Incoming link
3 ( in(moved(NewPos )),
4 event_source(Who), % Direct cause inspection
5 in(nbr(Who, Pos)), out(nbr(Who, NewPos )), rd_all(nbr(_, _), Nbrs),
6 computeBaricenter(Nbrs, B), % Prolog invocation
7 current_node(Host), % Inspect actual host
8 steering_engine@Host <- env(’destination ’, B), % Command actuator 1
9 motion_engine@Host <- env(’power ’, ’on’) % Command actuator 2

10 ) ).
11 reaction( from(Pos), % ’Motion awareness ’
12 ( internal ),
13 ( % Avoid obstacles, collisions, etc.
14 % Monitor arrival to destination
15 ) ).
16 reaction( to(NewPos), % ’Stillness awareness ’
17 ( internal ),
18 ( rd_all(nbr(_, _), Nbrs), multicast(moved(NewPos), Nbrs)
19 ) ).
20 multicast( _, [] ).
21 multicast( Info, [nbr(N, _)|Nbrs] ):-
22 N ? out(moved(Info)), % Outgoing link
23 multicast(Info, Nbrs).

The first reaction (lines 1-10) is responsible for properly reacting to incoming
linking events caused by the motion of neighbours: (i) after inspecting its cause
(line 4, prime and direct causes coincide for linking operations), (ii) the position
of the neighbours is updated (line 5), (iii) the new “center of gravity” among
neighbours is computed (computeBaricenter/2), (iv) then host’s actuators are
told what to do by setting their environmental properties (lines 8-9).

This reaction clearly shows the context awareness a ReSpecT tuple centre
can provide: prior to setting actuators’ properties, the tuple centre inspects its
own environment (line 7) to dynamically acquire knowledge about its execution
context. In this way, even when some properties of the execution environment
change (e.g. host’s network address) the reaction still works thanks to its situated
nature. On the other hand, the transparency given by using logical names for ac-
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tuators (x engine) ensures the required degree of situatedness—since hardware
is not expected to change often and dynamically.

The second reaction (line 11-15) is not shown completely for the lack of
space: however, its purpose is to monitor both motion correctness and safety,
as well as arrival to destination. Here, it is worth noting that the triggering
event (from(Pos)), generated as a consequence of ReSpecT tuple centres spatial
awareness enabling motion perception, promotes situatedness in space.

Last reaction (lines 16-19) is dual to the previous one: its triggering event is
a change in “spatial state” from motion to stillness (to(NewPos)), generated as
a consequence to actuators shutdown when destination is reached (done as part
of reaction 11-15). When such an event occurs, new position is multicasted to
neighbours robots (multicast/2 predicate), ultimately making them trigger the
whole reactions chain within their own tuple centre.

The goal of the ReSpecT code snippet above is to highlight not just the ex-
pressive power of events situatedness and linkability offered by ReSpecT tuple
centres, but also two important features at the software engineering level:

Encapsulation — Each of the three reactions shown above is responsible for a
specific sub-task in which the global task of achieving some spatial pattern
(in this case, uniform distribution) can be decomposed: (i) motion start
(lines 1-10), (ii) motion monitoring (lines 11-15), (iii) motion stop (lines
16-19).

Separation of concerns — The ability of (physical) agents to move into a
(physical) environment demands for environment modelling and situated-
ness; modelling, however, should be carried out at the most suitable level
of abstraction—e.g., an agent modelling an optical sensor might be just too
much. The event-driven programming model enforced by ReSpecT provides
exactly this kind of separation of concerns: agents should just care of their
tasks (e.g., motion planning, motion policies adjustments, etc.) whereas en-
vironment modelling is left to environment abstractions such as tuple centres
(e.g., generating motion events, reacting to sensors perceptions, etc.).

5 Related Works

The A&A metamodel [5] brings the notion of artefact to the MAS field. There,
the admissible interactions between agents and artefacts – that is, use and man-
ifestation – are clearly described. Accordingly, in [27] CArtAgO is proposed as
a Java-based framework to design and engineer MAS based on A&A, providing
agents a way to use artefacts – by executing operations –, and artefacts a way to
manifest themselves to agents—by linking to sensors. Since the computational
model adopted by CArtAgO artefacts is that of passive entities, merely react-
ing to agents stimuli, also the computational model of the MAS environment in
CArtAgO is that of a passive context, in which nothing happens if not somehow
caused by agents. Here instead, we foster the idea of a proactive environment
able to autonomously generate events, which can then be perceived by interested
agents upon need. Nevertheless, once a representation of such events is stored in
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a tuple centre, and made available to agents, agents autonomy is preserved also
during the interaction with artefacts, occurring through a shared environment.

A development environment for the engineering of self-adaptive MAS is pro-
posed in [28]. Recognising the central role played by the environment in MAS,
the event abstraction is adopted to design a self-adaptation mechanism based
on the organisation metaphor. In particular, environmental events are notified
to agents according to a publish/subscribe architecture, possibly triggering a
change of role. Since agents’ behaviours are bound to roles, switching roles leads
to adaptation of behaviours. Although the role of events as the “glue” binding
agents to their environment seems well understood, [28] does not exploit the
environment abstraction to its full extent. In fact, environmental events are gen-
erated by other agents, playing the role of the part of the environment made
observable to the MAS. Furthermore, situatedness of events is not clearly rep-
resented, since the only fields describing an event in [28] are: (i) the type of the
event, which can describe a change in agents’ state, behaviour, role or offered
services; (ii) the source of the event (the agent who generated it); and (iii) a set
of constraints whose function is not clearly explained.

In [29], the event abstraction is adopted to design a lightweight agent model
called ELDA. In particular, any ELDA agent is a single-threaded autonomous
entity interacting through asynchronous events, whose behaviour is expressed
reactively in response to incoming events. Although ELDA does not natively
support any environment abstraction, it has been extended to support the PACO
model abstractions [30], splitting MAS into four parts: agents, environment, in-
teractions, and organisation. Nevertheless, such an extension seemingly accounts
for agents’ position only, and the only agent-environment interaction is due to
a monitor agent which continuously monitor the environment and the agents’
state, triggering events when some pre-conditions are met.

6 Conclusions

In this paper, we show how a model for MAS coordination can be used to re-cast
a MAS as an event-driven system, and consequently how a coordination language
can be exploited for event-driven programming of situated MAS. In particular,
we discuss the main benefits of tuple-based coordination models for event-driven
programming, by focussing on the ReSpecT logic-based tuple centres provided
by the TuCSoN coordination middleware, and elaborating on the notions of
environment and spatio-temporal events from a tuple centre perspective. After
a brief overview of the ReSpecT event-driven coordination framework, we present
a few examples to showcase ReSpecT expressive power when dealing with issues
such as event situatedness in space and time.

Since a complete and stable implementation of ReSpecT situatedness predi-
cates strictly depends on the underlying platform – e.g. the ability to get GPS
data –, a reliable porting of TuCSoN and ReSpecT onto mobile platforms is cur-
rently ongoing. Current and future work is devoted to enhance “Mobile-TuCSoN”
architecture and implementation so as to better tackle typical issues of mobile
computing scenarios, e.g. transient connections, low memory, power constraints.
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Abstract. On-line social networks allow people to easily interact with each other
by means of social computer services. This scenario makes possible to search in
a social network for affinities or new opportunities that satisfy specific require-
ments. However, for many users such activities often imply undesirable accesses
to personal sensitive data. In this scenario we propose a novel approach, called
HySoN (Hyperspace Social Network), based on an overlay network of software
agents. HySoN allows users to locally maintain sensitive user’s data, satisfy-
ing the privacy requirements preserving sensitive data. Indeed, the properties in-
volved in the HySoN user aggregation are inferred by local data not published
in the social network. Some experimental results obtained on simulated on-line
social networks data show the searching of suitable nodes is very efficient due to
the topology of the overlay network, which exhibits the small-world properties.

Keywords: Software agent, overlay network, social network, gossip protocol,
group formation.

1 Introduction

The rapid diffusion of general purpose social networks like Facebook1, MySpace2,
Twitter3, and thematic networks as, for instance, Flickr4 or Linkedin5, is representing
an important opportunity for people to socialise, share multimedia contents, discover
work opportunities and so on. Moreover, these online social environments are also ex-
ploited by companies to attract new clients and partners. In such a context users would
like to find interlocutors with good affinity, but often this affinity can be found only
by analysing sensitive data that they don’t want to share, therefore important privacy
concerns arise for users.

1 www.facebook.com
2 www.myspace.com
3 www.twitter.com
4 www.flickr.com
5 www.linkedin.com
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In this work we propose an approach for supporting the users of an online social net-
work to form homogeneous environments (groups), suitable for performing social ac-
tivities as sharing multimedia contents, making discussions, and so on. This approach is
based on an overlay network of software agents [16], which allows the users to locally
maintain sensitive user’s data, while contacting interlocutors having a certain level of
affinity is still made possible. The role of software agents consists in assisting users by
analysing sensitive (local) data in order to extract relevant properties which can help in
the social network to find other users having similar interests. To this aim, each agent
can be delegated by its own user to start the construction of a custom overlay network
called HySoN (Hyperspace Social Network) whose topology reflects the distribution of
a set of users’ interests (properties). In order to build such a network the software agents,
totally trusted, exchange messages by a gossip protocol over the network of the friends.
This way, as shown in the experimental section, approximately all the agents/nodes are
reached by the overlay construction request in a negligible number of time-steps and an
acceptable number of messages. Once the properties are mapped into the overlay net-
work, the agents can send their requests over the network in order to find a set of agents
reflecting some required properties. Moreover, as we will discuss in the experimental
section, the searching of suitable nodes is very efficient due to the topology of the net-
work, which exhibits the small-world properties. Finally, since properties involved in
user aggregation are inferred by local data not published in the social network, the user
privacy on sensitive data is basically preserved.

The remaining of the paper is organised as follows. In Section 2 we discuss related
works. Section 3 describes the details of the basic scenario, while 4 introduces the
technique for building the HySoN network and finding suitable nodes. Finally, an ex-
perimental evaluation of the proposed approach is provided in Section 5 and in Section
6 we draw some conclusions and future works.

2 Related Works

In the scientific literature the concept of social network has been widely investigated [11]
and different definitions have been provided [47,49]. Generally, a social network can be
described as the sum of the relationships connecting some individuals with each other
[32], where a relationship embeds both personal knowledge and social resources [10].

This background is shared from on-line social networks [12,24], which are a world-
wide phenomenon with a massive economic impact. Online social networks mainly differ
from other social structures for the (i) the presence of a communication network, (ii) the
absence of physical contacts and the (iii) potential presence of fake identities. In this
way people interact with each other by using social computer services, giving rise new
behavioural dynamics, widely studied in the recent years. Therefore, in this section, the
examined approaches are those that, to the best of our knowledge, are the closest to the
material presented in this paper, that deals with the formation of groups in online social
networks.

Online social networks allow relationships and virtual groups to be created in a very
simple and interactive way [27]. Virtual groups are formed, often in unplanned manner,
on specific focuses, motivations or requirements and this process is often described
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in the form of a Constraint Satisfaction Problem (CSP) [9]. The group membership
is generally barrier free even tough norms and requirements can exist [40], as well
as playing well-defined roles statically or dynamically assigned (generally based on
members’ skills).

Different approaches are available for exploring the mechanisms underlying the
group formation [39], although it lacks a well defined standard methodology. For in-
stance, some analytic and synthetic measures (representing properties as cohesion, den-
sity, distances, etc. [45,47]) and the graph theory (to obtain a visual representation of
the social network by modelling actors and relationships as nodes and arcs of a graph)
can be used. Besides, the graph theory can be adopted to search potential candidates to
form groups, by means of a merit function which involves int the creation of several
partitions of the network [7,44].

Community members can be equipped with some kind of personal profile, poten-
tially available to friends or similar entities. Such profiles store users’ orientations and
can be exploited for discovering potentially interesting groups. These processes can
be driven also by means of machine-to-machine approach, for example by using the
multi-agent technology [8,25,29] that offer several opportunities of performing them in
a personalised and dynamic way.

In particular, a multi-agent system is naively implementable in a decentralised man-
ner, similarly to HySoN. In this context, [20] exploits agents able to be adaptive with
respect to changes occurring in the network topology by locally rewiring all their rela-
tionships and adapting themselves to the different social context. Also in [41], software
agents are associated with users in order to manage dynamically and autonomously the
evolution of the groups using by a distributed approach. Each software agent detects
the most suitable groups to join with relying on a dissimilarity measure, while the agent
associated with the group-administrator accepts only those join requests that come from
users profile-compatible with the profile of the group.

Clustering algorithms [6,18,28,44] are a common way to discovery groups based on
quantitative measures, usually extracted by data stored in personal profiles. They are
classified in: (i) hierarchical [23] (recursively finding nested clusters either in agglom-
erative or divisive mode) and (ii) partitional (finding all the clusters simultaneously as
a data partition without to impose a hierarchical structure). As a result, users are repre-
sentable as points in a multidimensional space (the number of dimensions corresponds
with the number of considered parameters in their profiles), where the Euclidean dis-
tance summaries the adopted clustering measure similarly to HySoN, although, as ex-
plained in the sections below, it works in a full distribute manner, hence it allows users
not to maintain sensitive data in the remote server.

Two relevant issues might be taken into account in composing groups for specific
tasks, i.e. (i) the workload balancing and (ii) the coordination costs. For instance, in
[19,30,31] the first issue seems to be completely ignored, while in [1] the coordination
costs are not considered, although in [2] both the workload distribution and the coordi-
nation costs are addressed. Moreover, in [31] the multiplicity of each group is a priori
fixed by exploiting a modified version of the Enhanced-Steiner algorithm [30]. As we
discuss in the Sections above, with our approach each member performs a little slice of
the overall task to constitute a group; in such a way the first issue is addressed, while
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the second issue is trivially solved by the approach adopted in the construction of the
HySoN overlay network (see Section 4).

The dynamics of group formation have been recently addressed in [4], in the recent
models proposed by Sarkar and Moore [43] and those discussed by Holme and New-
man [22] to consider frequent changes occurring in the relationships and attributes.
Furthermore an unsupervised discovery of groups in networks densely connected, sim-
ilarly to many real-world networks, is proposed in [46]. Similarly, our proposal can
automatically rearranging groups to take into account changes occurred in the social
network even in presence of huge networks.

Greedy strategies are typical operational research techniques that can be applied,
likewise to HySoN, in a social network scenario. For instance, they have been used
on the GitHub network6 a Facebooklike platform, in order to allow the teams to self-
organise and to solve specific tasks or minimise the team cost formation. Another
greedy algorithm to solve the problem of realising a team of experts is described in
[13], by which a weighted bipartite graphs with experts and another one with tasks are
built in order to assign an expert to each task until experts or tasks end.

Finally, concerning fully decentralised finding algorithm, an interesting approach is
presented in [14], where a two-layered gossip based protocol is exploited to deal with
nodes failures, joins and leaves, leading to the construction of an additional random
overlay network with a high level of redundancy. As we discuss in Section 4.2, our
solution performs overlay maintenance by preserving the “essentially critical neigh-
bours” within the overlay construction and maintenance algorithm with minimum cost,
and do not lead to the construction of an additional network. Indeed, as explained in
Section 4.2 and 4.3, the resulting network exploits the small-world properties, hence
finding suitable nodes for group formation is possible with high efficiency.

3 Scenario

We consider a Social Network S , having n users, and represented by a graph G =
〈N,A〉, where N is a set of nodes, such that each node n ∈ N represents a user of S
that we denote by nu, and A is a set of arcs, such that each arc a = 〈u,v〉 represents the
existence of a friendship relation between the users nu and nv.

We assume that a software agent is allowed to reside on each user machine. This
assumption partially overturns the architecture and the vision of the typical social net-
work, on which user data reside on the Cloud [3,17,21] and the interactions between
users occur through communications with the remote server. Nevertheless, as stated in
Section 1, local software agents, which are trusted by users [42] are allowed to retrieve
and analyse their personal (local) data which are considered “sensitive” by the users.
Hence software agents can exploit a detailed profile based not only on data shared in
the social network, but also on private data (e.g. emails). Hence the user profile can be
used to create new groups of users with a decentralised technique (see Section 4).

From hereafter, we will use the terms user and node interchangeably. We also as-
sume that a set P of properties is associated with the network of user, where a property
can represent, for instance, the interest of a user for a set of topics, or the set of social

6 www.github.com

www.github.com
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network pages that the node likes, or the set of social network groups which the node
joins with, or the number of black and white photos which reside on the local disk of
the user, and so on. Moreover, we also assume that each property p ∈ P has a value
belonging to a given domain Dp. For instance, if p represents the number of black and
white photos held by the user and detected by the agent, then Dp will be a set of posi-
tive integer values, while if p represents the set of the topics which the agent consider
relevant for the user, then Dp will be the set of all the possible sets of topics available in
S . A profile schema PS is also associated with the social network, composed of a list
of properties belonging to P, denoted by p1, p2, .., pl , where l is a value depending on
the given social network. In this scenario, a profile instance pn is associated with each
node n of N, where pn is a list p1

n, p2
n, ..p

l
n, such that each element pi

n is an instance of
the property pi ∈ PS.

Each node, in order to evaluate if joining or not in a group with another node, can
express some requirements on the properties of the other node. A requirement on a
property p is a boolean function that accepts as input a property p ∈ P and returns a
boolean value b ∈ {true, f alse}. For instance, a requirement on the number of friends
can state that a node must satisfy a given condition regarding the number of friends (e.g.
having a number of friends higher than 50), returning the value true if the statement is
verified by the property instance of the node, f alse otherwise.

Furthermore, each node n has associated a set of requirements Rn, and n accepts
to belong to a group if at least the α percent of the members of the group satisfy at
least the β percent of the requirements of Rn, where α and β are parameters set by the
node n. Moreover, each node n can express his preferences regarding the group types
he wants to join with, using the parameters availability, accessibility and interests,
where availability is a boolean value, accessibility is a value belonging to the set
{public, private,secret} and interests is a set of topics. The value availability = f alse
means that n does not desire to join with any group, while availability = true means
that n is available to join with a new group under the condition that both the topics of
the group are contained in the set interests and the access type of the group is equal to
the value of the parameter accessibility.

A software agent an is also associated with each node of N, able to perform the
following two tasks:

– It can be delegated by its node n to form a group of nodes, based on a set of re-
quirements RSET. To this aim, the agent of n sends a joining request to all the nodes
belonging to the admissible region S(RSET), determined by using the HySoN pro-
tocol (see Section 4). The joining request is a tuple JR = 〈t,a〉, where t is a set of
topics associated with the group and a is the access type of the group. After this
joining, it periodically verifies that at least the α percent of the group members’
profiles satisfy at least the β percent of the requirements of RSET. If this verifi-
cation fails for a given user um, the agent of user un deletes the user um from the
group, eventually notifying um itself of the removal.

– It negatively responses to a request of joining JR = 〈t,a〉with a group coming from
another agent am if the parameter availability = f alse. Otherwise, if availability=
true, it positively responses if both the topics t of the group are contained in the set
interest and the access type a of the group is equal to the value of the parameter
accessibility.
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4 The HySoN Protocol

According to the schema reported in the Section above, any agent can be delegated
by its user to form a new group basing on some properties of interest. Therefore the
delegated agent will look for a set of agents representing nodes which satsfy the set of
requirements RSET. We are considering a large and very dynamic social network, e.g.
Facebook, and the data to be analysed by the software agents is distributed over the users
machines, therefore to support such a finding process we adopt a peer-to-peer approach
since it is known to be more efficient and scalable than a centralised solution [26,15].

The finding schema adopted in this work is derived from a fully decentralised re-
source finding approach for large scale distributed systems developed and studied by
the authors in the recent years [34,35,37], and is based on the construction of an over-
lay network of software agents which is, in fact, the building base of the HySoN pro-
tocol. As we discuss in Section 4.2, the HySoN topology reflects the distribution of the
selected properties over the users. This characteristic, as we show in Section 5, is the
basis for an efficient finding process.

The HySoN protocol includes three phases which are depicted in Figure 1. Once user
data have been analysed, the delegated agent starts with the dissemination (dashed ar-
row (1) in Figure 1) of a gossip message starting from its neighbours; the dissemination
phase is detailed in Section 4.1.

The HySoN overlay construction (dashed arrow (2) in Figure 1) is then executed by
the agents already reached by the gossip message, by exploiting the existing links of the
social network, as in the dissemination phase. This phase is discussed in Section 4.2.

The algorithm used for the HySoN construction is also the basis for the adopted
finding process, i.e the third phase (dashed arrow (3) in Figure 1), and is discussed in
Section 4.3.

4.1 Disseminating HySoN Overlay Construction Request

In the proposed model it is assumed that whenever two users are friends in the social
network, their agents are able to communicate and exchange information. Therefore,
the overlay topology used in the dissemination phase reflects the friendship of the social
network. The dissemination phase is started whenever an agent is delegated by its user
to start the construction of the HySoN overlay network and is explained below:

– The user agent sends a “gossip” message to its own neighbours (i.e. the software
agent connected to its own friends).

– The gossip message contains a list of properties (p1, p2, .., pl) to be used by each
agent to compute and expose its own coordinates into the HySoN hyperspace (see
Section 4.2).

– Once the gossip message is received by the generic agent n, user data are analysed
to obtain values for the properties (p1, p2, .., pl) specified in the message; then it
forwards the gossip message to a subset of its neighbours, as specified in the gossip
algorithm described in Section 5.

– Finally, to start with the second phase (overlay construction), agent n connects it-
self to the sender and starts running the HySoN overlay construction algorithm as
described in Section 4.2.
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Is should be noted that phase 1 (dissemination) and phase 2 (overlay construction)
partially overlap, i.e. while the gossip message is still spreading into the social net-
work, the agents already reached by the gossip are executing the overlay construction
algorithm, which is described in the Section below.

4.2 HySoN Construction Algorithm

The HySoN overlay construction is the key for a fast and effective fully decentralised
finding process, and it is performed by means of a decentralised algorithm which runs
on the agents reached by the gossip message.

As specified in the description of the dissemination phase it is assumed that the
generic agent n has been reached by the gossip message and has already retrieved the
values correspondent to the requested properties. Property values are then mapped into
“agent coordinates” in a multidimensional space (i.e. the hyperspace), and can be used
to compute the Euclidean distance between agents. The overlay construction algorithm
is listed below:

1. Agent n computes the set of agents at 2-hops, say N′; for this aim, it asks to its
neighbours (say N the set) the lists of their own neighbours.

2. The set N′ is ordered by using the Euclidean distance of each agent from n.
3. Agent n selects from N′ at least degmin near agents, but at most degtrg agents,

obtaining the new set of neighbours, say N′′.
4. The agent connects to the peers belonging to N′′ but not already in N; moreover,

the connection to the agents in N but not in N′′ are removed.

Moreover, as detailed in [35], during the last step of the construction algorithm, the
so-called essentially critical neighbours are preserved to make sure that the overlay
network stays connected during the process.
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The effect of the steps above is to create clusters of agents featuring a short intra-
cluster distance, while keeping long links (i.e. the links preserved for the essentially
critical neighbours) between clusters. As proved in [35] this resulting network features
a structure quite similar to a small-world [48], i.e. a network which shows a high clus-
tering degree and a very low average path length; these characteristics, as shown in
Section 5, are very important to make resource finding effective.

Since the Euclidean distance is a similarity measure for the properties mapped on the
coordinates, the clusters are characterised by agents exposing properties very closed to
each other. Furthermore, by exploiting short links, a fast navigation inside the clus-
ter is possible to e.g. refine the finding process, while, by using long links, the re-
gion (i.e. the cluster) close to the admissible region S(RSET) (see next Section) can be
quickly reached.

Some steps in the construction of an overlay network – in this case two properties/
attributes have been mapped – are depicted in Figure 2.

Fig. 2. The overlay network construction

4.3 Finding Suitable Nodes with HySoN

According to the said hyperspace abstraction, not only the single agent can be viewed
as a point in the metric space, but also a finding request can be represented in the same
way. Such a request carries a set of requirements (RSET ) on the set of properties which
are mapped as coordinates of the hyperspace.

In this way the request denotes a point representing a corner of a region or semi-space
whose internal agents are those that expose suitable properties for the given finding
request. Such a semi-space is called the admissible region S(RSET).

The finding process is based on a fully decentralised finding algorithm, which is
based on the following check-and-forward model:

1. an agent receiving the request checks if its properties satisfy the set of requirements
in RSET ; if this is the case, the agent belongs to the admissible region and the
finding process continues with step 4;

2. if the set of requirements RSET does not hold for the properties held by the agent,
the request is submitted to one of its neighbours, which is selected on the basis
of appropriate heuristics which allow the request to reach the admissible region as
soon as possible [37];
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3. the algorithm keeps track of all the peers visited (this set is carried together with
the request); in this way there are no loops and duplicate messages;

4. when a peer belonging to the admissible region has been found, the other valid
peers can be reached by suitably navigating through links [37] in order to build the
needed set for the group formation.

As we simulated all the phases of the proposed approach (i.e. dissemination, over-
lay construction and finding process), we discuss the experimental results in the next
Section.

5 Experimental Results

We evaluated the proposed approach in a social network of 106 users through the Com-
plexSim simulation platform [36,38]. For this aim, the topology of the social network
was based on the well known scale free model proposed by A. Barabasi [5].

For the first phase (dissemination of the overlay network construction request), a
probabilistic gossip protocol was employed. It is summarised in the listing 3b (function
check gossip()), while listing 3a reports a frame of the behaviour of the HySoN agent,
which shows the receiving of the message, the call to the function check gossip() and
the searching function (the latter has been detailed in Section 4.3 but the pseudo-code
is not shown here).

The schema of the gossip protocol is very simple, as the behaviour of the function
check gossip() is basically tuned by the threshold parameter v. When v is close to 1, the
gossip message is likely to be propagated to the whole agent’s neighbourhood; in this
case the hubs of the network generates, in average, huge bags of messages, but it can
involve in an excessive overhead. Conversely, in order to reach most of the nodes, the
threshold v should not be too low. Furthermore, a TTL (Time-To-Live) and a message
cache – the latter is maintained by each agent – are needed to stop the process in a few
steps and to limit the number of duplicated messages.

// Agent (n) behaviour
// ...
msg = receive msg(n);

if ( check gossip (msg,n,v)==1)
// Starts the hyson clustering
// The sender is the first neighbour
hyson(msg.sender, msg. properties );

else if ( is finding (msg,n)==1)
// distributed search
// algorithm
search (msg.request )

int check gossip (msg,n,v){
if (! is gossip (msg))

return 0;
if (!( is cached (msg,n) OR msg.ttl == 0))

put msg in cache (msg,n);
m = create msg(msg. ttl−1)
for all nn in neighbours(n)

if random uniform(0,1) < v
send(m, nn)

return 1;
else return 0;

}

Fig. 3. a) Agent behaviour b) Gossip function
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Fig. 4. a) HySoN request Dissemination b) Main characteristics of the HySoN topology (T=time-
step, l=Geodesic Path, C=clustering coefficient)

The experimental results (in logarithmic scale) of the dissemination phase – in terms
of number of nodes reached by the gossip, and generated messages, for different values
of the threshold v (see Listing 3b) and T TL = 3 – are reported in Figure 4a. We note that
when the threshold span in the range 0.4÷ 0.5, about the 80% of nodes can be reached
with no more than (about) 3n messages (where n is the total number of nodes).

Table 4b gives the main characteristics of the HySoN overlay network – i.e. the result
of the second phase – in terms of average minimum path (see index l) and clustering co-
efficient (see parameter C) for two couples of degree thresholds (parameter degmin and
degtrg, discussed in Section 4.2). These data make evidence that the resulting overlay
network exhibits the small world properties (i.e. low geodesic path, l, and high clus-
tering coefficient, C). We also observed that the HySoN clustering algorithm leads to a
stable network after a few steps (about 10).

In the end we carried a set of simulation of the finding algorithm in the resulting
network (third phase), measuring the total number of time-steps to reach the admissible
region S(RSET). The results are shown in Figure 5. In this case the coordinates of the
nodes were appropriately tuned for the different experiments; in this way the ratio of
suitable nodes (x-axis in Figure 5), i.e. nodes which can satisfy the constraints of the
finding requests, assumed the desired range.

As depicted in Figure 5, the finding algorithm performs well in terms of time-steps
(see first quartile, median and third quartile) even when the ratio of suitable nodes is
rather low (i.e. 0.1− 0.2). This result is due to the fact that the agents holding simi-
lar properties are connected with high probability, while the average geodesic path is
maintained small enough.
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Basing on the last results we can remark that the cost due to the construction of
the HySoN network shown in Figure 4a is compensated not only by the privacy im-
provements for the users (we discuss this concern in Section 2 and 3), but also by the
performance of the finding process. Indeed, once the network has been constructed,
multiple requests can be sent by different agents according to additional requirements
provided by their own users.

6 Conclusions and Future Works

In on-line social networks, an important issue is that of preserving the users’ privacy.
However, the possibility for the users of finding new profitable contacts depends on
information which the user is willing to share on the network. In this paper, we have
presented an agent-based mechanism to support the users of an on-line social network
in the formation of groups composed of users having similar interests. This approach al-
lows the users to locally maintain sensitive information, on the one hand, and to offer an
efficient mechanism for each user to reach promising interlocutors, on the other hand.
The agents analyse the local user’s information in order to extract relevant properties
which are then exploited to find the appropriate interlocutors. The set of the interlocu-
tors is organised into a custom overlay network called HySoN (Hyperspace Social Net-
work), built by exchanging mutual messages between agents using a gossip protocol.

The so-built network provides the users with the possibility to send their requests
over the network in order to find a set of agents having some required properties, in
order to form a group of users.

We have shown by experiments performed on a large network of simulated users that
our approach is capable of reaching approximately all the agents in a small number of
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steps and with a limited number of exchanged messages, and that the search of suitable
nodes is very efficient due to the topology of the network, which exhibits the small-
world properties. The main advantage of our approach is that the properties involved
in the user’s aggregation are inferred by local data not published in the social network,
thus preserving the users’ privacy with respect to their sensitive data.

As for our ongoing research, we are planning to introduce a trust mechanism in our
approach, as for instance in [33], that will use trust measures in order to limit the effects
of misbehaving nodes in the formation of groups.
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PON04a2 A/F, funded by the Italian Ministry of University within the PON 2007-
2013 framework program.
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Abstract. The game of virtual soccer requires its players to act as a
coherent team, while operating in a highly dynamic environment, with
incomplete and unreliable information. As such, the game is often used to
test, demonstrate and validate the concepts of multi-agent theory in prac-
tice. This paper describes the process of integrating agent-oriented pro-
gramming language AgentSpeak and its interpreter Jason into SimSpark ,
the official RoboCup soccer simulator. The end-goal is to design a frame-
work that will enable its users to think about and program soccer playing
agents at a more abstract level, in terms of beliefs, goals and plans, al-
lowing for an easier implementation of advanced multi-agent concepts.

1 Introduction

Video games are often found at the forefront of artificial intelligence (AI ) re-
search, steering the development of various AI concepts and methodologies,
including neural networks, genetic algorithms, case-based reasoning and intelli-
gent agents [3, 14, 15]. Besides the entertaining factor, games can be efficiently
used to model environments and scenarios that are hard/interesting from the AI
research point of view. The game of football or soccer, for example, can be used
to model dynamic environments with unreliable and incomplete information, in
which a team effort is required to win [27].

RoboCup is an annual internationally-recognized competition of (primarily)
soccer playing robots [31]. It comprises several leagues, including simulation,
in which the main focus is on AI algorithms and techniques, and humanoid,
which additionally deals with physical aspects of robotics. The main objective of
RoboCup is ”to promote robotics and AI research, by offering publicly appealing,
but formidable challenge” [31]. In accordance to this objective, for example,
each competing team is required to release its source code at the end of the
competition, while the game is continuously made more difficult.

Software agents represent one of the most consistent approaches to distributed
AI . In the field of soccer playing robots, the term agent is often used to describe
the software system that performs deliberation and controls the robot’s physical
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parts. As discussed later, advanced concepts of the agent technology play an
important role in modern soccer simulations.

In order to simplify the development of complex deliberate agents, a number
of agent-oriented programming languages has been developed. Among the most
popular languages is AgentSpeak , accompanied by the Jason interpreter [8,9,22].
This paper presents the initial work on programming soccer playing agents using
AgentSpeak . To achieve this goal, a new development framework is proposed. It
includes an extended version of the Jason interpreter, capable of deploying and
running agents in SimSpark – the official RoboCup simulator [34]. The use of
AgentSpeak and Jason as the basis of this framework will allow for a more
abstract application of advanced concepts of the agent technology. AgentSpeak
allows developers to think about and program agents in terms of beliefs, goals,
and plans. Therefore, the proposed framework might represent an excellent tool
for developing efficient soccer playing agents.

During this development, our main concern was the run-time efficiency of
Jason agents. The SimSpark simulator is designed to operate in 20 millisecond
cycles. Within this time-frame the agent needs to complete its entire reasoning
cycle: sense the environment, decide on the next step(s), and perform the desired
action(s). If the agent fails to respond in a timely manner, it might overlook an
important event, end-up with an invalid view of the actual game state, or try
to perform an action that is no longer valid. Performance evaluation results will
show that the proposed framework is capable of running agents within the set
time constraints. Nonetheless, some suggestions for future code optimizations
are given in the concluding section.

The rest of this paper is organized as follows. Section 2 describes the func-
tionalities of SimSpark and Jason, and highlights their similarities. Section 3
provides the details on Jason-SimSpark integration, and presents a case-study
along with evaluation results. Existing work related to the usage of agents in
virtual soccer simulations is analyzed in Section 4. Finally, general conclusions
and future research directions are given in Section 5.

2 Framework Overview

In order to integrate Jason agents into SimSpark , it is necessary to analyze
and understand the functioning of each framework. This section provides details
on inner workings of SimSpark and Jason, focusing on the concepts that are
important for their efficient integration.

2.1 SimSpark

SimSpark represents an advanced virtual environment for physical simulations
of multi-agent systems [34]. It incorporates an accurate simulator for a range
of physical properties, such as gravity, inertia, and collision detection, and pro-
vides a 3D visualization tool. SimSpark is the official simulator for the RoboCup
3D Soccer Simulation League [6], but it can also be adapted for various other
multi-agent scenarios, such as modeling of disaster management.
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SimSpark operates as a multi-agent environment in which an agent interacts
with its surroundings as well as other agents. This interaction is achieved through
the use of effectors and perceptors [7]. In essence, an effector is a command
that the agent sends to the simulator in order to perform the desired action.
Examples include bending the knee (or any joint), saying something to other
agents, or setting the player’s position before the game starts. The set of available
effectors is not fixed, and can easily be extended to support application-specific
requirements.

To sense their environment, agents in SimSpark rely on perceptors. The sim-
ulator generates a set of perceptors at regular time intervals, and sends them
to running agents. A perceptor can carry some general information, such as the
force that acts on the agent’s body, or application-specific details, including the
ball position relative to the agent’s camera, or current status of the game. That
is, as with effectors, new perceptors can be included to satisfy requirements of
the simulated scenario.

At runtime, the simulation engine of SimSpark is executed in a continuous
loop. Each loop cycle consists of the following events [7]:

1. Start the cycle;
2. Send perceptors to each running agent;
3. Apply effectors received during the previous cycle;
4. Apply laws of physics and any rules of the game being played;
5. Finalize the cycle.

The described process is presented graphically in Fig. 1. It is important to
note that the effectors an agent sends in cycle n are actually applied in cycle
n+ 1, and can be observed by the agent no earlier than cycle n+ 2.

The duration of each cycle is set to 20 milliseconds, and it is crucial for the
agent to complete its reasoning cycle within the given time-frame. By default,
SimSpark will not wait for any agent to actually send its effectors. For devel-
opment and debugging purposes, however, the simulator can be configured not

Fig. 1. Synchronization between the execution loop of SimSpark and an agent (adapted
from [7])
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advance to the next cycle until all running agents have sent their respective
effectors.

Agents can be deployed to SimSpark in two ways: as internal plug-ins, or
as external, stand-alone software components. In the latter case, the interac-
tion between agents and the SimSpark server is performed through TCP and
UDP network protocols. Although the plug-in based approach offers better per-
formance, the development of external agents is more flexible, as any modern
programming language can be used. The framework presented in this paper sup-
ports external SimSpark agents, which is also the default approach in RoboCup
competitions [6].

2.2 AgentSpeak and Jason

AgentSpeak is a logic-based agent-oriented programming language, initially pro-
posed in [28]. The language is designed for developing primarily BDI agents
[10,29,35]. AgentSpeak uses modal logics to provide formalisms for the BDI ar-
chitecture, and was originally defined as an abstract language. However, due to
its elegance, the language has relatively recently been extended with several prac-
tical concepts, and incorporated into a modern interpreter named Jason [8,9,22].

Jason agents are defined in terms of beliefs, goals, and plans. Beliefs include
statements the agent considers to be true, whereas goals describe the future state
of affairs it wants to achieve. In this sense, beliefs and goals express the agent’s
mental attitude. Plans, on the other hand, define the means for fulfilling desired
goals.

In practice, agent’s beliefs are expressed as first-order logic formulae, with
the syntax strongly resembling Prolog facts and rules. Jason extends this syntax
with the concept of annotations. Annotations do not improve the expressiveness
of the language, but provide an elegant way of associating additional details
with a belief. For example, the fact ball(10, 10)[source(percept)] describes that
the agent believes the ball is at position (10, 10), and has obtained this belief
by sensing the environment. Additionally, Jason provides the strong negation
operator to define statements the agent explicitly believes to be false.

Jason supports two types of goals: achievement and test. Achievement goals
drive the agent’s behavior, by triggering execution of plans. For example, the goal
!kick(ball) might invoke a plan that would bend the agent’s knee and perform
the kick. Test goals are generally used to query the belief base. For example,
goal ?see(ball) can be used to test if the agent actually sees the ball.

A plan is defined in form of triggeringEvent : context← body. The triggering
event describes changes in the agent’s mental attitude that should invoke the
plan execution. Before the execution actually starts, however, Jason interpreter
validates conditional statements specified in the plan context. This validation
process is especially useful in dynamic environments, and is used to increase the
chances of a successful execution of the plan. Once the triggering event occurs
and the context is validated, the agent starts executing the sequence of formulae
defined in the plan body.
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Fig. 2. Simplified outline of a single reasoning cycle in Jason (adapted from [9])

At runtime, the agent code written using the constructs described above is
executed by the Jason interpreter. The interpreter operates in a loop, in terms
of reasoning cycles [9]. A single reasoning cycle is shown in Fig. 2. The figure
includes only a sub-set of the whole reasoning cycle, in order to better depict
the functionalities that are of the special importance for the work presented in
this paper; for the full analysis of the Jason reasoning cycle, see e.g. [9].

Jason interpreter executes the following algorithm in each reasoning cycle [9]:

1. Perceive the environment;
2. Handle a single message received from other agent;
3. Update the belief base, by processing percepts and the received message;
4. Generate events in response to previous steps, or some internal changes (e.g.

changes in the agent’s goal base);
5. Select relevant plans for a single event. Analyse the context of each relevant

plan and produce the set of applicable plans;
6. Select a single applicable plan and execute its body.

The presented discussion on SimSpark and Jason execution/reasoning cycles
reveals some important similarities between the two frameworks. More details
about these similarities, integration of Jason agents into SimSpark , and the
performance evaluation are given in the next section.

3 Jason Agents in SimSpark

From the analysis given in the previous section it can be concluded that both
Jason and SimSpark support agents that operate in sense-think -act cycles: the
agent first senses its environment, then reasons about the next step(s), and
finally performs some action(s). Additionally, both Jason and SimSpark are
designed to be extensible, and allow for modification of existing, and addition
of new functionalities. As a result, the process of integrating Jason agents into
SimSpark does not pose significant technical problems.

As noted earlier, the default approach of deploying agents in SimSpark is
to develop them as external plug-ins that interact with the simulator over a
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network connection. The network communication protocol relies on symbolic, or
S-expressions to encode perceptors and effectors [7]. S-expression is a string-
based data structure well-suited for representing binary trees. It is a human-
readable and compact data structure and, most importantly, can be parsed very
efficiently.

In order to enable the deployment of Jason agents in SimSpark , several exten-
sions to the Jason interpreter were required. The extensions include S-expression
parser and generator, as well as a customized agent architecture, a set of internal
actions, and a customized execution control [9]. Our implementation of parser
and generator components is based on the implementation used in magmaOf-
fenburg agent framework [24] and released under GNU General Public License.

Implementation of the custom execution control was required in order to sup-
port key-framed motions of simulated robots. A key-framed motion consists of
several important positions (i.e. key frames) which are interpolated over time
to perform a motion. A motion usually needs to be performed during several
reasoning cycles. However, a reasoning cycle in Jason does not have to end with
an action; unless the agent explicitly sends an action at the end of the reasoning
cycle, no effectors will be sent to SimSpark , and the running motion will fail.
Therefore, the custom execution control performs a manual flush of any pending,
motion-related effectors to SimSpark .

As noted earlier, a single sense-think-act cycle of an agent deployed in SimSpark
needs to complete within the 20 millisecond time-frame. Therefore, a case-study
has been developed in order to evaluate the run-time efficiency of Jason in the
developed framework.

3.1 Run-Time Performance Evaluation

In order to assess the run-time performance of Jason in SimSpark , a simple
soccer playing agent was implemented. The agent is designed as a state machine
depicted in Fig. 3. In total, 6 states can be recognized:

– Idle: Waiting for the kickoff;
– Searching ball : The agent cannot see the ball. It keeps looking around and

percepting the environment until it does;
– Walking to ball : The agent sees the ball and walks towards it until it is close

enough to perform a kick;
– Kicking: The agent is standing next to the ball and performing the kick

motion. The ball can be kicked in any direction;
– Done: The ball is inside the goal;
– Lying down: The agent has fallen down.

The agent may fall at any time, especially if the implementation is too slow.
In this situation, the agent’s body and limbs are in a position different than
what the agent believes, so a motion it tries to perform turns out to be invalid.
Acceleration percepts are used to determine if the agent has fallen down and, if
so, to initiate the stand up motion.
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Fig. 3. State machine of the simple soccer playing agent

Listing 1.1 shows partial implementation of the agent. A number of actions
were implemented to support key-framed motions, including standUp, rollOver,
and turnLeft. Lines 2–5 define a set of rules to help determine if the agent is
down, and if it’s close enough to the ball to perform the kick. To determine if
it has fallen down, the agent examines forces that act on its body along the X ,
Y and Z-axis. This is achieved by analyzing the acc (shorter for acceleration)
belief; if it’s standing straight, the agent will believe that acc(0,0,9.81).

Once the kickoff is signaled, the agent starts searching for the ball. Lines 10–20
show several plans for accomplishing this. First of all, if the agent is down, it needs
to stand back up. Otherwise, the agent turns around a bit and uses the test goal
?seeBall to determine if it can now see the ball. If the test goal succeeds, the agent
advances to thenext state -walking towards theball. If the test goal fails, so does the
current plan, and the Jason interpreter generates goal deletion event−!findBall.
In response, the agent tries to achieve goal findBall once again.

Listing 1.1. Partial implementation of the simple soccer playing agent in AgentSpeak
1 /∗ I n i t i a l b e l i e f s and ru l e s ∗/
2 isDown :− acc ( , , Z) & Z < 7 .
3 isDownOnBack :− acc ( , Y, Z) & Z < 7 & Y > 0 .
4 isDownOnFront :− acc ( , Y, Z) & Z < 7 & Y <= 0.
5 canKick(D) :− D < 0 . 1 .
6
7 +kickOf f : true <− +search . /∗ I n i t i a l goa l ∗/
8
9 /∗ Lying down ∗/

10 +down : isDownOnBack <− standUp ; −down ; +search .
11 +down : isDownOnFront <− rollOver ; standUp ; −down ; +search .
12 /∗ Searching for b a l l ∗/
13 +search : true <− ! findBall .
14 /∗ Walking towards the b a l l ∗/
15 +walk : true <− ! goToBall .
16
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17 /∗ Plans for the achievement goa l ” f indBa l l ” ∗/
18 +! findBall : isDown <− −search ; +down .
19 +! findBall : not isDown <− turnLeft ; ? s e eBa l l ( , , ) ; −search ;

+walk .
20 −! findBall : true <− ! ! findBall .

The run-time performance evaluation of the simple soccer playing agent was
performed using the following hardware and software configuration:

– A quad-core CPU at 1.6GHz with 4GB of RAM running 64-bit version of
Microsoft Windows 7 Professional ;

– Jason version 1.3.9
– SimSpark version 0.6.4
– Java 7, 64-bit edition

The lower-end computer was selected because it would better demonstrate any
loss of performance. During the experiments, the SimSpark monitor was disabled
(i.e. only the simulator engine was running). Duration of the agent’s reasoning
cycles was measured over time, following the initial kickoff and including the next
5000 reasoning cycles. The kickoff is signaled 300 cycles after the application
starts. Experiments involving 1, 2 and 6 soccer playing agents were conducted,
with 6 being the default team size in RoboCup simulation league.

Fig. 4 shows the results of these experiments. Obviously, when hosting 1 or 2
agents, the framework performs very well, managing to execute agents’ reasoning
cycles within the given time-frame. When running 6 agents, the agents’ reasoning
cycles take longer to complete in the beginning, causing them to fall frequently.
Eventually, however, the system stabilizes and the game continues as expected.

The presented results are very encouraging. They show that the run-time per-
formance does not present an obstacle for using higher-level, agent-oriented pro-
gramming languages. Backed-up by extensive existing research on using agents
in soccer and other competitive games presented in the next section, these results
provide a strong incentive for future improvements of the proposed framework.

Fig. 4. Performance evaluation of the proposed framework
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4 Related Work

Although many techniques of AI play an essential role in modern video games,
adoption of the agent technology concepts has been minimal in the past. The
use of BDI architectures in soccer simulations, for example, has mostly been
limited to most basic skills [5, 11]. One of the main reasons for this situation is
that video game developers tend to rely on AI techniques that provide reliable
and predictable behavior [3,15]. Adaptive AI techniques, on the other hand, do
increase the sense of realism in games [3] and have recently started to receive a
greater attention from game developers and researchers.

Adaptive techniques of the agent technology, such as agent cooperation, co-
ordination, negotiation and BDI architectures have been especially useful in
dynamic environments such as the game of soccer. A soccer playing agent usu-
ally has incomplete and unreliable information about the world, and needs to
act together with other agents (i.e. its teammates) in order to win. With these
properties, soccer is frequently used by researchers to test and demonstrate the
concepts of agent theory in practice, often combining them with other general
concepts of AI [4,18,23,26,27,30,32]. Additionally, it has been shown in [2] that
agent-based soccer simulations can be efficiently used for educational purposes,
i.e. to motivate undergraduate students and manage the complexity of robotics.

A review of the existing research focused on using agent coordination, coop-
eration and negotiation in virtual soccer simulations has been presented in [33].
The overall conclusion is that, although the agent theory fits nicely in the dy-
namic soccer environment, run-time efficiency remains an issue in most cases.
On the other hand, our performance evaluation, although dealing with simple
agents for now, shows that Jason represents an efficient run-time environment
for intelligent agents playing soccer.

In general, Java represents the most widely used platforms for developing
agents [10]. However, a special category of agent-oriented programming lan-
guages includes languages designed to simplify the development of complex,
reasoning agents. AgentSpeak is an example of a logic-based agent-oriented lan-
guage, best-suited for BDI agent architectures. Similar modern agent-oriented
languages do exist, most popular of which are GOAL [16, 17] and 2APL [1, 13].
There are several important reasons, however, why AgentSpeak was selected for
the work presented in this paper. AgentSpeak code is executed by the efficient
and extendible Jason interpreter, which, as presented, simplifies its integration
with SimSpark . Secondly, both AgentSpeak and Jason are documented very well,
and accompanied by a sufficient set of development and debugging tools.

One of the most decisive factors was, however, the relatively recent develop-
ment of the JaCaMo platform [21]. JaCaMo integrates AgentSpeak and Jason
with CArtAgO framework for artifacts modeling [12], and Moise framework for
virtual organizations [25]. The usage of Moise for organizational structuring
of soccer teams has already been proposed in [20]. Their work demonstrates
how Moise provides an elegant solution for declaring multi-agent organizational
structure at both the agent and the system level. Advanced features, such as
dynamic reorganization in response to environmental changes, are also possible.
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Jason and Moise have also been successfully used in a cow-herding program-
ming contest [19]. The contest models a scenario in which teams of agents
compete against each other for resources. The developed framework utilized
a number of general AI concepts, and extended the Jason interpreter through
custom agent architecture and action implementations, similarly to the work
presented in this paper. Additionally, the reasoning time-frame of the underly-
ing cow-herding simulator was limited to four seconds. The overall conclusion
is that [19] the combined usage of Jason and Moise results in a very elegant
framework: agent coordination and teamwork are managed by Moise, while the
autonomy, pro-active behavior, and communication are handled by AgentSpeak
and Jason. The framework is also run-time efficient, and was more than capable
of satisfying the given time constraints.

This existing research on using agents, Jason and related frameworks in com-
petitive, team-based games provides us with a strong incentive for future ex-
tension of the presented work, including an integration of the entire JaCaMo
platform in the framework for intelligent soccer playing agents.

5 Conclusions and Future Work

Virtual soccer simulation represents an excellent environment for validating and
demonstrating theoretical concepts of the agent technology in practice. This is
because the game of soccer models a dynamic environment, with often incom-
plete and unreliable information, in which a team effort is required to win.

The work presented in this paper aims to design a framework suitable for de-
veloping intelligent, reasoning agents that operate in the official RoboCup simu-
lator engine SimSpark . The main goal is to employ agent-oriented programming
language AgentSpeak and its interpreter Jason in order to allow a more abstract
usage of agent-based concepts. That is, the proposed framework enables elegant
application of advanced concepts of the agent technology, and allows developers
to think in terms of beliefs, goals, and plans, to employ the BDI agent architec-
ture, as well agent communication and cooperation.

As shown, at run-time the soccer playing Jason agents perform very well, and
are capable of completing their respective reasoning cycles within the SimSpark ’s
execution cycles. That is, for the described case-study, the Jason interpreter is
efficient enough to satisfy strict time constraints imposed by SimSpark .

However, there is still plenty of room for optimizing the underlying code. For
example, during the experiments it was observed that the Jason built-in function
for generating belief literals from strings represents a performance bottleneck,
especially because it is called often during a single reasoning cycle. The immedi-
ate future work will, therefore, be focused on identifying and removing existing
performance bottlenecks.

In the long run, remaining parts of the JaCaMo platform – Moise and CArtAgO
– will be integrated in the proposed framework. This will allow our soccer playing
agents to exhibit more complex and truly intelligent behavior.
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Abstract. The protein folding problem is one of the most challeng-
ing problems in current biochemistry and is an important problem in
bioinformatics. All current mathematical models of the problem are af-
fected by intrinsic computational limits. The previous research offers
few approaches that make use of multi-agent systems to resolve this
problem. In this paper we present an agent-based framework for protein
structure prediction, composed by autonomous agents which collaborate
in order to find a solution using Distributed Constraint Programming
(DisCSP/DisCOP). Each amino acid of an input protein is viewed as
an autonomous agent that communicates with others by transmitting
messages.

In this article was analysed the NetLogo environment with the pur-
pose of building a general model of implementation and simulation for
the protein structure prediction. Starting from the proposed implemen-
tation model with lattice models based on distributed constraints, in
this article we present a multi-agent systems which can be used for the
implementation and simulation of the protein structure prediction, that
can run on a single computer or on a cluster computing environment.
The version of the tool presented herein allows studying and exploring
complex problems belonging principally to structural biology, such as
protein folding.

1 Introduction

Proteins are complex biological macro-molecules that are composed of a sequence
of amino acids, which is encoded by a gene in a genome. There are 20 differ-
ent amino acids specified in the genetic code. Proteins play key roles in many
cellular functions. The functional properties of proteins depend upon their three-
dimensional structures. Unlike the structure of other biological macromolecules,
proteins have complex structures that are difficult to predict. The protein folding
problem is one of the most challenging problems in current biochemistry and is a
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very interesting problem in computational mathematics. The Protein Structure
Prediction Problem is the problem of predicting the 2D/3D native conformation
of a protein, when its sequence of amino acids is known [1],[2],[3],[8],[9],[18]. One
of the most popular models of protein folding is the hydrophobic-hydrophilic (H-
P) model [8],[9],[18]. In the H-P model, proteins are modelled as chains whose
vertices are marked either H (hydrophobic) or P (hydrophilic); the resulting
chain is embedded in some lattice. H nodes are considered to attract each other
while P nodes are neutral. An optimal embedding is one that maximizes the
number of H-H contacts.

Constraint programming is a programming approach used to describe and
solve large classes of problems such as searching, combinatorial and planning
problems. Distributed Constraint Satisfaction(DisCSP)/Distributed Constraint
Optimization(DisCOP) is a framework for describing a problem in terms of con-
straints that are known and enforced by distinct participants (agents)[19],[12],
[13],[17]. The constraints are described on some variables with predefined do-
mains, and have to be assigned to the same values by the different agents. This
type of distributed modelling appeared naturally for many problems for which
the information was distributed to many agents.

Distributed constraints (DisCSP/DisCOP) are composed of agents, each own-
ing its local constraint network. Variables in different agents are connected by
constraints, agents must assign values to their variables so that all constraints
between agents are satisfied (DisCSP) or, for DisCOP, a group of agents must
choose values for a set of variables so that the cost of a set of constraints over
the variables is either minimized or maximized. DisCOP search algorithms use
search strategies to search through the solution space to find a cost-minimal
solution.

There exist complete asynchronous searching techniques for solving theDisCSP
in this constraints network, such as theABT(AsynchronousBacktracking),AWCS
(Asynchronous Weak Commitment) [19], ABTDO (Dynamic Ordering for Asyn-
chronous Backtracking) [12] and DisDB (Distributed Dynamic Backtracking) [6].
Also, forDisCOP there aremany algorithmsbetweenwhichwenameADOP(Asyn-
chronous Distributed OPTimization) [13] or DPOP (Dynamic Programming Op-
timization Protocol) [17]. We find thatmanymulti-agent problems can be reduced
to a distributed constraints problem.

The previous research offers few approaches that make use of multi-agent sys-
tems to the purpose of proposing distributed solutions to the protein structure
prediction [5],[7],[16]. A highlevel agent-based framework for protein structure
prediction is present in [5]. The agents are separated on three layers, according
to their knowledge and power. The first layer contains agents that explore the
configuration space. A good coordination between these agents is considered to
be necessary, this is achieved by some higher-level agents, whose role is to co-
ordinate the search agents. The third layer is composed of cooperative agents,
which implement a basic form of cooperation between lower-level agents. Another
bioinformatics framework, called Evolution, is presented in [16]. This solution
is based on a multi-agent system and uses a blackboard architecture. There are
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three types of agents: model agents, algorithm agents and interface agents and
the communication and coordination among them is achieved by a blackboard
mechanism, which also allows data sharing. The blackboard is composed of sev-
eral levels, each one recording the solution elements needed for the resolution of
the problem. In [7] it proposing a distributed reinforcement learning based model
for solving the bidimensional protein folding problem. The model proposed in [7]
extends the reinforcement learning model that it has previously introduced for
solving the problem. This model is based on a distributed Q-learning approach.

Other successful solutions consisted in transforming the protein structure
prediction problem to a constraint minimisation problem with finite domain
variables [2],[3]. This solution based on a search technique uses constraint pro-
gramming to find the minimal energy for a given sequence of amino acids. This
algorithm in [2],[3] is a combination of a Branch-and-Bound search together with
a constrain-and-generate principle, as it is usual for constraint optimization.

NetLogo is regarded as one of the most complete and successful agent sim-
ulation platforms [20]. NetLogo is a high-level platform, providing a simple yet
powerful programming language, built-in graphical interfaces and the necessary
experiment visualisation tools for quick development of simulation user inter-
face. It is a environment written entirely in Java, therefore it can be installed
and activated on most of the important platforms.

In this paper we present an agent-based framework for protein structure pre-
diction, composed by autonomous agents which collaborate in order to find a so-
lution using Distributed Constraint Programming (DisCSP and DisCOP). Each
amino acid of an input protein is viewed as an autonomous agent that com-
municates with others by transmitting messages. In this article was analysed
the NetLogo environment [20] with the purpose of building a general model of
implementation and simulation for the protein structure prediction [22]. This
article synthesizes and extends all the tries of modelling and implementation in
NetLogo for the protein structure prediction [14].

We provide a first working examples in open-source NetLogo, for this mod-
elling. They can be downloaded from the websites [22]. Also, for this Netlogo
models we have developed a methodology to run in a cluster computing environ-
ment. We utilize the Java API of NetLogo as well as LoadLeveler. LoadLeveler
is a job scheduler written by IBM, to control scheduling of batch jobs [15].

2 The Protein Folding Problem

The Protein Structure Prediction Problem (PSP) is the problem of predicting
the 2D/3D native conformation of a protein, when the sequence made of 20 kinds
of amino acids (or residues) is known. The process for reaching the native state
is known as the protein folding [1],[2],[3],[8],[9],[18].

For this PSP, there are several reduced computer modelling of proteins. In
this paper we consider the ab initio modelling. These methods are based on the
Anfinsen thermodynamic hypothesis [1]: the native conformation adopted by a
protein is the one with minimum free energy.
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Amino acids are modelled in a coarser way, usually as a single sphere. An im-
portant class of simplest models for proteins are lattice-based models - composed
of a lattice that describes the possible positions of amino acids in space and an
energy function of the protein, that depends on these positions. The goal is to
find the global minimum of this energy function, as it is assumed that a protein
in its native state has a minimum free energy and the process of folding is the
minimization of this energy [1]. The simplifications used in this class of models
are (1) monomers are represented using a unified size (2) bond length is unified
(3) the positions of the monomers are restricted to positions in a regular lattice
citeanfin. Thus, every conformation of a lattice protein is a self-avoiding walk in
Z2 or Z3 (2D/3D dimensional lattice models). A discussion of lattice proteins
can be found in [8],[9],[18]. However, the ab initio protein structure prediction
problem has been shown to be NP-hard and a polynomial time algorithm is
therefore unlikely to exist [4].

One of the most popular models of protein folding is the hydrophobic-
hydrophilic (H-P) model in [8],[9]. In this model, the 20 letter alphabet of
amino acids is reduced to a two letter alphabet, namely H(hydrophobic) and
P(hydrophilic). The proteins are modelled as chains whose vertices are marked
either H or P; the resulting chain is embedded in some lattice. An optimal em-
bedding is one that maximizes the number of H-H contacts. Figure 1 shows a
conformation for the sequence PHPPHHPHPPPPHH in the 2D square lattice
whose energy is -3.

Fig. 1. Sample conformation for PHPPHHPHPPPPHH. The blue beads represent P,
the red ones H monomers. The three contacts are indicated via dashed lines.

The primary structure of a protein P is seen as a sequence s of n amino acids
(hydrophobic/ hydrophilic): s = s1, s2, ..., sn where si ∈ {H,P}, ∀ 1 ≤ i ≤ n.

Definition 1. (conformation). A conformation of the protein P is a function C,
that maps the protein sequence s to the points of a 2D/3D dimensional Cartesian
lattice: C : [1..n] → Zd. In fact, s = s1, s2, ..., sn → (x1, y1), (x2, y2), ..., (xn, yn)
or s = s1, s2, ..., sn → (x1, y1, z1), (x2, y2, z2), ..., (xn, yn, zn)
(where d = 2 or d = 3, (xi, yi)/(xi, yi, zi) - represents the position in the 2D/3D
lattice of the amino acid si) such that:

1. ∀ 1 ≤ i, j ≤ n, with i �= j =⇒ c(i) �= c(j) (self-avoiding).
2. ∀ 1 ≤ i, j ≤ n, with |i − j| = 1 =⇒ |xi − xj | + |yi − yj |=1 (connected

neighbours).
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The first condition is the constraint that the conformation must be self-avoiding
(the positions of two different amino acids must be different in the lattice).

The second condition is imposed by the lattice constraint (any two consecutive
amino acids in the primary structure of the protein are neighbours in the 2D/3D
lattice). It is considered that any position of an amino acid in the lattice may
have a maximum number of 4 neighbours: up, down, left, right (2D lattice) or 6
neighbours: forward, backward, up, down, left, right (3D lattice).

Definition 2. (Conformation Energy). Given a sequence s = s1, s2, ..., sn, the
energy of a conformation C of s is defined as follows:

– E(C)=
∑

1≤i+1<j≤n

εi,j · δ(si, sj)

where εi,j is equal to -1 whenever both si and sj are H amino acids, 0 otherwise,
δ(si, sj) is 1 if si and sj are topological neighbours, 0 otherwise.

The energy function for the HP-model may be represented by the matrix which
fixes the energy value of a contact between two monomers. Two residues are
topological neighbours (TN), by being at the adjacent or immediate neighbouring
lattice positions and not sequential in the original connectivity, as indicated by
the dotted lines in figure 1. If two monomers of type H are topological neighbours,
then an energy contribution (noted ε) is considered to have a value of -1, see
[8],[9]. The sum of ε for HH interactions in a conformation using HP model is
referred by E. Several different variations of the HP model, based on the values
of the interaction potential, are shown in figure 2 (a),(b),(c) [8],[9],[11].

(a) Original HP model (b) HPNX (c) hHPNX

Fig. 2. Various interaction-potential matrices

The energy function in the HP model shows the fact that hydrophobic amino
acids have a propensity to form a hydrophobic core. Any hydrophobic amino
acid in a valid conformation C can have at most 2 such neighbours (except for
the first and last amino acids, that can have at most 3 topological neighbours).
Hence, a folding has minimum energy if it maximizes the number of HH contacts
[1],[2],[3],[8],[9].

A solution for the 2D/3D HP protein folding problem, corresponding to a
a sequence s = s1, s2, ..., sn, can be represented by a n-1 length sequence L
=dir1, dir2, ..., dirn−1 , where diri ∈ {L,R,U,D} in 2D or diri ∈ {F, B, L, R, U,
D} in 3D, 1 ≤ i ≤ n-1, where each position encodes the direction of the current
amino acid relative to the previous one (F-forward, B-backward L-left, R-right,
U-up, D-down) for the 2D square/3D cubic lattices.
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3 DisCSP for Protein Folding Problem

3.1 The Distributed Constraint Satisfaction Problem

This paragraphpresents somenotions related to theDisCSPmodelling [6],[12],[19],
[21]. Constraint satisfaction is a classical and powerful tool in artificial intelligence
whose traditional applications concern planning, scheduling, placement, logistics
and so on. The Distributed Constraint Satisfaction Problem (DisCSP) has been
formalized in [19].

Definition 3. The model based on constraints CSP - Constraint Satisfaction
Problem, existing for centralized architectures, is defined by a triple (X, D, C),
where: X={x1,...,xn} is a set of n variables; whose values are taken from finite
domains D= {D1, D2,...,Dn}; C is a set of constraints declaring those combi-
nations of values which are acceptable for variables.

The solution of a CSP implies to find an association of values for all the
variables that satisfy all the constraints.

Definition 4. A problem of satisfying the distributed constraints (DisCSP) is a
CSP, in which the variables and constraints are distributed among autonomous
agents that communicate by exchanging messages. Formally, DisCSP is defined
by a 5-tuple (X, D, C, A, φ), where X, D and C are as before, A = {A1,...,Ap}
is a set of p agents, and φ : X −→ A is a function that maps each variable to
its agent.

Most of algorithms to solve DisCSP are distributed and asynchronous. To
execute such asynchronous searching techniques, an agent has to be able to send
messages to any other agents of its acquaintance set. For more details about
DisCSP algorithms, see [6],[12],[19],[21].

3.2 The Distributed Constraint Optimization Problems

Distributed constraint optimization problems (DisCOP) represents a generic
framework for the resolution of distributed problems in multi-agent systems
(MAS), especially in problems where the challenge is to find the best value at-
tribution for a set of variables that have interdependencies.

This paragraphpresents somenotions related to theDisCOPmodelling [13],[17],
[21]. DisCOP is a powerful tool for modelling a wide variety of multi-agent coordi-
nation problems such as distributed planning, distributed scheduling, distributed
resource allocation and others.

Definition 5. A Distributed Constraint Optimization Problem (DisCOP) is de-
fined by a 6-tuple (X, D, A, φ,fi,j , F) where X, D, A are as before, A =
{A1,...,Ap} is a set of p agents, and φ : X −→ A is a function that maps
each variable to its agent, fi,j is a set of cost functions fi,j : Di × Dj −→ N,
to the pair of variables xi and xj, F is an objective function F, defined as an
aggregation over the set of cost functions.
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The objective is to find the set of values A for the variables X, minimizing or
maximizing the objective function. The function F is defined as F(A) =

∑
xi,xj∈X

fi,j(di, dj), where xi ← di, xj ← dj in A.

The cost functions in DisCOP are the analogue to the constraints from DisCSP
and are sometimes referred to as valued or soft constraints. DisCOPs can be
solved either using distributed search or by using distributed inference. About
distributed search we mention the reference algorithm ADOPT [13] and their
improved versions BnBADOPT. About distributed inference, we mention DPOP
[17]. The Multi-Agent Systems from this paper is using the ADOPT algorithm.

ADOPT [13] is a backtracking based bound propagation mechanism. ADOPT
was the first decentralized algorithm to guarantee optimality, while at the same
time allowing the agents to operate asynchronously. The algorithm from [13]
works as follows: first, the DFS structure is created. Then, backtrack search is
performed top-down, using the following value ordering heuristic: at each point
in time, each agent chooses the value with the smallest lower bound. It announces
its descendants of its choice via VALUE messages, and waits for COST messages
to come back from the children. Each agent adds the costs received from its
children to the lower bound of the current value taken by the agent. If there is
another value in the domain that has a smaller lower bound, the agent switches
its value, and the process repeats, refining the lower bounds iteratively.

4 Modelling the Protein Folding Problem Using
Distributed Constraints

In this section we will present two solutions of modelling for the protein folding
problem using distributed constraints.

4.1 Modelling of the Protein Folding Problem in DisCSP

The previous presentation of the protein folding problem can be expressed as
the following DisCSP:

– A = {A1,...,An} is a set of n agents that denotes a n amino acids exploring an
environment, interacts and communicates with its spatial neighbours in order
to minimize the energy function and sharing a few common information.

– X={x1,...,xn} is composed of variables storing the next heading (the next
direction to explore of the current amino acid relative to the previous one)
xi =(diri, pxi, pyi)/(diri, pxi, pyi, pzi) of each amino acids of Ai where:
• diri is the next direction;
• (pxi, pyi) ∈ Z 2 is the position, pxi, pyi ∈ [-n,n], (respectively in 3D,
(pxi, pyi, pzi) ∈Z 3, pzi ∈[-n,n]).

– D= {dom(x1), dom(x2),...,dom(xn)} with dom(xi) (1 ≤ i ≤ n) is the set of
all 4/6 cardinal directions that a amino acids Ai can choose to plan its next
movement (for the 2D square, 3D cubic lattices and 2D triangular lattices).
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– C = C1

⋃
C2 where:

• C1 = ∀ Ai ∈ A, ∀ Aj ∈ A, with i �= j =⇒ (pxi, pyi) �= (pxj , pyj)
(self-avoiding).

• C2 = ∀ Ai ∈ A, ∀ Aj ∈ A, with |i− j|=1 =⇒ |pxi - pxj |+|pyi - pyj| =1
(connected neighbours).

To find a conformation, the amino acids of set A have to periodically solve this
DisCSP in order to be able to choose a direction compatible with the require-
ments previously introduced and in order to minimize the energy function. The
algorithm DisCSP are iterated until a valid conformation is found. If we have
found a valid conformation, then the energy of a conformation c is determined
CurrentV alEnergy(c). Then the additional constraint CurrentV alEnergy(c)
< MinV alEnergy is added, and the search is continued in order to find the next
conformation, which must have a smaller energy.

4.2 Modelling of the Protein Folding Problem in DisCOP

The solution for DisCOP modelling is similar to the one for DisCSP. According
to the definition presented in the previous paragraph, a DisCOP modelling is
defined by a 6-tuple (X, D, A, φ, fi,j, F ) where X, D, A are as before (A is a
set of n agents that denotes a n amino acids, X is composed of variables storing
the next heading and D is the set of all 4/6 cardinal directions). The previous
presentation of the protein folding problem requires in addition:

– Hard constraints:Ch = Ch1

⋃
Ch2, which impose that the conformation must

be self-avoiding (the positions of two different amino acids must be different
in the lattice) and connected neighbours (any two consecutive amino acids
in the primary structure of the protein are neighbors in the 2D/3D lattice),
where:
• Ch1 = ∀ Ai ∈ A, ∀ Aj ∈ A, with i �= j =⇒ (pxi, pyi) �= (pxj , pyj)
(self-avoiding).

• Ch2 = ∀ Ai ∈ A, ∀ Aj ∈ A, with |i− j|=1 =⇒ |pxi - pxj |+|pyi-pyj| =1
(connected neighbours).

– Soft Constraint :Cs = {fi,j : Di x Dj −→ R, ∀ 1 ≤ i,j ≤ n, with i �=j } is based
on the energy function for the HP-model (where a cost of infinity indicates
a forbidden tuple by the hard constraints). The cost functions fi,j may be
represented by the matrix which fixes the energy value of a contact between
two monomers Ai and Aj (fig 3.a,b).

– The function F is similar to the energy of a conformation C:

• F(C) = E(C) =
∑

1≤i+1<j≤n

fi,j

The goal of the optimization is to find the conformation C which (a) is feasible
(i.e. respects all constraints) and (b) minimizes the sum of the agents’ utilities
(the minimization of this energy E).

Example: Consider an example where 7 agents (amino acids) want to find the
optimal conformation in order to minimize the energy function. Each agent Ai

has a local problem composed of:
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(a) Sample conformation for
PHPPHHH

(b) A DisCOP with 7 agents. The black lines repre-
sent Ch1 and blue lines represent Ch2

Fig. 3. A PSP example in DisCOP model

– variable xi =(diri, pxi, pyi) or xi =(diri, pxi, pyi, pzi);
– domains: the set of all 4/6 cardinal directions.
– hard constraints which impose that the conformation must be self-avoiding

and connected neighbours;
– utility functions: the matrix which fixes the energy value of a contact between

two monomers Ai and Aj ; In this cost function he have associated the infinity
value to the combination in which two agents Ai and Aj have the same
coordinates in the lattice. Also, the cost function takes the infinity value
if the two agents, consecutive amino acids in the primary structure of the
protein are not neighbours in the 2D/3D lattice. For example, fi,j = ∞, ∀
Ai, Aj ∈ A with (pxi, pyi) = (pxj , pyj)

4.3 Lattice Models

Lattice models have long been used for protein structure prediction and repre-
sentation of 2D/3D structures. A discussion of lattice models can be found in
[18], [10]. The discretization of the conformational space is necessary for mod-
elling and analysing the computational complexity of PSP problems. The lattice
model determines the space of possible conformations for a given protein. Thus,
there are several lattice models [18], [10]. The 2D square lattice and the 3D cubic
lattice are the most thoroughly studied lattices. The multi-agent system from
this paper is using the well-known lattice bead models (2D square, 3D cubic and
2D/3D triangular lattice).

In the two models proposed in DisCSP and DisCOP, each amino acid is consid-
ered as an agent Ai and owns a variable to instantiate: MyValue =(diri, pxi,pyi)
or MyValue =(diri, pxi,pyi,pzi ). This variable represents its next heading (the
next direction to explore of the current amino acid relative to the previous one)
and position of amino acids Ai. The domain of each variable in 2D square/3D cu-
bic lattices is composed with the 4/6 cardinal directions: (F-forward, B-backward
L-left, R-right, U-up, D-down). For the 2D triangular lattices the domain of each
variable is composed with the 6 cardinal directions:(NW, NE, WW, SW, SE,
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(a) The 2D triangular lattices (b) Sample conformation for PHPPHHHPPHHHPPH-
PHP. The three contacts are indicated via dashed lines.

Fig. 4. The two-dimensional triangular lattice for the protein folding problem-2D HP

EE). The 2D triangular lattices are shown in fig 4.a. Figure 4.b. shows a confor-
mation for the sequence PHPPHHPHPPPPHH in the 2-dimensional triangular
lattice whose energy is -3.

5 Multi-agent System for Modelling and Simulation of
the Protein Folding Problem in NetLogo

In this section we present the way of implementation of the multi-agent systems
for the protein folding problem in Netlogo, using three crystal lattice models.
We provide two solutions in open-source NetLogo, for implementation and sim-
ulation of the protein structure prediction with ABT algorithm and ADOPT
algorithm. The two versions of the multi-agent system can be found on the site
in [22].

In figure 5 is presented this multi-agent system’s architecture for modelling
and simulation of the protein folding problem in NetLogo. The generic framework
architecture will be structured on two levels, corresponding to the two stages of
implementation [21]. The first level refers to the way of representing the surface
of the multi-agent system. This is the exterior level. The definition of the way in
which asynchronous techniques will be programmed so that the agents will run
concurrently and asynchronously will be the internal level of the model. To this
level are simulated the agents associated to the amino acids and are implemented
the DisCSP/DisCOP algorithms for finding an optimal conformation.

The features of each sublevel of the multi agent system are described below:

– HP sequence level. On this level are selected HP sequences, which can be
either generated by the NetLogo module HP generator or loaded from a file
(introduced by the user in a file). An HP sequence is represented as a chain
of n characters belonging to a same length two-element alphabet{H, P};

– Initial Conformational space level. This level corresponds to the initial con-
formational space created when the HP model, being discrete or continuous,
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Fig. 5. Architecture of a multi-agent system for modelling and simulation of PSPs in
NetLogo

is executed on 2D triangular, 2D square or 3D cubic lattices. At this level,
the human user selects lattice models for 2D/3D conformation from the 3
available. However, the framework can be adapted, with minor changes, to
handle other types of discrete lattices.

– Algorithm workspace level. On this level is selected the DisCSP/DisCOP
algorithm for finding an optimal conformation.

As regarding the internal level, the multi-agent system needs to simulate the
agents of amino acids type. First of all, the agents are represented by the breed
type objects (those are of the turtles type). Fig. 6 shows the way the agents are
defined together with the global data structures proprietary to the agents.

For building of the user interface that contains various DisCSP/DisCOP
problem’s objects (amino acids, bonds, etc.) are used objects of the patch type.

Concretely, for the case of the protein folding problem the representation of
amino acids, bonds and lattice is modelled as a grid with a number of cells.
Each cell can be empty or occupied by a amino acid. To model the surface of the
application are used objects of the patches type. In fig. 7 and fig. 8 is captured
an implementation of the ABT technique for the protein folding problem (2D
square lattice and 3D cubic lattice ) that uses the model presented.



Multi-agent Systems Applied in the Modelling and Simulation of the PSPs 357

breeds [agents-aminoacids bondes]
globals[variables that simulate the memory shared by all the agents:
; NrStep MinValEnergy CurrentValEnergy ]
agent-amino acids-own [message-queue nogoods MyValue MyContext ValEnergy ...]
;message-queue contains the received messages.
;[[dir0 px py] [dir1 px py] ...] diri = direction of the current
amino acid relative to the previous one, [diri px py]= -1 if unknown.
;nogoods is the list of inconsistent positions [0 1 1...] where 1 is inconsistent

Fig. 6. Agents’ definition in DisCSP-Netlogo

Fig. 7. NetLogo implementation for the protein folding problem-2D square HP

In [15] us presented a methodology to run the NetLogo models for the asyn-
chronous searching techniques (DisCSP/DisCOP) in a cluster computing envi-
ronment or on a single machine. The solution from [15] uses the Java API of
NetLogo as well as LoadLeveler. LoadLeveler is a job scheduler written by IBM,
to control scheduling of batch jobs. This solution can be used on any cluster
with Java support. Such a solution will allow running a large number of agents
(amino acids). The first experiments were done on the InfraGrid cluster from
the UVT HPC Centre [23], on 100 computing systems.

The proposed solution in [15], runnable without the GUI on a single computer
or on a cluster, is used a tool named BehaviourSpace, existent in NetLogo.
BehaviorSpace is a software tool integrated with NetLogo that allows you to
perform experiments with models in the ”headless” mode, that is, from the
command line, without any graphical user interface (GUI).

The solution from [15] supposes modifications at the internal level of the
multi-agent system specifically defining special procedures to run the code for
the DisCOP/DisCSP algorithms, according with the methodology from [15].
Also, running the multi-agent system supposes the creation of an experiment
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(a) NetLogo’s graphical interface (b) NetLogo’s code tab

Fig. 8. NetLogo implementation for the protein folding problem-3D cubic HP

using BehaviorSpace and parse the NetLogo file into an input XML file (so that
it can be runned in the headless mode, that is without GUI).

6 Conclusion

In this paper we present multi-agent systems for protein structure prediction,
composed by autonomous agents which collaborate in order to find a solution
using Distributed Constraint programming (DisCSP/DisCOP). Each amino acid
of an input protein is viewed as an autonomous agent that communicates with
others by transmitting messages in order to minimize the energy function. Start-
ing from the proposed implementation models with constraints, in this article we
present multi-agent systems that can be used for the implementation and simu-
lation of the protein structure prediction, that can run on a single computer or
on a cluster computing environment.

This framework was designed as a virtual laboratory to be used for the study
of the protein folding, initially using the well-known lattice bead models (2D
square, 3D cubic and 2D/3D triangular lattice). We plan to extend the multi-
agent systems from this paper so that it will use other DisCOP algorithms such as
DPOP or BnBADOPT algorithms in both variants: single variable and multiple
local variables. Also, we wish to extend the evaluation of asynchronous searching
techniques in this new model, for some large HP protein sequences, to further
test its performance.

Acknowledgments. This work was partially supported by the European Com-
mission grant FP7-REGPOT-CT-2011-284595 (HOST) and by the Romanian
national grant PN-II-ID-PCE-2011-3-0260 (AMICAS).
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Abstract. The Acquired Immunodeficiency Syndrome (AIDS)
epidemic has perhaps one of the most complex social structures exhib-
ited by any epidemic. AIDS spread is strongly linked with social networks
transgressing cultural, religious and geographical boundaries making it
difficult to conduct an objective study. Agent-based Modeling is well-
known as an effective method for the exploration and study of complex
systems. In this paper, using an example from three different types of
populations, we present an Exploratory Agent-based Model (EABM) of
AIDS in hybrid populations. Calibrated with data from UNAIDS stud-
ies, the model demonstrates how modeling using EABM can be useful to
study the complexity in complex social systems in the absence of data of
complex interactions. Extensive simulation experiments demonstrate the
suitability of this proposed approach to study complex social phenomena.

Keywords: Agent based modeling, AIDS, Complex Adaptive System,
sub-populations, complex networks, Cognitive agent-based computing.

1 Introduction

The complexity in AIDS has origins from its medicinal complexity with the RNA
retrovirus with one of the most complex known interactions with human DNA
[1] to social dynamics associated with its mode of spread [2]. One particularly
complex problem is the study of concurrent [3] and multiple partnerships [4] in
AIDS. In Pakistan, the problem of an increase of the infection has been noted
recently due to both injecting as well as commercial sexual networks [5]. Alter-
natively there have been some previous studies examining the network structure
of AIDS, they are often limited by their focus on either a single population [6]
or else on a particular group such as high-risk groups [7]. While there have been
previous studies modeling AIDS as a Complex Social Network, such models can-
not always be readily developed for cultures where religious and moral values
� Corresponding author.
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“expect” individuals to “never” be infected [8]. While it is important to be able
to model various structures and dynamics of the AIDS based Complex Adaptive
Systems (CAS) [9], the absence of effective tools to model complexities of the
epidemic from the social network perspective poses a set of difficulties.

Agent-based modeling (ABM) offers a set of computational methods allow-
ing for the study of and experimentation with various CAS [10]. In this paper,
we develop an Exploratory Agent-based Model (EABM) based on the Cognitive
Agent-based Computing Framework presented earlier by Niazi and Hussain in
[11]. The proposed EABM is a model of an artificial society with the goal of giving
the ability to study the effects of morality and commitment of male population
with their (female) partners coupled with the use of effective protection mech-
anisms (such as condoms) on the spread of AIDS/HIV in different populations.
The model allows the study of the AIDS epidemic spread in social networks.
Our results of extensive simulation experiments calibrated using healthcare data
from UNAIDS (the Joint United Nations Programme on HIV/AIDS) country
reports for high risk population groups, we demonstrate how the model can be
used to study trends and complexities in AIDS spread.

The structure of the rest of the paper is as follows: Section 2 presents the
background and related work. In section 3, we describe an exploratory agent-
based model [12] used to perform this in-silico investigation. This is followed
by a detailed discussion of experimental results in section 4 which have been
calibrated using data made available by the United Nations UNAIDS/WHO
[13], followed by conclusions.

2 Background and Related Work

The Acquired Immunodeficiency Syndrome (AIDS) epidemic can be considered
as an emergent outcome based on the numerous interactions of a large number
of heterogeneous entities or agents. The HIV/AIDS epidemic has received a con-
siderable interest since the early 80’s [14]. However, in spite of this considerable
amount of literature and wide-spread knowledge, the AIDS epidemic still poses a
serious problem with world-wide prevalence. This section provides the necessary
background and related work about agent-based modeling of HIV/AIDS spread.

2.1 Exploratory Agent-Based Modeling (EABM)

Agent based modeling (ABM) is a simulation paradigm which has close ties
with actual scientific experiments thus making it a good technique for evalua-
tion of different paradigms concepts [15]. In the Cognitive Agent-based Comput-
ing framework, agent-based and complex network-based models are structured
in a hierarchy of 4 different levels. Level 2 of the framework is correlated with
existing literature in ABM in the form of EABM. The goal of this modeling
level is experiment and develop proof-of-concept models of CAS with the goal
of performing experimentation for improving our understanding about a par-
ticular real-world complex system. Previous work has demonstrated the use of
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Exploratory ABM (EABM) in different multidisciplinary studies as diverse as
for the simulation of research [16] to modeling breast cancer [17]. However, un-
like Validated agent-based modeling [18], this model is more for experimentation
rather than correlation with exact dynamics which can be performed with more
in-depth studies using Validated Agent-based Modeling by developing a Virtual
Overlay Multiagent System (VOMAS).

While there have been some studies which have demonstrated the use of ABM
for the study of AIDS/HIV such as [19] and [20], the current paper has the
following points which are not previously covered in these other works:

1. We examine AIDS spread across high risk as well as low-risk groups.
2. Our proposed ABM allows for a study of the flow of disease from one popu-

lation to another and then back.
3. The model uses calibration data from the UNAIDS country report to real-

istically model the particular setting in Pakistan, a country for which there
has not been any available HIV/AIDS model.

3 Methodology

In this study, we present the design of an agent-based model for the evaluation
of AIDS as an epidemic spreading across hybrid population sub-groups in Pak-
istan. The model has been designed as a representative of a hybrid population
consisting of various sub-populations that were categorized on the basis of risk
behavior. Unlike social network approaches, which consider ties between indi-
viduals as static, the ABM demonstrates a more realistic scenario by portraying
the dynamics in networks across populations. These included one HIV/AIDS
high risk population; i.e., Female Sex Workers (FSWs)1 and three seemingly
low risk populations: 1) heterosexual men (termed “primaries”) being the people
who have occasional interaction with the FSWs as their clients), 2) heterosex-
ual women (termed “secondaries”) since they do not have any direct interaction
with the FSWs and acquire infection via primaries being their partner), and 3)
heterosexual women who are not committed partners of the primaries, termed
as exsecondaries.

This section describes the various entities of the agent-based model of HIV
spread developed using NetLogo [21], a freely available agent-based modeling tool
that has previously been used extensively to model complex adaptive systems.

3.1 Model Design

The ABM is made up of three populations sub-groups: FSWs, their clients
(termed as primaries), and the partners of the primaries (termed as secondaries)
1 We would like to note here that while FSWs were chosen in this particular model,

they have been selected purely for the purpose of demonstration of the ABM tech-
nique and not as a representative of being the only high risk population involved in
the spread of AIDS in a social network.
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as well as extra secondaries (described later in Model Input Parameters) as can
be noted in Fig. 1a. To differentiate between them, a color code has been used
where yellow is used for the FSWs, blue for the primaries and pink for the secon-
daries. The color red has been used to indicate HIV/AIDS infected individuals.

Agent-Interactions. The model used “links” to represent two people engaged
in an intimate relationship. These links created couples. There were essentially
two kinds of couplings envisioned in this model:

1. An interaction between FSWs and primaries
2. An interaction between primaries and secondaries. These again were of two

types:
(a) Interactions between primaries and their socially selected secondary part-

ners (e.g. married partner)
(b) Interactions of primaries with individuals other than FSWs and

secondaries

To perform verification of the model, each time there was a coupling, a link
was shown on the screen between the two agents as a connecting line as can be
observed in Fig. 1b.

Model Input Parameters for Modification of Agent Behavior. Several
input parameters were provided as controls in the model to adjust the behav-
ior of the agents. The number of sub-populations could be adjusted through the
sliders on the graphical user interface (GUI) of the model as can be noted in Fig.
2. The differentiation between secondaries of the two types can also be adjusted
with the help of another slider named “ex-sec”, where ex-sec depicts the low
risk heterosexual women other than the formal (life) partners of the primaries.
The coupling between primaries and secondaries was controlled through a cou-
pling variable based on an average monthly frequency of intimate interactions
(coupling) and the coupling between the primaries and FSWs was controlled
through a variable adjusted according to the average client coupling recorded
for the FSWs. Two key confounding parameters; i.e. the commitment level of
the primaries and the condom-usage among the primaries was used to study
their impact on the spread of HIV/AIDS. The values of these parameters could
also be adjusted according to the sliders provided in the model.

Model Output Parameters. The model has been designed such that changes
occur over time. In other words, outputs of the model are time-dependent. We
can write this as

O(t + 1) = F (O(t), I) (1)



Modeling AIDS Spread in Social Networks 365

(a) Screen shot of agents used during
simulation modeling showing female
sex workers, FSWs (yellow), infected
FSWs (red), their clients, termed pri-
maries (blue) and partners of pri-
maries, termed secondaries (red)

(b) Screen shot of sexual coupling
between agents of different sub-
populations during simulation as
shown by vertical lines between agents.
For each time tick (equally-spaced
time interval), the interactions appear
as lines between the relevant agents
and then disappear in the next time
tick for the sake of clarity

Fig. 1. Simulation using the NetLogo Agent-based Modeling tool
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Fig. 2. Screen shot of the graphical user interface (GUI) of the agent-based model
of the HIV spread in FSWs through back inflow. The image shows sliders that al-
lowed modulation of various sub-populations within the model as well as the level of
confounding parameters like commitment levels and condom usage among the various
agents.

Where O stands for the aggregate output of the model. (Thus while the model
itself is stochastic, in general, the aggregate output is deterministic)

And F depicts a function such that the aggregate output of the model can be
found using the previous outputs as well as the input variables I.

Several output monitors have been designed into the model. In addition, plots
and counters are used for displaying the state variables of various agents at any
given time. Outputs include estimates of the number of infected FSWs, their di-
rect partners and secondaries. Furthermore, the model also provides an estimate
of the number of non-committed-secondaries (the number of secondaries used
in the simulation which were not committed with any of the primaries), non-
committed-infected-secondaries (the number of infected non-committed secon-
daries), and the total-infected population, a number that gives the overall picture
of the infection spreading in the population. More importantly, the model also
displays the numbers of FSWs which are infected by means of an infection trans-
ferred on to clients, their partners and back to the FSWs (FSW-back-infected).
In other words, these infections resulted due to the interaction of infected pri-
maries with non-infected FSWs, a value that demonstrates the effects of the
existence of a complex hidden network for HIV back-flow. Finally, the number



Modeling AIDS Spread in Social Networks 367

of back-infections of primaries from secondaries; i.e., primaries-back-infected can
also displayed individually. The infection curve for all sub-populations can be
examined using a line plot.

Model Calibration. To ensure realism in the simulation output, the input
data was calibrated using realistic data. The calibrated parameters included the
agent population, the coupling parameter of primaries and FSWs, condom usage,
infection rate, and time period. The only parameter that was not based on real
data was the coupling parameter between primaries and secondaries. The idea
in this design is to be able to examine different model worlds.

4 Results and Discussion

Simulations were calibrated using the 2003 and 2005 HIV reports from the Pak-
istan National AIDS Control Program (NACP) [13]. According to the report,
condom usage was 25% and the ratio of FSWs to male population was 7:1000
(FSW prevalence rate in Pakistan). An error line function was used to get a clear
picture of the minimum, maximum and average values of the data (to a 95% con-
fidence interval) to observe various trends as can be noted in Fig. 3. Each point
in the graphs was a result of 50 individual simulations, thereby minimizing the
effects of random variables. While our goal was to develop an exploratory model
of Pakistan population, the results depict interesting effects and possible trends
which may be examined by empirical data collection exercises.

4.1 Discussion

While the goal of this paper is to present the model itself, for the sake of val-
idation and demonstration, we studied one key factor of using simulation ex-
periments. The primary experiment conducted was based on a variation in the
commitment level of the primaries with details as follows:

The frequencies of coupling as well as all other parameters were calibrated
in the same ratio as specified by the NACP/UNAIDS reports. Each simulation
was repeated with (n = 50) for each set of parameters to remove stochastic
effects. Every clock tick of simulation time represented one month. Simulation
experiments were developed to test the effect of commitment level of the primary
partners of FSWs on the spread of infection among the various agents being
tested. The study was limited to the commitment level of the primary population
since intuitively, it was the actions of this populations that forms and shape the
spread of the HIV epidemic within the chosen population model.

Here, we vary the commitment level in primaries and notice the effects of the
infections in primaries as well as secondaries. Firstly, we note that when the
infections in the primaries decreases if the commitment level is increased. Thus
the more committed the primaries are with their partners, the lesser chance
of spread of infections inside this population. This fact is also understandable
from the perspective of actual facts. Now, in this particular model, at the start,
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Fig. 3. Results of simulation modeling of infection spread by varying the commitment
level among primaries. The graphs represent the infected agents with increase in com-
mitment levels.
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the infection is only evaluated in the FSW population. However the model is
dynamics so while initial infections are due to FSWs, future infection dynamics
are considerable complex as can be seen in figure 3a.

Next, let us examine what happens in terms of infections in the secondaries.
We notice in figure 3b that the results actually follow close to a Bell curve. In
other words, the results are stochastic in nature. The results are somewhat sur-
prising and emergent in nature because for very low and very high commitment
levels,the results of infections are very low. However, with an average commit-
ment level, the infections are spreading more. In other words,further investigation
is needed as to why this type of infection behavior is emerging in the population.
However, this also validates the simulation because the secondaries infected less
at low commitment level might also be demonstrating the fact that people with
low commitment level would couple less often with their original partners going
more often to their other partners like FSWs as well as other partners.

5 Conclusions and Future Work

In this paper, we have presented an exploratory agent-based model for studying
various dimensions of complexity in an artificial society consisting of various sub-
populations. The goal of this model is to allow for the development of exploratory
experiments which can be correlated with models and results from the real world.
Using UNAIDS data, we have demonstrated the effectiveness of the proposed
approach of studying the dynamics of AIDS. Interesting results from simulation
experiments include non-linear and unexpected emergent patterns in populations
based on relation changes with different segments of population.

While, it may appear easy to discard the outcomes demonstrated by the results
from a simulation model, we would like to mention that these simulation exper-
iments were repeated numerous times. In addition, results were generated using
paramater-sweeping. It is such methods which is why Axelrod has noted that
ABM is a “third way of doing science” and has the goal of “aiding intuition”[22].
As such, these results can actually predict considerable expected patterns in pop-
ulations as well as pave way for conducting studies across populations. Thus, we
note that ABM in general, and Exploratory Agent-based Modeling in particular
may assist researchers in developing cost-effective preventive strategies for the
AIDS epidemic. In the future, the model can be extended and enhanced to sup-
port other dynamics of AIDS in populations. We have also identified the need for
further investigation of AIDS spread because the model is generating emergent
behavior which needs further exploration perhaps by means of survey or network
studies. Possible extensions of the framework include the use of statechart-based
formalism such as presented earlier by Fortino et al. in [23] and other techniques
discussed by Cossentio et al. in [24].
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Abstract. To configure a photovoltaic solar energy production plant the 
circumstances of a site play an important role. A site usually consists a number 
of specific locations that can be considered ideal (no shadow, perfect southward 
position, optimal vertical angle). However, much more often locations in a site 
are not ideal, to an extent that both depends on time of the year and time of the 
day. An important issue for decision making then is how much loss in 
efficiency a specific location will entail. In this paper this is analysed by an 
agent-based simulation method. Here photovoltaic modules with micro-
inverters are conceptualised as autonomous energy producing agents, which are 
monitored by a central monitoring agent which also interacts with a user via a 
local and a global Web-based interface agent. The presented approach provides 
an analysis of the different locations at a site by simulating the agents over one 
full year with time steps of half an hour per day. The outcome of such a 
simulation provides an overview of the loss of efficiency for each of the 
locations depending on its characteristics with respect to shadow, orientation 
and vertical angle. 

1 Introduction 

To increase the fraction of renewable energy with energy production, the production 
of solar energy by photovoltaic panels is becoming more and more successful; e.g., 
[6, 7]. Many sites for solar energy plants are considered, both for domestic and 
business situations. In a first phase the focus is mostly on sites with only ideal 
locations (e.g., no shadow, perfect southward position, optimal vertical angle of the 
panels). Indeed, to configure a photovoltaic solar energy production plant, the 
circumstances of a site play an important role. However, to increase the available area 
for solar energy production, in practice more and more often sites are considered for 
which the locations are not all that ideal, depending on time of the year and time of 
the day. For example, in the summer months May, June and July not much shadow 
may occur, but in the other months shadow may occur to an extent that depends on 
the specific day in the year and hour of the day. How much loss in efficiency would 
this entail over a year? To design a plant configuration on a site, decisions have to be 
made on which locations the solar modules are placed. An important issue for this 
decision making process is how much loss in efficiency a specific location will entail, 
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compared to an ideal location. A trial and error approach would place the modules 
based on intuition or in an arbitrary manner, and after one year evaluate their results, 
after which reconfiguration of the site might take place; for example, see also [8]. In 
the current paper it is shown how this decision making process can supported by an 
agent-based simulation method. This analysis can take place before actually building 
up the site, which has advantages over a trial and error approach. 

The presented approach considers a multi-agent system based on photovoltaic 
modules together with their own micro-inverter, which are conceptualised as 
autonomous energy producing agents. They are monitored by a central monitoring 
agent which also interacts with a user via a local and a global Web-based interface 
agent. The presented approach provides an analysis of the different locations at a site 
by simulating the agents over one full year with time steps of half an hour per day. 
The outcome of such a simulation provides an overview of the loss of efficiency over 
the whole year for each of the locations depending on its characteristics with respect 
to shadow, orientation and vertical angle. This information supports the decisions on 
where to place the modules at the site.  

In the paper, in Section 2 an overview is given of how a plant can be 
conceptualised and formalised as a multi-agent systems, thereby using the concepts 
and formalisation of the agent system design method DESIRE; cf. [2, 3]. Section 3 
discusses domain knowledge needed to make such agents realistic, and in Section 4 
simulation results are discussed. 

2 A Photovoltaic Installation as a Multi-agent System 

In this section it is described how a given photovoltaic solar energy production site 
can be conceptualised and formalised as a multi-agent system; for a picture, see Fig. 
1. As a source of inspiration an actual real life PV-system has been used, in an 
abstracted form. This system is based on Power One Aurora microinverters, a central 
monitoring unit Aurora CDD and local and global Web-based interfaces; see [9]. The 
PV site is assumed to be based on microinverters, which means that each solar panel 
has its own (micro) inverter which 

• controls the panel’s DC voltage to obtain an optimal level of generated 
power for the panel for given circumstances (e.g., irradiation and 
temperature): maximum power point tracking (MPPT); often hill climbing 
methods are used for this optimisation such as ‘perturb and observe’.  

• inverts the low voltage DC current (e.g., around 30V) into a high voltage AC 
current (e.g., 230V).  

Together the panel and microinverter can operate in an autonomous manner, in 
parallel with (and independent of) the other panel-inverter pairs. These autonomous 
entities are conceptualised as Solar Production Agents (SPA). The goal of each of 
these SPA agents is to provide optimal power for the given combination of 
circumstances at each point in time. Note that the panel itself is not considered an 
agent as it is fully controlled by the microinverter. 
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Fig. 1. Overview of the multi-agent system 

The autonomy of the Solar Production Agents makes that they can easily adapt to 
the environmental circumstances, for example, of irradiation and temperature, in a 
manner independent of each other. This is in contrast with the also often used string-
based approach, where a number of solar panels are combined in a serial manner into 
a string which gets only one inverter for the whole string. This makes the panels 
dependent in their responses on the environment; in particular, if  only one panel of a 
string is in the shadow, then the whole string will have a very low production, also the 
panels that have no shadow. The approach based on micro-inverters considered here 
can adapt to environmental circumstances in a much more sensitive manner: a panel 
in the shadow will produce less, but this does not affect the production of the other 
panels which are not in the shadow. 

To be able to get an overview of the whole plant, usually a Central Monitoring 
Agent (CMA) is used (in the example PV system the Aurora CDD unit). This is a 
device that communicates with each of the micro-inverters (wireless, by radio signals, 
for example, or by using specific wirings) and gets information from each of them. 
This information is obtained by the Solar Production Agents by observing their own 
energy production processes in the (physical) World. The Central Monitoring Agent 

GWA LWA 

user

CMA 

SPA2 
SPA4 

SPA3 

SPA1 
SPA5 

SPA4

SPA5
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pro-actively gathers and maintains up to date information from of the SPA agents, by 
initiating a communication with them, for example each minute. 

For an overview of the interactions within the multi-agent system, see Table 1. 
Note that the energy producing actions are initiated within the Solar Production 
Agents, but their execution takes place in the (physical) World component (after they 
were transferred to this component, from the initiating agent). This entails 
determining the effects (e.g., provided power Pout) of the action within World. In 
return observation information on these effects flows from World to the Solar 
Production Agents. Note that World is a system component here representing the 
physical world, but this component is not considered an agent. The agents interact 
with this component but this interaction concerns observation and action execution, 
not communication. 

Table 1. Interaction structure for the multi-agent system 

to 
from 

World SPA CMA LWA GWA user 

World - Observation 
info 

- - - - 

SPA Action info - Observation 
info 

- - - 

CMA - Request info - Monitoring 
info 

Monitoring 
info 

Wifi or LAN 
info request 

LWA - - Request info - - Observation 
info 

GWA - - Request info - - Observation 
info 

user - - Wifi or LAN 
info 

Request info Request info - 

 
In addition the Central Monitoring Agent communicates with Local and Global 

Web-based interface Agents (LWA and GWA); this communication takes place 
locally through a local area or Wifi network and globally via Internet. These Web-
based interface agents communicate with the user. The idea is that the Local Web-
based interface Agent can be used within a local area network at home, for example at 
a PC or laptop, and that the Global Web-based interface Agent can be used via 
Internet anywhere, for example at a smartphone, as is the case for the Power One 
Aurora example considered.  

The multi-agent system and its agents have been specified using the component-
based agent design method DESIRE [1, 2, 3], and in particular the generic agent model 
GAM [4]. In each cell in Table 1 the name of an information type [3]  is indicated. 
These information types include generic concepts for communication, observation and 
action performance from GAM; see [4]. In addition, for this specific instantiation of 
GAM they include domain-specific elements as shown in Table 2. Note that in the 
information type Action info the energy production action is specified. In the World the 
effect of this action has certain parameters, for example, the power Pout delivered. This 



376 J. Treur 

 

action effect will depend on the circumstances in the environment of the Solar 
Production Agent (e.g., the available irradiation) and the agent’s physical characteristics 
such as the Watt peak Ppanelpeak  and efficiency ρpanel of its panel, the maximal input power 
Pinvpeak and the efficiency ρinv  of the micro-inverter, and the angle and orientation of the 
panel (in Self info). This is specified also as part of World. 

Table 2. Information types and their domain-specific information 

Information 
type 

Domain-specific information included Used in Agent 

Observation 
info 
 

• Pin incoming power (W) 
• Vin incoming voltage (V) 
• processing temperature (°C) 
• Pout outgoing power (W) 
• Vout outgoing voltage (V) 
• Iout outgoing current (A) 
• frequency (Hz) 
• alarm and warning states (e.g., ground leakage, 
communication faults) 

SPA 
World 

Action info 
 

• energy production action 
• shutting down (power off) 
• resetting (power off and restart) 
• production action effect (characteristics Iout, Pout, Vout )

SPA 
World 

Request info Observation info with an extra label indicating that the 
information is requested 

CMA, SPA, 
LWA, GWA 

Monitoring 
info 

Observation info with an extra label indicating a specific 
SPA agent name to which the info relates 

CMA, LWA, 
GWA, user 

Self info  • Ppanelpeak Watt peak of panel (W) 
• ρpanel  efficiency of the panel 
• Pinvpeak max power of inverter (W) 
• ρinv  efficiency of the inverter 
• Vertical angle of panel (°) 
• Horizontal orientation of panel (°) 
• Serial numbers, MAC addresses 
• Software version information 

SPA 
 

Agent info Self info with an extra label indicating the agent to which 
the info relates 

World, SPA, 
LWA, GWA, user 

Collective 
info 

Information on collective achievements: 
• Ptot total power  produced by the plant (kW) 
• Etot total energy produced over time by the plant (kWh) 

SMA, LWA, 
GWA, user 

 
What has been presented up till now is an agent-external perspective on the multi-

agent system, abstracting from what happens in agents internally. In addition to this 
external view, the component-based method DESIRE offers means to specify the 
agents from an internal perspective in a component-based manner. In particular the 
Generic Agent Model GAM [4] is composed of a number of standard components. In 
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this agent model the component World Interaction Management (WIM) takes care of 
interaction with the world, the component Agent Interaction Management (AIM) 
takes care of communication with other agents. Moreover, the component 
Maintenance of World Information (MWI) maintains information about the world, 
and the component Maintenance of Agent Information (MAI) maintains information 
about other agents. The processes involved in controlling the agent (e.g., determining, 
monitoring and evaluating its own goals and plans) but also the processes of 
maintaining a self model are the task of the component Own Process Control (OPC). 
In the component Agent Specific Task (AST) tasks specific for the agent can be 
modelled. For situations in which cooperation with other agents plays a role (such as 
in this case where the different Solar Production Agents together achieve the total 
production), in addition also a Cooperation Management (CM) component is 
included; cf. [1]. This model has been instantiated for each of the agents in the multi-
agent system. As an example, in Table 3 it is shown which information types are used 
by the different components within the Central Monitoring Agent CMA. Note that in 
CMA the component World Interaction Management (WIM) is not used as this agent 
only communicates and has no own interaction with the world. In contrast, Table 4 
shows the same for a Solar Production Agent SPA.  

Table 3. Overview of the components within the agent CMA and the information types used 

Internal agent concepts CMA Component 

World Model Monitoring information MWI 
Agent Models Monitoring info 

Agent identification info 
MAI 

Collective Model Collective info CM 
Communication initiation Monitoring info 

Request info 
AIM 

Processing of received communication Monitoring info AIM 

Table 4. Overview of the components within an agent SPA and the information types used 

Internal agent concepts SPA Component 

World Model Monitoring information MWI 
Self Model Self info OPC 
Action initiation Action info WIM 
Communication initiation Monitoring info AIM 
Processing of received observation results  Monitoring info WIM 
Processing of received communication Request info AIM 

 
Here the component World Interaction Management is used for observation and for 

performing the action energy production, but not the components Cooperation 
Management (CM) and Maintenance of Agent Information (MAI). 
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3 Situational Efficiency of the Solar Production Agents 

To be able to perform agent-based simulation experiments, knowledge has been 
modelled about how at any point in time, the efficiency of the energy production 
action of a Solar Production Agent depends on circumstances. In general, the action 
effect of the energy production action of a Solar Production Agent (as determined in 
the World component) on provided power Pout can be described as a function of: 

 

• used irradiation, which itself depends on  
o the efficiency ρa due to angle and orientation of the panel  
o the efficiency ρs(t) due to shadow at time t  
o the available irradiation irr(t) at time t 

• the maximal power Ppanelpeak  of the panel (Watt peak) 
• the efficiency ρpanel of the panel  
• the maximal power Pinverterpeak  of the micro-inverter  
• the efficiency ρinv of the micro-inverter.  

 

The following relations are assumed: 
 

• Provided power Ppanel by panel:  min(Ppanelpeak, ρa ρs(t) irr(t)) ρpanel 
• Provided power Pout by inverter: min(Pinverterpeak, Ppanel) ρinv 

 

In the model the World component receives the energy production actions from the 
Solar Production Agents, and determines the action effects Pout for each of these Solar 
Production Agents based on the above formula. In turn the Solar Production Agents 
receive (as observation) this effect of their own action (e.g., Pout) from the World 
component and communicate this to the Central Monitoring Agent CMA. Note that 
ρpanel, ρinv, Ppanelpeak, and Pinverterpeak  are given characteristics of the Solar Production 
Agent, represented as Self info in each Solar Production Agent and as Agent info for 
all Solar Production Agents in the World component. The other three ρs(t), ρa, and irr(t)  are variables that can be manipulated or depend on time of the day and year; 
they will be discussed in more detail in this section. 

3.1 Modelling Shadow Effects on the Energy Production: The Variable ρs(t) 
As a first step it has been modelled how shadow affects the results of the energy 
production action (the variable ρs(t)). As shadows directly relate to obstacles on the 
one hand, and positions of the sun on the other hand, they vary much with the sun 
positions at different times of the day and at different days of the year. The position of 
the sun (seen from the earth) is characterised by two angles (see also Christensen and 
Barker, 2001): 

 

- The vertical angle above the horizon 
- The horizontal angle with the direction of North 
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The vertical sun angle dynamics as seen from the earth has been modelled (as an 
approximation) by 

 vsa(t, d)  =  23.4 cos(360(d-172)/365.26) + (90-nl)cos(360(t-t0)/24))   
when this is positive and vsa(t, d)  =    0  otherwise 

Here vsa(t, d) = vertical sun angle at time t  of day d t  = time on the day d  = day of the year  nl  = northern lattitude  (= 52.7 in the simulation) el  = easter longitude (= 4.7 in the simulation) t0  = round(2*(13-el/15);0)/2 = 12.5 (= time of maximal vertical sun angle) 
 

The first term in this formula varies from -23.4 (on December 21, day 355) to 23.4 (on 
June 21, day 172) over the year. The second term is for t = t0 always 90-nb. Therefore 
for nb = 52.7 the maximal vertical sun angle varies from 14 (on Dec. 21, day 355) to 
61 (on June 21, day 172), which indeed is empirically valid for the given site.  For t = t0-6 and t = t0+6 the second term is 0. The horizontal sun angle depends in a linear 
manner on the time t of the day: 

 has(t) = horizontal sun angle (with North) = 180 +(t-t0)*15 
 

Given this model for the sun’s dynamics, as a next step it has been modelled how for 
a given obstacle (assumed here to be a rectangle with a certain position, height and 
direction) this results in a certain shadow length sl(t, d) : 

 sl(t, d)   = oh sin(sao(t, d))/tan(vsa(t, d))   if vsa(t, d)>0 and 
     sin(sao(t))/tan(vsa(t, d))  > 0 = 0    if vsa(t, d) > 0 and  sin(sao(t))/tan(vsa(t, d))  ≤ 0 = maxs    if vsa(t, d) = 0 

 

Here sl(t, d) = shadow length at time t of day d oh = obstacle height sao(t) = sun angle with obstacle  sao(t) = has(t) - 90 - ao ao = angle obstacle with East-West direction (= 25 in the simulation) maxs = max length shadow 
 

Given this, the irradiation loss due to shadow has been modelled. Note that  the 
potential irradiation/hour is given by  

 pr(t) = potential radiation /hour  =  sin(vsa(t))    if  vsa(t) >0 
=  0      otherwise 
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The irradiation loss due to shadow can be modelled in different manners, for 
example, by identifying shadow areas of obstacles using, their dimensions and 
distances, or by determining the vertical angles of the contours of the horizon in all 
directions. For the simulations it has been modelled in the first manner: 

 rl(t, d) = sin(vsa(t, d)) (sl(t, d)-cd)/(fd-cd)  if  cd < sl(t, d) <fd sin(vsa(t, d))    if  sl(t, d)≥fd 0     otherwise 
Here rl(t, d) = irradiation  loss at t and d cd = closest distance of location from obstacle fd = farrest distance of location from obstacle 

The distribution over a day has been aggregated to a day loss and month loss as 
follows: drl(d) = day irradiation loss =  ( , )   dpr(d) = day potential irradiation =  ( , )  mrl(m) = month irradiation loss =  ( , )   mpr(m) = month potential irradiation =  ( , )  dlf(d) = day irradiation loss / day potential irradiation = drl(d) / dpr(d) mlf(m) = month loss fraction = mrl(m) / mpr(m) 

 

These models provide a way to keep track in simulations of the overall effects in loss 
of efficiency due to shadow. 

3.2 Modelling the Effects of Panel Orientation and Angle on the Energy 
Production: The Variable ρa 

A next circumstance addressed is the orientation and angle under which the panel of a 
Solar Production Agent is positioned (the variable ρa). For example, at [10] a 
schematic overview is shown of how efficiency relates to the vertical and horizontal 
angle of a panel, taken over a year. This has been modelled here as an approximation 

 

ρa(α) = γ sin(90 + α  - αopt) + η 
 

with α the vertical angle and αopt  the optimal vertical angle. When 35° is the 
optimum, as approximately is the case in middle European areas, it follows that 

 

ρa(α)  = γ sin(α + 55) + η 
 

The other parameters can be determined depending on the horizontal orientation, for 
example: 

Orientation to south:   ρa,S(α)  = 0.65 sin(α + 55) + 0.35 
Orientation to south south west: ρa,SSW(α)  = 0.58 sin(α + 55) + 0.39 

The latter was used in the example plant simulation, which has an orientation south 
south west. 
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3.3 Modelling the Effects of Available Irradiation on the Energy Production: 
the Variable irr(t) 

For input on irradiation for different times in a year, realistic empirical data were 
acquired (from the Dutch Meteorological Institute KNMI). These data show the 
distribution of irradiation over different months of the year, indicated as irr(m) with m 
a month. Note that such information for Europe can also be obtained at [11]. From 
these irradiation figures the relative distribution of irradiation fractions has been 
made (total sum = 1), indicated by irrf(m) with m a month: 

 irrf(m) = irr(m) / ∑ ( ) 
 

To get an impression of the different periods of the year, the diagram shown in Fig. 2 
has been made. As can be seen there, the months May, June and July provide 45% of 
the year (red numbers) irradiation. From March to September 85% is provided. This 
has a strong relation with the maximal vertical sun peak angles (black numbers). This 
overview is of some help in interpreting the results from the simulations. 

 

month       fraction sun peak 

Jan 1 0.018           0.98 18° 

Feb 2 0.039         0.94   27° 

March 3 0.069       0.85     38° 

April 4 0.110     0.69       50° 

May 5 0.144   0.45         58° 

June 6 0.161             61° 

July 7 0.143   58°         58° 

Aug 8 0.132     50°       50° 

Sept 9 0.091       38°     38° 

Oct 10 0.053         27°   27° 

Nov 11 0.024           18° 18° 

Dec 12 0.015             15° 

Fig. 2. Relative contribution of irradiation of different time periods in the year 

4 Simulation Experiments 

The agent-based models described in Sections 2 and 3 enable to simulate a designed 
plant configuration, for example, for one year, before the plant is to be realised. A 
period of one, or even multiple years is needed as the circumstances are different at 
different times of the year, and even between different years. Moreover, within each 
day simulation took place with time steps of half an hour, in order to deal with 
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different circumstances during the day. Given the obtained empirical data on 
irradiation per month (see Fig. 2), the decision was made to run simulations by taking 
one day for each month. More specifically, as an approximation, 12 days d1, .., d12 in a 
year were simulated, representing the 12 months (taken at the 21-th of each month); 
the month loss fraction for month m is based on the day loss fraction (see Section 3) 
of the day dm representing this month: 

 mlf(m) = dlf(dm) 
 

From this the year loss fraction was determined, using the irradiation fraction: 
 

year loss fraction =  ∑ ( ) ( ) =  ∑ ( ) ( ) 
 

Simulation results for an example site are shown in subsequent Figures 3 and further. 
Note that the figures shown focus on loss fractions, as these are most relevant for the 
decision making. The example site consists of four locations with different shadow 
circumstances, with the following characteristics.  

 

Location 1 shelter in the garden with an almost flat roof oriented south south west with shadow  
from the house with height 5.00 meter at a distance of 6.00 to 10.00 meter south east  

Location 2 garage with a flat roof oriented south south west with shadow from the house with  
height 5.00 meter at a distance of 2.85 to 4.50 meter south east 

Location 3 flat roof at top of a dormer oriented south south west with shadow from a  row of  
trees east south east at a distance of 8.50 to 15.50 meter and height 5.50 meter and 
from the rooftop south south west at a distance of 0.85 to 3.00 meter with height 0.50 
meter 

Location 4 sloped roof oriented south south west with shadows from a row of trees east  
south east at a distance of 8.50 to 15.50 meter and height 5.50 meter 

 

First the panels are assumed under the ideal angles. In Fig. 3 the month loss fractions mlf(m)  are shown for the different locations.  

 
Fig. 3. Month loss fractions over months for the different Solar Production Agents 

It can be seen that in the summer months the loss fraction of all locations is 
practically 0 (almost no shadows). But in other times of the year (from September to 
April) there are differences up to 500%. In Fig. 4 the losses are related to the year 
instead of the month by multiplying the month loss fraction with the month irradiation 
fraction: mlf(m) irrf(m). Also here it can be seen that in the months from September to 
April large differences occur. 
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Fig. 4. Year loss fractions over months for the different Solar Production Agents 

In Fig. 5 the total irradiation used for the different locations is shown, still 
assuming an ideal angle of the panels. It can be seen that in the summer months the 
used irradiation is practically the same for all locations (almost no shadows). But in 
other times of the year there are differences. However, in these times the overall 
available irradiation is less, so although the loss is a high fraction, in absolute terms 
the differences are more modest. 

 
Fig. 5. Irradiation used at each location in each month 

In Fig. 6 the overall loss fractions for the year as a whole are shown. The four 
locations differ in losses from 3% to almost 9%. Such differences are worthwhile to 
consider in deciding where to place the Solar Production Agents.  

 

Fig. 6. Year loss fractions for the different locations for equal, ideal angle of the panels 

In Fig. 7 results are shown for a different simulation in which for each location 
there is a different vertical angle of the panel. Due to the less optimal angle year 
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Fig. 7. Year loss fractions for the different locations for different angles: loc 1: 15°  loc 2: 10°  
loc 3: 5°  loc 4: 30° 

losses become more in this case, up to 16%, and the distribution changes as well. For 
example, location 3 becomes much worse due to a less ideal angle of 5°. 

5 Discussion 

Usually the performance of photovoltaic solar energy production plants (e.g., [6, 7]) 
are analysed during their operation (e.g.,  [8]). A plant is distributed over a number of 
locations within the site. Such locations in a site are not always ideal, and may entail 
loss of efficiency due to effects of shadow and/or to nonoptimal orientations and 
angles for the panels (which may, for example, depend on slopes and orientation of 
available roofs). It is not easy to estimate the effects of such circumstances at 
forehand, as they vary with time of the day and day of the year. Therefore, evaluation 
of performance of an operational plant makes most sense after at least one year, but 
even then the weather circumstances in that year may not be representative for other 
years. From such evaluations afterwards it may be found that the configuration of the 
plant can better be changed by moving panels from apparently less favourable 
locations to more favourable locations, but in the meantime more than a year was lost.  

In this paper a different approach was followed: the expected performance of 
possible configurations of a plant are analysed at forehand by an agent-based 
simulation method. Using the outcomes of such a what-if analysis, there is a better 
chance that the configuration of a plant uses the best locations right from the start. 
The photovoltaic modules with micro-inverters were conceptualised as autonomous 
energy producing agents, interacting with a central monitoring agent, which in turn 
interacts with a user via a local and a global Web-based interface agent. The presented 
approach has been shown to provide an analysis of the different locations at a site by 
simulating the agents over one full year with time steps of half an hour per day, which 
easily can be refined, for example, to smaller time steps of, for example, 5 minutes. 
Based on this analysis a decision can be made about the most optimal locations for the 
modules.  

The aim of the work presented here was to bring together knowledge from two 
different disciplines. On the one hand this concerns knowledge about modelling 
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parallel processes in a conceptual and formal agent-based framework. On the other 
hand detailed domain knowledge was considered about photovoltaic solar energy 
production and all kinds of practical factors affecting the efficiency of it. Such 
domain knowledge is often hidden in tools used in practice. For example, see [12] for 
an overview of such tools, and [13] for one specific tool: Solar Pathfinder. Although 
the details are not revealed, it seems that in the latter tool the role of shadow is 
determined based on the contours of the horizon. As also mentioned in Section 3.1 
above, the method used in the work presented here takes a different approach, not 
based on contours, but on the dimensions and distances of the obstacles. In the paper 
it is shown how the agents considered as conceptual entities to model the parallel 
processes can be provided with such very detailed domain knowledge in order to 
obtain a level of detail needed for realistic simulations of real world situations. 
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Abstract. In this paper a multi-agent model for a domestic heating task is 
introduced and analysed. The model includes two alternative heating agents (for 
gas-based heating and for heatpump-based heating), and a third allocation agent 
which determines the most economic allocation of the heating task to these 
heating agents over the days in a year. For allocation decisions it is analysed 
how the performance of a heatpump depends on the outdoor temperature. One 
method discussed is a what-if analysis method using agent-based simulation, 
another method is by mathematical analysis to derive more precise knowledge 
about the most optimal allocation choice. These methods can be used by the 
allocation agent to determine in a dynamic, adaptive manner per day a most 
economic allocation, depending on the (predicted) outdoor temperature. 

1 Introduction 

Especially in more northern countries, a substantial amount of domestic energy use 
during the winter season concerns heating. Often the heating systems used are based 
on not renewable resources such as gas and oil, which over the years are rapidly 
becoming more expensive. Moreover, as a byproduct, serious negative effects on the 
climate are obtained. For these reasons more and more often, alternative domestic 
heating systems are considered. An often considered alternative is the use of a 
heatpump (e.g., [1, 7, 9, 12, 15], which takes thermal energy from the environment 
(from air, water or soil) and uses this to heat the water of a central heating system in 
the house. However, there are some drawbacks.  

One issue is that water is often not available in the direct neighbourhood, so then 
this source is excluded. Another issue is that to use thermal energy from the soil often 
a serious financial investment is needed, whereas a heatpump by itself is usually 
already a much more expensive investment than a gas- or oil-based heating system. 
Therefore often a heatpump is considered which takes thermal energy from the air (air 
to water heatpump). Another main issue here is that at the coldest days, when heating 
needs most energy, the air temperature is low, and due to that an air to water 
heatpump becomes less economic in use, or even lacks capacity to achieve the heating 
of the water of the heating system to the required level.  
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Due to these drawbacks in many cases a more feasible option considered is to 
combine different heating systems and to allocate the heating task in a dynamic 
manner to one of these systems, depending on the circumstances, in particular the 
outdoor temperature. For example, a gas- or oil-based system can be allocated the 
heating task only on the coldest days (their efficiency does not depend on the outdoor 
temperature), whereas for all other days a heatpump is allocated. This already can 
save money and reduce the negative effects on the climate. It is such a hybrid 
configuration that is considered here.  

In a hybrid system it is crucial to make the right allocation at the right moment in a 
dynamic, adaptive manner. In this paper this is modelled and analysed from an agent-
based perspective. Two alternative heating systems are considered as heating agents, 
and a third allocation agent determines the most economic allocation of the heating 
task to these agents over the days in a year; this setup will be introduced in Section 2. 
To be able to make good allocation decisions a number of aspects have to be 
modelled. First, it has to be known how the performance of a heatpump depends on 
the outdoor temperature; this is addressed in Section 3. In Section 4 a model is 
introduced and simulations with this model over a year period are analysed, based on 
realistic data from 2012. In Section 5 by a mathematical analysis more precise 
knowledge is obtained about the most optimal allocation choice. 

2 General Setup 

The modelling setup addressed in this paper follows what is often done in hybrid 
heating systems in practice, and has the form of an agent-based model based on three 
agents: the Gas-based Heating Agent (GHA), the Heatpump-based Heating Agent 
(HHA), and the Heating Allocation Agent (HAA); see Fig. 1. Each of the first two 
agents can take care of the heating via control of the water temperature of the central 
heating system. They are responsive for input communicated by the Heating 
Allocation Agent.  

 

Fig. 1. Overview of the setup with the three agents 
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The allocation agent has as its goal to generate smart decisions (on the fly) about to 
which of the other agents to allocate the task of heating, and to communicate these 
decisions to both agents. Its main source of information is acquired by sensing and 
monitoring the outdoor temperature and the indoor air and water temperature. It uses 
knowledge about how economic the two heating agents are for different outdoor 
temperatures. Especially the efficiency (performance factor) of heating by a heatpump 
strongly depends on the outdoor temperature. For each given (predicted) outdoor 
temperature the allocation agent allocates the most economic heating agent to the 
heating task. So, more specifically its goal is to obtain a most economic performance 
of the heating task, 

Each of the heating agents HHA and GHA receives the allocation information 
communicated by the allocation agent. Each of them responds to that communication 
by actually performing the heating when the communicated information indicates that 
it is allocated, and by being idle when this information indicates it is not allocated. As 
the heating agents are purely responsive, most of the intelligence concerning 
optimisation of the heating by this 3-agent system lies in the allocation agent HAA. 
To achieve its goal it needs detailed domain knowledge. In subsequent sections the 
required domain knowledge is discussed and it is analysed how the overall system 
works based on this knowledge.   

The design of the three agents is based on the component-based Generic Agent 
Model (GAM) presented in [6], designed according to the component-based agent 
system design method DESIRE [4, 5]. Within this model GAM the component World 
Interaction Management takes care of interaction with the world, the component 
Agent Interaction Management of communication with other agents. Moreover, the 
component Maintenance of World Information maintains information about the 
world, and the component Maintenance of Agent Information information about other 
agents. The processes involved in controlling the agent and of maintaining a self 
model are the task of the component Own Process Control. In the component Agent 
Specific Task, specific tasks of the agents can be modelled. 

For the two heating agents GHA and HHA the component Agent Interaction 
Management handles the communication with the Heating Allocation Agent AA and 
with the human(s) in the house (via the thermostat as a communication mean). The 
received allocation information is stored as self information in Own Process Control 
and as the heating agents are purely responsive, from there immediately this 
information flows to World Interaction Management (if the allocation information 
expresses that the agent has been allocated the task), resulting in generation of the 
heating action. The heating action itself also depends on information the heating agent 
perceives about the indoor temperature and the water temperature. This is received in 
World Interaction Management and as an intermediate step stored in Maintenance of 
World Information. Moreover, the information about the goal indoor temperature 
communicated by the humans in the house is taken into account. This communication 
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is handled via Agent Interaction Management; as an intermediate step the received 
goal information is stored in Maintenance of Agent Information. The Heating 
Allocation Agent HAA involves more complex processing in its Agent Specific Task 
(which is heating allocation). This task will be addressed in more detail in subsequent 
sections. The other components function in a way similar to how they function in the 
heating agents. World Interaction Management and Maintenance of World 
Information take care of receiving and storing world information about indoor and 
outdoor temperature and water temperature of the heating system. Agent Interaction 
Management and Maintenance of Agent Information take care of communication with 
the heating agents and storing the allocation information involved.  

For the Agent Specific Task heating allocation the agent HAA needs to perform an 
analysis of the expected costs of the two heating agents. First of all, in order to be able 
to compare the two heating systems on efficiency it needs a way of estimating the 
seasonal performance factor of the heatpump-based heating system for given 
circumstances. This is addressed in Section 3. Next it needs methods to assess in a 
comparative manner how economic the two heating systems are. This can be done in 
(at least) two different ways. The first method, discussed in Section 4 is by an agent-
based what-if analysis (simulation). The Heating Allocation Agent could incorporate 
such a what-if analysis in its Agent Specific Task component in order to make 
allocation decisions. This provides a more elaborate variant of this agent. The second 
method, discussed in Section 5 is by mathematical analysis. Results of such a 
mathematical analysis can be used as a form of compiled knowledge in the Agent 
Specific Task component of the Heating Allocation Agent. This provides a more 
concise variant of this agent. 

3 Estimation of Seasonal Performance Factors for a Heatpump 

The seasonal performance factor SPF strongly depends on the water temperature of 
the heating system and the outdoor temperature. Manufacturers often give indications 
of these performance factors for just a few water and outdoor temperatures. However, 
to determine the electricity use of a heatpump over a year, it is needed to have an 
estimation of SPF for the given water temperature and each possible outdoor 
temperature, as this outdoor temperature shows much variation over the year. To 
obtain a reasonable estimation of how for a given water temperature the performance 
factor depends on the outdoor temperature, theoretical analyses can be made. 
However, such theoretical analyses are often not guaranteed to provide values that 
occur in reality. A different route is to take empirical data as a point of departure and 
make an approximation of them by a mathematical function. A useful source of such 
data can be found at [16]. In Fig. 2 a graph is shown with values from this Website for 
the average day temperature on the horizontal axis and the performance factor on the 
vertical axis (for water temperature approximately 50°C).  
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Fig. 2. Empirical data on seasonal performance factors in relation to outdoor temperature over 
2012 for sites in Lembeek and Laar  (water temperature 50°C) 

More specifically, this has been done for the sites at Lembeek and Laar, where the 
General Waterstage HT heatpump combination WH16/WOH16  is used. In Fig. 3 a 
linear approximation of SPF for the interval from -10°C to +20°C is drawn; this is 
assumed of the form 

 SPF(Tod)  = 7.5 - 0.1*( Twater -Tod)     with  Twater  = 50 
 

This linear approximation suggests a rule of thumb stating:  
 

 Every degree Celsius lower in outdoor temperature makes the performance factor SPF 
drop by 0.1.  

 

Fig. 3. Linear approximation of  seasonal performance factors in relation to outdoor 
temperature compared to empirical data over 2012 for sites in Lembeek and Laar (water 
temperature 50°C) 

Using this approximation, the seasonal performance factor can be estimated 
throughout a year, when the day temperatures are given. For example, in Fig. 4 in the 
upper graph the (average) day temperatures (in De Bilt, The Netherlands) of all days 
of 2012 are given, and in the lower graph the seasonal performance factor is estimated 
for all these days based on the linear approximation. 
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Fig. 4. Empirical data on average day temperature in De Bilt, the Netherlands (upper graph) 
and estimation of  seasonal performance factors over 2012 based on the linear approximation 
(lower graph) 

From Fig. 4 it can be seen that for outdoor temperatures from 11°C and higher, the 
values of SPF have much more variation than for the lower outdoor temperatures. 
Therefore any approximation, including the linear approximation introduced above, 
may show relatively high deviations in the interval above 10°C. If the values for 
outdoor temperatures from 11°C  and higher are neglected, a more close inspection of 
the remaining interval from -10°C to +10°C reveals a pattern of a slightly bended 
upward curve with empirical values closer to -10°C to +10°C that are higher than the 
linear approximation (which fits best in the middle area of this interval, say from -5°C 
to +5°C). This curve can be described in the interval from -10°C to +10°C by a 
quadratic pattern as a more accurate approximation than the linear one, as is shown in 
Fig. 5. The quadratic pattern shown is described by 

 SPF(Tod)  = 7.45 - 0.1*(Twater -Tod) + 0.004 Tod2    with  Twater = 50 
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Fig. 5. Quadratic approximation of  seasonal performance factors in relation to outdoor 
temperature compared to empirical data over 2012 for sites in Lembeek and Laar  (water 
temperature 50°C) 

4 What-If Analysis Using an Agent-Based Simulation Model  

As a first method for the heating allocation agent to analyse the costs of energy use 
for heating for the two heating agents, what-if analysis by agent-based simulation is 
used. The simulations make use of the three agents introduced in Section 2: the gas-
based heating agent GHA, the heatpump-based heating agent HHA, and the heating 
allocation agent HAA. Fig. 6 shows the variables used in the model used and the 
dependencies between them, and Table 1 summarizes them. The heating to be 
performed by the agents is responsive for the circumstances in the environment, in 
particular, for the average outdoor day temperature Tod. This is assumed given (either 
obtained by sensing, or as a prediction from a weather forecast). A general format to 
determine how much energy is to be provided to the heating system makes use of the 
concept of degree day, denoted by dd. This concept is based on the assumption that 
the amount of energy needed to maintain a difference in temperature (between indoor 
and outdoor)  is proportional to this difference (e.g., [13]). The number of degree days 
for a given day t  directly relates to the difference between the outdoor and the 
(average) indoor day temperature Tid  (when the latter is higher than the former), and 
else is 0: 

 dd(t) =  σ(t) *(Tid(t)  – Tod(t)) when  Tid(t)  > Tod(t)  (1)   0   otherwise 
 

Here σ(t) is as seasonal correction weight factor which is 1.1 for the months 
November, December, January and February, 1 for the months March and October, 
and 0.8 for the months April, May, June, July, August and September. 

For a period consisting of a number of days these degree days are simply added. 
For a gas-based heating system the total cost of heating, for example, during a year is 
proportional to the number of degree days in the following manner. First, for each 
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degree day an amount η of gas (in m3) is needed. Therefore the gas-based provision gp(t)  (m3 gas used for day t) is determined as (see also Fig. 6, left hand side): 
 gp(t) =  η dd(t)   
 

Next, assuming that every m3 gas costs πgas euro, the costs gc(t) of gas for day t is 
given by gc(t) =  πgas gp(t) =  πgas η dd(t)       (2) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Dependencies of the variables in the model 

For the costs of heating based on a heatpump a similar but slightly more complex 
model is used. First, for each degree day an amount ε of electricity (in kWh) has to be 
provided. Therefore the heatpump-based provision pp(t)  (kWh provided for heating 
at day t) is determined as (see also Fig. 6, right hand side): 

 pp(t) =  ε dd(t)   
 

Note that this is the amount provided but not the amount pu(t)  used by the heatpump 
itself, as part of the provided energy pp(t) comes from the environment. This is 
expressed using the seasonal performance factor SPF as follows: 

 pu(t)  = pp(t) / SPF(Tod(t))  = ε dd(t) / SPF(Tod(t)) 
 

Finally, assuming that one kWh electricity costs πel euro, the costs pc(t) of heating for 
day t by the heatpump is given by 

 pc(t)  = pu(t)* πel  =  (πel ε / SPF(Tod(t)) )  dd(t)   (3)   

degree days dd

heatpump electricity usepu

indoor temperature Tid outdoor temperature Tod water temperature Twater 
seasonal performance 

factor SPF
heatpump-based 

provision ppgas-based provision gp 

heatpump cost pcgas cost gc 
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Table 1. Main concepts 

The model as described by (1), (2), and (3) above has been used to perform a 
number of simulations over 2012, thereby using the temperature data from Section 3 
and the linear approximation of SPF shown in Fig. 3. Here for each day, depending on 
the outdoor temperature, a choice was made by the allocation agent to allocate either 
the gas-based agent or the heatpump-based agent to the heating task. The choice 
criterion concerns how the outdoor temperature Tod(t) compares to some fixed 
threshold value Tth for the outdoor temperature: 

 Tod(t)  ≥ Tth   allocation to heatpump agent Tod(t)  < Tth   allocation to gas-based heating agent 
 

First, in Fig. 7 results from a simulation are shown in which the allocation agent 
has allocated the gas-based agent to all days with average outdoor temperature below Tth = +6°C and the heatpump-based agent for the other days. In this case the overall 
costs are € 388 for gas and € 260 for electricity for the heatpump (€ 648 in total). 

 
Fig. 7. Example simulation with allocation threshold temperature +6°C. Overall gas cost € 388, 

overall heatpump cost € 260, total costs € 648. 
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η gas needed per degree day m3/dd 0.39 
ε electricity needed per degree day kWh/dd 4.0 
πgas price of gas euro/m3 0.8 
πel price of electricity euro/kWh 0.16 
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5 Mathematical Analysis 

In this section by mathematical analysis some conclusions are derived from the model 
introduced in Section 4. These conclusions will provide more adequate knowledge for 
the allocation agent HAA. First the outdoor temperature threshold value is considered 
that is used by the allocation agent to decide which agent should get the heating task 
allocated. It will be determined what this threshold value should be to obtain minimal 
overall costs (the lowest point in the graph for total costs in Fig. 9). Recall the two 
expressions (2) and (3) for gas costs gc(t) and heatpump costs pc(t) in Section 4: 

 gc(t)  =  πgas η dd(t)        (2) pc(t)  = (πel ε / SPF(Tod(t)) )  dd(t)    (3) 
 

By comparing these expressions it follows that the following hold: 
• Heatpump more economic than gas-based system: 

πel  ε / SPF(Tod(t))  <  η πgas    ⇔   SPF(Tod(t))   >  πel ε / (η πgas)    
• Heatpump and gas-based system equally economic: 

πel  ε / SPF(Tod(t))  =  η πgas ⇔  SPF(Tod(t))   =  πel ε / (η πgas)    
• Heatpump less economic than gas-based system: 

πel  ε / SPF(Tod(t))  > η πgas ⇔ SPF(Tod(t))   <  πel ε / (η πgas)    
It turns out that the value of πel * ε / (η * πgas)    serves as a the optimal threshold value 
for the performance factor, denoted by SPFoth:    

 

SPFoth  = πel ε / (η πgas) 
 

For values for πel , ε , η, and πgas as indicated in Table 1 it holds SPFoth = 2.05. So, for 
this case from the mathematical analysis it follows that for the circumstances 
modelled in the simulations, for a given average outdoor temperature Tod(t)  at day t 
the heatpump needs to have an SPF value of 2.05 or more to be at least as (or more) 
economic compared to a gas-based system. Therefore, a rule of thumb can be used 
stating:  

 

As long as the performance factor SPF does not drop below 2, it is more economic 
to allocate the heatpump instead of a gas-based installation for the heating system  

 

As SPF (strictly) monotonically depends on Tod, associated to SPFoth , (as long as 
SPFoth is in the range of SPF),  there is a (unique) optimal threshold temperature Toth 
for Tod such that  SPF(Toth) = SPFoth. Then it holds: 

 

Heatpump more economic than gas-based ⇔ SPF(Tod(t))  >  SPFoth  ⇔Tod(t)  >  Toth 
Heatpump and gas-based equally economic  ⇔ SPF(Tod(t)) = SPFoth  ⇔Tod(t)  =  Toth 
Heatpump less economic than gas-based ⇔ SPF(Tod(t))  <  SPFoth   ⇔ Tod(t)  <  Toth 

 

Assuming the linear approximation of SPF, for Twater = 50°C in the following way the 
optimal threshold value Toth can be expressed in SPF(Toth) : 

 SPF(Toth)  = 7.5 - 0.1*(50-Toth)   ⇔ 
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SPF(Toth)  = 7.5 - 0.1*(50-Toth)   ⇔ SPF(Toth)  = 2.5  + 0.1Toth  ⇔ Toth  = 10 SPF(Toth)  - 25   
 

This relation can be used as a form of compiled knowledge by the Agent Specific 
Task component of the Heating Allocation Agent HAA. For values for πel , ε , η, and 
πgas as indicated in Table 1 it holds SPF(Toth) = SPFoth  = πel ε / (η πgas); therefore: 

 Toth = 10 * 2.05  - 25  = - 4.5°C 
 

Similarly assuming the quadratic approximation of SPF, for Twater = 50°C the value of 
Toth can be determined:  

 SPF(Toth)  = 7.45 - 0.1*(50-Toth) + 0.004 Toth2  ⇔ 0  = 2.45 - SPF(Toth)   + 0.1 Tth + 0.004 Toth2  ⇔ Toth2 + 25Toth + (2450 - 1000SPF(Toth) )/4 = 0  ⇔ Toth = (-25 +/- √ (252 – 2450 + 1000SPF(Toth)))/2 ⇔ Toth = (-25 +/- √ (1000 SPF(Toth) - 1825))/2  
 

For the values from Table 1 it holds SPF(Toth) = SPFoth  = πel ε / (η πgas) = 2.05. 
Then this becomes 

 Toth = (-25 +/- √ 225)/2 = (-25 +/- 15)/2 Toth =  -20  or  -5 
 

As -20 falls outside the range from -10 to 10 of the approximation, the only relevant 
value is Toth  = -5°C. This is close to the value -4.5 that came out using the linear 
approximation of SPF. 

The mathematical analysis can also be used to determine Twater for which the 
heatpump is always most economic to allocate, in the following manner. The minimal 
average day temperature in 2012 was -13°C. Therefore, when SPF is at least SPF(Toth) for temperatures as low as -13°C, then the heatpump is always most 
economic. Then, assuming that the linear approximation for SPF also holds for values 
of Twater  lower than 50°C, the value of  Twater can be determined as follows: 

 SPF(Toth) = SPF(-13) =  7.5 - 0.1*( Twater – (-13))   ⇔ 0.1* Twater  =  7.5 – 1.3 – SPF(Toth)    ⇔ 0.1* Twater  =  6.2 – SPF(Toth)     ⇔ Twater  =  62 – 10 SPF(Toth)     ⇔  
For the values from Table 1 it holds SPF(Toth) = 2.05; then this becomes  Twater  =  41.5°C 

 

The same can be done using the quadratic approximation of SPF. 
 SPF(Toth) = 7.45 - 0.1*( Twater -(-13)) + 0.004 (-13)2 ⇔ SPF(Toth) = 7.45 - 0.1*Twater - 1.3 + 0.004* 132  ⇔ 
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0.1 Twater  = 6.15 + 0.004 *132  - SPF(Toth)  ⇔ Twater  = 61.5 + 6.8 - 10SPF(Toth)    ⇔ Twater  = 68.3 - 10SPF(Toth)    
 

For the values from Table 1 it holds SPF(Toth) = 2.05; then this becomes 
 Twater = 47.8°C 
 

So, an estimation based on the linear and quadratic approximation may be that when 
the water in the heating system is kept around 45°C, then always allocation of the 
heatpump is more economic. However, the two estimations differ by 6°C, so they 
may not be very accurate. 

6 Discussion 

In this paper a multi-agent model for a domestic heating task was introduced and 
analysed. The aim was to model a hybrid heating system as often used in practice by 
an agent-based modelling perspective. The model includes two alternative heating 
agents (for gas-based heating and for heatpump-based heating), and a third allocation 
agent which determines the most economic allocation of the heating task to these 
heating agents over the days in a year. To be able to make good allocation decisions 
first it was analysed how the performance of a heatpump depends on the outdoor 
temperature. One method discussed was a what-if analysis method using agent-based 
simulation, and tried out for realistic data from 2012. Another method discussed was 
by mathematical analysis deriving more precise knowledge about the most optimal 
allocation choice. These methods can be used by the allocation agent to determine in a 
dynamic, adaptive manner per day or per hour a most economic allocation, depending 
on the (predicted) outdoor temperature.  

Note that for the sake of simplicity heating costs were assumed proportional to the 
energy used. In practice, often a distinction is made in fixed costs and variable costs, 
where fixed costs have to be paid even if no energy is used at all. The methods 
described in the paper can easily be adapted to include such cost models. Although 
the paper has focused on optimal decisions from a financial perspective, the methods 
introduced can also be applied to other aspects, for example, CO2 emission. It is also 
easy to extend the model by using more than two heating agents, and to incorporate 
environmental dynamical models within the allocation agent, for example, to predict 
the outdoor temperature (e.g., [14]). Another extension of the presented approach is to 
allow for partial allocation, in which can the allocation is not exclusive, but also have 
the form of allocation both agents at the same time, but each for a certain fraction of 
the heating task. Finally, another interesting extension is to analyse the current 
approach when it is combined with electricity production by solar panels (e.g., [2, 8, 
10, 11, 15]). 
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Abstract. When it comes to planning for joint human-agent activities
one has to consider not only a flexible plan execution and social con-
straints but also the dynamic nature of humans. This can be done by
providing human behavioral models about abilities and preferences and
adapting these models to individual preferences during the interaction.
The goal of this PhD is to examine whether this combination leads to
more efficient human-aware planning components.

1 Introduction

To make autonomous agents effective team-players in joint human-agent ac-
tivities, planning systems have to tackle the dynamic nature of humans [3,4].
Although humans have the ability to act much better under uncertainty than
computers, their behaviour features aspects of uncertainty for the planning pro-
cess. As an example, humans may change their goals from one moment to another
without a (for computers) comprehensible reason. Furthermore, humans may in-
terrupt tasks or execute them in a non-optimal way.1 Indeed, humans generally
select merely good and feasible actions rather than the optimal ones [10]. These
aspects of uncertainty affect the search for a feasible sequence of actions in dif-
ferent ways. Where a non-optimal execution might influence only the execution
time of a specific task, the sudden interruption of a task endangers the whole
plan and therefore the ability to reach a given goal. Hence, one has to consider
that whenever a task is assigned to a human with the ability to fulfill it, the
human may accept or decline such task and provide results either in time or
delayed [6]. Such form of ‘context-dependent’ behaviour constitutes the problem
addressed by this PhD thesis.

Planning procedures that account for joint human-agent activities are done
by Human-Aware Planning (HAP) components. The central assumption of these
components is that whenever a task is assigned to a human with the ability to
fulfill it, the human will provide results in a timely fashion. This assumption
is questionable since context-dependent behaviour of humans is completely ig-
nored. This underlines the necessity for a more general assumption, as the one
we have mentioned above.
1 In our domain, this dynamical behaviour can be seen as some kind of ‘Quality of
Service’ a human is able to provide.
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In essence, it is our intention to better estimate the costs of human capabil-
ities in specific contexts. This refers to a solution that is able to estimate the
achievement of actions assigned to humans. The basic idea is to provide more
information about humans by defining a meta-model that is able to capture
human abilities and behaviours. The meta-model comprises a set of properties
that represent the possible behaviour of a human and a set of capabilities that
the human can offer in the particular domain. Furthermore—as each human is
different—we want to learn individual preferences and habits during the inter-
action with the human user and consequently refine the human models. This
additional information can be used to produce plans more efficiently, compared
to the existing state-of-the-art in HAP, where efficiency addresses several mea-
surable factors, such as the number of replannings or the number of failures
that are produced before the first success. Hence, the goal of this doctoral thesis
is to validate or disproof the following statement: ‘Providing models of human
behaviour and tailoring these models to individual preferences and habits of a
human improves the efficiency of human-aware planning components’.

2 Related Work

Klein et al. [4] present several requirements for joint human-agent teamwork.
This includes top-level goals like planning and autonomy technologies that en-
able collaborative approaches. Furthermore, the work underlines that a basic un-
derstanding of human abilities and intentions is required. A couple of research
groups present HAP components [1,2,3,6,8] that satisfy the one or the other
requirement. Table 1 classifies these works in comparison to the thesis that is
outlined in this work. The table emphasises the ability of all above-mentioned
approaches to monitor the execution phase, to use social constraints, to use
models of human abilities and intentions and whether these models are static or
introduce some certain kind of learning.

Table 1. A classification of human-aware planning approaches (+ the approach has
this feature, o the approach does not have this feature but it is supported in some
(weak) way (e.g. extension), – the approach does not have this feature).

[6] [1] [3] [2] [8] My PhD

Execution Monitoring – + + + + +
Social Constraints + + o o – o
Human Models o o + o o +
Learning – o o – – +

Only the work of Kirsch et al. [3] supports such models of human abilities ‘out
of the box’. The authors emphasise that their models are only the starting point
and that some form of learning is required to adapt to individual preferences.
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3 Approach

The basic idea of the approach is to provide more information about humans for
the HAP component. In order to do so the human users are modeled as agents
and therefore as a component of the computing system. The intended meta-
model contains a set of properties that represent the potential behaviour of a
human (e.g, probability distribution) and a set of capabilities that the human can
offer in the particular domain the (multi-agent) system inhabits. Whereas the set
of capabilities is domain-dependent and must be specified for each application,
the set of properties is based on the Myers-Briggs Type Indicator [7] (MBTI)
theory. MBTI is a theory about human personality types and their influences on
the the decision-making process of humans. In combination with the BDI model
of agency [12] it was already shown that MBTI influences the perception phase
and the generation of outputs [9]. The approach transfers this knowledge to HAP
by investigating how the combination of BDI and MBTI affects estimations of
the achievement of actions assigned to humans. Technically, this means how one
can receive a more accurate cost estimation (e.g., expected reward) for a specific
capability in a specific context.

In addition, as each human is different, the system needs to refine these prop-
erties for each human and revises its plans accordingly. Here, an agent-model
is required that is able to learn the characteristics of a specific human and to
consequently refine the initial human model. A first step towards this require-
ment has been done by modifying the agent-model for human-aware planning
presented by Montreuil et al. [6]. It consists of a set of tuples of actions A and
context-dependent costs Cctx. Here, the prior static set of context-dependent
costs was replaced with an adaptive component. For that, we introduce the set
of contexts CTX an agent can be in and a relation cost between the actions,
the context and the costs. The modified model of an agent ag looks as follow:

{Aag, Cag, CTXag, cost : Aag × CTXag → Cag}.
At first glance, it seems not to be useful to introduce CTX and a new relation

as the original agent-model already represents this relation in the set Cctx. Nev-
ertheless, we decided to introduce the extra set as our approach requires some
form of learning. For the learning, we plan to apply reinforcement learning (RL)
methods [11], that will especially at the very beginning (according to the learn-
ing speed) profit from the domain knowledge of the human agents. Our subject
to research is to find a mapping between the cost function and the Q-function
used in RL.

A final application will contain human agents (as avatars of the currently
available humans), software agents and planning capabilities. If the agent-system
commits to a new goal, an agent with the capability to plan will collect all infor-
mation necessary to plan (i.e., build the domain using the information provided
by the other agents) and afterwards trigger the associated agents to execute
the produced plan. The execution of actions and the learning process will be
a responsibility of the individual agent, to enable the approach to use exist-
ing planners. To do so, we integrated a generic planning component into the
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agent-framework JIAC V [5] using Planning4J.2 Furthermore, we already imple-
mented the domain acquisition process and the possibility to assign the plan to
the associated agents.

In order to evaluate our approach it is planned to analyse the efficiency and
to compare the results to existing HAP components using the metrics of the
International Planning Competition.3

4 Contribution

The contribution of this PhD is the possibility to produce plans more efficiently
as the plan-generation is not only based on general models of human behaviour
but also based on individual preferences of the human user who is interacting
with the system. For this, the effect of a combination of human models (em-
bedded into a BDI architecture) and different RL techniques on the efficiency of
human-aware planning components is examined. Another contribution is a com-
parison of different RL techniques such as ε−greedy, Regret Minimization and
Q-Learning [11] and their applicability to human-aware planning. The main con-
tribution is a system that is able to estimate the achievement of actions assigned
to the uncontrollable agent also known as human.
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Abstract. In oder to decide if a agent capability is helpful to achieve a
goal, modern search algorithms in AI research use heuristics to narrow the
search space by indicating which capability is the best to use. Considering
the lack of information about pragmatic meaning, creating sound heuris-
tics automatically out of capability descriptions asks too much of modern
reasoning algorithms. Most approaches use semantics in oder to enable the
reasoner to improve Word-sense disambiguation in their ontology match-
ing tasks. As semantics are meant to be shared, the information is con-
text independent and quite general. I postulate that context-dependent
meaning can play an important role in describing the meaning of con-
cepts used, as some meaning might change with the changes in context.
The proposed thesis creates context-dependent heuristics by combining
expert knowledge with machine learning. The PhD has the goal of struc-
turing descriptions with a concept introduced in linguistics, introducing a
description of domain knowledge and contextual information and thereby
enable the automatic creation of context-dependent heuristics. Choosing
from the many improvement points of agent planning, this work focuses
on the improvement of capability descriptions.

Introduction. To emerge new capabilities in an autonomous manner, agent
planners explore a search space of capabilities and compose them into a plan.
Since this search space might become large, sometimes infinite, heuristics are
used to decide which part of the search space to explore. A learning planner
has to calculate heuristics on the information provided by the description of a
capability. Thus, making such descriptions a central part of an efficient search
of capabilities during planning.

The proposed research, argues that for a reasoner to be able to create sound
heuristics, context-dependent meaning has to be formulated. Thus, the presented
approach describes meaning in a context-dependent manner to extend the tra-
ditional semantic description of meaning e.g. introduced by [1,12,13,14] to a
pragmatic1 one. Due to missing context information such semantic information
is rather general (context independent) [11]. The approached problem here is the
mediocre performance of AI algorithms using capability descriptions like service
matchers and agent planners [10,15].

1 Pragmatic is defined as context-dependent meaning [11].
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In order to improve such capability descriptions, the goal of my PhD is to in-
vestigate the use of a concept introduced in linguistics as a mechanism to struc-
turing semantic and contextual information using a meta-model called Natural
Semantic Metalanguage (NSM) [8].

The problem at hand is the extraction of sound heuristics out of capability
descriptions. The proposed thesis will answer the following questions:

1. How can meaning be described in a context-dependent manner?

2. How can context-dependent heuristics be created by observing capability
descriptions?

3. How to improve performance of agent planners by using context-dependent
heuristics?

The indispensable extensions of a description language (e.g. OWL2) with
concepts from the NSM raise new challenges for artificial reasoners leading to
new reasoning algorithms proposed. The results will be evaluated through the
precision and recall values of state-of-the-art service matcher and AI planner.

Approach. We approach the problem of describing context-dependent meaning
by using NSM expressions with a domain and context-dependent rating. The
NSM theory states that every natural language has a semantic crux consisting
of semantic primes and that with those semantic primes the meaning of every
concept in that language can be explained [8]. The meaning of concepts is broken
down in a decompositional manner, until the expressions consists solely of the
semantic primes. A schema of the decomposition into NSM semantic primes is
shown in figure 1 which presents the approach to the first research question.

The semantic primes are regarded as atomic building blocks of meaning, which
means they do not need any further explanation. In AI this can be formulated
as a part of the meta language of the reasoner, extending a general ontology
language like OWL2 with new concepts. My research provides an extension of
the work of Bouquet [2], Giunchiglia [7] and Ghidini et al [6] who contextualize
ontologies.

The meaning is then enriched with a domain specific rating. The rating is
based on three NSM primes: ’GOOD’, ’BAD’ and ’VERY’ creating five2 classes
of rating. For instance, the concept ’unlocked’ might be assigned to ’unsecure’ in
a security domain. Depending the context a bathroom door might be ’GOOD’
to be unlocked, in contrast to a bank vault.

A learning algorithmexploiting such a description to create a context-dependent
heuristic is the essence of the proposed research. The first step towards a formal
framework including a measure for the degree of self-explaining descriptions have
been published [4]. To answer the second research question a reasoner is adapted
to create heuristics based on the descriptions utilizing NSM expressions. These
heuristics will be simple at first, i.e. a count of ’GOOD’ vs. ’BAD’, and will be
developed towards more sophisticated ones.

2 Reaching from ’VERY BAD’ to ’VERY GOOD’, including no rating as neutral.
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Fig. 1. Decomposition of
meaning into NSM Primes

Fig. 2. Component diagram of the extended AI
planner

In order to evaluate the heuristics we extend a planner with a learning com-
ponent, which will add context-dependent heuristics to the action description by
learning the quality of the executed plan. In more detail, we extend a Hierarchical
Task Network (HTN) planner as shown in Figure 2.

In Figure 2 the emphasized elements are components that will be modified dur-
ing the implementation of this work. In the extended AI planner, the SeMa2 [10]
is used as a Service Matcher to match capabilities with required subgoals. The
Domain Repository holds the domain specific descriptions of the semantic con-
cepts. The NSM Context component holds the context-dependent descriptions
of meaning, which can be decomposed into the NSM concepts that hold do-
main specific meanings made available through the Domain Repository. The
monitoring component measures the quality of the plan/orchestration and en-
ables the heuristic to adapt to changes. The output of the monitoring is used
as feedback for the learning input (reinforcement). A truncated multi-step Q-
learning algorithm [3] is used to learn a heuristics function Q : A × S → R,
where the action A is an applicable action and the system state S consists of the
set of all preconditions and effects. The Heuristic component decomposes the
capability description and enriches them with NSM Descriptions including the
action-value-function learned which adapts the context-dependent meaning and
with that create sound heuristics, evaluating the third research question.

Contribution.The contribution of the proposed thesis is based on the analysis of
the benefit of NSM as a semantic meta-model for the generalize over capability de-
scriptions. The thesis outlines an approach able to create NSM-based explanations
that can be used by artificial reasoners to search on them. This search is guided
by context-dependent heuristics that will be provided by a learning component
monitoring the plan execution. The extension of semantic meaning to a context-
dependent meaning is argued. Further the proposed thesis tackles the problem of
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evaluating high level descriptions of capabilities in regard to a given goal (pro-
ducing a context-dependent heuristic). One outcome is a method of describing the
context-dependent meaning. Another outcome is the extension of a planning sys-
tem with a learning component that will learn context-dependent heuristics given
NSM descriptions which is one step towards filling the performance gap between
static and learning planners [5].

Evaluation. Since it is the goal of this research to foster context dependent heuris-
tics created from capability descriptions, the evaluation of such heuristics will be a
quantitative analysis of the created learning planner.As a evaluation goal, the 1080
services and appropriate queries in the S3 contest will be described using the NSM
approach. Established measures of success and planner performance are use i.e.
percent of successful plans, average number of capabilities use and the average time
to create a successful plan [16] for the plan evaluation. Further a more theoretical
evaluationwill be based onKaddoum [9] and elicit the effect of the self-explanatory
description on the adaptive system using them.
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11. Löbner, S.: Semantik. Eine Einführung (2003)
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1 Introduction

My thesis is concerned with task allocation in multi-robot teams operating in
dynamic environments. The key contribution of this work is the development
of a distributed multi-robot task allocation auction that allocates clusters of
tasks to robots over multiple bidding rounds. Empirical evaluation has shown
this auction routine performs well in handling online task insertion and task
reallocation upon robot failure.

The multi-robot task allocation (MRTA) problem is a complex NP-Complete
optimisation problem with globally optimal solutions that are often difficult to
find. Alternatively, rapid generation of near optimal solutions that minimise
task execution time and/or energy used by robots are often highly desired. My
approach seeks to cluster together closely related tasks and then builds upon
existing distributed market-based auction architectures for distributing these
sets of tasks among autonomous robots.

Dynamic environments introduce many challenges that are not found in closed
systems. For instance, it is common for additional tasks to be inserted into a
system after an initial solution is determined. Additionally, it is highly likely in
long-term autonomous systems that individual robots may suffer some form of
failure. The ability to alter plans in order to react to these types of challenges
in a dynamic environment is required for the completion of all tasks. In my
approach I allow the repeated formation and auctioning of task clusters with
varying number of tasks. This allows us to react to and change the task allocation
among robots during execution.

Throughout my research I use empirical evaluation to study different ap-
proaches for forming clusters of tasks and the application of task clustering to
distributed auctions for MRTA problems. The results show that allocating clus-
ters of tasks to robots in solving these types of problems is a fast and effective
method and produces near optimal solutions.

2 Related Work

Market-based distributed auction algorithms are popular in the robotics com-
munity for solving static MRTA problems [1,6]. In particular, sequential single-
item auctions (SSI auctions) which allocate tasks over multiple rounds [7] are
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well studied. Although, SSI auctions produce team costs that are generally sub-
optimal, they have low communication and winner determination costs which
result in a quick allocation of tasks. A variety of improvements and extensions
to SSI auctions have been studied which trade-off allocation time against overall
team costs [6].

Despite these improvements, a major computational challenge remains in the
performance of auction mechanisms that consider inter-task synergies.1 In many
auction algorithms, increasing the number of tasks causes a combinatorial ex-
plosion in the number of calculations required to form task bids. Compounding
this further, as the number of robots increases, the communication and com-
putational requirements for winner determination also increase. As a result the
suitability of these techniques in large real-world scenarios is limited. Forming
clusters of tasks has been explored by a number of researchers as a method to
reduce the combinatorial explosion of increasing task counts [8,9,10].

3 Sequential Single-Cluster Auctions

For my first major piece of work, I expanded upon SSI auctions to develop se-
quential single-cluster auctions (SSC auctions) [2]. In SSC auctions a clustering
algorithm forms fixed clusters of geographically close tasks which robots sub-
sequentally bid on using an SSI-like auction technique. Auctioning clusters of
tasks reduces the numbers of bids required and thus reduces the communication
overhead. Experimental results show that, on average, SSC auctions produce
lower cost solutions than standard SSI auctions. Furthermore I expanded upon
this work by repeatedly generating clusters of uncompleted tasks and auction-
ing them [4]. This extension demonstrated that repeatedly forming clusters with
different task memberships allows robots to consider many combinations of inter-
task synergies that are not considered during SSI auctions which only allocate
tasks once.

Initally, I used K -means clustering to form clusters of tasks for auction to
robots. In the next piece of work I compared centroid-based clustering (K -
means and K -medoids clustering) to agglomerative clustering (single-linkage and
complete-linkage clustering). I also considered the differences between straight
line distance and true path distance (which takes into consideration obstacles
between tasks) as metrics in cluster formation and priority allocation of clusters
with many tasks. Overall, empirical results show agglomerative clustering with a
true path distance metric when used in SSC auctions produces low cost solutions
to MRTA problems. Analysis of the time required to form clusters shows that
using a true path distance metric is around 100 times slower than using straight
line distances. Additionally, when minimising the total execution time of a sys-
tem, the priority allocation of large task clusters was beneficial. Part of this
work, comparing K -means clustering to single-linkage clustering was published
in late 2012 [3].

1 An inter-task synergy is where the cost to complete two tasks in unison is cheaper
than completing each task individually.
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4 Task Allocation with Pickup and Delivery in Dynamic
Environments

In my most recent work I consider an extension of the standard MRTA problem
for robots with tasks requiring pickup and delivery in a dynamic domain. To
apply SSC auctions to this environment I first had to develop a clustering ap-
proach that handles tasks with both pickup and delivery. Standard single-point
location based clustering algorithms cannot be directly used as both the start-
ing and terminating points of the tasks need to be considered. To overcome this,
I developed a two step clustering approach that first clusters tasks by pickup
location and then, within each pickup location task cluster, clusters are formed
based on delivery location. This approach allows standard clustering algorithms
to be used and is resonably simple to implement.

Next, I considered the two dynamic scenarios requiring task reallocation: dy-
namic task insertion and handling robot failure. In both scenarios we evaluate
the performance and execution trade-off between reallocating a subset of the to-
tal tasks and all uncompleted tasks. As both scenarios require individual robots
to commit to additional tasks, the problems of inserting tasks and removing
robots superficially appear to be equivalent problems. However, my empirical
results for these two problems differ substantially.

Firstly, for dynamic task insertion I compared local replanning versus global
reallocation. In local replanning, when a robot is dynamically assigned a new
task, the robot replans its path to complete all uncompleted tasks. In global
reallocation, when a robot is dynamically assigned a new task it signals to all
other robots to begin an auction of all uncompleted tasks across all robots. I
compared three different ratios of dynamic to static tasks, 25%, 50%, and 75%
unknown at the start to a baseline of all static tasks. Local replanning generally
produced the best results when only 25% of tasks are unknown at the start.
Contrarily global reallocation performed well in the highly dynamic environment
of 75% of tasks being dynamically inserted. I speculate that the reason for this is
due to the high numbers of repeated cluster formations exposing many different
inter-task synergies during each repeated auction. In the worst-case scenario the
maximum distance result was twice that of the corresponding baseline result [5].

Secondly, in handling robot failure I consider the reallocation of a failed robot’s
assigned tasks to the remaining operating robots. The problem of robot fail-
ure is an important consideration in the successful completion of a set of tasks
in a distributed robotic system. For example, during task execution individual
robots may fail due to malfunctioning equipment or running low on batteries.
In this scenario, I consider two different approaches for the reallocation of tasks
among the remaining operating robots. Partial reallocation in which only the
failed robot’s uncompleted tasks are auctioned. This results in the remaining
operating robots modifying their existing task execution plans to incorporate
additional tasks. In contrast to a global reallocation of the failed robot’s uncom-
pleted tasks and all uninitialised tasks across all operating robots. This is an
extension of the approach used for task insertion. While a global reallocation has
greater computation and communication needs, more robot/task and inter-task
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synergies are considered and therefore it can be expected that this approach
would produce lower team costs. However, surprisingly our empirical results
show that partial allocations produce final results that on average are equivalent
to the results for global reallocation. This result is surprising and contradicts
the results for dynamic task insertion. To understand the differences in these
dynamic scenarios I generated two simple scenarios in which partial reallocation
produces lower cost solutions than global reallocation. This has highlighted a
key difference between these two scenarios; in dynamic task insertion, tasks
are randomly located whereas in robot failure, tasks are generally located in a
geographically close area. This problem continues to be a work in progress.

5 Future Work

To date all empirical evaluations have been simulation based and not validated on
physical robot systems. Although simulation is common in many multi-robot auc-
tionsystems,validationonreal robots ishighlydesired.Apossible suitableplatform
for such experimentation is the newly formed RoboCup Logistics League. Addi-
tionally, empirical evaluation with teams of heterogeneous robots and tasks would
be of interest. Tasks requiring specific robot capabilities would require appropri-
ate changes to cluster formation algorithms and this would result in disparities in
bidding and task allocations based on the abilities of individual robots to complete
specific tasks, rather than simply on their location and current task commitments.
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A new approach is considered which explores a decentralised trajectory optimi-
sation algorithm in partly collaborative multi-agent systems to improve safety
and provide reliable collision avoidance for vessels in narrow waterways and the
open sea. This research will explore trajectory planning under the hypothesis
that not all vessels in an encounter will be able or willing to use the same, pro-
posed system. Planning realistic trajectories, which minimise the need to re-plan,
will be achieved by observing the predicted behaviour of uncooperative vessels,
based on probabilistic models derived from historic data. Among vessels, which
are actively contributing as suggested, trajectories will be optimised, distributed
and negotiated. As a result, vessels will be capable of carrying out a manoeu-
vre, automatically agreed upon by an assistance system, while predicting the
reaction of uncooperative vessels thus substantiating the judgement of seafaring
personnel.

1 Introduction

Currently, ship collisions still occur on a regular basis due to insufficient in-
formation of the crew or the inability to perform the necessary manoeuvres to
avoid a collision [1]. The International Regulations for Preventing Collisions at
Sea (COLREGs) state in a more general way the mandatory actions to take in
order to avoid a collision, but not exactly in terms of precise trajectories. Conse-
quently, there has been extensive research on optimising trajectories which are
COLREG compliant, safe and economic [2], [3].

While several collision avoidance methods, based on current information on
the bridge, have been investigated to determine the method itself and the mo-
ment when it should be executed ([4], [5]), one important practical limitation is
often neglected: Even though new expert- and enhanced autopilot-systems are
being developed to implement collision avoidance strategies it is improbable that
all types of vessels will be equipped with the same system at the same time, or
at all, due to cost, space and weight limitations as well as varying acceptance
among mariners. Therefore, the procedure for finding optimal routes itself has to
take vessels into account which can not contribute towards collision avoidance in
the same way. These vessels, which are considered passive, have to be modelled
respecting the probabilistic nature of their behaviour for an observer with no
exhaustive information.
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Historic information about the overall long term routes, the immediate short
term trajectories and other features of vessels are available in abundance from the
collection of data, sent by the Automatic Identification System (AIS), installed
on many vessels above a certain size. However, it has been rarely considered to
model vessels based on these information to improve collision avoidance methods.

Therefore, a method is proposed to generate optimised trajectories which
are the result of a negotiation between actively planning vessels, while including
uncooperative, passive vessel whose behaviour will be predicted based on historic
probabilistic models. The negotiation and application of the trajectories will be
evaluated in a marine simulation to assess the quality of the approach.

2 Collision Avoidance under AIS-Based Prediction of
Passive Vessel

In order to avoid collisions and minimise the risk involved as well as the used
resources in terms of time and energy, optimal trajectories of vessels in an en-
counter situation have to be found where the optimum is defined as the shortest
and safest set of reciprocal trajectories. Vessels will be defined as active, if they
are able to contribute to the planning procedure towards a common solution by
communicating their intended routes, opposed to passive vessels, which do not
contribute for arbitrary reasons.

While the physical model will be the same for active and passive vessels, the
latter’s sequence of steering decisions, controlling the physical model, is based on
a Bayesian Model learned from historic AIS-data. The behaviour of a ship is a
combination of the physical behaviour of the vessel and the steering decisions of
the crew. Even though physical models of a vessel’s dynamic have been created
and examined, few researchers attempted to model cognitive processing activities
that take place when decisions and actions are carried out on a vessel’s bridge.
[6] developed a highly simplified model of collision avoidance manoeuvres in an
electronic warfare environment using the cognitive architecture SOAR. In the
German project DGON Bridge [7] developed an initial model of decision making
of nautical officers (Nautik PSI) based on the psychological theory PSI. Since
it is currently, due to the lack of research in the field, uncertain which factors
contribute to form steering decisions, the model will be based on a minimal set
of statistically significant factors, based on a variant of the Bayesian Information
Criterion as investigated by [8]. This way an approximation of the behaviour of
all vessels in a set of data will be derived while the reason, motivation and the
involved cognitive processes will not be the subject of this study.

Historic AIS-Information have to be processed to learn the Bayesian model,
distinct by vessel-type and geographic location. Due to the International Con-
vention for the Safety of Life at Sea (SOLAS), AIS-receiver or transponder are
nowadays mandatory on all vessels which meet certain criteria. Consequently,
huge databases can be build containing detailed information about several fea-
tures of vessels in an area, i.e. the position, true heading, speed over ground and
rate of turn. In similar work, AIS-Data was used to calculate traffic models of
ships in an area and predict the motion of individual vessels [9], [10].
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3 Trajectory Generation and Optimisation

The generation of new trajectories will be realised using a heuristic approach,
where trajectories are randomly generated and improved using a genetic algo-
rithm as investigated by [12] and Szlapczynski and Szlapczynska (2011) [13].
This approach will build upon their methodology and adapt their definition of a
trajectory: In their work, a trajectory is a sequence of nodes, each containing a
position as geographical coordinates, and the speed on the segment between the
current and the next node. Initially, a segment with only two nodes, the start
and the beginning, is created between the ship and its short term destination.
Szlapczynski and Szlapczynska optimise trajectories using genetic operations as
mutation, crossover and special parameters, designed in their work to handle the
crossing of landmasses more purposefully. The concluded trajectories are finally
assessed using a fitness function. Operators which change the initially created
segment include the insertion of new nodes, thus creating additional segments
in a trajectory, deleting or joining nodes and mutating nodes or whole segments,
according to their defined rules. In many generations of the genetic algorithm
the trajectories can be gradually improved in this way to lie within constraints,
i.e. not to cross a landmass, to obey COLREGs and avoid collision with other
ships while minimising the resources needed. Even though it seems plausible,
to start the optimisation process from a calculated valid trajectory, Szlapczyn-
ski and Szlapczynska found the positive effect of a pre-optimisation with other
analytical methods to be negligible while it increased the computation time con-
siderably. However, while the approach by Szlapczynski and Szlapczynska plans
all trajectories of all ships in an area, in this paper the approach will only be
used to optimise a smaller part of the set of all trajectories, which are part of
the negotiation of the respective vessels. A multi-agent system will be modelled
to implement the proposed method of finding trajectories for representations of
active and passive vessels. However, practical implications from investigations,
i.e. by [11] during a search and rescue drill, show the need for a low rate of
interaction between agents. The performance and applicability of the designed
negotiation design will be evaluated in a simulation.

4 Example for Vessel Interaction

The proposed procedure should be able to optimise trajectories and supply
marines with additional steering options which, without further knowledge about
the intentions of other vessels, would be neglected:

For example, in figure 1 a passive vessel A crosses the active planning vessel B
while another vessel C tries to cross A. Vessel A and B are initially in a standard
”crossing situation”, as defined by the COLREGs, where vessel A has to give
way to vessel B. From historic information the planning algorithm will assume
the vessel is most likely to use a trajectory from A1 to A4 with a probability of
P = 0.999 and plan an optimal trajectory for vessel B and C accordingly.
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Fig. 1. Three Vessels In A Standard Situation
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1 Problem  

Opponent modeling [1] is a research area that focuses on the analysis and 
interpretation of adversary’s actions. This modeling, although, is easy for humans but 
is a challenging task for autonomous multi-agents [2]. In a multi-agent environment, 
an opponent typically represents a team of agents who are capable of doing 
decentralized decision making. Thus, an opponent model consists of a collective set 
of tactical behaviors, termed as strategy, that are exhibited by agents in a dynamic and 
uncertain environment. RoboCup Soccer [3] provides such an environment and serves 
as a test bed for analysis and application of new intelligent algorithms. In the context 
of RoboCup Soccer Simulation League 2D, opponent modeling has been exhaustively 
researched and various machine learning techniques have been devised for strategy 
prediction and identification. However, when it comes to RoboCup Soccer Simulation 
League 3D the problem is much more sophisticated as identification of basic actions 
that are being performed by a single agent is itself a complex task. This research aims 
to develop a framework that takes a team of agents as input, analyzes their set of 
individual actions as well as coordinated team behavior using a set of pre-defined 
rules, interprets their strategic pattern and suggests a counter strategy. The framework 
would involve both offline and online learning. The major benefit of this approach is 
that if we are able to judge our opponent within the first thirty seconds (or so) then we 
can apply specific rules for exclusively dealing with it. For example, certain teams 
make excessive use of kicking the ball while many others have the tendency to 
dribble the ball to maintain possession of it. If the opponent has strong dribbling skill 
then our best strategy would be to block the path of the opponent and put most of our 
players to this job. On the other hand, if the opponent team has a tendency to 
frequently kick the ball then we would like to keep most of our players around our 
goal area in order to save the goal (especially if the ball is in our half). Thus, if we are 
able to classify our opponent based upon certain key attributes then we will be able to 
devise opponent-specific strategy. The motivation behind this approach is that our 
team KarachiKoalas [4] is applying this technique and utilizing the features obtained 
from offline team analysis to build a model of the opponent team within initial 
seconds of the game.  

2 Related Work 

Opponent modeling has been exhaustively researched in the domain of RoboCup 
Soccer Simulation 2D. Numerous techniques have been proposed for creation of 
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these models [5]. Nakashima et al. [6] presented a method that learns opponent 
team formation from logfiles using neural networks. Fathzadeh et al. [7] have 
developed three-tier architecture for opponent behavior classification. Kuhlmann et 
al.[8] created a  coach agent whose purpose is to observe patterns of the opponent 
team, to advise its players and to identify weaknesses of opponent. Iglesias et al.[9] 
abstract useful features from log files and then analyze these features to recognize 
different events. Steffens [10] proposed the use of Case-Based Reasoning in order 
to predict the future opponent actions. Our proposed approach would differ from the 
above mentioned techniques as our focus is on RoboCup Soccer Simulation 3D 
environment. Unlike Simulation 2D, where actions executed by the players are 
recorded in a log file, Simulation 3D matches’ log files only contain raw data such 
as position of the player and ball and does not contain any high level actions such as 
kicking, dribbling, etc.  Thus, we need to devise our own methods that can help in 
identifying actions taken by an agent. In addition, we also need to devise a 
mechanism that transforms actions of individual agents to team strategy and as such 
helps in identifying our opponent type.  

3 Proposed Approach and Methodology 

The proposed approach comprises of the following phases as depicted in Fig 1: 

3.1 Data Extraction from Logfiles 

In order to analyze previous matches’ data, we need to parse log files of the 
matches. A parser has already been written [11] that extract positional information 
of players as well as ball from the log files. After feature extraction of key 
attributes, some derived attributes as well as temporal attributes are computed such 
as ball possessor, distance travelled by player, distance between player and ball, 
velocity of players etc.  

3.2 Behavior Definition and Identification Phase 

In this phase we utilize the feature extracted previously and formalize behaviors as an 
action exhibited by ball possessor; a player maintaining minimum distance with the 
ball. Several cycles constitute a single behavior and dynamic intervals have been 
defined. Rules have been constituted to differentiate amongst various behaviors such 
as Kick, Dribble, Shot to Goal etc.. If two or more rules trigger then we perform 
dynamic conflict resolution technique. These individual behaviors blend to form team 
behaviors such as the formation the team is playing with, frequency of kicks, average 
ball possession by team, etc.  
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Fig. 1. Proposed Approach 

3.3 Team Classification 

In this phase we classify teams as strong, medium or weak based upon the features 
obtained from the initial two phases. We have used the ranking provided by UT 
Austin Villa 2011 3D simulation team report [12] for distinction between these types.  

3.4 Counter Strategy Suggestion 

Once an opponent team is classified then we can enable specific rules that can better 
counter our opponent’s strategy (style of play). The game play would be categorized 
into set of strategies which would be learnt dynamically by analyzing the specific 
patterns in the game that signify the attacking style of the opponent. Now this counter 
strategy would be executed by player nearest to ball or group of players can be 
advised to take certain positions e.g. to block goal involves group of players while 
intercepting ball involves just a single player. The novelty of this approach is that we 
are learning counter strategy against the three categories of the team namely strong, 
medium and weak. Once team is categorized we further wish to explore the strength/ 
weakness of team. This approach can easily be extended further to categorize amongst 
groups inside a team such as attackers, defenders etc.  

4 Conclusion and Future Work 

The presented approach is a methodology for classification of opponent teams based 
upon their spatial attributes, temporal attributes as well as behavior. We have written 
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a parser that analyzes a log file and computes individual agent’s actions from it and 
conducted successful preliminary experiments to classify teams as strong, medium 
and weak team. However, we are still in the process of team strategy identification 
which is a challenging task. In the future, we wish to extend this approach and try to 
devise a mechanism that would recommend a counter strategy based upon team 
classification.  
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Abstract. Today’s distributed systems are forced to deal with high
and unpredictable dynamics, increasing complexity, and the satisfaction
of non-functional requirements (NFR) like, e.g., robustness, availability,
and scalability. The research intend presented in this paper aims at pro-
viding a policy-based approach to satisfy NFRs in self-governed fashion.
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1 Introduction

Current trends in computer science like mobile and ubiquitous computing in
combination with an increasing diversification of hard- and software platforms
challenge traditional approaches of engineering and operating distributed sys-
tems substantially. Distributed systems have evolved from mainly closed systems
with a-priori known tasks, challenges and user to systems with an increasing per-
vasiveness. These systems have turned into an integral part of the business world
as well as the private life of many people. Therefore, this evolution implicates
new challenges. The systems are forced to deal with high and unpredictable dy-
namics, increasing complexity, and the satisfaction of NFR like, e.g., robustness,
availability, and scalability. Altogether, this requires a new generation of dis-
tributed systems that are capable of adapting their behavior in a self-governed
fashion. Self-adaptive and self-organizing (SASO) multi-agent systems (MAS)
are a promising approach to deal with this increasing complexity. The research
presented in this paper aims at providing an engineering approach as well as a
reference architecture to support the satisfaction of NFRs in such systems, based
on requirement policies that define conditions for SASO adaptations.

2 Related Work

The challenges identified above are addressed by research areas like Autonomic
[2] or Organic Computing [1]. These achieve the SASO properties by introduc-
ing different types of feedback loops that are usually implemented by controllers

M. Klusch, M. Thimm, and M. Paprzycki (Eds.): MATES 2013, LNAI 8076, pp. 420–423, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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that form single points of failure. In contrast to feedback loops a policy-based
approach for NFRs where the application adapts itself to changing conditions
controlled by a centralized policy engine is introduced in [10]. This class of ap-
proaches, that introduce centralized control concepts, can be called self-adaptive
systems [8]. In contrast to this, there are approaches that aim at providing adap-
tive systems which rely on decentralized control. They are called self-organizing
systems [8] and seem, due to their decentralized system architecture, to be better
suited to deal with the afore-mentioned NFRs. The concept of self-organization
has been observed in many other domains like, e.g., biology, physics, or sociol-
ogy and has, furthermore, proven its applicability for distributed systems already
before [3, 9, 12].

3 State of Research

The main challenge in the development of a policy-based approach for the en-
forcement of NFRs in SASO systems is bridging the semantic gap between the
engineering of decentralized self-organization and the semantic description of
policies representing the NFRs. In today’s complex, distributed IT infrastruc-
tures different systems may share the same resources without having any com-
mon functional requirements. Thus, a new definition of distributed systems is
applicable. Systems that are defined by sharing the same NFRs like robustness
or scalability while accessing the same resources in order to fulfill their func-
tional requirements. Such systems have to be capable of adapting their behavior
in a self-governed fashion, in order to deal with high and unpredictable dynam-
ics, increasing complexity, and the satisfaction of NFRs. Consequent research
questions are (1) concepts development including validation methods, (2) sys-
tem architecture, and (3) description languages, compilation and middleware
support for the engineering of policy-based SASO systems.
The first research question is tackled as part of the case study presented in [4],
where a concept was developed to equip a resource-flow system with a self-
healing mechanism based on coordination. The NFR of the system was ro-
bustness against failures. To ensure these robustness the system was equipped
with decentralized coordination processes that allowed it to reconfigure in a self-
organizing way. It was realized as a MAS. Simulations of different configurations
and system sizes show the scalability and the robustness of the self-healing pro-
cesses. The systematic validation of self-organizing systems is addressed in [7],
where a stochastic validation method based on the microscopic states of the co-
ordination processes under an ergodicity assumption was proposed. Validation
methods are crucial for the acceptance of self-organization in mainstream soft-
ware engineering. The proposed method offers a mesoscopic view by providing
information about microscopic characteristics of the coordination process and
transition probabilities based on macroscopic system information. It was used
to validate the self-healing process of the case study described in [4].
The second research question is tackled by the system architecture proposed
in [6]. It emphasizes on a separation of concerns between the coordination logic
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and the functional properties of the system, and extends the concept of coor-
dination spaces [11], which provide explicit support for the task of coordina-
tion in MAS as part of the agent environment, with a distribution concept to
achieve the distribution of coordination information among multiple platforms.
As self-organizing applications may undergo internal or environmental condi-
tions spoiling the underlying self-organizing processes, e.g. due to the failure of
infrastructure services or inefficient behavior like decrease in performance or star-
vation, the software architecture is enhanced in [5] with a concept for structural
adaptation for self-organizing processes.

Based on this Fig. 1 depicts a conceptual architecture and an engineering ap-
proach for policy-based SASO systems as a topic of further research. A system
designer specifies NFRs for different systems. A Transform component, equipped
with different Language Adapters, transforms them into machine readable Re-
quirement Policies. A system operator with knowledge about the systems infras-
tructure and resources, specifies Adaptation Rules in order to fulfill the NFRs.
The transformer also interprets them and generates machine readable adapta-
tion rules. The requirement policies and adaptation rules will be stored in a
decentralized Knowledge and Policy Base. As the policies have to ensure the
satisfaction of the NFRs, they contain conditions for the selection of suitable
adaptation rules. These conditions depend on parameter like the system size. It
is conceivable that for small system sizes a centralized self-adaptive adaptation
rule is more suitable to reconfigure the system in case a NFR is violated. In case
of large systems, the centralized solution might not scale well and therefore, a
decentralized self-organized adaptation rule is more suitable. The decentralized

Fig. 1. Conceptual architecture and engineering approach (based on discussion with
D. Bade, L. Braubach, A. Pokahr, Hamburg University and W. Renz, HAW Hamburg)
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coordination processes examined in the previous research efforts are one possible
example for an adaptation rule. The conceived Control Middleware selects and
executes adaptation rules, based on the policies that ensure the satisfaction of
the NFRs. In order to do so, the Systems under Control have to be equipped
with Sensors and Effectors. The sensors are conceptualized as decentralized, dis-
tributed monitors which supervise the adherence of the policies and in case of
a violation select the specified adaptation rule, to reconfigure the systems. The
effectors are interfaces used by the control processes to manipulate the system
entities in order to ensure the satisfaction of the requirement policies after a
violation caused by internal or external events. A distributed Trace component
allows the operator to track state of the systems and all adaptation efforts un-
dertaken by the middleware. Based on this information the operator is able to
comprehend the effects of the adaptation rules and can adjust them manually if
necessary.
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