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Abstract. The presented novel procedure named SuDoC — or Semi-
unsupervised Document Classification — provides an alternative method
to standard clustering techniques when it is necessary to separate a very
large set of textual instances into groups that represent the text-document
semantics. Unlike the conventional clustering, SuDoC proceeds from an
initial small set of typical specimen that can be created manually and
which provides the necessary bias for generating appropriate classes. Su-
DoC starts with a higher number of generated clusters and — to avoid
over-fitting — reiteratively decreases their quantity, increasing the re-
sulting classification generality. The unlabeled instances are automati-
cally labeled according to their similarity to the defined labeled samples,
thus reaching higher classification accuracy in the future. The results of
the presented strengthened clustering procedure are demonstrated using
a real-world data set represented by hotel guests’ unstructured reviews
written in natural language.

Keywords: document labeling, clustering, small sample sets, text min-
ing, natural language.

1 Introduction

Managing a very large set of relevant textual documents can provide valuable
knowledge as many successful text-mining applications demonstrate [S4UT9].
A typical text-mining task is based on classification or prediction. Having a
sufficient number of labeled instances, a user can employ them as training sam-
ples for adjusting specific parameters of a chosen classification algorithm: super-
vised learning [17]. Usually, the more textual documents representing individual
classes are available, the better knowledge can be revealed, as the practice shows.
Unfortunately, not always the respective labels that determine a document cat-
egory are available. If a set of collected document samples is not too large, the
supplementary information in the form of labels can be appended manually by
a human expert. Naturally, for very extensive and potentially highly valuable
collections of unlabeled documents (maybe hundreds of thousands or millions),
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the manual method is impracticable. In such a situation, the labeling can be au-
tomatically created with the help of clustering algorithms: unsupervised learning
[1I7]. However, because a clustering method has less initial information available,
the synthetic, machine-controlled division of the set of unlabeled documents be-
tween different categories (clusters) can be often imperfect resulting typically in
a lower classification accuracy, purity, precision, and so like.

The semi-supervised learning procedure represents a trade-off between the
supervised and unsupervised learning. It works initially with usually a small set
of instances with known labels, which positively supports the supplementary
labeling of a much larger remainder of unlabeled instances. The semi-supervised
learning can employ several algorithms as self-training, co-training, McLachlan,
expectation-mazximization, boosting, label propagation, and others — an interested
reader can find a good summary in [IJ.

This article suggests using a small set of labeled instances for improving the
clustering process, too. However, because the presented method is not one of the
typical semi-supervised learning approaches, here it is called semi-unsupervised
learning, or SuDoC — Semi-unsupervised Document Classification, making ref-
erence to its similarity to the principles of the semi-supervised methods: Using
a small set of beforehand labeled instances as bias in favor of improved auto-
matic supplementary labeling. Here, the beforehand labeled instances play a role
known as training samples and the following text uses this term.

At the beginning, a lot of unlabeled instances are biased (by a small number
of training samples) to create a high number of clusters because such clusters
are characterized in that they have higher purity. (An extreme — but here not
used — case could be initiating clusters having just one instance: perfect purity,
but no generality.) Then, reiteratively, the following steps decrease the quan-
tity of clusters and propagate the labels through fewer larger clusters to still
unlabeled instances, which eventually represent classes. The goal is therefore
to create groups from a lot of instances, which provide improved classification
functionality.

The method presented in this paper aims at providing an alternative possibil-
ity how to deal with one of the typical problems comprised by the missing labels
for classification. In the following sections, the article describes the suggested
clustering improvement procedure, the experiments carried out with a large real-
world data collection from the Internet, and the results and their interpretation
as well as a comparison with some selected typical classifiers.

2 Classification Based on a Small Number of Examples

In order to evaluate the performance of different classification methods, the set
of all available instances — represented by positive and negative textual unstruc-
tured reviews of hotel service customers — was divided into two parts: a training
and testing set. Labeled reviews from the training set were used for classifica-
tion of the documents in the testing set. For the classification, several well-known
standard supervised techniques were used. However, in this case, the number of
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reviews in the training set was very low (not more than 20 reviews) compared
to the size of the testing set. Then, the results of those classifiers were compared
to the suggested novel approach based on ”strengthened” clustering described
further.

Because all the reviews in the testing set were labeled too, it was possible to
evaluate the quality of classification as well as the SuDoC process. There exist
many different metrics applied to evaluation of a classifier performance. The
presented experiments used Accuracy, Precision, Recall, and F-measure that
are commonly accepted for estimating the classification performance evaluation
measures [I8]. In addition, the performed experiments were repeated 100 times
in order to exclude the influence of randomness.

2.1 Training Samples Selection

From all textual reviews that were available (1,245 reviews), a small subset
containing maximally 20 reviews was created using random selection from the
whole assemblage of available documents. The reviews in the selection were then
carefully manually labeled as negative or positive by the authors according to the
real content from the human-like semantic point of view. When it was impossible
to clearly determine whether a review was positive or negative, the document
was simply excluded from the set of labeled samples — certain reviews contained
both some positive and negative points of the used accommodation service, not
being plainly distinctive. Thus, in the experiments, the subsets contained from
14 to 20 examples (in most cases typically 18 or 19). The sample sets, containing
two classes, were relatively balanced, that is, they contained almost the same
numbers of positive and negative review samples.

2.2 Using Common Supervised Techniques

To evaluate a possible contribution of SuDoC to processing of the data described
in detail in the section Bl the first group of experiments assessed outputs of
supervised machine-learning algorithms implemented in the popular data-mining
system WEKA [I0]. The various algorithms included: J48 [16], Naive Bayes [12],
Logistic Regression [5], Support Vector Machines [15], K-star [6], Instance based
learning [2], and J-Rip [7]. During the experiments, default parameters of the
mentioned classifiers were used.

2.3 SuDoC — Semi-unsupervised Document Classification

The presented SuDoC approach is grounded on the assumption that it is possible
to label all mutually similar instances in a certain group (cluster) using the
exploration of just a few of them. The more homogeneous the group is, the
smaller amount of instances must be studied. In an ideal situation where the
instances are perfectly (or very closely) similar (i.e., they belong to one class
according to their sentiment or topic), it is sufficient to examine just one of



628 F. Dafena and J. Zizka

them in order to label all remaining ones. In a situation that is not perfect (the
group contains instances from different classes), the selection of an instance from
a minority class might inevitably cause a high error rate of the classification. In
order to prevent this situation, more instances as examples should be selected
and the label that has the majority among the labels assigned to them can be
used for the rest of the cluster, see Fig. [l If the heterogeneity of the cluster in
such a situation is not too high, it is possible to label all instances in the group
with a user’s acceptable accuracy.
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Fig. 1. Two identical clusters containing instances of two classes — class A (squares)
and class B (circles); some of the instances are initially labeled (marked with a letter
representing the assigned label of the document); remaining instances in the clusters
are assigned to the same class that prevail within the randomly selected instances.
Left — all instances are assigned to the class B with error 75% (6 from 8); right — all
instances are assigned to the class A according the majority class of initially labeled
instances with error 25% (2 from ).

To be successful when using the approach demonstrated above, it is nec-
essary to have not too many groups of instances with sufficient homogeneity.
Such a state can be achieved through a process known as clustering. Clustering,
as the most common form of unsupervised learning, enables automatic group-
ing of unlabeled instances into subsets called clusters according to the mutual
(dis)similarity of the instances. The instances in each subset are more similar
to each other than to instances in other subsets. During assigning the instances
to the clusters, a particular clustering criterion function defined over the entire
clustering solution is minimized or maximized.

The quality of the clustering solution is frequently measured by purity, en-
tropy, mutual information, or F-measure [9]. Purity measures the extent to which
each cluster contains instances from primarily one class. In a perfect clustering
solution the clusters contain instances from only a single class, i.e., purity equals
to 1 [20]. The smaller the clusters are, the higher their homogeneity generally is.
In the situation when each cluster contains just one instance, the homogeneity is
naturally perfect. This is, however, a quite useless solution lacking any generality
as it is over-fitted just to the available instances while the goal is to categorize
the instances that would appear in the future. Any solution containing fewer
clusters with lower heterogeneity is thus better. It is therefore necessary to find
a solution with a low number of clusters having a sufficient quality from a user
view.

In the experiments, the clustering process used the software package Cluto
version 2.1.2 [23]. This free software provides various different clustering meth-
ods working with several criterion functions and similarity measures, and it is
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very suitable for operating on very large datasets [I3]. Cluto’s criterion func-
tions that are optimized during the clustering process operate either with vector
representation (internal, external, and hybrid functions) of the objects to be
clustered, or with graph-based representation (graph-based functions). Internal
criterion functions are defined over the instances that are parts of each cluster
and do not take into account the instances assigned to different clusters. Exter-
nal criterion functions derive the clustering solution from the difference between
individual clusters. Various clustering criterion functions can be also combined
to define a set of hybrid criterion functions that simultaneously optimize the
individual criterion functions [20].

During the experiments, the following parameters of the clustering were set:

— similarity function: cosine similarity,

— clustering method: k-means (Cluto’s specific variation), which iteratively
adapts the initial randomly generated k cluster centroids’ positions,

— criterion function optimized during clustering process: H2 (hybrid).

Other clustering parameters of Cluto remained set to their default values, i.e.,
Number of iterations: 10, Number of trials: 10, Cluster selection: best, and Row
model: none. The above parameterization was chosen based on the results of the
previous experiments published in [22].

As it was mentioned above, sufficiently high quality (acceptable for a user) of
clusters is essential for the success of classification based on a few typical exam-
ples. The relation between the number of clusters and the quality of the clusters
was demonstrated in an experiment based on clustering documents represented
by the below mentioned customer reviews. Table [Tl contains information about
the quality of clustering solutions for different numbers of clusters for the given
specific data. The quality is measured by Purity which is defined as

k
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where k is the number of clusters, |C;| is the size o the i-th cluster, |D| is the
number of instances to be clustered, and |Cj|ciqss=; i the number of instances
of class j in cluster C;.

Table 1. Quality of clustering solutions with different numbers of clusters measured
by the Purity criterion

Number of clusters 1 2 20 50 100 200 300 500 750 1000
Purity 0.53 0.83 0.84 0.8 0.86 0.87 0.88 0.88 0.92 0.97

It is obvious that by labeling the documents in clusters according to a ran-
domly selected document in each cluster, we might achieve about the 90% accu-
racy when there are 750 clusters created and when at least one document in each
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cluster is labeled. However, this number is too high for manual labeling. Having,
for example, 20 clusters, the accuracy of the same process would be significantly
lower (84% or less), also because the chance that a document of a minority class
in a cluster might be randomly selected (this is a consequence of lower quality of
the clustering solution). The following steps focus on achieving higher accuracy
of such a classification with just a small number of specimen documents that
need to be manually labeled in advance.

Such a small number, N;, of documents that has to be manually labeled is the
same as described in the section 2Ilin order to compare the presented procedure
with commonly used classification techniques.

These initially labeled documents are used to label the remaining documents
in the clusters they belong to. When the number of initially labeled documents,
N;, is low compared to the whole number of clusters (a low N; is desired), we
might achieve higher classification accuracy but not all documents will be clas-
sified. When N; is close to the number of clusters, i.e., the number of clusters is
low (having a low N;), we achieve lower accuracy but all or almost all documents
will be labeled, see Fig. Rl for a model example representing this situation.
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Fig.2. Two clustering solutions of the same document collection. Squares represent
documents of class A and circles documents of class B; documents marked with letters
A or B are initially labeled documents. Remaining documents in the clusters are later
labeled according to the three initially labeled ones. Left — error rate of such process
is about 15% but not all documents are labeled (because three clusters do not contain
any initially labeled documents); right — error rate is about 30% but all documents are
labeled.

As told above, a higher number of clusters is better for achieving higher classi-
fication accuracy. However, the problem of having many unclassified documents
must be eliminated. We therefore propose spreading the labels (assigned with
higher accuracy in a clustering solution having a higher number of clusters, see
Fig. B) within a clustering solution having a lower number of clusters (see Fig.
M). Thanks to a few initially labeled documents, we can have much more labeled
instances available, with a sufficient accuracy (Fig. Bl). These labeled documents
can be later used for labeling other unlabeled documents that are in other clus-
ters at this moment. Thus, a different clustering solution is needed. In order
to ultimately label all document instances, such a solution must have a smaller
number of clusters as illustrated in Fig. [l
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Fig.3. Top — a few randomly selected examples are labeled. Bottom — labels of the
examples are used to label the remaining instances in the clusters; some of the clusters
contain instances without labels because the number of selected instances is much
smaller than the number of clusters. However, the classification accuracy is higher.
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Fig. 4. A different clustering solution of the same collection as in Fig. Bl Top — distri-
bution of the documents with labels that were assigned in the previous step. Bottom
— the assigned labels are used to label remaining instances in the clusters. All or most
of the clusters contain labeled instances.

The following pseudocode recapitulates the SuDoC algorithm:

/* manual labeling of document samples */
FOR EACH sample IN samples DO

DISPLAY sample.text

GET sample.label
END FOR

/* numbers of clusters in iterations are given as algorithm parameters */
FOR EACH nc IN number of clusters in iterations DO
/* creating nc cluters from all documents, assigning a cluster
number to every document */
CREATE CLUSTERS(all documents, nc)

/* counting the occurences of assigned labels in individual clusters */
FOR EACH sample IN samples DO

FIND d IN all documents WHERE d = sample

ADD sample.label TO cluster labels[ d.cluster ]
END FOR
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/% assigning the majority label to all documents in the clusters
where at least one document has an assigned label */
FOR EACH cluster IN cluster labels
FIND label with max. frequency IN cluster labels[ cluster ]
IF one label found THEN
FOR EACH d IN all documents DO
IF d.cluster = cluster THEN
d.label = label
END IF
END FOR
END IF
END FOR
END FOR

3 Data Used in the Experiments

In order to verify the presented approach, several experiments with real-world
data were carried out.

3.1 Data Characteristics

The text data used in the experiments was a subset from the data described in
[21], containing customers’ opinions written in many languages of several millions
of hotel guests who — via the on-line Internet service — booked accommodations
in many different hotels and countries all over the world. The subset used in
our experiments contained 1,245 both positive and negative opinions related to
one particular hotel. The data characteristics: minimal review length = 1 word,
maximal review length = 262 words, average review length = 30.5 words, standard
deviation = 35.7 words.

The reviews were always labeled as either positive or negative and this labeling
was performed carefully. However, there were several entries that were originally
categorized obviously wrongly as the consequence of their authors’ errors. For
some of the reviews, it was also not possible to determine the opinion polarity
without knowing the context. For example, the review “Nothing!” was labeled
as positive because it was an answer to a question: “What did you not like
about the hotel?” However, this review might be perceived as negative when it
would have been an answer to a question: “What did you like about the hotel?”
Without knowing such a question (context), one could not decide whether the
review was positive or negative.

The reviews were written only by people who made their reservation through
the web and who really stayed in the hotel, thus based on their real experience.
The reviews were often written quite formally, but most of them embodied all
deficiencies typical for texts written in natural languages (i.e., mistyping, trans-
posed letters, missing letters, grammar errors, and so like).
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3.2 Data Preprocessing

To be able to use supervised and unsupervised machine learning techniques, the
data must be transformed to a representation suitable for selected algorithms.
In our experiments, the words in the documents were selected as meaningful
units (terms) of the texts. A big advantage of such a word-based representation
is its simplicity and the straightforward process of creation [II]. Each of the
documents was therefore simply transformed into a bag-of-words, a sequence of
words where the ordering was irrelevant. Every document was then represented
by a numerical vector where individual dimensions were the words the values of
which represented the weights of individual attributes (the words) of the text.

The procedure used the known tf-idf (Term Frequency-Inverse Document
Frequency, see, e.g., [14]) weighting scheme that usually provided better results
than a representation not employing global idf weights [22].

The quality of the document vector representation could be increased in sev-
eral ways, e.g., by using n-grams, adding some semantics, removing very frequent
or very infrequent words, eliminating stop words, stemming, but often with only
marginal effects [8]. During the preprocessing phase, none of the mentioned tech-
niques was performed.

4 Results

The following section summarizes the results of the experiments described in
the previous sections. The non-trivial process of the SuDoC algorithm consists
of two major steps, that is:

— preparing clustering solutions of the entire data to be labeled with different
numbers of clusters, and

— spreading the labels from initially labeled document instances within at least
two clustering solutions, starting with a clustering solution with a higher
number of clusters and continuing with one or more clustering solutions
having gradually fewer clusters.

The results of both of these tasks could be influenced by several parameter
settings. The parameters of the clustering process were already examined in [22]
and the settings that were found to provide the best clustering solutions were
applied to the presented experiments.

In the second step, the number of clustering solutions used for spreading the
known labels and the number of clusters in each of these solutions needed to be
determined. In the initial experiments, it was revealed that using just two clus-
tering solutions was quite sufficient. This finding enabled to achieve significantly
better results when applying SuDoC than using the well known classifiers, with
a lower number of computations than in the case of using three or more cluster-
ing solutions. Having more than 1,000 reviews to be automatically labeled, the
best results were achieved when the first clustering solution contained a hundred
of clusters and the second contained five clusters (100/5). When the numbers of
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clusters in the two clustering solutions were chosen differently, e.g., 100/10, or
200/10, the classification performance measures reached slightly worse values.
Table 2] contains averaged values of the chosen performance metrics of the
experiments with different classifiers — commonly used classifiers on the top of
the table, and SuDoC with tree different settings at the bottom (see also Fig. [l).

Table 2. Classification performance metrics for the used classifiers. The presented
values are average values obtained from 100 experiments. Acc represents Accuracy, Prec
Precision, Rec Recall, and F' F-measure for the corresponding classes: + for positive
reviews and — for negative ones. The numbers as 100/5 following SuDoC stand for the
number of clusters in two used clustering solutions.

Classifier Ace Prect Prec™ Rec™ Rec™ FV F~
J48 0.638 0.670 0.647 0.677 0.593 0.650 0.589
Naive Bayes 0.694 0.699 0.715 0.762 0.619 0.720 0.648
Logistic Regression 0.719 0.736 0.722 0.747 0.688 0.733 0.694
Support Vector Machines 0.706 0.722 0.730 0.751 0.655 0.719 0.669
K-star 0.648 0.659 0.698 0.749 0.534 0.677 0.563
Instance based learning 0.659 0.700 0.704 0.710 0.602 0.668 0.590
J-Rip 0.594 0.652 0.619 0.603 0.583 0.627 0.562
SuDoC(100/5) 0.788 0.865 0.754 0.729 0.851 0.779 0.783
SuDoC(100/10) 0.758 0.823 0.736 0.706 0.810 0.742 0.757
SuDoC(200/10) 0.762 0.816 0.741 0.724 0.799 0.753 0.755

From the presented results, it is obvious that for the given specific task and
processed data SuDoC significantly outperformed the commonly used classifiers.

1.0

09

038
0.7

06 1

05 -
04 1
03 1
02 1
01 1

0.0

Fig. 5. Accuracy for the used classifiers and SuDoC algorithm
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5 Conclusions

This paper presents a novel approach to labeling unknown document instances
based on a small number of initially labeled examples. The described approach,
called SuDoC (Semi-unsupervised Document Classification), can be used as an
alternative to commonly used well-known classifiers, such as the Naive Bayes
classifier, Decision Trees, Support Vector Machines, and others. SuDoC’s main
idea is grounded on using a small number of specimen — a limited set of manually
labeled instances representing considered classes.

This set is used for biasing the unlabeled instances so that they get automati-
cally appropriate labels, thus creating classes supporting the future classification
or prediction. The classes are generated reiteratively, from a larger number of
smaller, less general clusters to a lower quantity of bigger, more general ones.
Such a procedure demonstrated better results than applying traditional training
of classification algorithms using the limited number of training samples.

The presented results, based on 100 experimental runs for each of the 10
algorithms, their initial conditions and settings, demonstrate that it is possible
to achieve better values of the chosen classification performance metrics when
using the SuDoC algorithm unlike the traditional clustering procedures.

The future work is going to focus on determining the number of used clus-
tering solutions and the numbers of clusters in each of such solutions which are
major aspects of the SuDoC procedure. This will include a large number of ex-
perimental runs with the data used in the presented experiments as well as with
some different data, and a thorough analysis and comparison of the results. The
process will also involve a large amount of manual labeling in order to arrive at
representative outcomes. The SuDoC algorithm will be also used for processing
documents in different natural languages.
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