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Abstract. Evolving systems are recently focus of intense research be-
cause for most of the real problems we can observe that the parameters of
the decision tasks should adapt to new conditions. In classification such
a problem is usually called concept drift. The paper deals with the data
stream classification where we assume that the concept drift is sudden
but its rapidity is limited. To deal with this problem we propose a new al-
gorithm called Weighted Aging Ensemble (WAE), which is able to adapt
to changes of classification model parameters. The method is inspired by
well-known algorithm Accuracy Weighted Ensemble (AWE) which allows
to change the line-up of a classifier ensemble, but the proposed method
incudes two important modifications: (i) classifier weights depend on the
individual classifier accuracies and time they have been spending in the
ensemble, (ii) individual classifier are chosen to the ensemble on the basis
on the non-pairwise diversity measure. The proposed method was eval-
uated on the basis of computer experiments which were carried out on
SEA dataset. The obtained results encourage us to continue the work on
the proposed concept.
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1 Introduction

The market-leading companies realize that smart analytic tools which are capa-
ble to analyze collected, fast-growing data could lead to business success. There-
fore they desire to exploit strength of machine learning techniques to extract
hidden, valuable knowledge from the huge databases. One of the most promising
directions of that research is classification task, which is widely used in com-
puter security (e.g. designing intrusion detection/prevention systems IDS/IPS),
medicine, finance (e.g., fraud detection or credit approval), or trade. Designing
such solutions we should take into consideration that in the modern world the
most of the data arrive continuously and it causes that smart analytic tools
should respect this nature and be able to interpret so-called data streams. Un-
fortunately most of the traditional methods of classifier design do not take into
consideration that:
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— the statistical dependencies between the observations of a given objects and
their classifications could change,

— data can come flooding in the analyzer what causes that it is impossible to
label all records.

This work focuses on the first problem called concept drift [I7] and it comes
in many forms, depending on the type of change. In general, the following ap-
proaches can be considered to deal with the mentioned above problem

— Rebuilding a classification model if new data becomes available, which is
very expensive and impossible from a practical point of view, especially if
the concept drift occurs rapidly.

— Detecting concept changes in new data and if these changes are sufficiently
”significant”, then rebuilding the classifier.

— Adopting an incremental learning algorithm for the classification model.

We will concentrate on the last proposition. Adapting the learner is a part of an
incremental learning [10]. The model is either updated (e.g., neural networks) or
needs to be partially or completely rebuilt (as CVFDT algorithm []). Usually
we assume that the data stream is given in a form of data chunks (windows).
When dealing with the sliding window the main question is how to adjust the
window size. On the one hand, a shorter window allows focusing on the emerging
context, though data may not be representative for a longer lasting context. On
the other hand, a wider window may result in mixing the instances representing
different contexts. Therefore, certain advanced algorithms adjust the window size
dynamically depending on the detected state (e.g., FLORA2 [I7]) or algorithms
can use multiple windows [9]. One of the important group of algorithms dedicated
to stream classification exploits strength of ensemble systems, which work pretty
well in static environments [8], because according to "no free lunch theorem”
[18] there is not a single classifier that is suitable for all the tasks, since each of
them has its own domain of competence. A strategy for generating the classifier
ensemble should guarantee its diversity improvement therefore let us enumerate
the main propositions how to get a desirable committee:

— The individual classifiers could be train on different datasets, because we
hope that classifiers trained on different inputs would be complementary.

— The individual classifiers can use the selected features only.

— Usually it could be easy to decompose the classification problem into simpler
ones solved by the individual classifier. The key problem of such approach
is how to recover the whole set of possible classes.

— The last and intuitive method is to use individual classifiers trained on dif-
ferent models or different versions of models.

It has been shown that a collective decision can increase classification accu-
racy because the knowledge that is distributed among the classifiers may be
more comprehensive [I4]. Usually, a diversity may refer to the classifier model,
the feature set, or the instances used in training, but in a case of data stream
classification diversity can also refer to the context, but the problem how the
diversity of the classifier ensemble should be measured still remains.
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Several strategies are possible for a data stream classification:

1. Dynamic combiners, where individual classifiers are trained in advance and
their relevance to the current context is evaluated dynamically while pro-
cessing subsequent data. The level of contribution to the final decision is
directly proportional to the relevance [5]. The drawback of this approach is
that all contexts must be available in advance; emergence of new unknown
contexts may result in a lack of experts.

2. Updating the ensemble members, where each ensemble consists of a set of
online classifiers that are updated incrementally based on the incoming data
[2].

3. Dynamic changing line-up of ensemble e.g., individual classifiers are evalu-
ated dynamically and the worst one is replaced by a new one trained on the
most recent data.

Among the most popular ensemble approaches, the following are worth noting:
the Streaming Ensemble Algorithm (SEA) [15] or the Accuracy Weighted En-
semble (AWE)[16]. Both algorithms keep a fixed-size set of classifiers. Incoming
data are collected in data chunks, which are used to train new classifiers. All
the classifiers are evaluated on the basis of their accuracy and the worst one in
the committee is replaced by a new one if the latter has higher accuracy. The
SEA uses a majority voting strategy, whereas the AWE uses the more advanced
weighted voting strategy. A similar formula for decision making is implemented
in the Dynamic Weighted Majority (DWM) algorithm [7].

In this work we propose the dynamic ensemble model called WAE (Weighted
Aging Ensemble) which can modify line-up of the classifier committee on the ba-
sis of diversity measure. Additionally the decision about object’s label is made
according to weighted voting, where weight of a given classifier depends on its
accuracy and time spending in an ensemble. The detailed description of WAE
is presented in the next section. Then we present preliminary results of com-
puter experiments which were carried out on SEA dataset and seem to confirm
usefulness of proposed algorithm. The last section concludes our research.

2 Algorithm

We assume that the classified data stream is given in a form of data chunks
denotes as DSy, where k is the chunk index. The concept drift could appear in the
incoming data chunks. We do not detect it, but we try to construct self-adapting
classifier ensemble. Therefore on the basis of the each chunk one individual is
trained and we check if it could form valuable ensemble with the previously
trained models. In our algorithm we propose to use the Generalized Diversity
(denoted as GD) proposed by Partridge and Krzanowski [I1] to assess all possible
ensembles and to choose the best one. GD returns the maximum values in the case
of failure of one classifier is accompanied by correct classification by the other
one and minimum diversity occurs when failure of one classifier is accompanied
by failure of the other.
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g =1-"" (1)

where L is the cardinality of the classifier pool (number of individual classifiers)
and p; stands for the probability that ¢ randomly chosen classifiers from IT will
fail on randomly chosen example.

Lets P,(¥;) denotes frequency of correct classification of classifier ¥; and
itter(¥;) stands for number of iterations which ¥; has been spent in the en-
semble. We propose to establish the classifier’s weight w(¥;) according to the

following formulae

_ Pu(¥)
Vitter(%;)

This proposition of classifier aging has its root in object weighting algorithms

where an instance weight is usually inversely proportional to the time that

has passed since the instance was read [6] and Accuracy Weighted Ensemble

(AWE)[I6], but the proposed method called Weighted Aging Ensemble (WAE)
incudes two important modifications:

w(¥;) 2)

1. classifier weights depend on the individual classifier accuracies and time they
have been spending in the ensemble,

2. individual classifier are chosen to the ensemble on the basis on the non-
pairwise diversity measure.

The WAE pseudocode is presented in Alg.1.

3 Experimental Investigations

The aims of the experiment were to assess if the proposed method of weighting
and aging individual classifiers in the ensemble is valuable proposition compared
with the methods which do not include aging or weighting techniques.

3.1 Set-Up

All experiments were carried out on the SEA dataset describes in [I5]. Each
object belongs to the on of two classes and is described by 3 numeric attributes
with value between 0 and 10, but only two of them are relevant. Object belongs
to class 1 (TRUE) if arg; + args < ¢ and to class 2 (FALSE) if arg; + args >
¢. ¢ is a threshold between two classes, so different thresholds correspond to
different concepts (models).Thus, all generated dataset is linearly separable, but
we add 5% noise, which means that class label for some samples is changed, with
expected value equal to 0. The number of objects, noise and the set of concepts
are set by user. We simulated drift by instant random model change.
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Algorithm 1. Weighted Aging Ensemble (WAE)

Require: input data stream, data chunk size, classifier training procedure, ensemble
size L

1::=1

2: repeat

3: collect new data chunk D.S;
4: train classifier ¥; on the basis of DS;
5. add ¥; to the classifier ensemble IT
6: if ¢ > L then
T kpk+1 =Y
8: I, =0
9: GD: =0
10: for j=1to L+1do
11: if GD(I1\¥;) (calculated according to () > GD; then
12: II, = II\Y;
13: end if
14: end for
151 H = Ht
16: end if
17: w:=0
18: for j=1to L do
19: calculate w(¥;) according to (2
20: w:=w + w(¥;)
21: end for
22: for j=1to L do
23: w(¥;) = w(ji)
24: end for
25: =10+ 1

26: until end of the input data stream

For each of the experiments we decided to form homogenous ensemble i.e., en-
semble which consists of the classifier using the same model. We repeated exper-
iments for Naive Bayes, decision tree trained by C4.5 [13], and SVM with poly-
nomial kernel trained by the sequential minimal optimization method (SMO)
[12].

During each of the experiment we tried to evaluate dependency between data
chunk sizes (which were fixed on 50, 100, 150, 200) and overall classifier quality
(accuracy and standard deviation) for the following ensembles:

1. w0a0 - an ensemble using majority voting without aging.

2. wla0 - an ensemble using weighted voting without aging, where weight as-
signed to a given classifier is inversely proportional to its accuracy.

3. wlal - an ensemble using weighted voting with aging, where weight assigned
to a given classifier is calculated according to (2.

Method of ensemble pruning was the same for each ensemble and presented in
Alg.1. The only difference was line 19 of the pseudocode what was previously
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described. All experiments were carried out in the Java environment using Weka
classifiers [3].

3.2 Results

The results of experiments are presented in Fig.1-6. Fig. 1-3 show the accuracies
of the tested ensembles for a chosen experiment. Unfortunately, because of the
space limit we are not able to presents all extensive results, but they are available
on demand from corresponding author. Fig.4-6 present overall accuracy and

standard deviation for the tested methods and how they depend on data chunk
size.

3.3 Discussion

On the basis of presented results we can formulate several observations. It does
not surprise us that quality improvements for all tested method according to
increasing data chunk size. Usually the WAE outperformed others, but the dif-
ferences are quite small and only in the case of ensemble built on the basis of
Naive Bayes classifiers the differences are statistical significant (t-test) [1] i.e.,
differences among different chunk sizes. The observation is useful because the
bigger size of data chunk means that effort dedicated to building new models is
smaller because they are being built rarely.

Another interesting observation is that the standard deviation is smaller for
bigger data chunk and usually standard deviation of WAE is smallest among all
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Fig. 1. Classification accuracy of the ensembles consist of Naive Bayes classifiers for
the chunk size = 200. Vertical dotted lines indicate concept drift appearances.
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Fig. 2. Classification accuracy of the ensembles consist of C4.5 (decision tree) classifiers

for the chunk size = 150. Vertical dotted lines indicate concept drift appearances.
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Fig. 3. Classification accuracy of the ensembles consist of SVM classifiers for the chunk

150. Vertical dotted lines indicate concept drift appearances.
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Fig. 4. Classification accuracy (left) and standard deviation (right) of Naive Bayes
classifier for different data chunk sizes
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Fig. 5. Classification accuracy (left) and standard deviation (right) of C4.5 classifier
for different data chunk sizes
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Fig. 6. Classification accuracy (left) and standard deviation (right) of SVM classifier
for different data chunk sizes
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tested methods. It means that the concept drift appearances have the weakest
impact on the WAE accuracy.

We realize that the scope of the experiments we carried out is limited and
derived remarks are limited to the tested methods and one dataset only. In this
case formulating general conclusions is very risky, but the preliminary results
are quite promising, therefore we would like to continue the work on WAE in
the future.

4 Conclusions

The paper presented the original classifier for data stream classification tasks.
Proposed WAE algorithm uses dynamic classifier ensemble i.e., its line-up is
formed when new data chunk is come and the decision which classifier is chosen
to the ensemble is made on the basis of General Diversity (diversity measure).
The decision about object’s label is made according to weighted voting where
weight assigned to a given classifier depends on its accuracy (proportional) and
how long the classifier participates in the ensemble (inversely proportional). The
experiments conformed that proposed method can adapt to changing concept
returning stable classifier. We would like to emphasize that we presented pre-
liminary study on WAE which is a starting point for the future research. In the
near future we are going to:

— carry out experiments on the wider number of datasets,

— evaluate WAE’s behavior for more sharp sudden concept drift,

— evaluate usefulness of the other diversity measures for WAE’s classifier en-
semble pruning,

— assess more sophisticated combination rules based on support functions of
individual classifiers,

— check if training set of different classifier model on the basis of new data
chunk could have an impact on WAE’s quality, because such an approach
will lead to the more diverse heterogenous classifier ensemble.
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