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Abstract. In this paper we perform a preliminary analysis of semantic
networks to determine the most important terms that could be used to
optimize a summarization task. In our experiments, we measure how the
properties of a semantic network change, when the terms in the network
are removed. Our preliminary results indicate that this approach provides
good results on the semantic network analyzed in this paper.
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1 Introduction

Automatic text summarization is a computer processing task that consists in
selecting those sentences within a text that best represent its contents. One
way to perform summarization is by assigning a score to each of document’s
sentences, according to its importance.

Many approaches have been explored in the past to perform automatic text
summarization. Among these are the application of TF-IDF1 to assign impor-
tance scores or the use of more elaborated algorithms based on fuzzy logic,
genetic algorithms, neural networks, semantic role labeling, and latent semantic
analysis.

Automatic text summarization can be applied not only to full documents but
also to a group of phrases or sentences contained in a document. The goal is to
extract those keywords or terms that best summarize sentences’ contents. After
these sentences have been extracted from a document, they can be represented
as a semantic network.

In general a semantic network is one form of knowledge representation that
depicts how terms or concepts are inter-related. Different types of semantic net-
works are used for different purposes. For instance, semantic networks can be
used in defining concepts, representing beliefs or causality, or in performing
inferences.

1 Term frequency-inverse document frequency.
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We use a broad definition of what semantic networks are to represents not
only relationships between concepts but how words or terms used in phrases or
sentences are inter-related. In particular we use certain word properties, such as
their position within a sentence or their frequency of co-occurrence with other
words. Other properties that can be used to create a semantic network from
sentences are its syntactical structure, or the grammatical category to which the
words in them belong.

In these semantic networks the words within sentences are the nodes in the
graph and the syntactical or grammatical relationship existing between words
represent the edges. This type of semantic network is described in [5] and will
be used in this paper.

Previous studies [6] have shown that semantic networks have some of the
properties that complex networks possess.

Complex networks are networks that are neither random2 nor regular. Com-
plex networks have some non-trivial topological properties that differentiate
them from random and regular networks.3 The discovery of these properties
has produced an exponential growth of interest in these networks during the last
years.

Some of the well known properties of complex networks are scale-free degree
distribution and small-world effect. In a scale-free network, the degree distribu-
tion of the nodes follows a power-law. This basically means that a few nodes
in the network have connections to many other nodes, but most nodes in the
network have just a few connections with the rest of the nodes. An example of
a network with scale-free degree distribution is the Internet. Its scale-free prop-
erty explains why the Internet network is resilient to the random failures that
may occur in some of the nodes. The probability that a random failure occurs in
one of the few of the nodes that have a large number of connections is smaller
compared to the probability that a node with few connections fails.

The power-law describes probability distributions that also commonly occur
in other phenomena in nature and society. An example is the Pareto distribution.
This distribution describes how wealth is distributed within society i.e. that a
few percentage of a population owns most of wealth of a country and that most
population owns little of that wealth.

Another property that characterizes complex networks is the small-world ef-
fect. This effect characterizes complex networks that have a high global clustering
coefficient. This means that nodes in a complex network tend to lay at relatively
short geodesic distances4 between each other, compared to how nodes are clus-
tered in a random network. In social networks this property commonly occurs
in the form of closing triads that describe fact that “the friends of my friends
are also commonly my friends”.

2 Random Networks are also called Erdos-Renyi networks.
3 In this paper we will use as synonyms the terms graph and network, node and vertex,
and edge and link.

4 Geodesic distances are also called shortest paths.
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The small-world effect is also known as the “six-degrees” of separation, a
metric that describes the average number of links that separates two persons in
a social network. A similar effect has been observed in networks extracted from
bibliographic cites in mathematical papers (called the Erdos number) or from
movie actors (called the Bacon number). In these networks the average degree
of separation between authors or actors is even smaller than six.

The scale-free power-law distribution can be used to build synthetic models
of complex networks, using a preferential attachment process. In the preferential
attachment process, a network is built iteratively by connecting new nodes with
higher probability to nodes in the network that are already highly connected.

Complex networks have multiple applications in a wide variety of fields such
as the Internet, energy, traffic, sociology, neural networks, natural language etc.

Interestingly, the distribution of words in natural languages show some of the
known properties of complex networks. For instance, the well known Zipf’s law,
states that the frequency of words follows a power-law distribution. This fact has
been used to compress text documents efficiently by assigning shortest codes to
most frequently used words.

In this paper we use semantic networks extracted from sentences and methods
from complex networks to find the terms within these sentences that best sum-
marize its contents. We compare the experimental results obtained by applying
two different methods from complex networks. Our preliminary results indicate
that this approach shows good results in the experiment we have performed.

This paper is organized as follows. Section 2 presents a brief summary of
related work. Section 3 describes the methods we used and the intuitions behind
them. Section 4 presents the preliminary results of our experiments and section
5 concludes the paper and describes future work.

2 Related Work

There is a plethora of research work in automatic summarization systems and
complex networks. In this section we will provide a brief summary of the research
work that is directly related to the approach presented in this paper.

Many approaches have been proposed in the literature to perform automatic
summarization. Among these are supervised and unsupervised machine learning-
based methods.

In [7] both methods were applied to the summarization task. Classifiers were
constructed using supervised methods such as J48, Naive Bayes, and SVM5. In
the same work, classifiers were also induced using the HITS algorithm in an un-
supervised way. Results of the experiments reported in [7] show that supervised
methods work better when large labeled training sets are available, otherwise
unsupervised methods should be used.

In [5] an approach to extract keyphrases from books is presented. Phrases are
represented as semantic networks and centrality measures are applied to extract
those phrases that are the most relevant. The method employs an unsupervised

5 Support Vector Machine.
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machine learning method and the concepts of betweeness centrality and relation
centrality as feature weights to extract keyphrases. Relation centrality measures
dynamically, the contribution of a node to the connectedness of the network.
Relation centrality counts statically, how many routes betweeness centrality is
actually shortening.

On the side of complex networks, the communication efficiency of a network
is defined in [3] as a function that is inversely proportional to the length of
the shortest path between any two nodes. The effect that one node has on the
overall efficiency of a network is found by calculating how the network’s efficiency
changes when that node is removed. Those nodes that have a larger, detrimental
effect on network’s communication efficiency, are considered the most important
since their removal will force network’s communication to happen through larger
paths. This approach was employed to find the importance of the members of a
terrorist organization in [3].

In [1] an approach to find sets of key players within a social network was
presented. The method consists in selecting simultaneously k players via combi-
natorial optimization.

In [6] it was shown that several types of semantic networks have a small-world
structure with sparse connectivity. Authors found that these semantic networks
have short average path lengths between words, and a strong local clustering
that is typical in structures that have the small-world property. The distribution
of the number of connections observed, indicates that these networks follow a
scale-free pattern of connectivity.

In a related work described in [4], we found that the concept of entropy can
be applied to find sets of key-players within a social network. This approach
works well in networks that have a sparse number of edges. The reason is that
the removal of a node in dense networks will still keep the network very dense,
making the changes in entropy very small.

Shannon’s definition of entropy used as a metric to identify important nodes
in a network has been previously reported in a diversity of research work. For
instance, in analyzing social networks extracted from a corpus of emails [2], in
finding key players in social networks [4], and in other very different application
domains such as city planning [8]. However, the definition of the probability dis-
tributions used in these works to calculate entropy changes slightly. For instance
in [8] the probability distribution employs all shortest paths that pass through
certain node and [4] includes all shortest paths that originate from a node.

3 Finding the Most Important Terms in a Semantic
Network

The main objective of this paper is to determine if some of the concepts applied
in complex networks and social network analysis are useful to find the most
important terms within the phrases or sentences of a document, that best sum-
marize its content.
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In this approach, the terms used in phrases are represented as a semantic
network. The semantic network may be obtained in different ways. One way is
by using the relative position of words within a phrase or group of phrases. Other
methods analyze the syntactic relation of the terms among each other and/or
using the grammatical category to which they belong.

In our experiments we have used the semantic network that represents the
phrases extracted from a book that best represent its content as is described in
[5]. The method used in that work to generate the semantic network, employs
neighboring relations and the co-occurrence of terms within phrases.

In our analysis we have used the concept of centrality entropy. Centrality
entropy represents the uncertainty that nodes could be able to reach other nodes
in the network through shortest paths when a node is removed from the network.

Centrality entropy can be calculated using Shannon’s definition of entropy:

Ce(G) = −
n∑

i=1

pg(i)log(pg(i)) (1)

where Ce(G) is the centrality entropy of graph G and pg(i) represents the prob-
ability distribution of the shortest paths from node i to all other nodes in the
network. This probability distribution is defined as:

pg(i) =
gp(i)∑n
j=1 gp(j)

(2)

where the numerator gp(i) is the number of shortest paths that communicate
node i with all other nodes in the network and the denominator is the total
number of shortest paths that exist in the network. Note that the actual length
of the shortest paths6 is not used to calculate centrality entropy. Entropy, defined
in this way, changes as nodes are deleted from the graph, disconnecting some
nodes and reducing as a consequence, the number of shortest paths available in
the network to communicate the rest of the nodes in the graph.

A similar method has been proposed in [3] to detect important nodes in a
network. The method determines how the communication efficiency of a network
changes when nodes are removed. In this case communication efficiency may be
interpreted as how important a node is to establish a semantic link between the
terms in the network. Communication efficiency is measured using the equation
described in [3]:

E(G) =
1

n(n− 1)

∑

i�=j

1

lsij
(3)

where E(G) is the efficiency of graph G, n the total number of nodes in the
graph, and lsij is the length of the shortest path between nodes i and j. The
equation shows that communication efficiency is inversely proportional to the
length of the shortest path.

6 Shortest paths are also called geodesic paths.
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Fig. 1. An example of a syntactic semantic network extracted from 2 sentences

To procedure used in both cases, to measure the efficiency of a network and to
find centrality entropy, consists in disconnecting nodes one by one and measuring
the efficiency or entropy of the resulting network.

4 Experimental Results

In our preliminary experimental results we used two sentences that were ex-
tracted from a book and analyzed syntactically as is described in [5]. The sen-
tences are:

“The import price elasticities remain less than one for both wheat and rice
and decline over the entire period. This pattern again tends to support the no-
tion that import demand is inelastic”

Arguably the main subject of these two sentences is “the notion of how import
of wheat and rice behaves”. Therefore, we could conclude that the terms in the
semantic network that may be used to summarize the main topic of these two
sentences are {notion, import, wheat and rice}

The semantic network generated from these two sentences was taken from [5]
and is shown in Fig. 1. As is described in [5], the sentences were pre-processed
using stop word removal and stemming. Then, sentences were selected and the
network was created using an unsupervised machine learning method that em-
ploys as feature weights, two different centrality measures.

We apply our method to analyze how the entropy of the semantic network
changes when nodes in the semantic network are removed. First, we calculate
the total entropy of the network using Eq. 1. Afterwards, nodes are removed
one by one, recalculating in each iteration, the probability distributions and the
total entropy of the graph.

Using this method we obtained a plot that shows how entropy changes in Fig. 2.
The entropy defined in Eq. 1 provides a measure of the probability that a node

could be reached from any other node in the graph through shortest paths. In a
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Fig. 2. Drop in total entropy when nodes in the semantic network are removed one by
one

fully connected graph, the probability is 1 since a node can reach any other node
in the graph through a single edge. Hence, no matter which node is removed the
entropy will be the same since the remaining nodes will still keep the graph fully
connected.

As graphs become more sparse, some nodes could be reached through shortest
or non-shortest paths. However, in centrality entropy only shortest paths are
used since we are interested in finding the nearest related terms. In the semantic
network that we will analyze, the shortest paths represent how semantically close
are the terms in the network.

When nodes are removed from the graph, these nodes that produce the largest
drop in entropy are considered the most important since their removal will reduce
the number of shortest paths that the remaining nodes in a graph could use to
reach the rest of nodes in the graph.

A threshold value can be used to determine how many of these important
terms will be included in the summarization task.

The centrality entropy drop graph obtained in Fig. 2, indicates that the nodes
that have most effect, when removed from the network are {notion, import, wheat
and rice, } and to a lesser degree {decline, period, elastic, price, demand, support,
inelastic, pattern}. By changing the threshold value more or less terms could be
included as the most important ones.

Interestingly, the {price} term was not detected as an important term by the
centrality entropy calculation. This is firstly due to the fact that, as can be seen
in Fig. 2, the {import} term works as a hub for terms {notion} and {demand},
making it important since its removal will reduce the number of shortest paths
that will be available in the graph compared to the effect that the term {price}
may produce on entropy when removed.

We could ask why our method finds that terms such as {wheat and rice} are
more important than other terms such as {elastic} or {decline}. These terms
seem to have similar importance judged by their position in the network.
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Fig. 3. Drop in network’s communication efficiency when nodes in the semantic net-
work are removed one by one

The reason is that when the term {decline} is removed, the node {period}
becomes isolated from the graph and the number of shortest paths available in
the graph decreases proportionally for the rest of the nodes. However, that single
isolated node does not contribute to the total shortest paths available.

When node {elastic} is removed, the original graph is split into two graphs.
The one containing nodes { period, decline, wheat and rice} and the one con-
taining {price, import, demand, inelastic, notion, support, pattern}. In this case
when node {elastic} is removed, the number of shortest paths will be reduced
since the larger graph will not be able to reach the smaller graph. However, the
smaller graph with 3 nodes still provides some local shortest paths to reach these
local nodes i.e. there will be 6 shortest paths within the smaller network.

Finally, when node {wheat and rice} is removed, the graph is again split
into two graphs, but in this case the smaller graph consisting of only two nodes
{period, decline}, provides only 2 shortest paths in the smaller network, decreas-
ing the total amount of shortest paths available and with this the probability
that some node in the network could reach any other node.

Fig. 3 shows how network’s communication efficiency, defined in Eq. 3, changes
when nodes are removed one by one from the network. The plot shows that the
terms that produce the maximum drop in efficiency are firstly {import, price}
and then {elastic, wheat and rice, notion} with the rest of terms having a lesser
degree on the drop in efficiency. Arguably, these first two terms {import, price},
do not fully capture the “the notion of how import of wheat and rice behaves”.
However, if we increase the threshold value, other terms such as {elastic, wheat
and rice, notion} will be included in the set of most important terms.

Our preliminary results indicate that centrality entropy is a metric that pro-
duces good results when applied to select the most important terms in a semantic
network. These terms can be used to summarize the content of the two sentences
used in the example.

Given that the terms in the semantic network were selected as the most im-
portant ones in the phrase extraction phase described in [5], our method can
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be used to perform a further optimization by selecting from the terms in the
semantic network, those that best summarize the contents of a group of phrases
or sentences.

5 Conclusions

We have presented some preliminary results on the usefulness of applying graph
entropy to summarize the subject of a group of phrases or sentences. The se-
mantic network used in our experiments was obtained from [5].

Our method’s results depend on the structure of the semantic network used.
Therefore, in future work we plan to investigate efficient ways to extract semantic
networks from documents, additionally to a more extensive set of experiments
to evaluate the real potential of our approach, comparing its results with other
summarization systems.

Finally, a more extensive analysis of semantic networks using other methods
from complex networks is also planned in future work.
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