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Preface

This volume constitutes the Proceedings of the 10th International Conference on
Flexible Query-Answering Systems, FQAS 2013, held in Granada, Spain, during
September 18-20, 2013. This biennial conference series has been running since
1994, starting in Roskilde, Denmark, where it was also held in 1996, 1998, and
2009; in 2000 it was held in Warsaw, Poland, in 2002 in Copenhagen, Denmark,
in 2004 in Lyon, France, in 2006 in Milan, Italy, and in 2011 in Ghent, Belgium.

FQAS is the premier conference concerned with the very important issue of
providing users of information systems with flexible querying capabilities, and
with an easy and intuitive access to information. More specifically, the overall
theme of the FQAS conferences is the modelling and design of innovative and
flexible modalities for accessing information systems. The main objective is to
achieve more expressive, informative, cooperative, and productive systems that
facilitate retrieval from information repositories such as databases, libraries, het-
erogeneous archives, and the Web.

With these aims, FQAS is a multidisciplinary conference drawing on several
research areas, including information retrieval, database management, informa-
tion filtering, knowledge representation, computational linguistics and natural
language processing, artificial intelligence, soft computing, classical and non-
classical logics, and human-computer interaction.

The sessions were organized in a general session track and a parallel special
session track with a total of 59 original papers contained in these proceedings.
The general track covers the current main stream fields: querying-answering
systems, semantic technology, patterns and classification, personalization and
recommender systems, searching and ranking, and Web and human-computer
interaction. The special track covers some specific and, typically, newer fields,
namely: environmental scanning for strategic early warning, generating linguistic
descriptions of data, advances in fuzzy querying and fuzzy databases: theory and
applications, fusion and ensemble techniques for online learning on data streams,
and intelligent information extraction from texts.

We wish to thank all authors for their excellent papers and the referees,
publisher, sponsors, and local organizers for their efforts. Special thanks to the
organizers of the special sessions, the invited speakers, members of the Advisory
Board, and members of the Program Committee. All of them made the success
of FQAS 2013 possible.

September 2013 Henrik Legind Larsen
Maria J. Martin-Bautista

Maria Amparo Vila

Troels Andreasen

Henning Christiansen
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Conceptual Pathway Querying of Natural Logic
Knowledge Bases from Text Bases

Troels Andreasen', Henrik Bulskov!, Jorgen Fischer Nilsson?,
Per Anker Jensen®, and Tine Lassen?

1 CBIT, Roskilde University
{troels,bulskov}@ruc.dk
2 IMM, Technical University of Denmark
jfn@imm.dtu.dk
3 IBC, Copenhagen Business School
{paj.ibc,tla.ibc}@cbs.dk

Abstract. We describe a framework affording computation of concep-
tual pathways between a pair of terms presented as a query to a text
database. In this framework, information is extracted from text sentences
and becomes represented in natural logic, which is a form of logic coming
much closer to natural language than predicate logic. Natural logic ac-
commodates a variety of scientific parlance, ontologies and domain mod-
els. It also supports a semantic net or graph view of the knowledge base.
This admits computation of relationships between concepts simultane-
ously through pathfinding in the knowledge base graph and deductive
inference with the stored assertions. We envisage use of the developed
pathway functionality, e.g., within bio-, pharma-, and medical sciences
for calculating bio-pathways and causal chains.

1 Introduction

This paper addresses the problem of retrieving conceptual pathways in large
text databases. A conceptual pathway is a sequence of propositions or terms
semantically linking two given terms according to the principles described below.
For instance, one may query a bio-science knowledge base about any connections
between diabetes and infectious diseases in order to get sequences of propositions
from the knowledge base connecting these two terms. Such a functionality would
draw on a formal ontology and presumably additional formalized commonsense
and domain-specific background knowledge.

In our approach, this pathfinding functionality is sought achieved by compu-
tationally extracting as much as possible of the textual meaning into a logical
language. The applied target logic is a version of natural logic. The pathfinding
computation is then pursued as a computational inference process. Accordingly,
the system supporting the intended functionality comes in two main parts: A
component for extracting information from text sentences using available lexical,
linguistic and domain-specific resources and a component for computationally
resolving pathway queries to the natural logic knowledge base resulting from
information extraction from a text database.

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 1-[[2] 2013.
(© Springer-Verlag Berlin Heidelberg 2013



2 T. Andreasen et al.

The knowledge base is augmented by formal ontologies and other auxiliary
resources also formulated in natural logic. This systems architecture is to favor
robustness rather than completeness in the text analysis while still relying on
a rigorous use of logic-based representations. We focus on text sources within
scientific domains, in particular (molecular) bio-science and bio-technology, and
pharma-medical areas. These areas as well as many other scientific and tech-
nological areas tend to conform to stereotypical forms of natural language in
order to achieve precision and avoid ambiguities. Moreover, these areas rely on
a rather fixed body of common background knowledge for the specialist reader.

This paper focusses on the applied natural logic and the conceptual pathfind-
ing in a natural-logic knowledge base. An approach to extraction from the text
database is addressed in [2].

The present paper is structured as follows: In section 2, we discuss general
principles for deducing pathways in logical knowledge bases. In section 3, we
describe the complementary graph view of logical knowledge bases. In section
4 and 5, we explain our use of natural logic in knowledge bases. In section 6,
we explain how we re-shape natural logic in Datalog clauses, with a supporting
inference engine as described in section 7. Finally, section 8 concludes.

2 Deductive Querying of Knowledge Bases

Querying of knowledge bases and databases is commonly handled as a deductive
reasoning process. Given a knowledge base, K B, conceived of as a collection of
logical propositions, query answering is conducted as computing of constructive
solutions to an existential assertion

KB b 3xi,x9,....x, p(x1, T2, ..., Tpn)?

where the computable instantiations of the existential variables form the answer
extension relation. It is well-known that computing of relational database queries
with common declarative query languages is subsumed, at least to a large extent,
by this deductive querying principle.

2.1 Deducing Relationships

Below, we present and develop an alternative, innovative query functionality for
logical knowledge bases stated in natural logic. We consider knowledge bases K B
comprising concept- or class terms entering into (binary) relationships forming
propositions in natural logic. The prominent relationship is the concept inclusion
(subsumption) relationship conventionally denoted by isa. As such, the KB
supports formal ontologies. In addition, there are ad hoc causal, partonomic,
temporal, locative and other relationships according to needs.

The key functionality logically conforms with deduction of relevant relation-
ships r between two or more given concept terms, say a and b:

KB + 3rr(a,b)?
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Formally, with a variable ranging over relations, the query assertion is thus higher
order.

Relationships are to be understood in a general logical sense transcending the
ones which are explicitly present in the knowledge base propositions: As a simple
example, consider a K B simply consisting of propositions p(a, ¢) and ¢(c, b). The
relation  can be instantiated to Az, y(p(z, ¢) Aq(c,y)) yielding a pathway from a
to b via c. The property of transitivity (possessed, e.g., by the inclusion relation)
would obviously play a crucial role for such inferences.

From a logical point of view, recognition of the existence of relationships
may be due to appeal to appropriate, restricted comprehension principles. Such
principles would appear as special cases of the general logical comprehension
principle for binary relations:

IV, y (r(z,y) < Plx,y))

where @[z, y| is, at the outset, any formula within the applied logic having the
sole free variables x and y. Thus, the general principle says that any binary
relation expressible within the logic is recognized as existing logically. We wish
to abstain from applying higher order logic (type theory) with quantification
over relations. This is accomplished by adopting a metalogic framework as to be
described below in section[fl The above general comprehension principle clearly
provides a vast supply of relations being irrelevant from a query answer point
of view. Therefore, the applied comprehension should be constrained so as to
ensure, ideally, only relevant query answers.

Heuristically, one may favor transitivity and reversal of relationships, sup-
ported by cost priority policies. This leads next to the alternative “semantic
net” conception of the logical knowledge base as a labeled graph.

3 The Graph Knowledge Base View

We assume so far that the KB consists of simple propositions comprising a
relator connecting two relata in the form of concepts or classes as for example:
betacell produce insulin. Below we augment with more complex propositions and
describe these from the point of view of natural logic.

As it appears, the K B may be conceived of as a finite, directed labeled graph
with concept terms as nodes and with directed arcs labeled with relationships.
Linguistically, the simple propositions take the form CN Vi CN, where CN de-
notes common nouns and Vit a transitive verb.

3.1 Deducing Pathways

In the graph (“semantic network”) view of K B, the deduction of relationships
between nodes conforms with calculating paths between the nodes. As in route
finding in maps, priority might be given to shortest paths.

In calculating a heuristic path length measure, one may rely on certain transi-
tivity properties, notably the transitivity of isa and certain other relations such
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as causal and partonomic ones. Inverse relationships may also enter into paths.
Moreover, for natural logic the so-called monotonicity rules apply. According to
these rules, the subject term in a proposition may be specialized whereas the
object term may be generalized.

Given in the K B, for instance,

betacell produce insulin and
betacell isa cell and

insulin isa hormone and
hormone isa protein

as depicted in figure[T], for queries concerning relationships, say, between betacell
and protein one may deduce the path via produce insulin, which is a hormone,
which is a protein. By monotonicity it follows from this example that betacells
produce protein. Moreover, given the terms cell and insulin, one may return the
path via betacell. Notice that in the latter example the isa relationship is used
inversely.

4 Natural Logic

Logical knowledge bases usually apply description logic or logical rule clauses
(e.g. DATALOG). Description logic forces all sentences effectively into copular
forms as discussed in [7]. Description logic specifications therefore tend to be far
from natural language formulations containing e.g. transitive verbs. Similarly,
logical rule clauses are far removed from natural language formulations due to
their use of quantified variables.

Natural logic is a generic term used for forms of symbolic logic coming closer
to natural language forms than modern predicate logic. The natural logic tra-
dition has roots back to Aristotelian logic, and is currently pursued by research
groups e.g. at the University of Amsterdam [3l6/4] and at Stanford University
[11] spurred by developments in computational logic and envisioned applications
in IT.

Natural logic stresses the use of reasoning rules which are more natural and
intuitive than the ones applied in mathematical logic at the expense of achieving
complete coverage as sought in mathematical logic. The present project adopts
a form of natural logic comprising propositions such as the ones in the left-hand
column of the table below, where the right-hand column shows corresponding
user-readable forms:

protein
isa
cell hormone
Tlsa Tlsa
produces
betacell insulin

Fig.1. A KB including a pathway connecting betacell and protein
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Internal natural logic representation  User-readable form
cell (produce a) stimulate b cell that produce a stimulate b
cell (partof y) stimulate (u partof v)  cell in y stimulate u in v
cell (produce x (contain z)) stimulate y cell that produce x
that contain z stimulate y

The relative pronoun “that” is added for readability; it has no bearings on the
semantics. Parentheses are often added for disambiguation, e.g. cell (that produce
z (that contain z)) stimulate y.

From the point of view of traditional logic, natural logic is a subset of predicate
logic dealing with monadic and binary predicates. As an example the proposi-
tion cell (that produce a) stimulate b corresponds to the following expression in
predicate logic:

Va(cell(z) — Jy(produce(z,y) A a(y)) — Jz(b(z) A stimulate(x, z)))

However, the natural logic propositions are not translated into predicate logic in
the system, since the computational reasoning takes place at the natural logic
level as to be explained below.

4.1 Non-monotonic Logic in Natural Logic

Unlike traditional natural logic and description logic, we are going to appeal
to the closed world assumption (CWA) for handling negation in certain cases.
Notably, by default, all classes (coming from nouns and more generally noun
phrases) in the ontology are conceived of as disjoint unless otherwise stated, in
accordance with common conventions for ontologies and in contrast to descrip-
tion logic.

Consider the following example: Suppose that the knowledge base has betacell
produce insulin. Suppose further that alpha cells and beta cells are assumed to
be disjoint by the default convention in absence of any overlapping class of cells
in the knowledge base. Then the truth value of the proposition alphacell produce
insulin cannot be determined so far in our suggested approach to negative in-
formation with the constrained appeal to negation as nonprovability. Thus, the
answer is “don’t know” or “open”, rather than a plain “no” from the CWA as
customary in database querying. This limitation is motivated by the expected
partiality of the logical knowledge bases. However, if the knowledge base also
contains cell (that produce insulin) isa betacell (extracted, say, as contribution
from a natural language sentence only betacells produce insulin), then the above
question is to be answered in the negative.

Thus, there is no notion of empty or null class in the applied logic. As stated, it
is assumed that classes like alphacells and betacells are disjoint as long as there is
no common subclass given explicitly in the ontology (and no inclusion between
the said classes). More generally, the dismissal of classical sentential negation
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may be replaced by limited forms of negation as in betacell (unless abnorm-
betacell) produce insulin — stating a non-monotonic exception from the normative
case without logical inconsistencies. This approach to denials is known from
deductive databases. However, it seems to be innovative in the combination with
natural logic proposed here. This departure from traditional natural logic (as well
as description logic) has positive bearings on the computational complexity of
the deduction process: The computational complexity in our framework does not
exceed that of a deductive query process in DATALOG, which is bound to be of
low polynomial complexity, cf. [5].

5 From Natural Language to Natural Logic

Complete computerized translation of text into a natural logic would be an over-
ambitious goal far beyond current theories. Therefore, as part of our framework
we develop an extractor module which builds on more modest but principled
approaches for computational conversion of the main textual content into the
applied natural logic. The extractor establishes a correlation between the text
and admissible natural logic forms, natural logic propositions, in order to cap-
ture as much propositional information as possible from the text. The conversion
into natural logic propositions progresses heuristically by applying a variety of
linguistic transformations and reductions of the text.

By way of example, coordinated constructions are decomposed into un-coord-
inated propositions. The translation of restrictive relative clauses is tentatively
dealt with as a subtype of anaphor resolution in that the relative pronoun is
substituted by its antecedent, which would also typically be the strategy for re-
solving anaphoric reference. Basically, the extractor is to process one sentence at
a time and convert the meaning content into a number of propositions in natural
logic. This implies that inter-sentential anaphora might be left unresolved. Even
intra-sentential anaphora might also be given up as unresolvable, particularly if
they violate the logical limitations of the natural logic, cf. the infamous “donkey
sentences” (for instance with a back referring “it”). On the other hand, com-
mon anaphor patterns (with pronouns) may well be accommodated by dedicated
natural logic schemes tailored to anaphor schemes.

Passive constructions are transformed into their active counterparts, from
which a predicate-argument structure is regularly deducible. Predicative adjec-
tive constructions, which are full propositions, may be transformed into concepts
by placing the adjective as an attributive modifier of the subject. A number
of inflectional, lexical, and phrasal elements are deleted from the natural lan-
guage texts. These elements include inflectional affixes, determiners, adverbs,
non-restrictive relative clauses, modals and auxiliary verbs, and non-clausal
adverbials.

The extractor further has to handle complex sentential and phrasal forms such
as topicalization, apposition, and nominalization, to name a few.
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5.1 Example

Consider the following miniature corpus on the role of the enzyme amylase and
the influence of pancreas diseasel]

Amylase is an enzyme that helps digest carbohydrates. It is produced
in the pancreas and the glands that make saliva. When the pancreas is
diseased or inflamed, amylase releases into the blood.

Pancreatitis usually develops as a result of gallstones or moderate to
heavy alcohol consumption over a period of years.

From the 4 sentences above the following natural logic propositions can be
extracted:

— amylase isa enzyme

— amylase cause (digestion of carbohydrate)

— pancreas produce amylase

— (gland that produce saliva) produce amylase

— (diseased pancreas) cause (amylase release into blood)
— (inflamed pancreas) cause (amylase release into blood)
— gallstone cause pancreatitis

— (alcohol consumption) cause pancreatitis

The target for querying is the content of the corpus or more specifically the
knowledge that can be drawn from this — that is, propositions like the ones listed
above. However, rather than restricting the system to what can be extracted di-
rectly from the corpus, our approach is to embed extracted propositions into a
background domain ontology and to target the enriched ontology for query evalu-
ation. FigurePlshows an example: A subontology for an enriched background on-
tology corresponding to ontological context for the extracted propositions given
above. The background ontology used is UMLS [12].

Various types of queries can be developed for targeting an enriched ontology
— one obviously involves starting with a free form textual query and to analyze
this in the same manner as the corpus. However, to go directly to the core of
conceptual pathway queries, we will here only consider queries specified by two
concepts and query answers given as possible ways to relate these concepts in
the enriched ontology. A sample two-concept query that can be evaluated within
the subontology shown in figure 2] is the following.

Query: gallstone, blood
Answer:
— gallstone cause (pancreas with pancreatitis) isa (diseased pancreas)

cause (amylase release into blood) release-into blood

As is evident in figure 2 a single pathway connecting the two query concepts
can be identified, and thus an answer to the query can be this pathway. The
subgraph corresponding to the answer is shown in figure Bl

! The two paragraphs are taken from National Library of Medicine’s MedlinePlus [13]
and Wolters Kluwer Health’s physician-authored clinical decision support resource
UpToDate [14] respectively.



8 T. Andreasen et al.

gland enzyme digestion
isa isa isa
. produce contribute-to
saliva gland amylase carbohydrate digestion

“&
°‘°a ,%%%f release

pancreas \sa
T"” amylase release blood
diseased pancreas
isa isa
v gallstone
pancreas with R

pancreatitis «_q,,
“e amylase release into blood
alcohol consumption

Fig. 2. Ontological context for given miniature example corpus

Obviously, for many queries, multiple connecting pathways may contribute to
the answer, as in the following example.

Query: pancreas, digestion
Answer:
— pancreas produce amylase contribute-to (digestion of carbohydrate)
1sa digestion
— pancreas has-specialization (diseased pancreas) cause (amylase re-
lease into blood) isa (amylase release) release-of amylase contribute-
to (digestion of carbohydrate) isa digestion

The answer is also shown as a subgraph in figure[d Multiple connecting pathways
can be dealt with in different ways. A simple approach is to eliminate all but the
shortest path, which in this case would provide only the first pathway including
the edge from pancreas to amylase. Pathways can also be ranked and listed in
the according order in the result. Different principles for measuring rank weight
can be applied. Obviously a simple path length principle can be applied, but
additional properties such as relation importance (where isa properly would be
among the most important) and node weight (discriminating concepts that are
central to an explanation of a pathway connection from concepts that are not)
can be taken into account. In addition, in case of multiple connections, the choice

blood
diseased pancreas e e
fsa @ __ gallstone j
pancreas with R

pancreatitis
amylase release into blood

Fig. 3. A pathway answer to the query gallstone, blood



Conceptual Pathway Querying of Natural Logic Knowledge 9

digestion

contribute-to
amylase carbohydrate digestion

pancreas
T’” amylase release
diseased pancreas

Isa

amylase release into blood
Fig. 4. A multiple pathway answer to the query pancreas, digestion

of pathways to present can also be subject to query framework parameterization
or to query specification through special constructs (such as SHORTEST, ALL
etc.).

6 Flattening Natural Logic into Clauses

The natural logic forms applied in the knowledge base are embedded in a de-
ductive database language (DATALOG with extensions). This means that we
adopt a two-level or meta-logical form of knowledge base logic in which asser-
tions like the above are embedded in an outer logical layer taking care of the
computational deduction (computation of conceptual pathways). For example,
the sentence “betacell produce insulin” is logically conceived of as the natural
logic proposition every betacell produce some insulin as an instance of the full
natural logic form @1 A R Q2 B, where )1 and Q2 are quantifiers (e.g. every,
some), cf. [10]. With the main case Q1 being every and Q2 being some, we get
Va(A(z) — Jy(R(x,y) A B(y))) yielding at the meta level everysome(A, R, B)
with the distinguished quantifier predicate everysom. Accordingly, the natu-
ral logic assertion betacells produce insulin at our meta level re-appears as the
atomic formula everysome(betacell, produce, insulin) representing a quantifier-
annotated triple, as appearing in the graphic visualizations.

The latter can be reasoned within a deductive database language with vari-
ables ranging over classes such as betacell and binary relations such as produce,
cf [§]. Accordingly, the inference rules are to be shaped as DATALOG clauses. The
clauses may in turn be re-expressed in a common database query language with
the assertions stored in database relations. Superficially, the applied triple form
resembles RDF representations, but is here logically supported by the deductive
inference engine.

2 Correspondingly, we have everyevery, someevery, and somesome.
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The recursive structure of the natural logic calls for generation of complex
classes such as cell-that-produce-insulin appearing as constants at the database
tuple level.

Consider the following sentence in natural languageﬁ, “The hypothalamus also
secretes a hormone called somatostatin, which causes the pituitary gland to stop
the release of growth hormone”. Below follows a translation into simple natural
logic in a “triplification” process:

hypothalamus secrete somatostatin (a hormone)
(that cause stopping (of release (of growth hormone) (from pituitary gland))
which is broken down into the three assertions
somatostatin isa hormone
hypothalamus secrete somatostatin
somatostatin cause
stopping (of release (of growth hormone) (from pituitary gland)) ...
A further decomposition is carried out in order to arrive at the simple natural
logic propositions for the K B.

7 Inference Engine for Conceptual Pathfinding

“You see, my dear Watson”— [...] —“it is not really difficult to construct
a series of inferences, each dependent upon its predecessor and each
simple in itself. If, after doing so, one simply knocks out all the central
inferences and presents one’s audience with the starting-point and the
conclusion, one may produce a startling, though possibly a meretricious,
effect.”

— Sherlock Holmes (The Adventure of the Dancing Men)

The meta-level logic comprises clauses for performing logical deduction on the
natural logic KB contents by means of reflexivity and transitivity of isa and the
monotonicity properties of natural logic, cf. [S8/9].

The inference engine clauses in a nutshell:

isa™(C, D) + isa(C, X)

isa™(C, D) +isa™(C, X),isa(X, D)

isa*(C,C)

zsa*(C D) +isat(C, D)

path(C, [isa], D) + isa™t(C, D)

path(C’, [R], D) « isa*(C’,C) A everysome(C, R, D)
path(C,[R], D') < everysome(C, R, D) Aisa*(D,D")
path(C,[R1, R2], D) + path(C, R1, X) A path(X, R2, D)

The mid trace argument transcends DATALOG; the argument here serves
merely to explain the principle for accumulating path information. Ascription
of path costs is not shown. In the actual implementation, path computation is
to be conducted by an appropriate graph search algorithm guided by heuristic
costs for ranking of paths.

3 From: emedicinehealth [15].
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In addition, there are clauses expressing properties of applied relations such
as causal and partonomic transitivity facilitating short cuts with respect to cost.
There may also be appropriate clauses for reverse paths (with accompanying
costs) for the various relations including isa. Thus, the explicit knowledge from
the text base is represented at the natural logic level, whereas common sense
knowledge as well as pure logical reasoning capabilities are formalized as clauses
at the metalogic level.

As a distinguished feature of our approach, the logical reasoning is supported
by the meta-level logic and is to be implemented as an “inference engine” tak-
ing advantage of the efficient storage and access provided by current database
technology. This is in order to obtain the proof-of-concept of a technology which
is capable of computationally processing large amounts of information. In other
words, the inference machine eventually is to be realized on top of a database
platform. This motivates decomposing natural logic assertions into atomic propo-
sitions admitting storage in database relations. The pathway-finding inference
process may then be controlled by efficient search algorithms.

Unlike traditional natural logic, the presently applied version of natural logic
omits denials with classical logic in favor of limited use of CWA and non-
monotonic logic as common in databases and logic programming and formal
ontologies. This departure from traditional natural logic (as well as description
logic) has positive bearings on the computational complexity of the deduction
process: The computational complexity in our framework does not exceed that of
a deductive query process in DATALOG, which is bound to be of low polynomial
complexity.

8 Summary and Conclusion

We have presented a framework for deductive conceptual pathfinding in knowl-
edge bases derived from text databases. Our approach entertains a dual view on
the knowledge bases: Firstly, as a collection of assertions in natural logic sup-
ported by appropriate inference rules stated at the metalogic level as DATALOG
clauses. Secondly, as a labeled directed graph where the nodes are concepts. The
graph representation facilitates the pathfinding view exploited in our framework.
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Abstract. Nowadays, the number of linked data sources available on the
Web is considerable. In this scenario, users are interested in frameworks
that help them to query those heterogeneous data sources in a friendly
way, so avoiding awareness of the technical details related to the het-
erogeneity and variety of data sources. With this aim, we present a sys-
tem that implements an innovative query approach that obtains results
to user queries in an incremental way. It sequentially accesses different
datasets, expressed with possibly different vocabularies. Our approach
enriches previous answers each time a different dataset is accessed. Map-
ping axioms between datasets are used for rewriting the original query
and so obtaining new queries expressed with terms in the vocabular-
ies of the target dataset. These rewritten queries may be semantically
equivalent or they could result in a certain semantic loss; in this case, an
estimation of the loss of information incurred is presented.

Keywords: Semantic Web, Linked Open Data Sources, SPARQL query,
vocabulary mapping, query rewriting.

1 Introduction

In recent years an increasing number of RDF open data sources are emerging,
partly due to the existence of techniques to convert non RDF datasources into
RDF ones, supported by initiatives like the Linking Open Data (LOD with the
aim of creating a “Web of Data”. The Linked Open Data cloud diagranﬂ shows
datasets that have been published in Linked Data Format (around 338 datasets
by 2013@)7 and this diagram is continuosly growing. Moreover, although those
datasets follow the same representation format, they can deal with heterogeneous

! http://www.w3.org/wiki/SweolG/TaskForces/
CommunityProjects/LinkingOpenData

2 http://lod-cloud.net/state/

3 http://datahub.io/lv/group/lodcloud?tags’ 3Dno-vocab-mappings

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 13-24] 2013.
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vocabularies to name the resources. In that scenario, users find difficulties in
taking advantage of the contents of many of those datasets because they get
lost with the quantity and the variety of them. For example, a user that is only
familiar with BNE (Biblioteca Nacional de Espaﬁa)@ dataset vocabularies could
be interested in accessing BNB (Bristh National Bibliography)ﬁ, DBpedia@, or
VEROIA (Public Library of Veroia)ﬂ datasets in order to find more information.
However, not being familiar with the vocabularies of those datasets may dissuade
him from trying to query them.

So, taking into account the significant volume of Linked Data being pub-
lished on the Web, numerous research efforts have been oriented to find new
ways to exploit this Web of Data. Those efforts can be broadly classified into
three main categories: Linked Data browsers, Linked Data search engines, and
domain-specific Linked Data appplications [I]. The proposal presented in this
paper can be considered under the category of Linked Data search engines and
more particularly, under human-oriented Linked Data search engines, where we
can find other approaches such as Falcondd and SWSEﬁ, amongst others. Never-
theless, the main difference of our proposal with respect to existing engines lies
in the fact that it provides the possibility of obtaining a broader response to a
query formulated by a user by combining the following two aspects: (1) an auto-
matic navigation through different datasets, one by one, using mappings defined
among datasets; and (2) a controlled rewriting (generalization/specialization) of
the query formulated by the user according to the vocabularies managed by the
target dataset.

In summary, the novel contribution of this paper is the development of a
system that provides the following main advantages:

— A greater number of datasets at the users disposal. Using our system the user
can gain access to more datasets without bothering to know the existence
of those datasets or the heterogeneous vocabularies that they manage. The
system manages the navigation into different datasets.

— Incremental answer enrichment. By accessing different datasets the user can
obtain more information of interest. For that, the system manages existing
mapping axioms between datasets.

— FEzxact or approximate answers. If the system is not capable of obtaining a
semantically equivalent rewriting for the query formulated by the user it
will try to obtain a related query by generalizing/specializing that query
and it will provide information about the loss in precision and/or recall with
respect to the original query.

In the rest of the paper we present first some related works in section 2.
Then, we introduce an overview of the query processing approach in section 3.

4 BNE - (http://datos.bne.es/sparqgl)

° BNB - (http://bnb.data.bl.uk/sparql)

5 DBpedia - (http://wiki.dbpedia.org/Datasets)

" VEROIA - (http://libver.math.auth.gr/sparql)

8 http://ws.nju.edu.cn/falcons/objectsearch/index.jsp
9 http://swse.deri.org/
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We follow with a detailed explanation of the query rewriting algorithm and with
a brief presentation of how the information loss is measured in sections 4 and 5.
Finally we end with some conclusions in section 6.

2 Related Works

According to the growth of the Semantic Web, SPARQL query processing over
heterogeneous data sources is an active research field. Some systems (such as
DARQ [10], FedX [I2]) consider federated approaches over distributed data
sources with the ultimate goal of virtual integration. One main difference with
our proposal is that they focus on top-down strategies where the relevant sources
are known while in our proposal the sources are discovered during the query pro-
cessing. Nevertheless one main drawback for query processing over heterogeneous
data is that existing mapping axioms are scarce and very simples (most of them
are of the owl:sameAs type)

Even closer to our approach are the works related to SPARQL query rewrit-
ing. Some of them, such as [7] and [2], support the query rewriting with map-
ping axioms described by logic rules that are applied to the triple patterns that
compose the query; [7] uses a quite expressive specific mapping language based
on Description Logics and [2] uses less expressive Horn clause-like rules. In both
cases, the mapping language is much more expressive than what is usually found
in datasets metadata (for instance, VoIDH] linksets) and the approach does not
seem to scale up well due to the hard work needed to define that kind of mapping.

Another approach to query rewriting is query relaxation, which consists of
reformulating the triple patterns of a query to retrieve more results without
excessive loss in precision. Examples of that approach are [0] and [3]. Each
work presents a different methodology for defining some types of relaxation: [6]
uses vocabulary inference on triple patterns and [3] uses a statistical language
modeling technique that allows them to compute the similarity between two
entities. Both of them define a ranking model for the presentation of the query
results. Although our proposal shares with them the goal of providing more
results to the user, they are focused more on generalizing the query while we are
focused on rewriting the query trying to preserve the meaning of the original
query as much as possible, and so generalizing or specializing parts of the query
when necessary in the new context.

The query rewriting problem is also considered [5], but we differ in the way
to face it. In our proposal we cope with existing mapping axioms, that relate
different vocabularies, and we make the most of them in the query rewriting
process. In contrast, [5] disregards such mapping axioms and looks for results
in the target dataset by evaluating similarity with an Entity Relevance Model
(ERM) calculated with the results of the original query. The calculation of the
ERM is based on the number of word occurrences in the results obtained, which
are later used as keywords for evaluating similarity. The strength of this method
turns into its weakness in some scenarios because there are datasets that make

10 nttp://vocab.deri.ie/void
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abundant use of codes to identify their entities and those strings do not help as
keywords.

Finally, query rewriting has also been extensively considered in the area of
ontology matching [4]. A distinguising aspect of our system is the measurement
of information loss. In order to compute it we adapt the approach presented
in [11] and further elaborated in [9] to estimate the information loss when a
term is substituted by an expression.

3 An Overview of the Query Processing Approach

In this section we present first some terminology that will be used throughout
the rest of the paper. Then we show the main steps followed by the system to
provide an answer to one query formulated by the user. Finally, we present a
brief specification of the main components of the system that are involved in the
process of providing the answer.

With respect to the terminology used, we consider datasets that are modeled
as RDF graphs. An RDF graph is a set of RDF triples. An RDF triple is a
statement formed by a subject, a predicate and an object [§]. Elements in a triple
are represented by IRIs and objects may also be represented by literals. We use
term for any element in a triple. Each dataset is described with terms from a
declared vocabulary set. Let us use target dataset for the dataset over which the
query is going to be evaluated, and we use target vocabulary set for its declared
vocabulary set.

SPARQL querie are made of graph patterns. A graph pattern is a query
expression made of a set of triple patterns. A triple pattern is a triple where any
of its elements may be a variable. When a triple pattern of a query is expressed
with terms of the target vocabulary set we say that the triple pattern is adequate
for the target dataset. When every triple pattern of a query is adequate for a
target dataset, we say that the query is adequate for that target dataset.

The original query is expressed with terms from a source vocabulary set. Let
us call 7 the set of terms used by the original query. As long as any term in
T belongs to a vocabulary in the target vocabulary set, the original query is
adequate for the target dataset and the query can be properly processed over
that dataset. However, if there were terms in 7 not appearing in the target
vocabulary set, triple patterns of the original query including any such term
should be rewritten into appropriate graph patterns, with terms taken from
the target vocabulary set, in order to become an adequate query for the target
dataset.

Terms in 7 appearing in synonymy mapping axioms (i.e. expressed with any
of the properties owl:sameAs, owl:equivalentClass, owl:equivalentProp-
erty) with a term in the target vocabulary set can be directly replaced by
the synonym term. Those terms in 7 not appearing in the target vocabulary
set and not appearing in synonymy mapping axioms with terms in the target
vocabulary set are called conflicting terms. Since there is no guarantee for enough

" hitp://www.w3.org/TR/rdf-sparql-query/



Query Rewriting for an Incremental Search in Linked Data Sources 17

synonym mapping axioms between source and target vocabulary sets that allow
a semantic preserving rewriting of the original query into an adequate query for
the target vocabulary, we must cope with query rewritings with some loss of
information. The goal of the query rewriting algorithm is to replace every triple
pattern including conflicting terms with a graph pattern adequate for the target
dataset.

3.1 Main Query Processing Steps

The query which we will use as a running example is “Give me resources whose
author is Tim Berners-Lee”. The steps followed to answer that query are pre-
sented next:

1. The user formulates the query dealing with a provided GUI. For that, he
uses terms that belong to a vocabulary that he is familiar with (for example,
DBLP and FOAF vocabularies in this case). Notice that it is not required
that the user knows the SPARQL language for RDF, he should only know the
terms dblp:Tim Berners-Lee, and foaf :maker from the DBLP and FOAF
vocabularies. The system produces the following query:

PREFIX foaf: <http://xmlns.com/foaf/0.1/>
PREFIX dblp: <http://dblp.13s.de/d2r/resource/authors/>
{?resource foaf:maker dblp:Tim_Berners-Lee>}

2. The system asks the user for a name of a dataset in which he is interested in
finding the answer. If the user does not provide any specific name, then the
system shows the user different possible datasets that belong to the same
domain (e.g., bibliographic domain). If the user does not select any of them
then the system selects one. Following the previous example, we assume that
the user selects DBpedia dataset among those presented by the system.

3. The system first tries to find the query terms in the selected dataset. If it finds
them, it runs the query processing. Otherwise the system tries to rewrite the
query formulated by the user into another equivalent query using mapping
axioms. At this point two different situations may happen:

(a) The system finds synonymy mapping axioms, defined between the
source and target vocabularies, that allows it to rewrite each term of
the query into an equivalent term in the target vocabulary (for in-
stance, mapping axioms of the type dblp:Tim Berners-Lee owl:sameAs
dbpedia: Tim Berners-Lee). Following the previous example, the prop-
erty foaf :maker is replaced with dbpedia-owl:author. The rewritten
query is the following:

PREFIX dbpedia: <http://dbpedia.org/resource/>

PREFIX dbpedia-owl: <http://dbpedia.org/ontology/>

{?resource dbpedia-owl:author dbpedia:Tim_Berners-Lee>}

Then the system obtains the answer querying the DBpedia dataset and
shows the answer to the user through the GUI. The results obtained by
the considered query are:
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http://dbpedia.org/resource/Tabulator
http://dbpedia.org/resource/Weaving_the_Web:_The_Original_Design_
and_Ultimate_Destiny_of_the_World_Wide_Web_by_its_inventor

(b) The system does not find synonymy mapping axioms for every term in
the original query. In this case, the triple including the conflicting term
is replaced with a graph pattern until an adequate query is obtained. In
sections 4 and 5 we present the algorithm used for the rewriting and an
example that illustrates the behaviour, respectively.

4. The system asks the user if he is interested in querying another dataset. If
the answer is No the process ends. If the answer is Yes the process returns
to step 2.

3.2 System Modules

In order to accomplish the steps presented in the previous subsection the system
handles the following modules:

— Input/Output Module. This module manages a GUI that facilitates, on the
one hand, the task of querying the datasets using some predefined forms; and,
on the other hand, presents the obtained answer with a friendly appearance.

— Rewriting Module. This module is in charge of two main tasks: Query anal-
ysis and Query rewriting. The Query analysis consists of parsing the query
formulated by the user and obtaining a tree model. For this task, the Query
Analyzer module implemented with AR is used. In this task the datasets
that belong to the domain considered in the query are also selected. Concern-
ing Query rewriting, we have developed an algorithm (explained in section 4)
that rewrites the query expressed using a source vocabulary into an adequate
query. The algorithm makes use of mapping axioms expressed as RDF triples
and which can be obtained through SPARQL endpoints or RDF dumps.
The mapping axioms we are considering in this paper are those triples whose
subject and object are from different vocabularies and the predicate is one of
the following terms: owl:sameAs, rdfs:subClass0f, rdfs:subProperty0f,
owl:equivalentClass, and owl:equivalentProperty. Future work will
consider a broader set of properties for the mapping axioms.

— Fvaluation Module. Taking into account that different rewritings could be
possible for a query, the goal of this module is to evaluate those different
rewritings and to select the one that incurs the least information loss. For
that it handles some defined metrics (see section 5.1) and the information
stored in the VoID statistics of the considered datasets.

— Processing Module. Once the best query rewriting is selected, this module is
in charge of obtaining the answer for the query by accessing the correspond-
ing dataset.

12 Apache Jena/ARQ (http://jena.apache.org/documentation/query/index.html)
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4 Query Rewriting Algorithm

In this section we present the query rewriting algorithm. Its foundation is a
graph traversing algorithm looking for the nearest terms (that belong to the
target dataset) of a conflicting term.

We follow two guiding principles for the replacement of conflicting terms: (1)
a term can be replaced with the conjunction of its directly subsuming terms.
(2) a term can be replaced with the disjunction of its directly subsumee terms.
These guiding principles are recursively followed until adequate expressions are
accomplished.

A distinguishing feature of our working scenario is that source and target vocab-
ulary sets are not necessarily fully integrated. Notice that datasets are totally inde-
pendent from one another and our system is only allowed to access them by their
particular web services (SPARQL endpoint or programmatic interface). There-
fore, our system depends only on the declared vocabulary sets and the published
mapping axioms. Infered relationships between terms are not taken into account
unless the target system provides them. We are aware of the limitations of that
consideration, but we think that it is quite a realistic scenario nowadays.

In the following, we present the algorithm that obtains an adequate query
expression for the target dataset with the minimum loss of information with
respect to the original query ) measured by our proposed metrics.

First of all, the original query @Q is decomposed into triple patterns which in
turn are decomposed into the collection of terms 7. This step is represented in
line 4 in the displayed listing of the algorithm. Notice that variables are not in-
cluded in 7. Variables are maintained unchanged in the rewritten query. Neither
literal values are included in 7. Literal values are processed by domain specific
transformer functions that take into account structure, units and measurement
systems.

Then, for each term in 7, a collection of expressions is constructed and gath-
ered with the term. Each expression represents a possible substitution of the
triple pattern including the conflicting term for a graph pattern adequate for
the target dataset. See lines 5 to 10 in the algorithm. Considering these ex-
pressions associated with each term, the set of all possible adequate queries is
constructed (line 12) and the information loss of each query is measured and the
query with the least loss is selected (line 14).

The core of the algorithm is the REWRITE routine (line 7) which exam-
ines source and target vocabularies, with their respective mapping axioms, in
order to discover possible substitutions for a given term in a source vocab-
ulary. Let us consider terms in a vocabulary as nodes in a graph and rela-
tionships between terms (specifically rdfs:subClass0f, rdf:subProperty0f,
owl:equivalentClass, owl:equivalentProperty, and owl:sameAs) as di-
rected labeled edges between nodes. Notice that, due to mapping axioms be-
tween two vocabularies, we can consider those vocabularies as parts of the same
graph. REWRITE routine performs a variation of a Breadth First Search traverse
from a conflicting term, looking for its frontier of terms that belong to a tar-
get vocabulary. A term f belongs to the frontier of a term ¢ if it satisfies the
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following three conditions: (a) f belongs to a target vocabulary, (b) there is a
trail from ¢ to f, and (c) there is not another term ¢ (different from f) belonging
to a target vocabulary in that trail. A ¢rail from a node t to a node f is a se-
quence of edges that connects ¢ and f independent of the direction of the edges.
For instance, t rdfs:subClass0f r, f rdfs:subClassOf r is a trail from ¢ to f.

Although a trail admits the traversing of edges in whatever direction, our
algorithm keeps track of the pair formed by each node in the trail and the
direction of the edge followed during the traverse since that is crucial informa-
tion for producing the adequate expressions for substitution. Notice that we are
interested in obtaining a conjunction expression with the directly subsuming
terms, and a disjunction expression with the directly subsumee terms. For that
reason, different routines are used to traverse the graph. In line 28 of the algo-
rithm, directSuper(t) is the routine in charge of traversing the edges leaving t.
In line 30 of the algorithm, directSub(t) is the routine in charge of traversing
the edges entering ¢t. Whenever a synonym to a term in a target vocabulary is
found (line 25), such information is added to a queue (line 26) that stores the
result of the REWRITE routine.

Termination of our algorithm is guaranteed because the graph traverse pre-
vents the processing of a previously visited node (avoiding cycles) and further-
more a natural threshold parameter is established in order to limit the maximum
distance from the conflicting term of a visited node in the graph.

//Returns an adequate query for onto_target,

//produced by a rewriting of Q with the least loss of information

QUERY_SELECTION(Q, ontoSource, ontoTarget) return Query

terms = DecomposeQuery (Q); // terms is the set of terms in Q

for each term in terms do

{
rewritingExpressions = REWRITE(term, ontoSource, ontoTarget);
//stores the term together with its adequate rewriting expressions
termsRewritings.add(term, rewritingExpressions);

1
2
3
4
5
6
7
8
9
10
11| //Constructs queries from the exzpressions obtained for each term

12| possibleQueries = ConstructQuery(Q, termsRewritings);

12 //Selects and returns the query that provides less loss of information
1

15

16

17

18

19

20

return LeastLoss(Q, possibleQueries);

//Constructs a queue of adequate expressions for term in onto_target
REWRITE(term, ontoSource, ontoTarget) return Queue<Expression>
resultQueue = new Queue() ;
traverseQueue = new Queue () ;
21| traverseQueue.add(term);
22| while mnot traverseQueue.isEmpty () do

23

24 t = traverseQueue.remove () ;

25 if has_synonym (t, ontoTarget) then

26 resultQueue.add(map(t, ontoTarget));

27 else //t is a conflicting term

28 { ceiling = directSuper(t);

29 traverseQueue.enqueueAll(ceiling);

30 floor = directSub(t);

g% traverseQueue.enqueueAll (floor); }
}

33| return resultQueue;
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5 Estimation of Information Loss

In this section we describe how we measure the loss of information caused by the
rewriting of the original query. Also we explain in detail a use case that needs
these rewritings to achieve an adequate query.

5.1 Measuring the Loss of Information

The system measures the loss of information using a composite measure adapted
from [11]. This measure is based on the combination of the metrics precision
and recall from Information Retrieval literature. We measure the proportion of
retrieved data that is relevant (precision) and the proportion of relevant data
that is retrieved (recall).

To calculate these metrics, we use datasets metadata published as VoID statis-
tics. There are VoID statements that inform us of the number or entities of a class
or the number of pairs of resources related by a property in a certain dataset.
For instance, in :DBpedia dataset, the class dbpedia:Book has 26198 entities
and there are 4102 triples with the property dbpedia:notableWorks.

:DBpedia a void:Dataset;

void:classPartition [ void:propertyPartition [
void:class dbpedia:Book; void:property dbpedia:notableWorks;
void:entities 26198; 1; void:triples 4102; 1;

Given a conflicting term ct, we define Ezt(ct) as the extension of ct; that
is the collection of relevant instances for that term. Let us call Rewr(ct) to an
expression obtained by the rewriting of a conflicting term ct, and Ext(Rewr(ct))
to the extension of the rewritten expression, that is the retrieved instances for
that expression.

We define §Ext(ct) as the number of entities (resp. triples) registered for ct
in the dataset (this value should be obtained from the metadata statistics). In
the case of Ext(Rewr(ct)), we cannot expect a registered value in the metadata.
Instead we calculate an estimation for an interval of values [fFzt(Rewr(ct).low),
tExt(Rewr(ct).high)] which bound the minimum and the maximum cardinality
of the expression extension. Those values are used for the calculation of our
measures of precision and recall. However, due to the lack of space and the
intricacy of the different cases that must be taken into account, we will not to
present a detailed explanation for the calculation here.

Allow us to say that precision and recall of a rewriting of a conflicting term ct
will be measured with an interval [Precision(ct).low, Precision(ct).high] where
Precision(ct).low = L(§Ext(ct), §Ext(Rewr(ct).low), §Ext(Rewr(ct).high)) and
Precision(ct).high = H(§Ext(ct), § Ext(Rewr(ct).low), §Ext(Rewr(ct).high)) are
functional values calculated after a careful analysis of the diverse semantic re-
lationships between ct and Rewr(ct). Offered only as a hint, consider that the
functions are variations on the following formulae, presented in [9]:

Precision(ct) = u(E“;g;?(lE%igﬁigs(d)));Recall(ct) = ”(E”(Ct)u%iﬁigw”“)))
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In order to provide the user with a certain capacity for expressing preferences
on precision or recall, we introduce a real value parameter « (0 < o < 1) for
tuning the function to calculate the loss of information due to the rewriting of
a conflicting term. Again, this measure is expressed as an interval of values:

1
Loss(ct).low =1 — (1)
Oé( Precisio'rlz(ct).high) + (1 - a)( Recall(it)high)
1
Loss(ct).high =1 — (2)

1 1
Oé( Precision(ct)Alow) + (1 - CM)( Recall(ct)low)

Finally, many functions can be considered for the calculation of the loss of
information incurred for the rewriting of the entire original query ). We are
aware that more research and experimentation is needed to select the most ap-
propriate ones for our task. Nevertheless, for the sake of this paper, let us use
a very simple and effective one such as the maximum among the set of values
that represent the losses.

Loss(Q).low = maz{Loss(ct).low | ct conflicting term in Q} (3)

Loss(Q).high = max{Loss(ct).high | ct conflicting term in Q} (4)

5.2 Rewriting Example

This section describes in detail an example of the process followed by our system
in the case that loss of information is produced during the rewriting process.
Consider that the system is trying to answer the original query shown in figure[I]
which is expressed with terms in the proprietary bdi vocabulary, and that the
user decides to commit the query to the DBpedia dataset. Some of the mapping
axioms at the disposal of the system are as follows:

bdi:Document rdfs:subClassOf dbpedia:Work .

bdi:Publication rdfs:subClass0f bdi:Document .

dbpedia:WrittenWork rdfs:subClass0f bdi:Publication .

dbpedia:Website rdfs:subClassOf bdi:Publication .

dbpedia:Miguel_de_Cervantes owl:sameAs bdi:Miguel_de_Cervantes.
dbpedia:notableWork owl:sameAs bdi:isAuthor .

During the process, two possible rewritings are generated, as shown in fig-
ure [Il The one on the left is due to the pair of mapping axioms that specify
that dbpedia:Work is a superclass of the conflicting term bdi:Publication;
and, the one on the right is due to a pair of mapping axioms that specify that
dbpedia:WritenWork and dbpedia:Website are subclasses of bdi:Publication
(see those terms in the shaded boxes of figure [).

The calculation of the loss information for each rewriting is as follows. Notice
that the only conflicting term, in this case, is (bdi : Publication). Firstly, the
extension of the conflicting term and the rewriting expresssions are calculated.

Ezt(bdi: Publication) = 505;

Ezt(dbpedia: Work )= 387599;
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)
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| <http://www. i ies/2013/Tec_upv. i

?Publicationa[<hnp://www i g/t ies/2013/Tec_upv.owl#Publication>. }

b3
SELECT DISTINCT ?Publication i SELECT DISTINCT ?Publication

subsume
WHERE { By WHERE {
SERVICE <http://dbpedia.org/sparql>{ i SERVICE <http;//dbpedia.org/sparqi>{
<http://dbpedia.org/resource/Miguel_de_Cervantes> <http://dbpedia.org/resource/Miguel_de_Cervantes>
<http://dbpedia.org/ontology/notableWork> <http://dbpedia.org/ontology/notableWork>
2publication . 2Publication .

#Publication { <http://dbpedia.org/ontology/Work>. | | ["{{ZPublication a <http://dbpedia.org/ontology/WrittenWork>. }
h Union

99,7408%<I055<95,7412% {zPublication a <http://dbpedia.org/ontology/Website>. }}
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Fig. 1. Rewriting expressions generated

Ezt(dbpedia: WrittenWork U dbpedia: Website).low = min[40016, 2438] = 2438;

Ext(dbpedia: Written Work U dbpedia: Website).high = 4001642438 = 4245/.

Secondly, precision and recall taking into account the relationships between
the conflicting term and its rewriting expressions are calculated.

With respect to Rewr(bdi:Publication) = dbpedia: Work

[Precision.low = 0,0012960; Precision.high = 0,0012977; Recall = 1]

With respect to Rewr(bdi:Publication) = db: Written Work U db: Website

[Precision = 1; Recall.low = 0,828969; Recall.high=1]

Then, the loss of information interval for bdi : Publication with a parameter
a = 0.5 (meaning equal preference on precision and recall) is calculated.

With respect to Rewr(bdi:Publication) = dbpedia: Work

[Loss(bdi:Publication).low = 0,997408; Loss(bdi:Publication).high= 0,997412 ]

With respect to Rewr(bdi:Publication) = db: Written Work U db: Website

[Loss(bdi: Publication).low = 0; Loss(bdi:Publication).high= 0.093511]

Considering the above information loss intervals, the system will choose the sec-
ond option (replacing bdi:Publication with db:WrittenWork U db:Website)
as the loss of information is estimated to be between 0% and 9% (i.e., very low
even with the posibility of being 0%, that is no loss of information). However, the
first option (replacing bdi:Publication with dbpedia:Work) is estimated to in-
cur in a big loss of information (about 99.7%), which is something that could be
expected: dbpedia:Work references many works that are not publications. Any-
way, in absence of the second option, the first one (despite returning many refer-
ences to works that are not publications) also returns the publications included
in dbpedia:Work which could satisfy the user. The alternative, not dealing with
imprecise answers, would return nothing when a semantic preserving query into
a new dataset cannot be achieved.

6 Conclusions

For this new era of Web of Data we present in this paper a proposal that offers
the users the possibility of querying heterogeneous Linked Data sources in a
friendly way. That means that users do not need to take notice of technical details



24 Al Torre-Bastida et al.

associated with the heterogeneity and variety of existing datasets. The proposal
gives the opportunity to enrich the answer of the query incrementally, by visiting
different datasets one by one, without needing to know the particular features of
each dataset. The main component of the proposal is an algorithm that rewrites
queries formulated by the users, using preferred vocabularies, into other ones
expressed using the vocabularies of the datasets visited. This algorithm makes
an extensive use of mapping axioms already defined in the datasets. To rewrite
preserving query semantics may be difficult many times, for that reason the
algorithm also handles rewritings with some loss of information.
Experiments are being carried out for tuning the estimation loss formulae.
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1

RDF (Resource Description Framework) is a language for describing things or entities
on the World Wide Web [8]. RDF data is structured as connected graphs, and is
composed of triples. A triple is a statement consisting of three components: a subject,
a predicate and an object. The World Wide Web Consortium (W3C) standard query
language for looking up RDF data is the SPARQL Protocol and RDF Query
Language, referred to as SPARQL [13]. SPARQL makes it possible to retrieve and
manipulate RDF data, whether the data is stored in a native RDF store, or expressed
as RDF through middleware conversion mechanisms. SPARQL queries are expressed
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As the Web evolves into one enormous database, locating and searching for
specific information poses a challenge. RDF data consists of graphs defined by
triples, meaning that there are many more relationships and connections between data
resources, compared to the traditional Web structure consisting of clear text
documents. The RDF data structure offers a more flexible and accurate way of
retrieving information, as specific relationships between data resources can be looked
up. Moreover, the architecture of the Semantic Web poses a need for another search
design opposed to the traditional Web. However, full-text searches will also be
important when searching the Semantic Web, as there usually exist a great deal of
textual descriptions and numerical values stored as literals in most RDF data sets.
Moreover, full-text searches in RDF data are important, because users often do not
know to a full extent what information exists. SPARQL is a good way of searching
for explicit data relationships and occurrences in RDF data sets, also offering the
possibility of performing full-text searches and filtering terms and phrases through
SPARQL filter clauses. These filter clauses enables the filtering of logical expressions
and variables expressed in the general SPARQL query. Examples of SPARQL clauses
are filtering string values, regular expressions, logical expressions and language
metadata. Unfortunately, SPARQL filter clauses pose a major challenge when it
comes to query-execution time. When applying filter clauses in SPARQL queries, the
queries have to perform matching of logical expressions or terms and phrases,
meaning that the SPARQL queries will execute slower than general SPARQL queries.
As SPARQL filter queries can discover data relationships that general SPARQL
queries cannot, they play an important role in retrieving RDF data. However, because
SPARQL filter queries in most cases have a much slower query-execution time than
general SPARQL queries; it is easy to shy away from applying filter clauses to the
queries. Minack et al. [9] argue that literals are what connect humans to the Semantic
Web, giving meaning and an understanding to all the data that exist on the Web. If
literals are taken away from RDF data, the directed graphs that amount to the Web of
Data will merely be a set of interconnected nodes that are to a certain extent name-
and meaningless. This argument suggests that discovering efficient ways of filtering
literals in RDF data will be of great value to the information retrieval aspect of the
Semantic Web.

This paper presents a technique for optimizing the query-execution times of
SPARQL filter queries. A prototype solution called FILT (Filtering Indexed Lucene
Triples) has been built in order to show that a general SPARQL filter query processor
can decrease the query-execution time of SPARQL filter queries, thus enhancing the
value of integrating full-text searches with the SPARQL query language. The paper is
divided into six sections apart from the introduction: section 2 presents the
implementation and features of FILT, section 3 presents previous related work,
section 4 presents the framework for evaluating FILT through a benchmark test,
section 5 presents the results of the benchmark test, section 6 discuss the results, and
finally section 7 presents conclusions and further work.
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2 Implementation of FILT with Apache Lucene

FILT is a SPARQL filter-processing engine and enables storing and querying of RDF
data through the Apache Lucene framework [3]. It is supports unmodified SPARQL
queries, meaning that users do not have to re-write their SPARQL queries in order to
execute them. The main purpose of FILT is to decrease the query-execution time of
SPARQL queries containing filter clauses, thus optimizing the efficiency of semantic
information retrieval. FILT currently provides storing of triples, a SPARQL endpoint,
and a SPARQL querying user-interface. FILT can store any data set stated as triples.
The data set must be expressed in one of the three most common syntaxes for RDF
triples: N-Triples, Turtle or RDF/XML. Moreover, FILT will supplement a traditional
triplestore by stripping filter queries away from the SPARQL query during a pre-
processing phase. It then passes the set of triples that match the filter conditions back
to the Jena SPARQL query engine. General SPARQL queries without filter clauses
are sent directly to an external triplestore SPARQL endpoint, or to a local RDF model
of the entire data set. This means that a SPARQL endpoint URL of a triplestore, or
the raw RDF data set file, has to be specified in FILT in order for any type of
SPARQL query to execute properly. The architecture of FILT is shown in Figure 1.
This figure illustrates how SPARQL queries are executed through FILT. There are
several steps in this process: first, the user issues a SPARQL query. If the query does
not contain filter clauses, the query is immediately executed through an external RDF
store, either a triplestore or a local RDF model loaded into the Jena framework. If the
SPARQL query contains filter clauses, it is sent to the query-rewriting module that
performs two processes: extracting the filter clauses from the query and transforming
them into Lucene queries, and stripping the filter clauses from the SPARQL query,
leaving only the general SPARQL query. The Lucene queries, constructed based on
the filter clauses in the query, are executed through the Lucene index consisting of the
indexed data of the entire RDF data set. The output of the Lucene queries executed
through the index consists of triples that will be the foundation of building an internal
RDF model. This RDF model contains the triples corresponding to the filter clauses
of the SPARQL query, and the general SPARQL query stripped of filter clauses will
be executed over this local model. Finally, the output returned from the general
SPARQL query is the final query output that is returned to the user that issued the
SPARQL query.

As mentioned, FILT is built on top of the Apache Lucene framework. Apache
Lucene is a free open-source high-performance information retrieval engine written in
the Java Programming language. It offers full-featured text search, based on indexing
mechanisms. Lucene is a vital part of storing and querying data in FILT. A Lucene
index contains a set of documents that contain one or more fields. These fields can be
stored as text or numerical values, and can either be analyzed or not analyzed by the
Lucene library, which will later affect how the given information can be retrieved.
Moreover, a Lucene Document Field is a separated part of a document that can be
indexed so that terms in the field can be used to retrieve the document through Lucene
queries. The index structure in FILT is based on a dynamic index structure that
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Fig. 1. The architecture of FILT

contains a default “graph” and “subject” fields, which contain the RDF graph
locations (paths to data set files) and the subject URI of the data entity being indexed.
Apart from this, the index structure is a dynamic structure that names each field in a
document by its predicate URI and giving it the object-value of the given triple as its
input. Moreover, this means that apart from the static field named "subject", the other
document-field names will vary depending on what the predicate URI is. This makes
it easy to query the index by specifying predicate names for the field names in the
Lucene queries. The overall index structure can be described in a more formal way
like this:

for each sub-graph in the superior graph {
new Document
add field to document(FieldName: graph, FieldValue: <The filename of the data
set file>)
add field to document(FieldName: subject, FieldValue: <subject-URI>)
for each predicate and object in graph {
add field to document(FieldName: predicate, FieldValue: <object-value>)

/
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FILT translates SPARQL queries into Lucene queries in order to retrieve
information from the pre-stored index. Only SPARQL queries with filter clauses run
through the index. All other queries run through the local model or the SPARQL
endpoint specified by the data set owner. FILT has mainly focused on implementing
compatibility with SPARQL regex filter clauses and SPARQL logical/numerical
expression filter clauses. In FILT, the regex filter clause is executed through the
RegexQuery class in Lucene. This query class allows regular expression to be
matched against text stored in the index documents. To illustrate how FILT deals with
the aspect of number filtering, look at this SPARQL query containing a “logical
expression” filter clause for filter numbers: SELECT * WHERE {?s geo:lat ?lat;
geo:long ?long. Filter(xsd:double(?lat) > 50 && ?long = 60)}. The objective of this
filter clause is to find all data entities where the latitude is above 50 and the longitude
equals 60. These expressions can easily be translated into existing Lucene queries,
namely the NumericRangeQuery and the RegexQuery classes. The first expression
“xsd:double(?at) > 50” is translated into the NumericRangeQuery “geo:lat:[50 TO
*1” and the second expression “?long = 60 is transformed into the RegexQuery
“geo:long:60”. In this case, the NumericRangeQuery “geo:lat:[50 TO *]” has defined
the lower term in the query to be exclusive, meaning that only data entities with a
latitude over 50 returns true. If the lower term was set to be inclusive, data entities
with a latitude equaling 50 would also return true. This would be correct to apply if
the filter expression rather stated “xsd:double(?lat) >= 50”. The same principles apply
to any NumericRangeQuery, whether the query contain only a lower term or an upper
term, or both. Any expression containing the EQUAL expression operator (“=") or the
NOT EQUAL expression operator (“!="), regardless of filter value, is translated into
the RegexQuery. If the query is based on the equal operator, it will only include the
filter value itself as the query input, such as the query just mentioned: “geo:long:60”.
However, if the filter expression stated “?long != 60” instead of “?long = 60", the
RegexQuery would have to generate a regular expression with a “negative look-
ahead” condition, in order to find data entities with a latitude not matching the value
“60”. This RegexQuery would look like this: geo:long”(?!.%60).%*$). The built-in
Lucene query library offers the possibility of easily translating simple number
filtering into different queries. However, more complex number filtering cannot be
directly translated into Lucene queries. This can be demonstrated through this query:
SELECT ?subject WHERE {?subject geo:lat ?lat; geo:long ?long . FILTER
((xsd:double(?lat) - 37.785834 <= 0.040000) & & (37.785834 - xsd:double(?lat) <=
0.040000) &&(xsd:double(?long) - -122.406417 <= 0.040000) && (-122.406417 -
xsd:double(?long) <= 0.040000) )).

The filter clause expressions in this query is tricky to filter by using Lucene
queries, as none of the built-in Lucene query classes can execute mathematical
expressions containing numeric operators. This means that in order to execute the
number filtering expressions in the filter clause, the mathematical expressions have to
be simplified in order to meet the requirements of the Lucene query libraries. FILT
translates complex numeric expressions into more simple expressions in order to meet
the requirements of the built-in Lucene query library. The rules for simplifying the
numerical expressions are based on the standard mathematical rules for equations and
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inequalities. The Lucene queries are built based on the filter clauses in the given
SPARQL query that is being executed, and each specific filter clause is converted to
one or more separate Lucene queries. When every filter clause have been divided into
distinct Lucene queries, these different Lucene queries will be joined as one large
query and finally executed over the index.

3 Previous Work

Interesting research has been conducted within the area of semantic searching and
indexing of RDF data. Sindice is a lookup-index over data entities crawled on the
Semantic Web [12]. SIREn is a semantic information retrieval engine plugin to
Lucene [7], and is the search engine that Sindice is based on. SIREn includes a node-
based indexing scheme for semi-structured data, based on the Entity-Attribute value
model [6]. As the Sindice project focuses mostly on storing and querying
decentralized, heterogeneous data sources as a semantic search-engine on the Web of
Data, FILT heads in the direction of storing and querying pre-defined data sets where
the data schema is fully known. FILT does not analyze or tokenize the data being
indexed so that all data values are stored as their full value, meaning that they also
have to be queried by denoting their entire data values. As FILT is mainly a SPARQL
filter query processing engine, this indexing approach supports the idea behind
SPARQL queries, where the data schema is fully known to the user executing the
query.

SEMPLORE [14] also offers full-text searches through indexed RDF data.
SEMPLORE treats any data value that has a data type property as a virtual keyword
of concepts, meaning it will be available for full-text searches. These virtual
keywords of concepts can be combined with concepts in an ontology using Boolean
operators. Opposed to SPARQL queries, where a query can have multiple query
targets, the querying capabilities of SEMPLORE restrict the queries to have a single
query target. This supports conventional ways of retrieving information on the Web,
but FILT differs from this solution in terms of letting the users query multiple targets
through SPARQL queries. In addition, FILT is a database solution opposed to
SEMPLORE, which is mainly a web solution.

Castillo et al. [5] present a solution called RDFMatView for decreasing the query
processing time of SPARQL queries containing multiple graph patterns. As several
implemented SPARQL processors are built on top of relational databases, SPARQL
queries are translated into one or more SQL queries. If queries have more than one
graph pattern, the query processing requires roughly as many joins as the query has
graph patterns. Castillo et al. [S] argue that optimizing these joins is vital in order to
achieve scalable SPARQL systems. In order to avoid the computation of several join
queries RDFMatView indexes fractions of queries that occur frequently in executed
queries. Only graph patterns that are used together regularly in queries are indexed.
RDFMatView matches FILT in terms of indexing data in order to decrease the query-
execution time of SPARQL queries, but it only focuses on decreasing the query
execution time of SPARQL queries with multiple graph patterns, disregarding the
complications of SPARQL filter queries regarding query-execution time.
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There exist several solutions trying to implement efficient full-text searches
through the SPARQL query language. Apache Jena LARQ [2] is a querying solution
based on Lucene and the Jena SPARQL query engine Apache Jena ARQ [1].
NEPOMUK [10] also offers the translation of full-text searches from the regex filter
clause in SPARQL queries into Lucene queries. FILT differs from LARQ and
NEPOMUK in terms of not just implementing full-text searches, but also
implementing the filtering of logical expressions and several other SPARQL filter
clauses. In addition, LARQ and NEPOMUK do not translate SPARQL queries into
customized query solutions for the users, but rather offer the possibility for the users
to rewrite the queries themselves. Moreover, LARQ and NEPOMUK offer extensions
for performing full-text searches on literals, whereas FILT propose a solution for
executing full-text searches and logical expression filtering on any triple-component
through an index, directly translated from user-generated SPARQL queries. Minack et
al. [9] present the Sesame LuceneSail solution, a part of the NEPOMUK project.
Sesame LuceneSail is a solution for performing full-text search on RDF data by
storing the data in a Lucene index and executing keyword queries through the index.
FILT differs from this in terms of not being dependent on an external triplestore when
executing SPARQL filter queries, as the general graph pattern SPARQL query
stripped from filter clauses is executed over the relevant triples extracted from the
Lucene query. In addition, Sesame LuceneSail has certain restrictions on its query
expressiveness in terms of not offering the possibility of querying more than one
keyword query on each subject of a triple. FILT offers the same flexibilities and
expressiveness as defined in the SPARQL query language, as FILT directly translates
SPARQL filter queries into Lucene queries, obtaining the exact same results as
executing the SPARQL queries through a conventional triplestore.

Many triplestores contain built-in mechanisms for coping with queries containing
filtering functions. For instance, the Jena and Joseki (http://www.joseki.org/)
SPARQL engines provide a possibility of executing full-text queries through LARQ.
The difference between the full-text search-engine in LARQ compared to FILT is that
LARQ requires the SPARQL queries to include different syntaxes that do not
correspond with the general SPARQL syntax. FILT does not require any additional
statements or functions in the SPARQL queries and executes regular SPARQL
queries with filter clauses. Full-text searches through FILT are simply run by adding a
regex filter clause in the SPARQL query based on the standard SPARQL syntax.
Another example of a built-in mechanism for executing specific filtering functions is
the SQL MM function for executing geospatial queries in the Virtuoso triplestore
(http://virtuoso.openlinksw.com/). The SQL MM function in Virtuoso makes it more
efficient to execute geospatial queries [11]. However, just as Joseki and Jena
combined with LARQ, the built-in SQL MM filtering function in Virtuoso is
dependent on another query-syntax than SPARQL filter queries, meaning that the
SPARQL queries have to be modified from their original syntax in order to benefit
from the built-in filtering mechanisms. FILT is not dependent on additional filter
statements or different query syntaxes in order to execute filter queries, as FILT
simply execute queries of the standard SPARQL syntax.
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4 Benchmark Evaluation

In this project, an extensive benchmark evaluation of FILT has been performed. The
objective of the benchmark test was to compare the features of FILT to the Joseki
triplestore by evaluating several metrics regarding the speed of query execution. The
benchmark evaluation included executing two pre-defined sets of SPARQL filter
queries over two separate data sets. The two different data sets that the queries were
executed over were the DrugBank data set and the Geographic Coordinates RDF
graph of the DBpedia data set. The DrugBank data set contains 766,920 triples,
whereas the Geographic Coordinates data set contains 1,771,100 triples. For this
benchmark evaluation, both the DrugBank data set and the Geographical Coordinates
(DBpedia) data sets were divided into three data sets; each with a distinct amount of
triples. The data sets were split into one sub-set containing 1/7 of the total amount of
triples and one sub-set containing 1/2 of the total amount of triples. Finally, the entire
data set was tested. These data sets were loaded into two different data stores: FILT
and Joseki. Joseki is a triplestore for Jena, developed by W3C RDF Data Access
Working Group. It supports the SPARQL protocol and the SPARQL RDF Query
Language. The version of FILT that will be applied in the benchmark evaluation is
v1.0, and the Joseki version used is v3.4.4. The query mixes were executed over each
of the divided data sets, both through the Joseki triplestore and FILT, in order to
illustrate the scalability performance of a conventional triplestore opposed to FILT.
The DrugBank data set can be downloaded from: http://dl.dropbox.com/
u/21236338/drugbank.zip. The Geographical Coordinates of DBpedia data set can be
downloaded from: http://downloads.dbpedia.org/ 3.7/en/geo_coordinates_en.nt.bz2.

The metrics of this benchmark evaluation are based on the performance metrics
specified by Bizer & Shultz [4]. The metrics are “Milliseconds per Query (MSpQ)”,
“Average Query Execution Time (aQET)”, “Overall Runtime (0aRT)” and
“Average Query Execution Time over all Queries (aQEToA)”. However, the
benchmark evaluation in this paper will only evaluate and present the aQET. The
aQET will be calculated by the average time it takes to execute a single query
multiple times. The aQET of each query will then be combined with the aQET of
the queries of the same query form. Moreover, this means that the aQET of all
SELECT queries will be calculated into a combined aQET for SELECT queries.
The same procedure will be repeated with all query forms. This way it is possible to
analyze the performance of the two data stores based on different query forms. The
query mixes of both the regex use-case and the numerical filtering use-case
contained 24 queries; six queries of each SPARQL query form (SELECT,
DESCRIBE, CONSTRUCT and ASK). This way, the performance of all the query
forms isolated could be analyzed. The query mixes were executed three times for
each data set sizes. Prior to each execution of the query mixes, the data sets were re-
loaded along with executing a warm-up query-mix.
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5 Results

This section will refer to each of the data set sizes of the DrugBank and Geographical
Coordinates data sets as “S” for the smallest data set version, “M” for the medium
data set version, and “L” for the large data set, consisting of the entire data set. The
results from the DrugBank data set and the Geographical Coordinates data set were
each analyzed in a separate, two way analysis of variance (ANOVA) with the factors
Size (S, M, L) and Store (FILT, Joseki). The critical values for F will be reported in
the results with the signifiers “*” where the probability number is less than 0.05, “**”
where the probability number is less than 0.01, and “***” where the probability is less
than 0.001.
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Fig. 2. The overall benchmark results of the DrugBank regular expression filtering use-case

The overall results of the DrugBank regular expression filtering use-case are
shown in Figure 2. The results of the DrugBank use-case indicate that the SELECT
queries of the query mix had a significant difference in the results of FILT and Joseki.
FILT performs faster than Joseki with SELECT regex queries for all data set sizes.
The results indicate that the larger the data set is, Joseki performs significantly worse,
as opposed to FILT that more or less performs in the same way regardless of data set
size, with small differences in the aQET. The probability numbers showed that the
data set size (Size) is a significant factor when executing the SELECT queries in both
triplestores, with p < 0.01. The difference between the two triplestores (Store) is also
a significant factor, with p < 0.001. The interaction between the data set sizes and the
triplestores (Size:Store) is not significant, with p < 0.10. Further, the chart shows that,
as opposed to the results of the SELECT queries, FILT and Joseki performed almost
similar on the small data set size (S) when executing the DESCRIBE queries, with
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Joseki having a slight advantage. However, as the data set size increased Joseki
performed faster than FILT. The statistics made it evident that the data set size (Size)
is a significant factor when executing the DESCRIBE queries in both triplestores,
with p < 0.001. The difference between the two triplestores (Store) is also a
significant factor, with p < 0.001. The interaction between the data set sizes and the
triplestores (Size:Store) is also significant, with p < 0.01. The results also show that
Joseki performed better than FILT when executing the CONSTRUCT queries,
regardless of the data set size. As the data set size increased FILT performed worse,
whereas Joseki performed more or less the same for all data set sizes. The statistics
made it evident that the data set size (Size) is a significant factor when executing the
CONSTRUCT queries in both triplestores, with p < 0.001. The difference between
the two triplestores (Store) is also a significant factor, with p < 0.001. The interaction
between the data set sizes and the triplestores (Size:Store) is also significant, with a p
< 0.001.

Joseki clearly performed better than FILT when executing the ASK queries. FILT
executed the ASK queries slower as the data set size increased, whereas there were
minimal differences in the aQET of Joseki as the data set size increased. Despite
Joseki executing the ASK queries faster than FILT, the largest difference between the
aQET of Joseki and FILT when executing the ASK queryieswere 145 milliseconds.
The statistics made it evident that that the data set size (Size) is not a significant factor
when executing the ASK query in both triplestores, with p = 0.662. The difference
between the two triplestores (Store) is highly significant, with p < 0.001. The
interaction between the data set sizes and the triplestores (Size:Store) is not
significant, with p = 0.076. The overall aQET of all queries in the query mix shows
that Joseki performs faster than FILT to a great extent, and the difference is bigger as
the data set size increases. FILT performed faster than Joseki for the SELECT
queries, but for the other three query forms Joseki performed faster than FILT. The
statistics made it evident that the data set size (Size) is a significant factor when
executing the entire query mix in both triplestores, with p < 0.001. The difference
between the two triplestores (Store) is also a significant factor, with p < 0.001. The
interaction between the data set sizes and the triplestores (Size:Store) is also
significant, with p < 0.001.

To summarize the SPARQL regex use-case, FILT outperforms Joseki when it
comes to SELECT queries. The results also show that Joseki performs faster than
FILT with the other query forms: DESCRIBE, CONSTRUCT and ASK.

The results of the Geographical Coordinates use-case clearly show that the
SELECT queries of the query mix had a significant difference in the results of FILT
and Joseki. Figure 3 shows that FILT performed remarkably faster than Joseki for the
six SELECT queries in the query mix. The difference between FILT and Joseki for
the small data set (S), consisting of 250,000 triples, were noteworthy, and as the data
set size increased FILT performs significantly faster than Joseki. The biggest
difference in the aQET of the SELECT queries occurred when executing the queries
over the large data set (L), consisting of 1,700,000 triples, where FILT executed the
SELECT queries more than 35,000 milliseconds (35 seconds) faster than Joseki. The
statistics made it evident that the data set size (Size) is a significant factor when
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Fig. 3. The overall benchmark results of the Geographical Coordinates numerical/logical
filtering use-case

executing the SELECT queries in both triplestores, p < 0.001. The difference between
the two triplestores (Store) is also a significant factor, p < 0.001. The interaction
between the data set sizes and the triplestores (Size:Store) is also significant,
p <0.001.

Further, the chart shows that there is a similarity between the aQET of SELECT
queries and DESCRIBE queries in both FILT and Joseki. However, both FILT and
Joseki performed faster when executing the SELECT queries compared to
DESCRIBE queries. The difference of the aQET between FILT and Joseki were
significant when executing the DESCRIBE queries. The biggest difference in the
aQET of the DESCRIBE queries occurred when executing the DESCRIBE queries
over the large data set (L), consisting of 1,700,000 triples, with a time difference of
27,000 milliseconds (27 seconds). The statistics made it evident that the data set size
(Size) is a significant factor when executing the DESCRIBE queries in both
triplestores, p < 0.001. The difference between the two triplestores (Store) is also a
significant factor, p < 0.001. The interaction between the data set sizes and the
triplestores (Size:Store) is also significant, p < 0.001.

The results clearly indicate that FILT performed better than Joseki when executing
the CONSTRUCT queries, regardless of the data set size. The biggest difference in
the aQET of the two CONSTRUCT queries occurred when executing the
CONSTRUCT queries over the large data set (L), consisting of 1,700,000 triples, with
a time difference of 46,000 milliseconds (46 seconds). The statistics made it evident
that the data set size (Size) is a significant factor when executing the CONSTRUCT
queries in both triplestores, p < 0.001. The difference between the two triplestores
(Store) is also a significant factor, p < 0.001. The interaction between the data set
sizes and the triplestores (Size:Store) is also significant, p < 0.001. Joseki executed
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the ASK queries faster than FILT, regardless of data set size. However, there is an
indication that FILT performs faster as the data set size increases, whereas Joseki
performs slower as the data set size increases. Moreover, despite FILT performing
slower when executing the ASK queries, the results indicate that FILT eventually
would perform faster than Joseki as the data set size increased even further. The
statistics shows that the data set size (Size) is a significant factor when executing the
ASK query in both triplestores, with p < 0.001. The difference between the two
triplestores (Store) is also a significant factor, with p < 0.001, and finally the
interaction between the data set sizes and the triplestores (Size:Store) is also
significant, with p < 0.001. The results show the overall aQET of all queries in the
query mix. The statistics made it clear that the data set size (Size) is a significant
factor when executing the entire query mix in both triplestores, p < 0.001. The
difference between the two triplestores (Store) is also a significant factor, p < 0.001.
The interaction between the data set sizes and the triplestores (Size:Store) is also
significant, p < 0.001.

To summarize the SPARQL numerical/logical filter query use-case, FILT
outperforms Joseki to a great extent for all query forms, except ASK queries. The
biggest difference in the aQET between FILT and Joseki occurred when executing the
query mix over the large data set (L), where FILT performed 28 milliseconds (28
seconds) faster than Joseki. The biggest difference for any of the query forms
occurred when executing the CONSTRUCT queries, where FILT executed the queries
46 seconds faster than Joseki for the large data set.

6 Discussion

The results of the benchmark evaluation show that FILT outperforms Joseki on
SELECT queries in both use cases. In addition, every query form apart from the ASK
queries was performed significantly faster with FILT than by Joseki in the SPARQL
numerical/logical filter query use-case. However, this was not the case with the with
the SPARQL regular expression filter query use-case, as Joseki performed faster than
FILT with the DESCRIBE, CONSTRUCT and ASK query forms. The results of the
ASK, CONSTRUCT and DESCRIBE queries in the query mix of the SPARQL
regular expression filter use-case affected the overall results of the use-case to a great
extent, despite the aQET of the SELECT queries being faster in FILT than Joseki. It is
worth mentioning that even though Joseki performs better than FILT for the
CONSTRUCT, DESCRIBE and ASK query forms in the SPARQL regex filter query
use-case; the differences in the aQET between Joseki and FILT are so small that they
are hardly noticeable in a real-world querying scenario unless the times are actually
recorded. This means that it is hard to locate any noticeable factors in the architecture
of FILT that can lead to the aQET of the three query forms being slower than Joseki.
However, certain aspects of how FILT returns query results are worth discussing in
light of the different outcomes of the four SPARQL query forms.
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FILT executes all query forms in the exact same manner; the SPARQL filter
clauses are being executed through Lucene, and the general SPARQL query is being
executed through the Jena SPARQL processing engine. However, the difference in
the way FILT returns query results from SELECT queries on one hand, and
DESCRIBE and CONSTRUCT queries on the other hand, is that the results of the
DESCRIBE and CONSTRUCT queries are converted from a Jena RDF model to a
text string containing the raw RDF data, whereas SELECT queries are merely
returned a SPARQL XML result set. Converting the Jena RDF model to a text string
containing the raw RDF data is necessary in order to send the result object across the
HTTP protocol, as a raw Jena RDF model cannot be sent through the HTTP protocol.
This process is not time-consuming, but in many cases the time being spent by this
conversion procedure is enough for FILT to return the results of the DESCRIBE and
CONSTRUCT queries slower than Joseki, meaning that the aQET will be slower. It is
likely that this conversion process is a major cause to the disadvantage FILT has
compared to Joseki when executing DESCRIBE and CONSTRUCT regex queries.
For the SPARQL numerical/logical filter query case, the conversion process would
not have a significant outcome on the results, because Joseki was already executing
the queries several seconds slower than FILT.

Moreover, a couple of hundred milliseconds spent on converting the results are not
noticeable in the SPARQL numerical/logical filter query use-case. Optimizing the
process of returning results from DESCRIBE and CONSTRUCT queries in FILT are
worth having a closer look at if FILT should be developed further. ASK queries are
constructed to check if the graph patterns and functions in the queries exists or do not
exists in the data set. FILT copes with ASK queries the same way it copes with all the
other query forms; the filter clauses are executed through Lucene and the general
SPARQL query is executed through the Jena SPARQL processing engine. FILT does
not retrieve all the entities that match the filter clauses executed through Lucene, but
merely one of the entities. This is because as long as one entity corresponds to the
filter clauses in the ASK query, this is enough for the filter clauses to be true. The
entity is then being loaded into a local RDF model where the general SPARQL query
is being executed. The results are finally returned as a SPARQL XML result set with
a true or false binding. In FILT this is the most obvious and efficient way to deal with
ASK queries discovered in this project, and it is difficult to say why Joseki
outperforms FILT when it comes to all ASK queries, regardless of the two different
use-cases. Finally, it is still worth mentioning that the highest time difference between
FILT and Joseki with all ASK queries is only 145 milliseconds, which is hardly
noticeable in a real-world querying scenario. Also, the results of the ASK queries
executed in the SPARQL numerical/logical filter use-case indicate that FILT will
eventually execute the ASK queries faster if the data set size increases further. A final
aspect worth discussing is the index structure of FILT and the variety of Lucene
queries that are executed depending on what the SPARQL filter clauses of a query
represent. The index structure in terms of document field analyzers and the entire
indexer itself (Lucene provides several different indexing classes) may be factors that
to some extent can provide answers as to why there are significant differences
between the two use-cases. Also, the SPARQL regular expression filter clauses are



38 M. Stuhr and C. Veres

executed through the Lucene RegexQuery class, whereas SPARQL numerical/logical
filter clauses are mainly executed through the NumericRangeQuery, meaning that it is
possible that the two Lucene query types have entirely different ways of filtering
through data, and that one of them may be considerably faster than the other.

The fact that Joseki struggles largely with SPARQL numerical/logical filter queries
compared to SPARQL regex filter queries suggests that the major strength of Joseki
lies in coping with SPARQL regex filter queries. FILT however, copes much better
with SPARQL regular expression queries than Joseki does with SPARQL
numerical/logical filter queries. This means that the weakness of FILT is much less
significant and noticeable than the weakness of Joseki. Additionally, if the results of
both use-cases were combined into one huge result set, FILT would outperform Joseki
to a great extent. This is because even though FILT performs slightly slower than
Joseki in the SPARQL regex use-case the query execution times are still very low (in
most cases the aQET does not even reach a whole second). Finally, a conclusion can
be drawn stating that FILT is a solution that should be used for executing SPARQL
SELECT regex filter queries and SPARQL numerical/logical filter queries of all
query forms.

7 Conclusions and Future Work

This paper has demonstrated the practical advantages of using a text-indexing
platform in conjunction with a regular triplestore, for executing certain kinds of
SPARQL queries. Our implementation of FILT, based on Lucene, demonstrated that
in the most successful cases, FILT returned results 46 seconds faster than Joseki. In
usability terms, al8 second response from FILT is far more acceptable than a 64-
second response from Joseki. The aim now is to implement FILT as a general
architecture that can be deployed by any triplestore maintainer. The advantage of our
approach is that it is agnostic about the companion triplestore, and does not require
any special syntax. In other words, it can be transparently deployed alongside any
triplestore.

A number of outstanding issues need to be resolved. First, we need to solve the
puzzling limitations in CONSTRUCT and DESCRIBE regex filter queries, as well as
ASK queries of both regex and numerical SPARQL filter queries. Second, we need to
include more rewrite rules to cope with the full range of FILTER queries. Finally, we
need to ensure that the solution is scalable to any required implementation. Once
these issues are resolved, FILT will be distributed as a simple package that will
handle the indexing of RDF data in the triplestore, and be deployed as a seamless
layer that passes non-FILTER queries onto the regular triplestore, but executes
FILTER queries through its own speedy execution engine.
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Many commercial DBMSs maintain a variety of types of histograms to summarize the
contents of the database relation by approximating the distribution of values in the
relation attributes and based on them estimate sizes and value distributions in query
results [1, 2, 3, 4]. Different techniques for constructing histograms are described in
[5]. The simplest approach for constructing a histogram on attribute X is by
partitioning the domain D of X into f (# >1) mutually disjoint subsets called buckets.
A histogram approximates the distributions by grouping the data values into buckets.
This grouping into buckets loses information. This loss of information engenders
errors in estimates based on these histograms. The resulting estimation-sizes errors
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directly or transitively affect the accuracy of the decision, made by query optimizers,
about choosing the most efficient access plan for a query [6] and undermine the
validity of the optimizers’ decisions.

The problem of query optimization consists in choosing, among many different
query evaluation plans, the most economical one for a given query. Since the number
of query evaluation plans increases exponentially with the number of relations
involving the query [7], query optimization was becoming a worthwhile problem. A
query can be performed by means of different intermediate operations such as join. A
simple sequence of join operations that leads to the same final result is called a query
evaluation plan [7]. Each query evaluation plan has an associated cost which depends
on the number of operations performed in the intermediate joins. In [8], it has shown
that errors in query result size estimates may increase exponentially with the number
of operations performed in the intermediate joins. In worse of the cases, the chance of
choosing the optimal query evaluation plan decreases since the query optimizer uses
erroneous data to accomplish its task [9]. In that case, the query optimizer must
estimate various parameters for the intermediate results of the operations and then use
the obtained values to estimate the corresponding parameters of the results of
subsequent operations [9]. Even if the original errors are small, their transitive effect
on estimates derived for the final result may be devastating and so leading query
optimizers to wrong decisions. For multi-join queries that are processed as a sequence
of many join operations, the transitive effect of error propagation among the
intermediate results on the estimates derived for the complete query may be
destructive. This problem has been solved by approximating the cost of a query
evaluation plan using histogram-based estimation techniques including the equi-width
[10], the equi-depth [11], the v-optimal [1, 9, 12, 13], the max-diff [3] and the
compressed histograms [3]. The idea was to estimate the query result sizes of the
intermediate results and based on them selecting the most efficient and economical
query evaluation plan.

Another important problem in which query result estimation techniques may be
very useful is the phenomenon of query interaction which raises the problem of
multiple queries optimization (MQO) especially in the relational data warehouse
context (RDW). Relational data warehouses represent the ideal environment in which
complex OLAP queries interact with each other. The problem of MQO combines the
problem of efficient buffer management and the problem of query scheduling [14,
15]. It consists in finding an optimal scenario of queries processing that permits a total
benefits from the buffered intermediate results which represents a major cause of
performance problems in database systems. In fact, before executing a given query, it
may get benefit from the actual content of the buffer if it has some intermediate
results with previous queries [16]. Based on this scenario, if the query scheduler has a
snapshot of the buffer content (intermediate results), it may reorder the queries to
allow them getting benefit from the buffer [16].

Motivated by the fact that inaccurate estimations can lead to wrong decisions, our
contribution can be summarized on preparing an experimental comparative study of
the effectiveness of the different optimal histograms reported in the literature in order
to identify the best one for reducing error in the estimations of sizes and value
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distributions especially in the results of queries with high complexity, e.g., multi-join
queries. We envisage by this study to determine the main features of a good histogram
in order to take them into account when developing our algorithm called Compressed-
v2 algorithm for accurate histogram construction. Both theoretical and effective
experiments are done using real data sets.

This paper is organized as follows. Section 2 provides an overview of several
earlier and some more recent classes of histograms that are close to optimal and
effective in many estimation problems. In section 3, we propose a new technique
based on an effective algorithm called HistConst to construct a very promising
histogram called compressed-v2 in terms of query result size estimation accuracy. In
section 4, we propose a running example to show the efficiency of our algorithm.
Section 5 presents a set of experiments to compare the effectiveness of the different
histogram. Finally, Section 6 concludes and outlines some of the open problems in
this area.

2 State of the Art

The buckets in a histogram are determined according to a partitioning rule and are
limited by the disk space. We classify, in this section, the histograms listed in the
literature into two classes based on two partitioning constraints. The first constraint
consists in partitioning the attribute domain based on trivial rules and it concerns
earlier histograms like the equi-width [10] and the equi-depth [11] histograms. The
second constraint aims to avoid grouping vastly different values into the same bucket
and it covers relative recent histograms like v-optimal [1, 9, 12, 13], max-diff [3] and
compressed histograms [3].

2.1  Earlier Histograms

Trivial Histograms. This kind of histograms has a single bucket where all the
attribute values fall into the same bucket. Frequencies approximated based on this
histogram are identical for all attribute values [17]. This histogram assumes the
uniform distribution over the entire attribute domain [6] and this assumption,
however, didn’t hold in real data. That’s why trivial histograms usually have large
error rate in query result estimation [8, 18].

Example 1. Let us consider the histogram maintaining, over one single bucket, the
approximated frequencies of the attribute SALARY in a relation R with information
on 100 employees (see Fig. 1). The domain of SALARY is the interval from 1000 $
to 5000 $.

According to the histogram in Fig. 1, the number of employees having for example
a salary equal to 1500 $, denoted SEL (SALARY=1500 $) [11], is approximated by
the average frequency of all salaries which is S(R)/v(R,SALARY) where S (R) is the
size of the relation R and V(R, SALARY) is the number of distinct values present in the
attribute SALARY. Three different approaches were proposed in the literature to
approximate the number of distinct values within a bucket [1, 6, 11].
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The accurate number of tuples satisfying the above query is anywhere from O to
100. So, this approximation can be wrong at least by 50% (for V(R, SALARY) = 2) and
in general usually by more than 50% (for V(R, SALARY) > 2) which represents a very
large error rate.

Equi-Width Histograms. This kind of histograms consists in dividing the domain of
the attribute values into K equal-width buckets and counting the number of
tuples falling into each bucket [11]. Typically, equi-width histograms have 10 to 20
buckets [10].

Example 2. Let us consider the histogram maintaining the distribution of the attribute
SALARY from example 1 (see Fig. 2). For reasons of simplicity, let this histogram
divide the domain of the attribute into 3 equal-width buckets.

Continuing with the same query from examplel, the accurate number of the
employees having SALARY = 1500% is anywhere from O to 48. So the true
percentage of the employees with SALARY = 1500 $ is anywhere from 0 to 0.48 (0 <
SEL (=1500 $) <0.48). An estimation, on average, of SEL (=1500 $) from the
histogram in Fig. 2 corresponds to the mid-point in this range which is 0.24. So, this
estimate can be wrong by 0.24. In general, the maximum error in estimating SEL (=
Const) on average, denoted SEL~ (=Const) [11], is half the height of the bucket in
which Const falls.

In [11], it has been shown that estimations of histograms belonging to the class of
equi-width histograms are often better than trivial ones. They have frequently large
errors since they force buckets to have equal width without controlling the height of
each bucket. In such a histogram, we may find too high buckets and too low other
ones. This huge disparity is due to the unexpected distribution of values over the
entire attribute. In general, the distributions of values in the attributes of relations
rarely follow any functional description, such as Zipf distribution [19] which leads to
an inequitable distribution of values over the different buckets. In that case, if the
bucket in which Const falls is too high, the range in which SEL (=Const) belongs will
be very large (the superior limit of the range is close to 100%) and a selectivity
estimate will be wrong by 50% (mid-point in this range).

We can conclude that in order to control the maximum estimation error, the height
of each bucket in the histogram should be controlled. Hence, the idea of creating
histograms having buckets with equal height instead of equal width.

Equi-Depth Histograms. The maximum error in estimating from a histogram the
selectivity of comparison, based on relational operators, is half the height of the
bucket in which the comparison constant falls into. This error can be very close to 0.5,
with an unlucky distribution of attributes values, where the tallest bucket contains
almost 100% of the tuples in the relation. Creating a histogram where the attribute
values are equally distributed over the different buckets will avoid having, in all
cases, large errors in selectivity estimates. Such a histogram is called equi-depth [11].
In an equi-depth histogram, called also equi-height, the sum of the frequencies in each
bucket is the same. This kind of histograms guarantees estimation with small error
(usually < 0.5) and the maximum error can be reduced to an arbitrarily small value by
increasing sufficiently the number of buckets in a way that half the height of a bucket
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will be negligible. For the construction of this histogram, we must first sort the
attribute values in an ascending order to obtain a height balanced histogram.

Example 3. The distribution of the salaries of 100 employees in an equi-sum fashion
over 3 equal height buckets is represented in Fig. 3.

Again choosing the maximum error in selectivity estimates as the half of the
bucket, the estimation of SEL (=1500%) can be wrong at most by 0.16 (half the height
of the first bucket in which 1500 falls). This error is 1 time and a half less than the
error that can be present in the selectivity estimate obtained using an equi-width
histogram. But the difficulty in this type of histograms consists in how to determine
the required boundaries of the buckets in order to guarantee the equality of height
between the different buckets.

. #of
# of employees || 32 34 34
#of 100 employees
employees >
o 1 152 335 5
T s 1 225354 5 SALARY (1000 $)

SALARY (1000 $) SALARY (1000 $)

Fig. 1. Distribution of salaries Fig. 2. Distribution of salaries Fig. 3. Distribution of salaries
over one singleton bucket over equal-width buckets over equal-height buckets

2.2 Relative Recent Histograms

V-Optimal Histograms. The v-optimal histograms [9, 12, 13], called also variance-
optimal try to avoid grouping vastly different values into a bucket by reducing the
weighted variance between the actual and the approximate distribution over all the

approximated values within each bucket [13]. This variance is defined as Zf.’;l pV;,

where p is the number of frequencies,V is the variance of frequencies in the j" bucket
and S is the maximum number of buckets.

The v-optimal histogram is optimal for estimating on average the result sizes of
equality join and selection queries [1]. In order to approximating the number of
distinct values with in a bucket, contrary to the previous histograms which instead of
storing the actual number of distinct values in each bucket, they make assumptions
about it such as continuous values assumption and point value assumption and both
can lead to significant estimation errors, V-optimal histograms record every distinct
attribute value that appeared in each bucket. Since bucket groups close frequencies
and under the above assumption, all frequencies will be close to the average of
frequencies so that estimations will be close to the actual results.

Definition 1. Let HI and H2 be two different histograms partitioning the values of an
attribute X into the same number f (21) of buckets. The v-optimal histogram on X,
among HI and H2, is the histogram with the least variance.
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Example 4. Fig. 4 illustrates the above definition by the meaning of two different
histograms H1 and H2 on the attribute SALARY with 3 buckets in each one. The
frequencies of the different attribute values are listed in Fig. 4. a Fig. 4. b and Fig. 4. ¢
show the partitioning technique employed for grouping the frequencies into buckets
respectively for H1 and H2.

(1, 12) (1.5, 20) (2, 16) (2.5, 10) (3, 8) (3.5, 14) (4, 10) (4.5, 6) (5,4)
a.Pairs of actual values and corresponding frequencies

141813138147 85 1015111516 146 7 6
b. Approximate frequencies in H1 c¢. Approximate frequencies in H2
#of # of
employees 45 || 42 employees 25 62
13 13
> >
1 225354 5 1 152 445 5
SALARY (1000 $) SALARY (1000 $)
d. Partition of H1 e. Partition of H2

Fig. 4. Example of optimal histograms

The cumulated variances Vy; and Vy, respectively of H1 and H2 are calculated as
follows. Vi = 14+74+16.6667 = 104.6667 and Vy, = 24.5+52.8+0.5 = 77.8. Based on
Definition 1, the v-optimal histogram on the attribute SALARY, defined previously,
between H1 and H2 is H2 since it has the least cumulated variance.

Maxdiff Histograms. The maxdiff histograms try to avoid grouping vastly different
values within a bucket by inserting a boundary between two adjacent values v; and
vy if the difference between the area of vi,; and v; is one of the -1 largest such
differences [3]. The area a; of v;is defined as a; = f(v;).s; where s; is the spread of v;
and is defined as s; = vi;; — v; [3, 20]. Continuing with the set of values shown in Fig.
4a, the differences between the areas of the different successive values, noted A area,
are calculated in Table 1. So, according to this table the bucket boundaries of a
maxdiff histogram, approximating the distribution of values in Table 1 over 3
buckets, are inserted respectively between the two pairs of adjacent values (2, 2.5)
and (3, 3.5) since they differ the most than the other pairs of adjacent values.
The corresponding Maxdiff histogram is illustrated in Fig. 5.

This histogram estimates the number of tuples having the value 1500 in the
attribute SALARY to be 22 engendering then an error on average that can reach 22%.

The comparison between the different histograms based on the error obtained in
the estimates provided by each one for the same query (SEL (SALARY = 1500))
shows that v-optimal and max-diff are significantly more accurate and practical than
earlier histograms.
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Table 1. Computing the spread, area and A area

# of
Value T 15 2 25 3 35 4 45 5  employees H I
18 || 32
Frequency 12 20 16 10 8 14 10 6 4 .
Spread 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 - 1 225335 5
Area 6 10 8 5 4 7 5 3 - SALARY (1000 $)
A Area 4 2 3 1 3 2 2 - -

Fig. 5. Distribution of salaries
in a Maxdiff histooram

Compressed Histograms. The compressed histograms try to achieve the new
partition constraint consisting at avoiding to group, into a bucket, values with highly
different frequencies by selecting the n values having the highest frequencies and
placing them separately in n singleton buckets. The remaining values are partitioned
over equi sum buckets [3]. Different techniques have been proposed to determine
either a value is one of the n highest values or not. For example, in [3] they choose n
to be the number of values that exceed the sum of the total frequencies divided by the
number of buckets.

The DBMS maintaining a compressed histogram estimates accurately the
selectivity each time the query looks for the periodicity of a high frequent value.

Example 5. Let’s consider a compressed histogram approximating the distribution of
the salaries over 5 buckets (see Fig. 6). According to [3] to choose the highest values,
1500$ is considered a high frequent value and is stored separately in a singleton
bucket.

The compressed histograms by keeping values with high frequencies in singleton
buckets and grouping contiguous values into buckets, they achieve great accuracy in
estimating selectivity in databases [3]. That’s, this histogram provides an accurate
estimation on average (with a null error) of the same previous query SEL (SALARY

= 15008).
# of H ‘
employees ’_‘ H .

2253354455 15[h1gh value]

[singleton bucket]

SALARY (1000 $)

Fig. 6. Distribution of salaries in a compressed histogram

3 Compressed-V2 Histogram

The problem of constructing a good histogram and maintaining it well is primordial
for the validity of the query optimizers’ decisions [8, 18]. Due to their typically low-
error estimates and simplicity in representing data distributions in low costs, there has
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been considerable work on identifying good histograms for estimating the result sizes
of various query operators with reasonable accuracy [1, 3, 11, 21, 22]. The proposed
histograms differ in how the attribute values are assigned to buckets to achieve good
estimates and especially by the error rate in their estimates. In this work, we propose
an efficient algorithm for constructing an improved version, called compressed-v2, of
existing compressed histogram [3].We developed both theoretical and effective
experiments to underline the effectiveness and the accuracy of our algorithm and to
prove that the new version of compressed histogram generates the lowest estimation
error among the existing techniques.

In a compressed-v2 histogram, the n highest attribute values are stored separately
in n singleton buckets. In our algorithm, we choose n to be the number of values that
exceed the sum of all values divided by the number of buckets. The rest of values are
partitioned over maxdiff buckets [11] instead of being partitioned over equi-depth
ones [3]. An optimization phase is applied to the exceptional buckets in order to
guarantee they generate good estimations. An exceptional bucket is a maxdiff bucket
taller than the equi-depth bucket(s) approximating both the same distribution of
values.

The problem of multi-query processing consists in finding an optimal scenario of
query processing that permits a total benefits from the buffered intermediate results
which represents a major cause of performance problems in database systems. The
effectiveness of our histogram in estimating the size and the distribution of the
intermediate results helps to well ordering the queries in order to allow them to get
benefit form the buffer.

3.1 Definitions and Problem Formulation

In this section we define the accuracy of a histogram and formulate the problem
studied in this paper.

Definition 2. Let HI, respectively H2 be a compressed, respectively compressed-v2
histograms approximating the frequency distribution of an attribute X. We say that
H2 is more optimal than HI if and only if the error of H2 in approximating the
frequency of each infrequent value of X is strictly less than the error of HI in
approximating the frequency of the same value.

Theorem 1. Given a frequency distribution of a data set, a max-difference bucket
with a height hl provides estimation on average more accurate than an equi-depth
bucket with a height h2 for all h1 <h2.

Proof. Consider a relation R containing an attribute X. The value set V of X is the set
of values of X that are present in R and F the set of their corresponding frequencies.
Let M and E be respectively a maxdiff and an equi-depth histograms constructed by
partitioning the values of V into § (>1) buckets.

Let (hM);-;.v and (hF);-; , be the respective heights of the buckets (BM),_; y and
(BE);-,.x that compose respectively the histograms M and E.
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Let’s take a maxdiff bucket BM and an equi-depth bucket B, having common
values that lie in their ranges, such that A < hf foragiven 1 <i<Nand 1 <j<K.
To prove that the frequency approximations on average of the common values based
on the bucket Bl-M are more accurate than those based on the bucket BjE , it suffices to
prove that: Error (BiM ) < Error (BjE ), where Error(BiM ), respectively Error (BjE )
represents the total error of the approximation of B}, respectively of BjE .

This inequality is verified since M, the max-diff histogram, is already constructed
by minimizing the difference between the grouped values, whereas equi-depth permits
vastly different values to be stored in the same bucket. Thus, the values grouped in
BM are close to the average of frequencies in B while those in BjE are dispersed from
the average of frequencies in BjE . Hence, Error (BM) < Error (B]-E ).

The case where hM > hf and there are common approximated values between BM
and BjE for 1 <i<Nand 1 <j <K represents the main problem we focus in this paper.

We try to improve the accuracy of these(BM);-; v, called exceptional buckets, using
the proposed HistConst algorithm.

3.2  HistConst Algorithm

In general, the construction of a histogram on an attribute is performed on two steps.
The first consists on partitioning the frequencies of the attribute into buckets, and the
second step is to approximate the frequencies and values in each bucket in some
technique [2]. We suggest in this section a naive algorithm called HistConst which
gives an accurate histogram with respect to the estimation error specified for the given
sequence of values and number of buckets in O (n) time. The HistConst algorithm is
illustrated in Fig. 7.

HistConst Algorithm. This algorithm takes in input the approximate frequencies of
the attribute values and the number of permitted buckets. The HistConst algorithm
proceeds as follow. First, there will be a call to the procedure Find( ) to determine the
highest values to store them separately in singleton buckets. Then, the procedure
maxdiff( ) takes care to partition the rest of values, over the remaining buckets in a
maxdiff fashion, by inserting a bucket boundary between two adjacent values that
differ the max. In the optimization phase, we try to reduce the height of the
exceptional buckets to guarantee accurate estimations. This phase proceeds as
follows:

We consider the height of an equi-depth bucket as a threshold.

Migrate, from each exceptional bucket, the minimum values in their order in the
bucket range to the previous bucket while the height of this latter is lower than the
threshold and the height of the exceptional bucket remains greater than the threshold.
Once the previous bucket reach the threshold and the exceptional bucket is still higher
than the threshold, then migrate all possible maximum values in the bucket range to
the next bucket without that this latter exceeds the threshold.
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Values from the previous bucket (respectively next bucket) can be migrated, if
necessary, in their turn to its previous (respectively its next) bucket in order to respect
the maximum tolerated height for a bucket.

Algorithm HistConst

Objective: Construct an optimal histogram with respect to the estimation error specified for the given sequence of
values and number of buckets.

Input:B:Number of permitted buckets (b, by, ...,bg)

threshold: maximum tolerated height for a bucket

check: booleanvariable that receive True if the actual bucket is an exceptional one.

Output: compressed-v2 histogram

begin

1. Find (F, V,.B, V")

2. Maxdiff(L, F, B’, maxdiff)

Optimization phase

3. Repeat

check :=false

Fori := 1 toB’do {

If (exceptional bucket(b;)) then {

check:=true

While ( h(prev_bucket(b;)) < threshold) and (h(b;) > threshold) do { // h(b,):determines the height of b;

migrate (min_val(b;), b;, prev_bucket(b;)) // min_val(b,): determinesminimum value in the range of b;

}

10.If h(prev_bucket(b;) > threshold) then // prev_bucket(b,): determines the previous bucket of b;

11. While ( h(next_bucket(b;)) < threshold) and (h(b;) > threshold) do { // next bucket(b,): determines the
successive bucket of b;

12. migrate (max_val(y), v;, next_bucket(y;)) //max_val(b,):determines maximum value in the range of b;

13.}

14. }

15.

16. Until (check = false)

17. Result:return compressed-v2

end

O %NSk

Fig. 7. The HistConst algorithm

Finding Highest Values. We present in the Fig. 8 a pseudo code to find the high
frequent values among those actually present in the relation.

Procedure Find (F, V, B, V°)
Inputs:V: set of values of the attribute that are present in the relation, V= {v;| 1 <i <N}
F: frequency vector of the attribute, F= {f(v;) | 1 <i<N}

Output. V’: set of the high frequent values, V’ = {v; | f(v;) > @, 1< i<N}
begin

1. fori: = 1to Ndo{
2 () >2LD) then
3. Add(v;, V°)
4.}

5. Result: return V’
end

Fig. 8. Code of the procedure Find
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Having the approximated values and the corresponding approximated frequencies,
the procedure Find( ) takes care to determine the highest values to store them
separately in singleton buckets. Each value is compared to the sum of all source
values divided by the number of total buckets. If the value exceeds this quotient, then
is considered a high frequent value.

Constructing Maxdiff Histogram. After finding the highest values and storing each
one separately in a singleton bucket, we propose an algorithm of the procedure
maxdiff presented in Fig. 9 to partition the remaining values following the technique
that consists in separating vastly different values into different buckets.

Procedure Maxdiff(L,F, B’, maxdiff)
Inputs:L:set of the remaining values (low frequent values) that are present in the relation, L= {v; | f(vj) <

MO0 j<jeM<N)

B’:number of the remaining buckets (non singleton buckets) for grouping the low frequent values
Output-maxdiff:max-diff histogram partitioning the remaining values
begin

1. fori:= 1to(B’-1)do {

2. [max area :=0]for j :=1 to (M-1) do {
3 A Area := [f(vj)*Sji1 ] - [f(vj)*Sj]

4 If (A Area >max_area) then {

5. max_area := Aarea

6 bound :=j

7 }

8}

9. Insert bucket_boundary (Viouna, Voound+1)

10.}
11.Result: return maxdiff
end

Fig. 9. Code of the procedure maxdiff

The procedure Maxdiff begins first by calculating the differences between all the
adjacent values. Then, it inserts bucket boundaries between the pairs of adjacent
values that differ the most in their frequencies with respect to the number of buckets
permitted to partition the remaining values.

Procedure Exceptional bucket(b™)
Input:b™:maxdiff bucket

begin

1. If (h (b™) > threshold) then

2. Exceptional_bucket:= True

3. ElseExceptional_bucket := False
4. Result: return Exceptional_bucket
end

Fig. 10. Code of the function Exceptional_bucket
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Finding Exceptional Buckets. We propose in this section a boolean function to
determine the exceptional buckets (Fig. 10). We remind that the threshold is the
height of an equi-depth bucket partitioning the same values which is approximately

@ with 1 <1 <M. We remind also that B’ is the number of buckets used

to partition the remaining values.

After approximating the low frequent values and their frequencies in each bucket
according to the maxdiff partitioning technique, this function returns true for each
exceptional bucket, false else. In the affirmative, the corresponding bucket undergoes
the change of the optimization phase described above in order to adjust its height with
respect to the height of an equi-depth bucket.

In Table 2., we describe the complexity of the HistConst main components.

equal to

Table 2. HistConst time complexity

Algorithm Time Complexity
Procedure Find O(N)
Procedure Maxdiff oM)
Algorithm HistConst O(N)
Procedure Exceptional bucket O(B”)

Where N is the number of attribute values, M is the number of low frequent values
and B’ is the number of non-singleton buckets.

4 Running Example

Suppose we have the following values from an integer-valued attribute with their
corresponding low frequencies (see Table 3).

Table 3. Set of integer values with their frequencies

Value 1 2
Frequency 21
AFrequency 1 1

9
2

— N W
—_— WA
W K|
— =\
—_— N
— |00

Following the HistConst algorithm steps to partition these values over four buckets
as in a maxdiff histogram, the three pairs of adjacent values that differ the most in
their frequencies are (5, 6), (2, 3) and (7, 8). Thus, the bucket boundaries are placed
between these adjacent values (see Fig. 11).

According to HistConst algorithm, the bucket with a range [3, 5] and a height equal
to 9 is considered an exceptional bucket. In the context of approving exceptional
buckets in a compressed-v2 histogram, the procedure Exeptional_bucket( )migrates
the value 3 from the second bucket to the first bucket, as shown in Fig. 12, since the
two adjacent values 2 and 3 are contiguous and grouping them into the same bucket
doesn’t affect the accuracy of frequency approximation inside a bucket.
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The result of the optimization phase is a histogram that discards vastly different
values and then partitions them like in an equi-depth histogram such that the sum of
frequencies in each bucket is approximately the same. This is in contrast to the equi-
depth histograms that permit vastly different values to be stored in the same bucket.
The resulting histogram is illustrated in Fig. 13.

e, Bl e B

1 23 45 78 9
56 78 9 1 34 56 78 9
1 23] 56 78 9

Fig. 11. Partitioning of Fig. 12. Improvement Fig. 13. Partitioning Fig. 14. Partitioning
low frequent values in phase the rest of values after infrequent values in
a maxdiff fashion optimization equi-depth fashion

4.1  Selectivity Estimation of Low Frequent Values with Compressed and
Compressed-v2 Histograms

The accuracy of estimates of range query result sizes obtained through maintained
histograms depends heavily on the partitioning rules used to group attribute values
into buckets [9, 11]. Here, we compare the average errors incurred when estimating
the selectivity only of low frequent values based on compressed and compressed-v2
histograms. The same highest values are chosen for the two types of histograms and
hence their frequencies are similarly approximated in both histograms.

The compressed histogram approximating, over four buckets, the frequencies of
these values is illustrated in Fig. 14. To investigate the accuracy of query result size
estimates obtained from compressed and compressed-v2 histograms, we choose to
compare the accuracy of the selectivity estimation of the values 5 and 6 obtained from
the two types of histograms described as follows:

- Compressed: The value 5 falls in the third bucket (Fig. 14). Then, SEL (SALARY
=5) is estimated by the average of frequencies in this bucket which is 2. The true
fraction of tuples with salary equal to 5 is 4, then this estimate is wrong by 0.5.
Similarly, the value 6 falls into the same bucket and its selectivity is estimated on
average by 2. The true fraction of tuples with salary equal to 6 is 1 and hence this
estimate is wrong by 0.5.

- Compressed-v2: The value 5 falls in the second bucket (Fig. 13) and SEL
(SALARY =5) is estimated by 3. The true fraction of tuples with salary equal to 5
is 4 which mean that the estimate is wrong by 0.25. Contrary to the compressed
histogram, the value 6 is separated from the value 5 and is stored in the third
bucket (Fig. 13) since they are judged as two large different values. SEL
(SALARY = 6) is estimated on average by 1 where the real frequency is 1.
The error in the estimate in this case is equal to 0.
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Comparing the errors in the estimates based on the two types of histograms, we see
clearly that the compressed-v2 approximates much better the frequency of the values
5 and 6 than the compressed histogram. The frequencies of the other values are almost
equally approximated in the two histograms since each group contains contiguous
values which are stored in approximately equal height buckets in both histograms.

5 Experimentation Results

We investigated the effectiveness of the different histogram types cited above for
estimating range query result sizes. The average errors due to the different
histograms, as a function of the number of buckets, are computed each time when
estimating based on histograms the result size of a selection query where the
selectivity conditions are related each time to values with different frequencies like
infrequent values, balanced values and very frequent values.

The experiments were conducted on six different histogram algorithms including
equi-width, equi-depth, v-optimal, maxdiff, compressed and compressed-v2 in three
specified histogram data-frequency category including low, balanced and very high,
while using two different distributions of the attribute Salary from the American
League Baseball Salaries (Albb) and National League Baseball Salaries (NIbb)
databases respectively for the years 2003 and 2005. The values in the attribute Salary
vary from 300 000$ to 22 000 0008 in the two databases.

The frequencies of the values in the attribute Salary in the database of Albb
(respectively NIbb) vary from 1 to 44 (respectively from 1 to 25). We consider [1..9]
(respectively [1..8]) to be the range of low frequencies, [10..30] (respectively [9..15])
the range of balanced frequencies and [31..44] (respectively [16..25]) to be the range
of very high frequencies.

In the following experiment, we studied the performance of the different
histograms by comparing through several graphs the typical behavior of the
histograms errors in approximating the frequencies of different values with varying
the number of buckets. For an efficient study of the effectiveness of these histograms,
we select randomly three values from each database: an infrequent value, a balanced
value and a very frequent value. The errors in approximating the frequency of a given
value are represented in a graph separately. The x-axis of each graph shows the
number of buckets and the y-axis shows the average error of each histogram for
different number of buckets.
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Fig. 15. Average error as a function of the number of buckets of approximating, in Nlbb, the
frequency of a) an infrequent value, b) a balanced value, and c) a very frequent value
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We select from the database of Nlbb the following values with their corresponding
real frequencies (1000000, 1), (500000, 10) and (316000, 25). The errors of the six
histograms in approximating the frequencies of these values are illustrated
respectively in Fig. 15.a, Fig.15.b and Fig. 15.c.

We select from the database of Albb the following values with their corresponding
real frequencies (7500000, 1), (600000, 10) and (300000, 25). The errors of the six
histograms in approximating the frequencies of these values are illustrated
respectively in Fig. 16.a, Fig.16.b and Fig. 16.c.
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Fig. 16. Average error as a function of the number of buckets of approximating, in Albb, the
frequency of a) an infrequent value, b) a balanced value, and c) a very frequent value

Looking at the different figures, we observe that the error generated is monotony
proportional to the number of buckets. As shown in the two figures, the accuracy can
be reached when increasing the number of buckets for all histogram types and the
compressed-v2, compressed, max-diff and v-optimal histograms are significantly
better than the others that they show the least error for different number of buckets.
Moreover, the equi-width histogram exhibits the worst accuracy.

Based on the different figures, we distinguish clearly, by comparing the average
errors generated by the entire set of histograms when estimating the selectivity of
infrequent values, balanced or very frequent values, a set of effective histograms, i.e.
compressed-v2, compressed, V-optimal and Max-diff, where the compressed-v2
presents each time the least approximation error for different number of buckets. The
same behavior of compressed-v2 errors in all the figures improves the victory of this
histogram over the other ones that it gives 100% accurate approximation of the
frequencies the highest values since their actual frequencies are stored separately in
individual buckets.

In conclusion, the comparison between the different histograms presented above
based on the average error generated when estimating range query result sizes shows
that the histograms based on the new partition constraints and on their heads the
compressed-v2 performs always significantly better than those based on trivial
constraints.

6 Conclusion and Future Work

The problem of minimizing the error in estimating range query result sizes remains a
real challenge despite the serious research done on identifying classes of optimal
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histograms that generate least errors in the estimations of sizes and value distributions
especially in the results of queries with high complexity, e.g., multi-join queries.

In this paper, we provided an overview of several earlier and some more recent
classes of histograms that are close to optimal and effective in many estimation
problems. In addition to that, we have introduced a new algorithmic technique,
HistConst, for constructing a more accurate histogram called compressed-v2. An
experimental comparative study was proposed to study the effectiveness of the
different classes of optimal histograms reported in the literature and our proposed
histogram in estimating sizes and value distributions especially in the results of
complex queries, e.g., multi-join queries. The experiments show that estimations
based on our histogram are always better than those based on the other remaining
types of histograms.

The identification of the optimal histogram remains an open field. As several new
research opportunities appear, we will try to identify optimal histograms for different
types of queries to limit not only the average estimation error but also other metrics of
error, to determine the appropriate number of buckets to build the optimal histogram
and to find the histogram that can handle uncertain data.

An important direction for research is to focus on the problem of data stream which
is the transmission of the flow of data that changes over time. Existing database
systems do not process data streams efficiently and this makes this area a popular
search field [23, 24].
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Abstract. The increasing population of elders in the near future, and
their expectations for a independent, safe and in-place living require new
practical systems and technologies to fulfil their demands in sustainable
ways. This paper presents our own reflection on the great relevance of
FQAS’ main topics for recent developments on the context of Home
Assistance. We show how those developments employ several techniques
from the FQAS conference scope with the aim of encouraging researchers
to test their systems in this field.

1 Introduction

Flexible Query Answering Systems (FQAS) is a conference focusing on the key
issue in the information society of providing easy, flexible, and intuitive access to
information to everybody. In targeting this issue, the conference draws on several
research areas, such as information retrieval, database management, information
filtering, knowledge representation, soft computing, management of multimedia
information, and human-computer interaction.

The theoretical developments on those areas have traditionally be applied to a
wide range of fields with the aim of improving performance, data representation,
and interaction with users, among other aspects.

With the occasion of the tenth edition of the FQAS conference, we feel the
necessity of reflecting on how the conference has contributed to several areas
of interest for both the research community and the general population, with
the aim of putting in value some of the practical applications that the topics
of the conference might have. In particular, we focus in this paper on assisting
technologies for elderly people at their own home.

Successful ageing has indeed become one of the most important problems in
our society in recent years. According to a recent study from Eurostat [I], by
2060, most European countries are likely to have a proportion of oldest-old of
more than 10%, against the 1-2% from 1960 (a hundred years before).

Past, and still current, approaches to provide these people with an appropriate
quality of life are mainly based on increasing resources such as nursing homes
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and caregivers. To the date, those efforts have been proved insufficient, and the
approach is hardly scalable and manageable, as more and more people demand
assistance. What is more important, elders are not very receptive to the fact of
moving out to a new home, leaving their previous life behind.

In light of this situation, new solutions have been proposed to handle it by
means of developing suitable tools for home assistance, that is, by assisting
elders at their own homes with the help of technologies. In devising those tools,
we believe that the aforementioned FQAS’ research areas have a lot to say.

In fact, these developments are not only aimed at elders enjoying a good
health and conditions, but also to a wide range of people who suffer from cog-
nitive impairments, memory deficiencies, or other diseases such as Alzheimer’s.
Without the aid of those systems, those people could hardly live independently
at their own homes.

Therefore, the present paper highlights some of the most relevant proposals
found in the recent literature in the field of home assistance, specially focusing
on elders and ageing in place. As said, we believe this is a topic of growing in-
terest that should be carefully addressed by several agents (Governments, fam-
ilies, caregivers, patients) involving people from several disciplines (Medicine,
Robotics, Artificial Intelligence, Sociology). The European Commission thinks
also in this way and considers this as one of its research priorities [2].

The paper describes how several of those systems are related with the topics
addressed at the FQAS conference; in particular, we will focus on Information
Retrieval, Knowledge Representation, Domain and User Context Modelling, Ap-
proximate Reasoning, and Human Computer Interaction.

By means of the present review, we also aim to encourage researchers to
apply their developments into the field of Home Assistance. Surprisingly for us,
contributions to the conference focusing on Home Assistants are very scarce. In
fact, we were only able to find the work by Tablado et al. on Tele-assistance[3].

2 Knowledge Representation and Information Retrieval

Within the broad area of Assisted Living, systems aimed at monitoring patients
are the most numerous. Their general goal is to maintain registers of the vital
constants of the patients, their movements and other variables, taking samples
at small time intervals. This way, users are continuously monitored and if some-
thing goes wrong, and alarm could be fired and emergency bodies, or family, be
notified.

To do so, the systems need an appropriate process of data gathering, infor-
mation retrieval and knowledge representation. All of those, are topics of inter-
est for the FQAS community. In Assisted Living applications, those processes
are general applied in controlled and known environments called Smart Homes
[405], houses equipped with special structured wiring to provide occupants with
different applications to control their own environment. For instance, remotely
controlling or interacting with different devices, monitoring their activities, or
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offering guidelines to improve them, are a few examples of the kind of applica-
tions and services that can be easily found in a Smart Home.

Miskelly [0] presented an interesting overview on different devices that can be
embedded in a home environment, such as electronic sensors, fall detectors, door
monitors or pressure mats in order to gather the data.

Several projects have been proposed to build Smart Homes for people with
some kind of impairment. One of those is the Center for Eldercare and Rehabili-
tation Technology (CERT) [7] focused on the TigerPlace facility [8I9]. TigerPlace
is an elderly residence where multiple sensing technologies has been installed in
order to monitor the residents. This project implied an interdisciplinary collab-
oration between electrical and computer engineers, gerontological nurses, social
workers and physical therapists at the University of Missouri.

With the availability of intelligent mobile devices, more and more projects
are incorporating them as the way of gathering sensing data [10]. Winkler and
colleagues [I1] have studied the feasibility of a remote monitoring system based
on telemonitoring via a mobile phone network. Several portable home devices
for ECG, body weight, blood pressure and self-assessment measurements are all
connected to a PDA by means of a local Bluetooth network. Users are then
continuously monitored, and their vital constants forwarded to central servers
where electronic records are available to telemedical centres. Additionally, the
system is able to provide efficient detection of home emergencies, contacting
with the corresponding service (ambulance, general practitioner, specialist or
local hospital depending on the case).

Also, there are projects that take advantage of mobile devices as the tool to
interface with users. For instance, MASPortal is a grid portal application for
the assistance of people for medical advice at their homes. It provides remote
access to medical diagnostic and treatment advice system via Personal Digital
Assistants (PDA).

Other studies have employed the monitored data to extract behavioural pat-
terns that could be extrapolated to other people with the aim of detecting po-
tential changes in health status. In one of such studies [I2], the authors reported
the extraction of a dozen of behavioural patterns after monitoring 22 residents
in an assisted living facility. They were able to model circadian activity rhythms
(CARs) and their deviations, and to use these data, together with caregiver in-
formation about monitored resident, to detect deviations in activity patterns.
The system would warn the caregivers, if necessary, allowing them to intervene
in a timely manner.

Other efforts of building Smart Homes include the iDorm [I314], CASAS
[15/16] and the Georgia Tech Aware Home [17], as well as another eight projects
reviewed by Droes et al. [1§].

These projects increase their utility and relevance when we refer to houses in
which elders live alone. In those situations, the virtual assistant acquires the role
of caregiver and should be able to respond to special situations and emergencies,
such as falls or dismays, as soon as they are identified from the available data.
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3 Domain and User Context Modelling

Most systems we have already cited make use of proper knowledge representa-
tion. However, there are some which specifically focus on representing the user
and his context in an accurate way. Not in vain, Aging in Place applications
make extensive use of Context-aware services, in order to better represent the
surrounding conditions of users and to personalise their functioning by means of
adjusting their behaviour to changes.

Sanchez-Pi et al. [I9] proposed a set of categories that might be adapted to
the user’s preferences and to the environmental conditions. Elders are then ex-
pected to specify their relevant activities according to three categories: comfort
(temperature control, light control or music control), autonomy enhancement
(medication, shopping or cooking) and emergency assistant (assistance, predic-
tion, and prevention of emergencies). The authors also proposed a prototype of
system, taking advantage of the context.

A different system, a context-aware pervasive healtcare for chronic conditions
system, H-SAUDE, was proposed in [20]. It was based on a decision-level data fu-
sion technique and aimed for monitoring and reporting critical health conditions
of hypertensive patients while at home.

Helal et al. [21] described an indoor precision tracking system taking advan-
tage of available context-aware services. It was developed as an OSGi-based
framework, integrating the different tracking services into an standard platform.
They also employed ultrasonic sensor technology to monitor the environment.
The system has been tested at House of Matilda (an in-laboratory mock up
house) in the Pervasive Computing Laboratory at the University of Florida.

The MavHome (Managing An Intelligent Versatile Home) project [4] at the
University of Texas at Arlington aimed to develop a home capable of offering
personalized services to their inhabitants. Authors also control the ambiance of
the environment, including temperature, ventilation and lighting and the effi-
ciency of the cost of utilities, such as gas and electricity. To achieve such a goal,
an appropriate representation of those concepts and the knowledge involved were
needed.

The CARA (Context Aware Real-time Assistant) project [22] is a pervasive
healthcare system specifically oriented to elders with chronic diseases. It aims at
remotely monitoring patients and notifying caregivers if necessary. To do that, it
employs context-aware data fusion and inference mechanisms using both fuzzy
representation and fuzzy reasoning. The context is described and modelled as a
set of fuzzy rules, and processed by a related context-aware reasoning middle-
ware.

Graf et al. [23] described a robotic assistant able to lead users to specific rooms
in the house and to manipulate objects. In particular, it had the capability to
navigate autonomously in indoor environments, be used as an intelligent walking
support, and execute manipulation tasks. The system was tested with elderly
users from an assisted living facility and a nursery home, and in a sample home
environment. The authors reported good results achieving those tasks.
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Another interesting system that takes full advantage of user context mod-
elling is the one presented in [24]. Autominder assists the elderly in creating
daily plans, decision making and execution of plans. It is able to cover user’s
preferences and adjust its knowledge accordingly to user’s history. Besides, tem-
poral information is also included as constraints that the system should follow
to provide appropriate reminders.

In [25], authors propose a health care web information system for assisting
living of elderly people at Nursing Homes. They developed a tool with the aim
of helping doctors and nurses to have a more realistic health status of patients
and their contexts. With such information, doctors could also be provided with
reports about management outputs such as medical supplies.

In this kind of projects, besides the employment of a domain and user context
model, an appropriate Human-Computer Interaction is an issue of particular
importance. As seen, both are within the scope of the FQAS conference.

4 Approximate Reasoning Models

When talking about systems that monitor users’ lives, one of the areas involved
is that of Approximate Reasoning. Probabilistic systems offer great flexibility to
control alternatives of behaviour realisation in different environments. A study
about the advantages and drawbacks of employing stochastic techniques for rec-
ognizing human behaviours was done by Naeem and Bigham [26]. On the other
hand, Singla et al. [27] tested various probabilistic modelling methods that eval-
uate situations in which user has not performed the sequence correctly, and the
activities are interrupted and interwoven. The conclusion was that models should
be flexible but, at the same time fixed enough, to be able to recognize activities
in which users make some irregular actions.

Even though, other techniques such as Data mining and Fuzzy systems have
been used in several projects obtaining good results in the detection of abnormal
ADL [28].

Our previous experience in the issue involve a method for detecting and rec-
ognizing behaviours by means of inductive learning and based on the detection
of temporal relations between actions using Data Mining techniques[29J30]. Ad-
ditionally, in [3T] we presented some learning and matching methods for models
of behaviours based on Learning Automata. They were tested at the iSpace, a
real test-bed developed by the University of Essex.

Project CARA [22)], already mentioned, uses the continuous contextualization
of the user activities as input to a reasoning system based on Fuzzy logic to
predict possibly risky situations.

4.1 Activity Recognition

One of the most challenging issues within Ambient Assisted Living (AAL) is,
without doubt, the activity recognition process|[I§]. The goal here consists of
designing models and systems to label the different activities that inhabitants
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perform in a controlled environment, and providing some personalized support
services to those activities.

In general, there are two main trends in the field of Activity Recognition.
Firstly, a low level activity recognition process, in which researchers focus their
attention on basic activities, such as, walking, running, or crouching [32]. Sec-
ondly, an abstract level activity recognition process. In this level, authors manage
high level activities known as Activities of Daily Living (ADL) [33/34], a sequence
of atomic actions within user’s daily routine, such as toileting, making a meal,
or leaving home.

In the literature, a variety of studies can be found proposing solutions to the
different aspects within this area. For example, the underlying sensor network
for user data acquisition is the main focus of works such as [33I35]; whereas
the representation and modelling is studied in [B6/I3IT4]. Precisely, Hagras et al.
propose a fuzzy control system to detect user activities in a ambient intelligent
environment known as iDorm[I4]. Concretely, they propose a type-2 rule based
system to control lighting and temperature accordingly to multiple users profiles.

5 Human Computer Interaction

Within the area of Home Assistance, an appropriate Human-Computer Interac-
tion is an issue of particular importance, due to the particular characteristics
of their target users: mainly elderly or disabled people. Natural interfaces and
spoken language should not be nice additions, but required components, in these
systems.

Dingli and Lia [37] proposed a home butler system to help with common
activities at home. What makes this project special is its ability of generating
dialogues. The system was able to create them by using television series scripts,
looking for syntactical repetitive structure. The dialogues were structured as
networks, with nodes representing possible situations/questions, and arcs repre-
senting potential answers.

However, what we can extensively find in literature are works focusing on
robotics, manly embedding computational capabilities to common appliances.
Acting this way, the capabilities of objects already known by users are extended
by means of reasoning and communication. In any case, users do not need to learn
how to use new objects, because the old ones keep their traditional behaviour.

The overview by Pineau and colleagues [38] is still a relevant document despite
the time passed since its publication. In it, the authors introduced the challenges
that robotic assistants pose in nursing homes, and described several attempts
on developing such systems. In general, on top of those elements, a central and
virtual assistant is often build as interface and manager.

Service robotics cover a wide range of applications and tasks such as: vac-
uuming and cleaning, gardening and lawnmowers, personal robotic assistants,
telepresence, teleassistance and health, entertainment, and home security and
privacy [39].
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Among those, there are some specially aimed at people with some type of
disabilities such as the portable five-degree-of-freedom manipulator arm (ASI-
BOT) [40]. Tt is useful for helping in successfully deal with Activities of Daily
Living (ADL) (eating, shaving, drinking) performance. The arm is able to climb
to different surfaces, providing a portable and friendly interface.

5.1 Social Networks

Apart from connecting users with the computer, one of the transversal goals of
the systems we are describing is the ability to connect users with other users,
family and caregivers. To achieve such aims, the concept of Social Network is of
relevance; and in particular, there is one application in which Social Networks
are heavily employed: conferencing.

The ACTION project [41] was a pioneer on using information and communi-
cation technology to support frail elders and their family carers, by connecting
homes and call centres through a videoconferencing system. The aims were to en-
hance elder’s quality of life, independence and preparedness, and to break social
isolation. Reduction on both the sense of loneliness and isolation were reported
by users.

6 Conclusions

The increasing population of elders in the near future, and their expectations
for a independent, safe and in-place living, require new practical systems and
technologies to fulfil their demands in sustainable ways. Research and projects
in the context of Home Assistance are experimenting a incredible growth, and
many funding bodies have them among their priorities.

On the other hand, the Flexible Query Answering Systems (FQAS) confer-
ence focuses on providing easy, flexible, and intuitive access to information to
everybody. To do so, the conference draws on several research areas, such as
information retrieval, database management, information filtering, knowledge
representation, soft computing, management of multimedia information, and
human-computer interaction.

With the occasion of its Tenth edition and the aim of highlighting the valuable
contributions that FQAS could be offering to the Home Assistance field, our
paper presented an overview on how different projects in this field are related
with the main topics of the FQAS conference.

Paradoxically, few contributions to the FQAS conference have directly ad-
dressed the area of Home Assistance so far. Therefore, we encourage researchers
to test their theoretical developments on this interesting field for future editions
of the conference.

From our perspective, we can only anticipate a even deeper integration in the
following years between the research contributions within the scope of FQAS and
the developments in home assistance, as the later gain in maturity and intelligent
behaviours.
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Abstract. Question analysis is an important task in Question Answering Sys-
tems (QAS). To perform this task, the system must procure fine-grained infor-
mation about the question types. This information is defined by the question
taxonomy. In the literature, factual question taxonomies were the object of
many research works. However, opinion question taxonomies did not get the
same attention because they are more complicated. Besides, most QAS were fo-
cusing on monologal texts, while dialogues have rarely been explored by in-
formation retrieval tools. In this paper, we investigate the use of dialogue data
as an information source for opinion QAS. Hence, we propose a new opinion
question taxonomy in the context of an Arabic QAS for political debates and we
propose then an approach to classify these questions. Obtained results were re-
levant with a precision of around 91.13% for the opinion classes’ classification.

Keywords: question taxonomy, opinion question classification, sentiment
analysis, Question Answering Systems.

1 Introduction

Nowadays, information sources are becoming much larger. As a result, finding the
appropriate piece of information using the least effort is becoming more difficult.
Question Answering Systems (QAS) are information retrieval tools designed to make
this task easier; they offer the user the possibility to formulate his queries in natural
language and to get concise and precise answers.

Question analysis is considered as an important task in QAS. To perform this task,
the system must procure fine-grained information about the question types. This
information is defined by the question taxonomy. In the literature, factual question
taxonomies were the object of many research works. However, opinion question tax-
onomies did not get the same attention.

Dialogues, as the main modality of communication in human interaction, make an
essential part of information sources. They occur either directly (i.e. professional
meetings, TV programmes and political debates) or virtually (i.e. social networks or
blogs). During dialogues, interlocutors perform different interactive actions: they

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 67-f78] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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exchange information, express opinions, make decisions, etc. Nevertheless, dialogues
have rarely been explored by information retrieval tools such as QAS. This is due to
the lack of linguistic resources, in particular annotated oral corpora, as well as the
complexity of processing related to the specific aspects of oral conversations.

The current research is part of a framework aiming to implement an Arabic QAS
for political debates. In this paper, we investigate the use of dialogue data as an in-
formation source for a QAS and we propose a new opinion question taxonomy in this
context. We propose also an approach to classify these questions, based on opinion
extraction and machine learning techniques. The rest of this paper is organized as
follows. In section 2, we review a selection of previous works related to the opinion
question classification. In section 3, we propose our opinion question taxonomy in
QAS for dialogues. In section 4, we illustrate our classification approach, report and
discuss the obtained results. Finally, we conclude and provide some perspectives in
section 5.

2 Related Works

In this section, we present a brief overview of the question type taxonomies, opinion
extraction techniques and automatic question classification in the QAS.

2.1  Question Type Taxonomies

Question type taxonomy refers to the set of categories into which questions have to be
classified [1]. In the literature, most of the proposed taxonomies concern factual ques-
tions. Their architecture can be flat [2] or hierarchical [3]. The taxonomy of Hovy et
al. [4] and that of Li and Roth [5] are the most used ones for factual questions. On the
other hand, we find few works proposing taxonomies for opinion questions. We cite
in this context the works of Ku et al. [6] which deal with the analysis of questions and
the retrieval of answer passages for opinion QAS. The training corpus is gathered
from conferences question data and Internet Polls, and includes the authors’ own cor-
pus called OPQ corpus (created using the NTCIR-2 and NTCIR-3' topic data col-
lected from news article).The proposed taxonomy classifies the questions into factual
and opinion questions, and then subdivides the opinion questions into six fine-grained
types: Holder, Target, Attitude, Reason, Majority and Yes/No. Besides, we cite the
works of Moghaddam and Easter [7] addressing the problem of answering opinion
questions about products by using reviewers’ opinions. The adopted taxonomy, in-
spired from the works of Ku et al. [6], has dropped out the type Holder since it is
irrelevant in mining product reviews domain. Moreover, the type Majority has been
replaced by the question form attribute.

! http://research.nii.ac.jp/ntcir/permission/
perm-en.html#ntcir-3-ga
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2.2 Opinion Extraction Techniques

Opinion extraction is an emerging research area in the opinion mining domain. It
aims at extracting the main components of a subjective expression such as the
opinion holder, the target towards whom or which the opinion is expressed, and the
opinion polarity. The used techniques are based on supervised learning [8] and unsu-
pervised learning [9]. In this context, we cite the model of Paroubek et al. [10]
proposed for the evaluation of the opinion mining annotations performed in the in-
dustrial context of the DOXA project’. This model represents opinion expression
within eight attributes:

— Opinion marker: the linguistic elements which express an opinion.

— Opinion polarity: the more or less positive impression felt while reading an opinion
expression.

— Source: the opinion holder.

— Target: the object, issue or person towards which the opinion is expressed.

— Intensity: the strength of the expression.

— Theme/Topic: reference of the addressed topic in the document containing the opi-
nion expression.

— Information: the more or less factual aspect of the opinion expression.

— Engagement: the relative implication that the opinion holder is supposed to have to
support his opinion expression.

2.3  Question Classification Approaches

In the literature, we distinguish three different approaches for the question classifica-
tion: rule based approach, machine learning approach and hybrid approach.

— Rule based approach: it consists in associating to the question a number of ma-
nually defined rules, called hand-crafted rules [11]. This approach is generally
based on interrogative words used in questions. The disadvantages of this approach
are linked to the overabundance of the rules to define.

— Machine learning approach: it consists of extracting a set of features from the
questions themselves and using them to build a classifier that allows predicting the
adequate type of the question. In effect, works adopting this approach differ ac-
cording to: i) the type of the classifier in use such as Naive Bayes [12], SVM clas-
sifiers [13], and decision trees [14], ii) the selected classification features that can
be symbolic [15], morpho-syntactic using Part-of-speech tags [16], semantic using
hypernyms relations of WordNet [17] or statistical [6].

— Hybrid approach: it consists in combining the two previous approaches using as
learning features manually defined rules [1], [18].

2 DOXA is a project supported by the numeric competitiveness center CAP DIGITAL of Ile-
de-France region which aims at defining and implementing an OSA semantic model for opi-
nion mining in an industrial context.
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3 Proposed Taxonomy for Opinion Question Classification

In order to identify the different question types in a QAS for dialogues, we have built
a study corpus of questions. In this section, we start by explaining the construction
steps of the study corpus and presenting its specification details. Then, we argue some
question specificities in QAS designed for dialogue data. Finally, we describe our
proposed taxonomy for the question classification and we provide some discussion
notes.

3.1 Building the Study Corpus

We have built the study corpus COPARQ (Corpus of OPinion ARabic Questions) in
order to determine the question types that can be asked in the QAS for political de-
bates. The corpus (Table 1) was built after collecting 14 episodes of political debates
broadcast on Aljazeera satellite channel. Starting from these manually transcribed
episodes, we have prepared 14 questionnaires containing for every episode: the title,
the subtitles, the date, the interlocutors and their affiliations. The questionnaires are
distributed to 14 volunteers of different profiles (students, teachers, workers, etc.) so
that they contribute with questions relative to the discussed topics. The total number
of gathered questions is 620.

Table 1. Specifications of the study corpus COPARQ

Corpus specification Value
Number of episodes 14
Total number of words in episodes 80,151
Number of participants 14
Total number of questions 620
Average number of questions per episode 44.28
Total number of words in gathered questions 7,549
Average number of words per question 12.176

3.2 Question Specificities of QAS for Dialogues

In a QAS for dialogues, question types differ from those in a QAS for texts in many
issues.

First, users in QAS for dialogues tend to ask questions especially about the subjec-
tive aspect of the utterances. These questions, generally identified through opinion
markers (i.e. opinion verbs, adjectives and adverbs), are hard to classify if the subjec-
tive aspect of the question is implicit. That’s why, using the existing taxonomies
(originally designed for QAS for texts) may not provide efficient results in the classi-
fication of questions in QAS for dialogues. For example, the question " ge Jssaal (e
850 L) Aalill 2 ja" ("Who is responsible for the snipers’ crimes during the revolu-
tion?") will be most likely classified as a factual question since it does not contain any
explicit subjective information. However, the user asked this question to know the
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feedbacks of all the dialogue participants in the question issue. He wanted to say
" Al QL Aalidl Sl e e Jgsmal (e Gsuall s (According to the guests, who is
responsible for the snipers’ crimes during the revolution?), and this is an opinion
question. Therefore, a question taxonomy in QAS for dialogues must have flexible
type definitions and must be provided with adaptation techniques to support implicit
subjective questions.

Second, Yes/No questions are classified according to the existing taxonomies as
objective or subjective questions. But in our case, Yes/No questions, which have the
form of "Q X according to P?" where Q is a Yes/No question form (i.e. is, do, have),
X is a statement and P is a person, can be written into the form of "Does P believes
that X?". For example, the question &s all & 34l 38 8 L0 de Sall s Ja
"f3Ey) (Did the current government succeed in leading the country during the transi-
tional period?) can be written into the form of (58 Cisas dllal) da Sall of o guall yiiny Ja"
"eAlEnY) Als pall 8 230l 308 (Do the guests consider that the current government suc-
ceeded in leading the country during the transitional period?). Therefore, we consider
that all Yes/No questions, in our QAS for dialogues, are opinion questions.

Third, asked questions in a QAS for dialogues concern the interlocutors’ feelings
and attitudes as well as their beliefs and arguments (i.e. How does a specific action
happen according to a given interlocutor). They may directly query information about
what an interlocutor feels or thinks such as the question il 8 M Gud sl s "

"l ) (g2 senall galaadl (What does Qais Saiyed think about the extradition of Bagh-
dadi Mahmoudi to Libya?). Also, they may query information about the discussed
topic according to the opinion of a given interlocutor such as the question alud &3 Cas"

" G 1) s Ll ) g3 sesall g313xd) (How was Baghdadi Mahmoudi extradited
to Libya according to Qais Saiyed?). However, the existing taxonomies do not make
distinction between these two types of opinion questions despite the fact that they do
not share the same answering strategies.

3.3  Proposed Taxonomy for Opinion Questions

Since the existing taxonomies are not completely convenient for questions in QAS for
dialogues, we propose, after a deep study of the corpus, a new question taxonomy
within the framework of an Arabic QAS for political debates. This taxonomy, unlike
the Ku et al. taxonomy for instance (addressed to news articles which are more struc-
tured than dialogues), allows us to solve the issues raised from the specificities of
dialogue data by making some reformulations to the questions and setting more pre-
cise question type definitions. To define this taxonomy, we are essentially inspired
from the model proposed by Paroubek et al. [10], since this model gives a synthetic
view of the main opinion mining models (20 models) listed in the literature. It was
also successfully used to automatically detect and annotate topics, feelings and opi-
nions in English and French texts.

In order to differentiate between objectivity/subjectivity levels and fine-grained
opinion information, we propose a two level hierarchical taxonomy. The first level
namely question categories describes high level classes depending on the degree of
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the subjective aspect; the second level namely opinion question classes describes
opinion question types according to the requested information and the expected answer.

First Level: Question Categories. With reference to the Paroubek et al. model for
annotating opinion expressions [10], we propose, at a first stage, three main categories
to classify questions within the framework of an Arabic QAS for political debates.
The categories are: Thematic, Informational and Opinionated (Table 2).

— Thematic: it is the category of questions asking for the discussed topics and the
involved interlocutors. These questions can be answered using classic techniques
of information extraction (e.g. bag of words, TF-IDF) and they do not require deep
semantic analysis. This category contains questions asking whether a given interlo-
cutor has participated in the discussion of a given topic, or asking to report the
communication of a given interlocutor in a given topic.

— Informational: it is the category of questions in which the factual aspect dominates
the subjective aspect. It contains questions asking information about an event, a
person, an object or an issue according to a given interlocutor. This information
can be named entities or any other type of non factual questions such as reason,
manner or definition.

— Opinionated: it is the category of questions asking for an opinion expression
attribute such as attitude, opinion holder or target. The extraction of these attributes
is one of the issues dealt with in the opinion extraction domain [§].

Table 2. Examples for the question categories

Question category Example

Thematic aall QY (58 e Ll (g emid) 0l 58 JB
Did Noureddine Beheiri say anything about the new political parties
Act?

Informational Lmdpitll dane () a2 3 0lka £ plRall i ) g Unica] S

According to Mohamed Ghannouchi, How did the ousted president
manage to leave the country?

Opinionated S laall Gt I Lellianl ey A3 smaall (o o gial) 231 ) (ol g 58 La
What does Rached Ghannouchi think of Saudi Arabia after it re-
ceived the ousted president?

Second Level: Opinion Question Classes. Since our QAS is designed for opinion
questions, we are interested in the current work in the Opinionated category. In fact,
giving the opinion QAS more fine-grained information about the question types will
improve its performance more than simply distinguishing between subjective and
factual information [19]. That’s why, we have proceeded, at a second stage, with a
supplementary level of classification that concerns the category Opinionated. Inspired
by the model of Paroubek et al. [10] and the classification of Ku et al. [6], we define
seven opinion classes for this category (Table 3).
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e Attitude: asks about the attitude of the given holder towards the given target.

e Yes/No: asks whether the given holder has adopted the specified attitude towards
the given target.

e Holder: asks about who expressed the specified attitude towards the given target.

e Target: asks about toward whom or what the given holder has the given attitude.

e Reason: asks about the reasons for which the given holder has expressed the speci-
fied attitude towards the given target.

e Majority: asks about which of the opinions (listed or not) is the one of the given
holder toward the given target.

e Intensity: Asks about how far the given holder has the specified attitude toward the
given target.

Table 3. Examples of the opinion classes

Opinion class ~ Example

Attitude $o, 5 J8 a5 (B P B s dna s e s O3 el e ale
What’s the attitude of Sihem Bensedrine about human rights situation in
Tunisia before the revolution?

Yes/No €5y 5illy Gt A8 AQ\ Slia Jadlly 4 ‘__szbﬂ\ eha: o da
Does Issam Chebbi think that there are actually unknown forces trying to
sabotage the revolution?

Holder S al) Jsal) A8 et Aale A e 38 Al (o A sil) 5 Of iy pealal) (e e
Among those present people, who thinks that the Tunisian revolution is the
beginning of a general Arab revolution that will be widespread in the re-
maining Arab countries?

Target 5 Gl Al il e e Jpmall 5 5S0 OF a0 plens 2 e
Who does Sihem Ben Sedrine suspect for being responsible of the snip-
ers’crimes during the revolution?

Reason § ui s A Akl el difiene 33gx oA dasaill G (B3 sall Caaia (5 13
Why does Moncef Marzougui think that foreign funding can threaten the
future of democracy in Tunisia?

Majority 5 gl ol A e allie A e A pad) Dol el 4 al) Of (5 Y dana yiing b
€l ) (e i L iy (il e ypaall
Does Muhammad Alahmari consider that the occidental democratic experi-
ence is a perfect and typical one, or that it is suffering from a number of
flaws in spite of its accomplishments?
Intensity Bl (B AS jLiall o a8 i (85 5l Qb O () seatall il el iag 0 (5F )
§ Laaldll Als yall & 230
How far does Amen-Allah Almansouri believe that the revolution youth in

Tunisia are able to take part in running the country during the coming
period?

3.4 Discussions about the Proposed Taxonomy

In the context of QAS for text data, most researches on opinion question classification,
similarly to sentence classification, addressed the problem of subjectivity classification.
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Nevertheless, seeing that the subjective aspect is quite dominant over the factual aspect
in the questions of QAS for dialogues, we consider that this problem should be diffe-
rently addressed in our context. Indeed, factual aspect exists only as minor information
parts of the question. Therefore, we have proposed, instead of the factual class, the In-
formational category to include opinionated question which have a more or less factual
aspect. Besides, the category Informational allows discriminating opinion questions
asking about beliefs or arguments among those asking about attitudes or feelings. Pre-
vious researches [6] [7] omitted this distinction despite the fact that answering strategies
to these questions are completely divergent. This was stated especially by Somasunda-
ran et al. [19] who developed an automatic classifier for recognizing sentiment and
arguing attitudes.

In the matter of the opinion classes, we note that the class Intensity was not taken
into account in the classification of Ku et al. [6]. But, we have noticed after observing
our study corpus that users’ questions in political debates focus sometimes on the
opinion intensity of an interlocutor (5% of opinionated questions in the study corpus).
Thus, we have added the class Intensity to our taxonomy.

In addition, Moghaddam et al. [7] considered that questions belonging to the class
Majority defined in [6] can be expressed as Target, Reason, Attitude and Yes/No, and
therefore it is not an independent class of question. In this way, they did not consider
the class Majority and add instead an attribute called question form. This attribute is
an additional description defined for every class and it allows distinguishing between
the simple form and the comparative form of questions. In accordance with this hypo-
thesis, we enrich our taxonomy with the attribute question form (Table 4). Despite the
fact that values of this attribute do not still cover all question forms, we believe that
they are sufficient to resolve most of cases we are dealing with.

Table 4. Examples of the two question forms for the class Attitude

Question form  Example

Simple € 2aall il a1 ol 8 el b el el 6l 0 L
What does the Democratic Progressive Party think of the new Political
Parties Act?
Comparative b Lo LG ST o o oS 8 gl G5 s Sl o (b ot o e s 58 e
[EET-FPTPLEN
What does Sihem Bensedrine think of the assertion that the violation of
human rights was far greater during the rule of Ben-Ali than during the rule
of Bourguiba?

Nevertheless, we maintain the class Majority because we believe that this class has
an independent answer type, conversely to Moghaddam et al. [7]. In fact, Moghaddam
et al. consider that, for example, in the question "Why is Canon X better than Sam-
sung Y?", there is confusion between the class Majority and the class Reason. How-
ever, we consider that the question belongs only to the class Reason, since it asks
about reason and does not list options as recommended by the class majority such as
the question "What do you prefer better, Canon X or Samsung Y?". In addition, we
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confirm that the illustrated question is of a comparative form, in accordance with the
proposition of Moghaddam et al. [7] of using the question form attribute. This
attribute would be very useful in the information extraction task.

4 Proposed Approach for the Opinion Question Classification

Our approach of question classification is inspired from the techniques of opinion
extraction and it is based on supervised machine learning methods. It consists of two
main phases: the extraction of learning features and the automatic question classifica-
tion. This approach requires different resources and linguistic tools such as a morpho-
syntactic tagger, lexical resources and an annotated training corpus.

4.1 Extraction of Classification Features

With reference to the works presented in section 2.2, we have chosen to adopt lexical,
morpho-syntactic and statistic features. Extraction of these features is performed in
four steps:

1. Extraction of POS tags and verbs tense: extracts POS tags by using an Arabic POS
tagger. This step enables also to detect the tense of the verb if the question contains
a verbal phrase.

2. Extraction of interrogative words: extracts interrogative words (lexical features) by
using exhaustive lists of interrogative words such as "0<" (who), interrogative
words attached to prepositions such as "s¥" (for what), and imperative verbs used
in an interrogation context of as "_S3" (list).

3. Extraction of opinion markers: extracts question opinion markers (lexical features)
by using lists of opinion verbs, nouns, adjectives or adverbs such as "3 !" (think),
"s1," (opinion), "l (positive) and "Jw=dl" (better).

4. Extraction of statistic features: extracts statistic features by calculating the number
of words in the question. This extraction is performed after removing punctuation
and stop words such as "s" (and), "" (in) and "¢«<" (from). In addition, this step
allows calculating the probabilities of unigrams and bigrams such as "xI" (confirm)
"3@le" (comment), "¢ a5« Js»" (about the subject of). Unigrams and bigrams are
used mainly to identify the Thematic category.

4.2  Training Corpus

Our training corpus (Table 5) is collected from three sources: i) the COPARQ corpus
(see section 4.1); ii) extracts from Polls created by some TV channels (Aljazeera, Al-
Alam, Russia Today); iii) Selected questions from international conferences corpus
(TREC, TAC and CLEF) after their translation to Arabic. The training corpus was
annotated by two linguistic experts according to our proposed taxonomy.

To evaluate disagreement degree between the two annotators, we have calculated
the kappa coefficient which allows measuring agreement between the annotators. The
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Average kappa value obtained is around 0.97 (0.96 for the question categories annota-
tions and 0.99 for the opinion classes annotations), which allows to judge that our
training corpus is quite homogenous.

Table 5. Specifications of the training corpus

Source Total number Total size Average question length
of questions (number of words)  (number of words)

COPARQ 620 7,531 12.146

Conferences 723 6,000 8.298

Polls 596 5,915 9.942

Total 1,939 19,446 10.028

4.3  Results and Discussions

We have evaluated our classification approach in terms of precision (2) which meas-
ures the ability to classify the question into the appropriate category or class. The
precision is calculated after applying the 10-fold cross validation evaluation method.

. s Number of well classified questions
Precision =

Total number of questions (1)
Table 6 illustrates the results of the classification into question categories and into
opinion classes according to four algorithms: the three most common learning algo-
rithms Naive Bayes, decision trees and SVM, and the Zero-R as a baseline algorithm.
In particular, SVM provided the best performance with a rate of 87.9% for the
question categories’ classification and 91.13% for the opinion classes’ classification.

Table 6. Results of the question classification

Algorithms Precision of the question Precision of the opinion
categories’ classification (%)  classes’ classification (%)

Rule based 75.65 63.34

Naive Bayes 81.05 90.67

Decision tree 86.58 90.03

SVM 87.9 91.13

Concerning the opinion classes’ classification, the results are good and show that
the selected classification features are relevant. Hence, we consider that shallow fea-
tures that we have used are sufficient to get a good opinion question classification for
Arabic. We note that Ku et al. [6] have also used, to classify Chinese opinion ques-
tions, shallow features compound of heuristic rules and scores calculated based on
unigrams and bigrams. They obtained a nearly similar average performance around of
92.5%. The little difference might be due to the nature of the selected topics. While they
used news articles data, we have used political debates data which have much more
fuzzy and irregular structure.
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Besides, precision obtained for the classification into question categories reached
87.9% (87.8% by Ku et al. using a sentiment lexicon of over 10,000 words). The
main difficulty encountered in our classifier is due to the ambiguity in recognizing
factual information in the question to discriminate between Informational and Opi-
nionated categories. Indeed, this task, already considered difficult for texts, is more
for a question whose content is shorter and therefore contains less lexical information.
In addition, the limits of used Arabic linguistic tools reduced the performance of the
classifier. For example, the ambiguity due to non-vowel words causes confusion be-
tween the preposition "0«" (from) and the interrogative word "(«" (who).

5 Conclusion and Perspectives

In this paper, we have proposed a new taxonomy for the question classification in an
opinion QAS for political debates, inspired by opinion mining and sentiment analysis
models. This taxonomy, composed of two classification levels, provides a wider and
more comprehensive description of opinion questions. In addition, we have proposed
an approach for the automatic classification of opinion questions based on different
shallow features. To evaluate the proposed approach, we have developed a classifica-
tion tool using four different learning algorithms. The results were encouraging and
reached an average accuracy of 91.31% for the opinion classes’ classification. These
results show that the shallow features are sufficient enough to build a satisfactorily
accurate classifier for opinion question.

As perspectives, we intend to evaluate our question classification tool within each
training corpus source separately. The aim is to compare the obtained results per cor-
pus source dataset in order to evaluate the affect of the question topic domain on the
classification performance. Moreover, we intend to build a sentiment lexicon to col-
lect opinion markers and to assign degrees of subjectivity to them. The lexicon will
allow us to solve the problem of detecting the subjective nature of the questions and
subsequently to improve the results obtained in the question category classification. In
addition, it can be used to define polarity and calculate its intensity in the information
extraction of our opinion QAS.
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Abstract. In this paper, we discuss our novel, open-domain question answering
(Q/A) system, R/quest. We use web page snippets from Google™ to extract
short paragraphs that become candidate answers. We performed an evaluation
that showed, on average, 1.4 times higher recall and a slightly higher precision
by using a question expansion method. We have modified the Cosine Coeffi-
cient Similarity Measure to take into account the rank position of a candidate
answer and its length. This produces an effective ranking scheme. We have a
new question refinement method that improves recall. We further enhanced per-
formance by adding a Boolean NOT operator. R/quest on average provides an
answer within the top 2 to 3 paragraphs shown to the user. We consider this to
be a considerable advance over search engines that provide millions of ranked
web pages which must be searched manually to find the information needed.

Keywords: Question answering systems, candidate answers, information re-
trieval, web crawling, question expansion, question refinement, modified cosine
similarity measure, system evaluation.

1 Introduction and Related Work

Suppose that you want to know the ingredients contained in Coca Cola. If you use
Google™ to find the answer you will get over 5 million ranked web pages in less than
a second. However, you will have to search through the pages to find the actual an-
swer. In contrast, with our question answering system, R/quest, the first answer re-
turned to the user is “The primary ingredients of Coca-Cola syrup include either high
fructose corn syrup or sucrose derived from cane sugar, caramel color, caffeine, phos-
phoric acid, coca extract, lime extract, vanilla and glycerin”. R/quest saves users’ time
and effort by giving them a correct, short answer rather than a ranked list of web pag-
es. In this paper, we describe how R/quest works and comment on its novel features.
A great deal of research is being done in the area of Question Answering. Most
systems are based on either Nature Language Processing (NLP) or Information Re-
trieval (IR) techniques. Using these technologies, various non open-domain Q/A sys-
tems have been developed for different purposes. In [1-5], researchers present some
Q/A systems which process medical information and knowledge. They assert that
their systems produce more accurate answers in comparison to Google™. Depending
on the system, knowledge was grouped by such categories as symptoms, causes,
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treatments, and other relevant areas. The queries were subjected to a semantic analy-
sis in order to determine the answer. There are also interactive Q/A systems. Here,
dialogue is used to help users build more specific queries and, thus, get better an-
swers. In [6-7], some dialogue is introduced. Users are limited in that they can only
ask certain types of questions. The systems will recommend some existing question
patterns to them. Next, users can fill in the blanks with their own words to create sys-
tem-readable questions. In [8-13], researchers focus their work on monolingual and
multilingual Q/A systems. They came up with different strategies to process users’
questions written in languages such as Chinese, German, French, Arabic and others,
based on the specific language structure. Monolingual Q/A systems usually work with
some syntactic and semantic analysis functions, thesauri and other knowledge. The
multilingual Q/A systems discussed in [14-16] profess to work with more than one
individual language. They make use of machine translation systems to convert the
users’ questions into the same language used in their databases. The answer is also
translated back into the original language, if necessary. Thus, users can obtain infor-
mation from a wider collection of data and are more likely to get a correct answer.

Essentially, most IR systems are based on matching index terms in the question
with those in the stored documents. This works very well, for the most part. However,
such systems lack any type of semantic information. Thus, the question “what is AI”
will not match a document containing the phrase “Artificial intelligence is
the intelligence of machines and robots and the branch of computer science that aims
to create it”. This happens because the document shares no terms with the question.
The semantic connection between “Al” and “Artificial intelligence” is missed. This is
known as the vocabulary mismatch problem.

Working on this issue, Sahami and Heilman [17] came up with an improved re-
trieval strategy. They utilized results from Google™ to expand their questions and
documents to increase the probability that the question and document would share
some common terms. The documents and the question were sent as independent que-
ries to Google™. Then they made use of webpage snippets [17] to expand the original
documents and question. Snippets are text segments selected from web pages returned
by Google™. The authors analyzed a number of snippets and saved the 50 terms with
the highest TF-IDF weights [18]. These new terms were added to each question and
every document. Hence, the probability that the document and question would share
terms was greatly increased. In addition, the problem of missing semantic information
was decreased to some extent.

Sahami and Heilman [17] also claim that their retrieval strategy is suitable for a
query suggestion system. Here, a number of short existing queries are saved for future
use. Those stored queries are small enough to be sent to Google™ for expansion.
Once the system finishes expanding the entire query collection, it only needs to ex-
pand each new query by sending it to Google™ once.

However, their strategy is extremely expensive for IR systems which have dynamic
databases. For instance, if an IR system imports 200 documents to answer a particular
question, then it has to perform 201 expansions and Google™ searches. The time
needed is prohibitive. Moreover, their retrieval strategy [17] relies on systems only
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having short queries. Long queries cannot be used to perform their required expan-
sions. In our work, one focus is to deal with the deficiencies in their methodology.

However, our main focus is to improve information retrieval from the Internet. Our
contribution is to develop an open-domain Q/A system based on traditional IR tech-
niques with some improvements.

The rest of paper is organized as follows: In section 2 we describe our work, with
emphasis on the methodology used in our Q/A system; evaluation and testing of our
system is discussed in section 3; we discuss our conclusions in section 4; finally, in
section 5 we propose some future work.

2 R/quest Methodology

2.1  Answer Retrieval Using Question Expansion

Below is the system diagram for R/quest.

User Interface

<ot >

Google Search New Query

Engine
‘ Query Refinement J ‘ Done J
Not Satisfied

Crawler

Satistied

Document Preparation

Candidate Answers
searching and ranking

Question Processing

Fig. 1. System Diagram

Once R/quest receives a question from a user through its interface, it will send the
question to Google™ to obtain related web pages. Then, R/quest’s web crawler goes
to each web page, follows the links and identifies their textual content. Paragraphs are
selected and each is saved as an independent document. Note that we often refer to
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the paragraphs as documents in this paper, because they are saved as documents. In
truth, they are short paragraphs. The two terms are used interchangeably in this paper.

All documents are then indexed using traditional Information Retrieval (IR) tech-
niques [18]. This includes the elimination of very high frequency words, stemming
and conflation. We also used TF-IDF [18] term weighting.

After getting a question, R/quest retrieves a small number of candidate answers for
the user to view. If the user is not satisfied with the answers then they can refine their
question. This new question will be sent to Google™ with the goal of obtaining a
better answer. This process may be repeated until the user is satisfied.

Traditional term-based IR systems, in simple words, detect the terms shared by the
question and documents and generally use weights to rank documents to present to the
user. However, one important disadvantage is that the semantic information is miss-
ing. Hence, important answers may be missed because the question does not have any
terms in common with a document. Using the previous example, the question “What
is AI” will not retrieve the answer “Artificial intelligence is the intelligence of ma-
chines and robots and the branch of computer science that aims to create it”. There are
no common terms so the perfect answer is missed. This is an example of the vocabu-
lary mismatch problem.

To overcome this issue, we make use of information that Google™ provides,
namely web page snippets. A snippet gives the reason why the web page was chosen
as a potential answer. It contains the web page text segments which share terms with
the question. For example, if a user enters the question “what is AI” the first snippet
returned is “what is artificial intelligence (AI)? ... This article for the layman answers
basic questions about artificial intelligence”.

In addition, snippets also contain other terms which are strongly related to the
question. These terms are used to expand the question in order to retrieve similar doc-
uments from our collection, namely, the documents retrieved while processing the
original question. Based on the snippet shown above, the question “what is AI” can be
expanded with the phrase “artificial intelligence”. Therefore, the document “Artificial
intelligence is the intelligence of machines and robots and the branch of computer
science that aims to create it” will now be retrieved as an answer. With this approach,
we overcome the vocabulary mismatch problem.

We expand each question with the top 50 snippet terms based on their TF-IDF [18]
weights. We match the expanded question with our initial results. Hence, documents
that originally did not share any terms with the question are a good deal more likely to
match the question and be retrieved.

The use of snippets in query expansion is not uncommon. However, a goal of our
work was to improve on the Sahami and Heilman [17] solution to the vocabulary
mismatch problem. We believe that, in their snippet based approach, too much time is
required to send more than 200 documents to Google™ in order to answer one ques-
tion. However, the documents stored by R/quest are collected from the internet by
Google™ based on each question received. Thus, the documents and the question are
absolutely connected from the beginning. As a consequence, if R/quest were to ex-
pand its documents using terms from Google™ then more non-relevant documents
would be returned. For example: Consider document ds that is a paragraph from the
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web page w; although it is not relevant to the question q. However, w; was retrieved
by Google™ based on q. Therefore, q will get expanded with snippets from w,. We
assume that w; has several snippets. However, snippet s, is relevant to q and snippet
s, which shares some terms with s, is not. If we expand dg by sending it back to
Google™ then ds will almost certainly be expanded by s,. Consequently, it is very
likely that the non-relevant document dg will be returned as an answer although it
should not be. As a result of our methodology, our snippet based expansion technique
retrieves less non-relevant documents than the Sahami and Heilman method [17].

2.2  Candidate Answer Ranking

R/quest ranks retrieved documents based on the similarity between each document
and the question. To perform ranking, a document is assigned a numeric value indi-
cating its similarity to the question. Documents with the highest rank are expected to
be the most relevant and most likely to contain the correct answer. Documents are
presented to the user in decreasing rank order.

We use the Cosine Coefficient Similarity Measure (CCSM) [18] to calculate the
similarity between the question and the retrieved text documents. CCSM is defined
as:

n
Yiz1 Wij*Wiq
\/Z?:l Wijz*\/z:?zl Wig?

In the formula, q represents the question and j is document. Furthermore, i indicates a
term shared by the document j and the question q. There are n common terms. There-
fore, w;; is the weight of the term i in the document j and w;, is the weight of the term
i in the question q. In R/quest, before refinement, each term in the question has a
weight of 1 during the first ranking of candidate answers.

However, R/quest is not dealing with traditional IR text documents such as journal
papers. It ranks paragraphs returned by Google™. Therefore, we have modified the
original CCSM to work with these paragraphs.

The quality of the web page is treated as an important factor in our Modified Co-
sine Coefficient Similarity Measure (MCCSM). Since R/quest receives a list of
ranked links from Google™, R/quest treats that rank information as an indication of
the web page’s quality. A highly ranked web page is more likely to contain good
quality text to construct a high-quality answer. If R/quest retrieves the top 10 web
pages from Google™, then there will be 10 sets of paragraphs saved in its document
collection. The rank information for each document is also stored. The rank informa-
tion is incorporated into the modified similarity measure as follows:

similarity (j, q) = H

n
Yi=1 Wij*Wigq 1

—
\/Z?=1Wij2*\/2?=1wiq2 v

similarity (j, q) = 2)



84 J. Morrissey and R. Zhao

In this formula, 7; is the rank of the web page from which the document j was ex-

tracted. Because the range of the original CCSM is from O to 1, the rank information
is first normalized as

F 3)
J

Thus, if the web page rank is 1, then the original similarity will be multiplied by 1.
However, if the document is from the second ranked page then the similarity will be
multiplied by 0.87. Thus, the higher the rank, the higher the similarity.

The rank position is only one factor we consider. We also take into account the
length of the retrieved paragraph from a web page. Based on our experimental obser-
vations, a longer paragraph from a web page typically contains more valuable infor-
mation. In the same way as the rank information was incorporated, we normalize the
length factor to effectively integrate it into our similarity measure.

Zl 1 Wij*Wiq

\/Zl 1Wl] \/Zl 1qu2 \/_

Here [; is the length of the document j. However, duplicate terms are counted as one
term. Hence, taking into account both the rank position and the length of a document,
R/quest calculates similarity as:

similarity (j, q) = (1- 4)

L=D)*(Xiey wij*wiq)

n .2 n , 2 “xl -
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similarity (j, q) = (5

2.3  Question Refinement

In R/quest, after a user obtains a ranked list of candidate answers, they will be asked
if they are satisfied with the result. If the answer is yes, that means they have found a
high quality answer in an acceptable time. If the answer is no, then the user may re-
fine their question. This is resubmitted to Google™ and new candidate answers are
displayed to the user. These are likely to answer the user’s question.

There are three steps in refinement. No step is mandatory. All three steps are inde-
pendent and affect the result differently. First we ask the user to edit their question.
They can add and eliminate terms. R/quest is different to other search engines in that
users of our Q/A system have the previous search results visible on the page where
they refine their questions. We believe this helps them understand the effect of each
term in their last question and helps them to improve it. If the question has not been
revised, R/quest will not send it to Google™ again. If the user did opt to make some
changes then the new question will be sent to Google™ and a new set of candidate
answers will be presented to the user.

The second step is to allow the user to add weights to the terms in their question.
Weights vary from 1 to 10. The weight is the user’s estimation of how important a
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term is in the question. R/quest will use these new weights to re-rank the documents.
Term weighting does not change the list of candidate answers; it re-ranks them.

The third and last step in refinement is the addition of the Boolean operator “NOT”.
Traditional IR systems just match terms using a similarity measure to rank documents.
However, users can not say that they do not want documents that contain a particular
term. IR systems do not filter out documents that users do not want to see. Hence, we
incorporated the Boolean operator “NOT” to allow users to indicate the terms that they
do not want to see in the answer. Question refinement may be executed repeatedly, until
a user is satisfied that they have a correct answer to their query.

3 Evaluation

To formally evaluate R/quest’s overall performance, we submitted 50 English ques-
tions from the Text REtrieval Conference (TREC) [19]. Based on the standard an-
swers TREC provided, we recorded the rank position of the correct answer produced
by R/quest for each test question. The x-axis shows the number of the TREC ques-
tion; the y-axis shows the shows the rank of the paragraph where the answer was
found.
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Fig. 2. Answer Ranking

The average rank was 2.18. This implies R/quest finds the correct answer in the top
2 to 3 ranked documents. This means that R/quest users only need to look at 2 to 3
text paragraphs on average to find a correct answer. We consider this to be a consi-
derable improvement over search engines, such as Google™, where users often have
to visit a large number of web pages to find an answer.

We also evaluated the effectiveness of our question expansion methodology using
the ADI SMART test collection [20]. It consists of 82 documents, 35 questions and
the correct answers. During evaluation, we submitted the 35 questions to R/quest,
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once with expansion and once without. In each case, we compared our answers with
the answers provided with the test collection. We then produced precision and recall
graphs [18] for the 35 questions. The results are shown below.
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Fig. 4. Precision with and without Expansion

In Fig. 3 and Fig. 4, the dotted lines represent the 35 recall and precision values
produced without question expansion. The solid lines signify the recall and precision
values produced with question expansion. The x-axis indicates the number of each
test question. The y-axis is the recall or precision value, ranging from 0 to 1.The aver-
age recall with expansion was approximately 0.80. The average recall without expan-
sion was around 0.56. Hence, expansion means that the system retrieves about 1.4
times more relevant documents. Furthermore, the average precision with expansion
was roughly 0.05 and with none was around 0.048. This shows that our expansion
retrieves less non-relevant documents. Therefore we get both higher recall and higher
precision. This result is counter-intuitive. Classically, higher recall correlates with
lower precision. However, in our expansion method we almost always retrieve rele-
vant documents. However, without expansion sometimes no relevant documents are
retrieved. This explains why we get both higher recall and precision. By and large, we
can say that expansion retrieves more relevant documents and less non-relevant doc-
uments than with no expansion. We conclude that query expansion is important and
that our method works well.
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With R/quest, users use less effort to find the answer to their question. They have
less candidate answers to read. Hence, we redefine precision as follows:

IF all the relevant documents in the collection have been retrieved by the sys-
tem then
o Record the rank number of the lowest ranked retrieved docu-
ment
o Calculate precision as:

number of relevant documents retrieved

Precision =
the lowest rank of the relevant documents

ELSE
o Calculate precision as:

number of relevant documents retrieved

Precision =
number of documents retrieved

Fig. 5. Calculating Precision

With this new method, we obtain the precision values shown in Fig. 6. The average
new precision was about 0.081. The average precision produced with no refinement
was around 0.07. The difference is not very significant but shows promise for our
query refinement method.
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Fig. 6. New Precision Values

4 Conclusion

In this paper, we presented our open-domain Q/A system, R/quest. We used web page
snippets from Google™ to expand users’ questions. We addressed the vocabulary
mismatch problem in section 2.1. The use of snippets to expand queries is not un-
common, however we chose to focus on improving the method used by Sahami and
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Heilman [17]. Our expansion technique retrieves less non-relevant documents than
theirs and is very efficient in comparison. Thus, our work is an improvement on that
of Sahami and Heilman [17]. We performed an evaluation, using the ADI SMART
test collection [20], that showed, on average, our query expansion technique resulted
in a 1.4 times higher recall and a slightly higher precision. Before performing an ob-
jective overall evaluation of R/quest, we submitted approximately 200 very different
queries. In the vast majority of cases we retrieved a short, correct answer within the
top three ranked answers returned. This was very encouraging and led us to compare
R/quest, as a Q/A system, with 50 English questions from a Text REtrieval Confe-
rence (TREC) test collection [19]. This work shows that R/quest finds the correct
answer in the top 2 to 3 ranked documents. This means that R/quest users only need to
look at 2 to 3 text paragraphs on average to find a correct answer. We modified the
Cosine Coefficient Similarity Measure [18] to take into account the rank position and
length of a document. This produces an improved ranking of our candidate answers.
Because our query expansion method retrieves more relevant documents and less non-
relevant documents than when no expansion is used, we redefined the definition of
precision when query expansion is used. Precision values are improved, reflecting the
fact that users’ have less paragraphs to review with query expansion. Thus, literally,
the retrieval of an answer is a more precise process.

We further enhanced performance by adding a question refinement process that in-
cludes the addition of a Boolean NOT operator. This allows users to indicate the
terms that they do not want to see in the answer. Traditional, non-Boolean IR systems
do not allow users to say that they do not want documents that contain a particular
term. R/quest allows a user to do so.

In conclusion, R/quest is an effective Q/A system which is able to answer users’
questions on any topic. It has a very efficient ranking scheme given that, on average,
it provides an answer within the top 2 to 3 short paragraphs shown to the user. In this
respect, R/quest is a great improvement over current search engines, such as
Google™. Users can now find an answer to a question by reading, on average, at most
3 short paragraphs. We consider this to be a significant advance over search engines
that provide millions of ranked web pages which must be searched manually to find
the information needed.

5 Future Work

R/quest is a simple but efficient system that works. Our goal was to produce a system
that would effectively and quickly provide a user with a short and correct answer to
their query. We also wanted this answer to be one of the first retrieved by our ranking
method. We believe that we have achieved this goal.

However, work remains to be done. Our next step is to evaluate R/quest against an
existing similar, open-domain Q/A system. The TREC [19] and ADI [20] collections
are small. Nevertheless, evaluating R/quest against them suggests we are progressing
in the right direction. However, proper, large scale benchmarking is a very important
part of this research area. This is our next important goal.
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The Cosine Coefficient Similarity Measure [18] is a measure used to evaluate the
similarity between two text documents. Although many other similarity measures can
be used [18], we found that in our initial testing of R/quest, with Google™, it pro-
duced good results and chose not to investigate other similarity measures. After prop-
er benchmarking of R/quest, we may find we have to investigate other similarity
measures such as Dice and Jaccard [18] to explore if improvements can be found.

The use of snippets is not uncommon. We chose to concentrate on their use by Sa-
hami and Heilman [17]. A future goal is to study other uses of snippets, specifically in
the area of passage retrieval in IR, again with the objective of obtaining improve-
ments in R/quest.

We have already introduced the Boolean NOT operator into R/quest. We are cur-
rently implementing a full Boolean interface that would offer a choice of interfaces to
users. Our motivation is our understanding that Boolean interfaces can be extremely
efficient in practice. An example is Westlaw [21], one of the biggest legal databases
available that supports the use of a Boolean interface.
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Abstract. The aim of this paper is to introduce a set of algorithms able to
configure an automatic answer from a proposed question. This procedure has
two main steps. The first one is focused in the extraction, filtering and selection
of those causal sentences that could have relevant information for the answer.
The second one is focused in the composition of a suitable answer with the
obtained information in the previous step.

Keywords: Causal questions, Causality, Causal Sentences, Causal Representation.

1 Introduction

Causality is a fundamental notion in every field of science, in fact there is a great
presence of causal sentences in scientific language [1]. Causal links are the basis for the
scientific theories as they permit the formulation of laws. In experimental sciences, such
as physics or biology, causal relationships only seem to be precise in nature. But in
these sciences, causality also includes imperfect or imprecise causal chains.

There have been many works related to causal extraction in text documents, like
Khoo and Kornfilt [2], who developed an automatic method for extracting causal
information from Wall Street Journal texts, or Khoo and Chan [3] who developed a
method to identify and extract cause-effect information explicitly expressed without
knowledge-based inference in medical abstracts using the Medline database.

On the other hand, the ability to synthesize information losing as little information
as possible from a text has been studied in various disciplines throughout history. In
this area the work of linguistics, logic and statistics [4] are the most relevant issues to
take into consideration to propose a suitable answer to a given question.

Taking these works as inspiration, this paper deals with two algorithms. The first
one is focused on the extraction of causal sentences from texts belonging to different
genres or disciplines, using them as a database of knowledge about a given topic.
Once the information has been selected, a question is proposed to choose those
sentences where this concept is included. These statements are treated automatically
in order to achieve a graphical representation of the causal relationships with nodes
labeled with linguistic hedges that denote the intensity with which the causes or
effects happen, and the arcs marked with fuzzy quantifiers that show the strength of
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© Springer-Verlag Berlin Heidelberg 2013
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the causal link. In turn, nodes are divided into cells denoting location, sub location or
other contextual issues that must permit a better understanding of the meaning of the
cause. The node ‘cause’ includes also a special box indicating the intensity with
which the cause occurs.

The second algorithm is in charge of the generation of an answer by reading the
information represented by the causal graph obtained in the previous step. Redundant
information is removed, and the most relevant information is classified using several
algorithms such as collocation algorithms like SALSA or classical approaches like
keywords depending on the context, TF-IDF algorithm.

The answer is generated in natural language thanks to another algorithm which is
able to build phrases using a generative grammar.

2 Selection of the Input Information

In [5], Puente, Sobrino, Olivas & Merlo described a procedure to automatically
display a causal graph from medical knowledge included in several medical texts.

A Flex and C program was designed to analyze causal phrases denoted by words
like ‘cause’, ‘effect’ or their synonyms, highlighting vague words that qualify the
causal nodes or the links between them. Another C program receives as input a set of
tags from the previous parser and generates a template with a starting node (cause), a
causal relation (denoted by lexical words), possibly qualified by fuzzy quantification,
and a final node (effect), possibly modified by a linguistic hedge showing its
intensity. Finally, a Java program automates this task. A general overview of the
extraction of causal sentences procedure is the following:
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Fig. 1. Extraction and representation of causal sentences
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Once the system was developed, an experiment was performed to answer the
question What provokes lung cancer?, obtaining a set of 15 causal sentences related
to this topic which served as input for a causal graph representation. The whole
process was unable to answer the question directly, but was capable of generating a
causal graph with the topics involved in the proposed question as shown in figure 2.
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Fig. 2. Causal representation related to the question What provokes lung cancer?

With this causal graph, we want to go a step further in this paper to generate the
answer to the proposed question by means of a summary, processing the information
contained in the causal nodes and the relationships among them.

3 Summarizing the Content of the Causal Graph

The ideal representation of the concepts presented in Fig. 2 would be a natural
language text. This part of the article presents the design of a possible approach to do
so. Main problems are discussed and the general ways to solve them are introduced.

The size of the graph could be bigger than the presented one as not all the causal
sentences are critical to appear in the final summary. It is necessary to create a
summary of the information of the graph in order to be readable by a human as if it
was a text created by other human.

The causal graph presented in Fig. 2 has the problem that the concepts represented
could have a similar meaning in comparison to other concepts. For example,
“smoking” and “tobacco use” have the similar meaning in the graph so one of these
concepts could be redundant.

Not only is this relationship of synonymy but other semantic relations such as
hyperonymy or meronymy are important as well.
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It is possible to create a process to read the concepts of the graph sending them to
an ontology like Wordnet or UMLS and retrieving different similarity degrees
according to each relation [6].

Several analysis and processes need to be executed to obtain a summary by means
of an automatic algorithm. The following diagram shows the design of the summary
system that is created to solve this issue, including the main processes and the main
tools needed.

Configuration File

Semantic Relation Queries

Compression ratio, context keywords.

More relevant causal relations

Text,
Causal Relations

Relational
Database
User

Top ranked
Causals

Summary, Logs, Valuation Measures

Fig. 3. Basic design of the summarization process

This procedure is not simple, due to the fact that the meaning of the words has to
be discovered with help of the context. A polysemic word is one that has several
meanings referring to its written representation.

A redundancy analysis process is created to solve this problem, taking into account
the multiple synsets of every word of the concepts that is been analyzed. It is also
taken into account the context of the text having keywords of every context and other
measures.

To do so, Wordnet synsets are queried from Java thanks to Jwnl and RiWordnet
tools to find out the meaning of these terms. The output of the process will consist of
the possible relations between all pairs of entities compared, declaring the type and
intensity of this relationship.

The degree of their similarity with other concepts is computed as well, being a
measure to take into account in the relevance analysis. Different algorithms of
similarity between concepts such as Path Length, Leacock & Chodorow [7] or Wu
Palmer [8], are executed through platforms like Wordnet::Similarities.
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A comparison matrix is then created with all this information, showing the
similarity between terms according to different semantic relations. Those concepts
with higher similarity degrees with others are the redundant ones.

0 miz mia Min
0 0 Moz Man
. Man
M = mt’j Min
. . . . . 0 My—1n
0 0 0 . . 0 0

Fig. 4. Comparison matrix built by the semantic redundancy algorithm

After running the whole process, a list of semantic relations between entities is
obtained. This list contains all the information of the relations and a list of semantic
entities containing the entities which are going to be deleted. This is the entry for the
graph reconstruction algorithm. Additionally, a report is obtained on this first version
with the final results:

Final results

Synonyms: 6

Hypernymy/Hyponymy: 13

Meronymy/Holonymy: 0

Entailment: 0

Verb groups: 0

Non related: 72

Total compared concepts: 91

Percentage of reduction of the graph: 79.12088 %

Concepts to review:
-> lung cancer deaths
-> risk lung cancer

-> die lung cancer

-> sfopping smoking
-> tobacco use

-> cigarettes smoking
-> secondhand smoke
-> fluid collect

-> fluid accumulate

Fig. 5. Final results

Once a relation has been found, the problem is choosing which term is the most
relevant. In the example mentioned above, the question would be, what is the most
important concept, “smoking” or “tobacco use”. In [9] we proposed a mechanism that
gives the answer to that question performing an analysis of the relevance of each
concept. To do so, classical measures that analyses the appearance of the concepts in
the text like TF-Algorithm are used. Connective algorithms that analyses the graph as
SALSA or HITS [10] are also used.
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When a causal relation is going to be moved to other concept due to the fact that
this concept is going to be erased according to the semantic redundancy or relevance
ranking algorithm, if the causal relation also exists in the concept which is not going
to be erased then two different grades exists. In order to see which implication degree
is the resultant one an expression is proposed:

NGa = (1-s)*Ga + s*(rel A/(rel A+relB)*Ga + relB/(rel A+relB)*Gb);
/NGa [0,1] V {s,relA,relB,Ga,Gb} [0,1]

Being NGa the new degree of the concept A and being the concept B the one which is
going to be erased, s [0,1] the semantic similarity between the two concepts, Ga and
Gb [0,1] the implication degree of the concepts, relA and relB [0,1] the relevance of
both terms according to the relevance ranking algorithm. Using this expression the
new implication degree is calculated in function of all of the parameters of both
nodes.

If the implication does not exist in the node which is not going to be erased then
the expression of the new degree is the following one:

NGa = s*(relB/(relA+relB)*Gb);
/NGa [0,1] V{s,relA,relB,Gb} [0,1]

After these analysis, the information of the graph has been summarized obtaining the
following graph:

-
rd

Fig. 6. Causal graph summarized
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The summary process has a configuration module depending on the user’s
preferences and the nature and context of the text to be analyzed. All the modules and
measures can be parameterized by means of a weight-value algorithm. In order to
have a better reading of the graph, the information needs to be expressed in natural
language. The last process consists of an algorithm that generates natural language
given the top ranked causals by the semantic redundancy analysis and relevance
analysis. We have performed two experiments varying the compression rate to
evaluate the obtained results and check the configuration of the algorithm. In the first
experiment, we used a compression rate of 0.3, obtaining as a result the following
summary:

“Cigarettes smoking causes die lung cancer occasionally and lung cancer
normally. Tobacco use causes lung cancer constantly and die lung cancer
infrequently.Lung cancer causes die lung cancer seldom and fluid collect sometimes.
It is important to end knowing that lung cancer sometimes causes severe
complication.”

The original text length is 1497 characters and the summary length is 311 so the
system has been able to achieve the compression rate, being the summary less than
the 30% of the original text. In this case, the main information has been included,
removing redundant information. The system has chained sentences with the same
causes to compose coordinate sentences and reduce the length of the final summary.
As seen, the grammatical and semantic meaning is quite precise and accurate, without
losing relevant information. In the second experiment, the compression rate was the
lowest, to remove all the redundant and irrelevant information, it was set so the
summary represents a 10% of the original text, so the result was the following:

“Lung cancer is frequently caused by tobacco use. In conclusion severe complication
is sometimes caused by lung cancer.”

In this case, the system just takes the information of the three most relevant nodes,
one cause, one intermediate node, and an effect node, creating a summary with the
most relevant nodes included in the graph. As it can be seen, the length of the
summary is of 118 characters, what represents less than a 10% of the length of the
original text, the system is able to modify its behaviour according to different
configurations of the weights of the redundance and relevance algorithms and the
compression rate. We made experiments with other texts which passes essential
quality tests such as measuring the syntax of the texts or assuring the compression
ratio, precision and recall are generally good in these experiments. Having this
original text we can see the logic of the summary:

“This is a text inspired by the famous case discussed in Ethic class Ford Pinto. When
a CEO introduces a new product in the industry it has several options, new product
options rarely are doing no quality test and unfrequently a fast manufacturing test is
done. New product options normally imply doing a normal manufacturing process. If
the organization is not meeting standards then incidents are occasionally caused by
this behavior. No quality tests may produce incidents but no quality tests often imply
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being the first in the market. A fast manufacturing process rarely produces incidents
but there are cases. Fast manufacturing processes often implies being first in the
market. A fast manufacturing process is hardly ever the cause of losses because of
things that are not done. Incidents are constantly the cause of jail or prison by the
CEOQ''s that do not follow the security standards, but the temptation is the following
condition: If company is being the first in the market then it will always earn profits
for a short time. But jail or prison is always the cause of losses and human lifes,
CEQ's have to be aware of the ethics of not following the security standards.”

Having a compression rate of 0.2 and using the configuration by default the obtained
summary is the following one:

“What is discussed is that being first in the market is implied hardly ever by new
product options.Loss is never caused by being first in the market. Prison is constantly
implied by incident.Eventually, prison always produces loss.”

The original length of this text was of 1180 characters, and using a compression rate
of 0.2, the length of the obtained summary has been 231 characters, which is actually
a 19,58% of the original text. The degrees are logical according to the original text
and the most important semantic content of the text is contained in the summary.

4 Conclusions and Future Works

The massive amount of information, growing constantly, is a problem that should be
treated using systems like the one proposed in this paper. This system is able to
extract the most relevant knowledge contained in texts to create a causal database
related to a given topic.

Using this database, the representation algorithm is able to create a causal graph
containing the main concepts of a proposed question. With this graph, we have
developed a procedure to remove the irrelevant information for an automatic answer.
By removing the redundancy, we are able to compose an answer suitable to the
proposed question, with different levels of compression.

As future works, we would like answer more complex questions, like how
questions, which require for a more complex mechanism to be answered.

Acknowledgments. Partially supported by TIN2010-20395 FIDELIO project, MEC-
FEDER, Spain.
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Abstract. Question analysis is a central component of Question An-
swering systems. In this paper we propose a new method for question
analysis based on ontologies (QAnalOnto). QAnalOnto relies on four
main components: (1) Lexical and syntactic analysis, (2) Question graph
construction, (3) Query reformulation and (4) Search for similar ques-
tions. Our contribution consists on the representation of generic struc-
tures of questions and results by using typed attributed graphs and on
the integration of domain ontologies and lexico-syntactic patterns for
query reformulation. Some preliminary tests have shown that the pro-
posed method improves the quality of the retrieved documents and the
search of previous similar questions.

Keywords: Question-Answering systems, ontology, lexico-syntactic
patterns, typed attributed graphs.

1 Introduction

With the rapid growth of the amount of online electronic documents, the classic
search techniques based on keywords have become inadequate. Question Answer-
ing systems are considered as advanced information retrieval systems, allowing
the user to ask a question in natural language (NL) and returning the precise
answer instead of a set of documents. The search process in a Question An-
swering system is composed of three main steps: question analysis, document
search and answer extraction from relevant documents. Generally, Question An-
swering (QA) systems aim at providing answers to NL questions in an open
domain context and can provide a solution to the problem of response accu-
racy. This requirement has motivated researchers in the QA field to incorporate
knowledge-processing components such as semantic representation, ontologies,
reasoning and inference engines. Our work hypothesis is that, if the user starts
with a well-formulated question, answers will be more relevant; this is why, in
this work, we focus on question analysis. So, the aim of this paper is to design and
implement a new method dedicated to question analysis in a QA system. Indeed,
our goals consist on improving the representation of the question’s structure by
using typed attributed graphs and improving the results of query reformulation
by using domain ontologies and lexico-syntactic patterns.

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 100-{ITT] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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In this method, first of all, lexical and syntactic analyses are applied to the
user’s question. Second, a question graph, containing all the information about
the question, is constructed based on a generic question graph using knowledge
from WordNet and from a question ontology. Then the question is reformulated
based on lexico-syntactic patterns and the domain knowledge represented in an
ontology. Finally, the method stores the question graph and the reformulated
question in a question base in order to extract analysis results for similar ques-
tions later. Our method is dedicated to QA systems as it deals with NL queries
asked in a question form, considered as a particular case of information retrieval
systems. The evaluation is conducted using information retrieval metrics such
as precision and MAP.

The remaining of this paper is organized as follows. Section 2 presents an
overview of works related to question analysis techniques. Section 3 describes
our method of question analysis based on ontologies. Section 4 presents and
discusses some experimental results of our proposal. Finally, section 5 concludes
and proposes directions for future research.

2 Related Works

The question analysis component is the first step of the search process in a
question-answering system. This analysis aims to determine the question’s struc-
ture as well as the significant information (expected answer type, terms’ gram-
matical functions, etc.) that are considered as clues for identifying the precise
answer. Question analysis methods can be classified depending on their level of
linguistic analysis: (i) Lexical analysis: The lexical level of NL processing is
centered on the concept of a word, and the techniques used for lexical analysis
are generally a pre-treatment for the following analysis. The most used tech-
niques are the following: tokenization (division of the question into words) and
keyword extraction [1], lemmatization [2](considering the root to group words
of the same family) and removing stop words [I] (the elimination of common
words that do not affect the meaning of the question to reduce the number of
words to be analyzed). (ii) Syntactic analysis: Information extracted from the
question analysis component is the basis for answer extraction. This component
constructs a representation of the question, which differs from one system to the
other and contains various types of information and knowledge. The purpose of
this analysis is to preserve the syntactic structure of the question by exploiting
the syntactic functions of words in the questions [3]. Question-answering systems
use different techniques of NL processing, including the following: Part-of-speech
tagging or POS tagging [4] (giving each word a tag that represents information
about its class and morphological features), named entity recognition (identify-
ing objects as classes that can be categorized as locations, quantity, names, etc.)
and the use of a syntactic parser. (iii) Semantic analysis: In some question-
answering systems, analyzing the question goes beyond vocabulary and syntax
up to semantics and query reformulation. This phase includes the extraction
of semantic relations between the question words [5] to make a semantic rep-
resentation as in the Javelin system [6]. The purpose of semantic analysis is



102 G. Besbes, H. Baazaoui-Zghal, and A. Moreno

to detect and represent semantic knowledge in order to use it for inference or
matching when extracting the answer. To do this, several systems rely on se-
mantic techniques in order to have a better analysis of the question. In the case
of query reformulation and enrichment, most systems use tools and semantic
knowledge such as WordNet [7] or ontologies to extract other semantic forms for
the question keywords. In fact, ontology-based question-answering systems such
as QuestIO [§], AquaLog [9] and QASYO [12] use an internal representation of
knowledge in the form of an ontology. The purpose of using an ontology as a
knowledge representation is either to extract the answer directly as in Querix [10]
or to reformulate the query by rewriting the user’s question using the ontology
concepts.

In general, the purpose of question analysis is to collect information on the
subject of the question, to represent it and to formally submit a request to the
search engine. The previous study allows identifying the following limits on the
different levels of linguistic analysis: (i) Lexical analysis: Question analysis
in many question-answering systems is reduced to the lexical analysis, and ex-
tracted keywords are used as search queries for the information retrieval system
without any reformulation. This method does not represent the question and
does not extract the terms’ grammatical functions. (ii) Syntactic analysis:
with only a syntactic analysis, the query reformulation problem is still not re-
solved. In addition, the question’s representation has only the terms used in it
and their morpho-syntactic classes; therefore, it does not represent the question’s
semantic knowledge.(iii) Semantic analysis: Query reformulation at this level
focuses only on retrieving potentially relevant documents, not answer-bearing
ones.

Our main objective is to improve the question analysis component in QA
systems in order to improve their performance. During the study of the state of
the art we identified the following items to address: finding similar questions from
a question base, representing analyzed questions and reformulating the queries.

1. The process of finding similar questions in a question base is a computa-
tionally expensive, and most similarity measures are designed to deal with
concepts not with questions. We therefore applied a filtering on the question
base in order to lighten the process and we combined statistic and semantic
similarity measures suitable for questions.

2. During the question analysis process, we are confronted with the problems
of determining its structure and the lack of expressiveness of representation
formalisms that do not respect the granularity of the concepts used in the
question. Therefore, we used a generic graph (in fact, a typed attributed
graph) to represent the structure of the question

3. Query reformulation is not rich enough. It lacks external knowledge such
as ontologies to bring new concepts and terms. It is also oriented towards
relevant documents not answer-bearing ones. Through our method, we tried
to solve the problems of query reformulation by using a domain ontology
combined with lexico-syntactic patterns.
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3 Question Analysis Method

The proposed method relies on four main components: (1) Lexical and syntactic
analysis, (2) Question graph construction,(3) Query reformulation and (4) Search
for similar questions. These components will be detailed in the following sections.

3.1 Proposed Method’s Description

Figure[Il provides a general view of the proposed method for analyzing NL ques-
tions. The goal is to identify all the terms of a question and their grammatical
functions in the question and to obtain useful information for the answer’s ex-
traction. First, the user submits a question in NL. The method performs a lexical
and syntactic analysis (1). The syntactic analysis is based on POS tagging in
order to identify the grammatical morpho-syntactic class for each term used in
the question. These results are interpreted by the question ontology, synonyms
for each term are extracted from WordNet and the structure of the question
is defined using the generic graph that contains all the general structures of
questions. The method builds a typed attributed graph (2) that contains all
the information available in the question. Then, the question is reformulated
(3) using lexico-syntactic patterns and the concepts of a domain ontology. The
patterns required in this reformulation process are retrieved from the question
ontology. Concepts that are semantically related to the terms of the question are
extracted from a domain ontology to enrich the question. Using a question base,
all questions are recorded along with their analysis results, that is to say, the
typed attributed graph of the question and the result of query reformulation.
Thus the method can search for similar questions (4) and the user has the option
to extract directly the results of analysis of a stored similar question. The output
of the method is a reformulated query ready to be submitted to a search engine
and a set of useful, well-structured questions that will be used by the answer
extraction component.

3.2 Lexical and Syntactic Analysis Component

The first step is lexical analysis which includes the following two processes:

— Tokenization: It’s the division of the text into words that can be managed
in the next steps of the analysis.

— Lemmatization: This process considers the root of a word. For example,
all verbs are reduced to the infinitive (eaten, ate -> eat), plural nouns are
reduced to singular, etc. In this way, a search using any of the word’s variants
will lead to the same result.

The second step is syntactic analysis. At this level of analysis, POS tagging
is applied to the question. This is the process of associating a tag to each word
in the question that represents information about its class and morphological
features.
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Fig. 1. General architecture of QAnalOnto

3.3 Question Graph Construction Component

The question graph is a representation of the user’s question in an intuitive and
understandable form that contains all the information included in the question
necessary to search for its answer.

Generic Question Graph. The main advantage of using graphs resides in
its capability to represent relations, even multiple ones, between objects. The
generic question graph contains all forms of predefined questions. It is used to
identify the question’s structure. It is a typed attributed graph. This type of
graph is a pair (NG; EG)where NG is a set of attributed nodes and EG is a set
of attributed edges. An attributed node n € NG = (T'n, AVn) has a type Tn and
a set of attribute values AVn. An attributed edge e € EG = (T'e; AVe; Oe, De)
has a type Te, a set of attribute values AVe, an attributed node that represents
the origin of the edge Oe and an attributed node that represents the destination
of the edge De.

Figure 2l shows a generic graph of a simple question: WH + Verb 4 Subject.

The nodes ”WH?” ”Verb” and ”Subject” are subgraphs composed of ” Term”
nodes that represent, respectively, the kind of a WH-question, the main verb in
the question and its subject.

A node "Term” (Ti) is the smallest conceptual unit representing a term in a
question. The node ”Term” consists of the following attributes: type (” Term”),
value (question term), POS tag, lemma, category (WH, verb, subject) and syn-
onyms (extracted from WordNet).
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| Generic Question Graph |

Fig. 2. Example of generic question graph

Each node "WH”, ”Verb” and ”Subject” is itself a typed attributed graph
C = (TC; RTC) where TC is the list of attributed ” Term” nodes and RTC is
a set of typed edges between terms which represent the relation ”followed by”
which specifies the order of the different terms of the question.

Construction Steps. In the first component, we performed a lexical and syn-
tactic analysis on the question in order to extract the terms used in the question
and their tags. Using these results, the system constructs the question graph.
The construction process is divided on three steps:

1. Detection of the question’s structure: Using the parsed question and the
question ontology we can extract the question’s structure from the generic
question graph (that contains the structures of all types of questions allowed
in the system). The system passes the parsed question by the question on-
tology in order to interpret the tags and determine the answer type. The
question ontology is a manually constructed ontology that contains all the
tags classified by category, so, tags are recognized and returned to the generic
graph to identify and extract the question’s structure. In fact, in the ques-
tion ontology each kind of question has different answer types. From the
results of the tagging, the ontology defines the expected answer type for the
question. The ontology also contains lexico syntactic patterns for each type
of question, that can be used to reformulate it.

Part of the question ontology focused on the question ”where” is represented
in Figure B

The ellipsis boxes represent classes, the rectangular ones represent the
tags returned by POS tagger. Their super classes represent their grammati-
cal functions (WH, verb, subject, etc.) and their subclasses represent the NL
terms used in the question (When, Where, etc.). The solid edges represent
the relation ”subClassOf” and the dotted lines represent object properties.
NL concepts are linked to their types through the "has type” property and
to their patterns through the ”has pattern” property. These elements are
themselves subclasses of the concepts Types and Patterns respectively.
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Fig. 3. Part of the question ontology

. Instantiation of the generic graph: Using the parsed question, we instantiate

the part of the generic question graph that contains the structure determined
in the previous step. The result is a question graph that has the determined
structure and contains the question’s information. In fact, this graph is an
instantiation of the generic graph that contains filled nodes of type ” Term”
containing the question’s words. The terms of the same category form a graph
and belong to the same type node: "WH”, ”Verb” or ”Subject” (according
to the example shown in Figure 2]).Edges between these nodes are of type
”followed by” which specify the order of words in the user’s question.
Example: Figure M is a question graph applied to the question ”where is
the tallest monument in the world?”. This graph is an instantiation of the
generic question graph shown in figure 2l

Question Graph

Fig. 4. Example of question graph
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3. Synonym detection: WordNet is used in this step to extract the terms’ se-
mantics. We complete the question graph with the terms’ synonyms in order
to create a complete graph which contains the words, their grammatical
functions, the structure of the question and synonyms. Adding synonyms to
the graph is crucial for future search in the question base. In fact, the same
question can be asked in several ways or expressed with different words and
have the same meaning, in which case the system must be able to identify
the different forms using the various synonyms stored in the question graph.

3.4 Query Reformulation Component

The analysis process requires query reformulation which consists on adding terms
related to the question’s keywords and expanding it. The resulting reformulated
query will be submitted to the search engine that will return a set of documents
from which the answer is extracted. The query reformulation is based, in our
method, on two techniques which are the use of lexico-syntactic patterns and of
a domain ontology. The aim is to guide the search engine to relevant documents
for the search topic (using a domain ontology) and to answer-bearing documents
(using patterns that define the answer’s structure).

Query Reformulation Based on Patterns. The patterns used in this method
are intended to reconstruct the user’s question in order to guide it to the answer.
Therefore, these answer patterns are applied to extract the candidate passage
and locate the correct answer.

For each question type (what, where, who) there is an associated set of an-
swer patterns. According to the question type of the submitted query, answer
patterns are retrieved from the question ontology and instantiated with ques-
tion terms. For instance, for the question: ”where is the tallest monument in
the world?”, the method identifies from the question ontology the following pat-
terns: Subject Verb in, Subject Verb near et Subject Verb located. The method
reformulates the query using these patterns and obtains the following questions:
”the tallest monument in the world is in”, ”the tallest monument in the world
is near”, ”the tallest monument in the world is located”.

Query Reformulation Based on a Domain Ontology. In order to add
more semantic information to guide the search towards relevant documents, we
use a domain ontology from which the method extracts, for the terms of the
query that correspond to an ontology concept, its sub-classes and its related
concepts. The method specializes the query by adding more specific concepts
extracted from the ontology. This refinement increases the number of specific
concepts and subsequently, increases the precision.

Let’s take for example the question ”where is the tallest monument in the
world?” After the reformulation based on patterns in the previous section, we en-
rich the reformulated query with concepts related to the concept ” monument” ex-
tracted from a domain ontology. We use the subclasses of this concept ("statue”,
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"arch ”, "memorial”) to enrich the reformulated query. We obtain three final re-
formulated queries: ”the tallest monument/statue/arch/memorial in the world
is in”, ”the tallest monument/statue/arch/memorial in the world is near” and
"the tallest monument/statue/arch/memorial in the world is located”.

3.5 Search for Similar Questions

This module of QAnalOnto retrieves similar questions stored in the question
base. The method lists the similar questions ordered by similarity to the one
asked by the user and, if the user chooses one, the corresponding analysis re-
sult and the reformulated query will be returned. However, the question base
can be large, and the direct application of similarity measures can slow down
the search process. To overcome this problem, we apply a filtering process that
selects candidate questions from the base and removes questions that have to-
tal dissimilarity with the one asked by the user. In fact, the chosen questions
from the base have the same expected answer type and at least one common
keyword. On these questions, we will apply the similarity measures in order to
classify them by their relevance to the user’s question.

Several measures of semantic similarity, with different properties and results
exist in the literature. The similarity measure we propose is based on the work
of [I1]. It combines the statistic similarity and the semantic similarity between
the user’s question and the questions stored in the question base. The statistic
similarity is based on dynamically formed vectors: the two compared questions
are represented with two vectors formed by their words instead of considering
all the words in the question base and then their cosine product is computed
to obtain the statistic similarity. The semantic similarity is calculated using the
distance between two words wl and w2 in WordNet as follows:

minDistToCommonParent
DistFromCommonParentT oRoot + minDistT oCommonParent

In this formula minDistToCommonParent indicates the shortest path be-
tween two words to the common parent and Dist FromCommonParentT oRoot
indicates the path length from the common parent to the root.

The overall similarity is an average of statistical and semantic similarities.

4 Experimental Evaluation

A prototype has been developed to show that the proposed method can improve
the performance of the retrieval task. It provides a user interface that allows
these main functionalities: search for similar questions from the question base,
construction of the question graph and reformulation of the user’s query. Since
the proposed method provides an analysis of the question and reformulates the
query to be submitted to the search engine, we experimentally evaluate its per-
formance by testing its capacity for (1) retrieving relevant documents after query
reformulation and (2) retrieving similar questions from the question base.
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4.1 Search Results Evaluation

To evaluate the query reformulation component, we computed: (1) Exact pre-
cision measures P@10, P@30, P@Q50 and P@Q100 representing respectively, the
mean precision values at the top 10, 30, 50 and 100 returned documents; (2)
MAP representing the Mean Average Precision computed over all topics.

Two main scenarios have been tested:

— The first scenario represents the baseline which is a classic search using
keywords without performing any query reformulation.

— The second scenario represents results obtained after reformulating using
both lexico-syntactic patterns and ontologies.

The improvement value is computed as follows:

Reformulation-result — Baseline-result
Improvement = .
Baseline-result

Table 1. Improvement in average precision at top n documents and MAP

P@10 P@20 P@30 P@50 P@100 MAP

Baseline 0.60 0.32 0.212 0,171 0.065 0,273
QAnalOnto 0.783 0.39 0.256 0,206 0.078 0,341
Improvement 30,5% 21,87% 20.75% 20,46% 20% 24,90%

The evaluation results are calculated using the LEMUR L tool for Informa-
tion Retrieval evaluation. Besides, we rely on the INEX 2010 B collection of
documents. We measured the precision for several queries using the INEX top-
ics and then we averaged these results. The evaluation results shown in table
[l represent the precision obtained according to the number of retrieved docu-
ments (10, 20, 30, 50 and 100), and we observe a significant improvement of
the relevance of the retrieved information. In Table Il we outline the computed
MAP and the average precision at the top n documents and their percentages of
improvement. We observe that reformulating queries using both lexico-syntactic
patterns and a domain ontology improves the retrieval precision by 24,9%. In
fact, using lexico-syntactic patterns guides the search towards answer-bearing
documents and specifying the question’s keywords and enriching it using the
domain ontology improves the precision.

4.2 Similar Question Search Evaluation

To evaluate the search for similar questions, we used a set of queries (20 WH-
questions from different domains). For each of them we created manually:(1) a
set of questions containing the same words with different meanings, (2) a set

!http://www.lemurproject.org/
2 https://inex.mmci.uni-saarland.de/about.html
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of questions with different words but with the same structure and answer type
and (3) one question with different words and the same meaning. In fact, this
question is the only one considered similar to the tested question.

This set of questions is inserted into the question base. During the experi-
mentations, we calculate the similarities between the user’s question and each
question extracted from the question base after filtering. We extract the most
similar questions to the user’s question and we return an ordered set of ques-
tions. To evaluate our method, the statistic, semantic and overall similarities
have been calculated. For performance evaluation, we use the measures:

— Success at n (S@n), which means the percentage of queries for which we
return the correct similar question in the top n (1, 2, 5, and 10) returned
results. For example, s@1=50% means that the correct answer is at rank 1
for 50% of the queries.

— Mean Reciprocal Rank (MRR) calculated over all tested questions. The re-
ciprocal rank is 1 divided by the rank of the similar question. The MRR is
the average of the reciprocal ranks of results for the tested questions.

Table 2. s@n and MRR

s@1 s@2 s@5 s@l10 MRR
Semantic Similarity 15% 30% 60% 70% 0,338
Statistic Similarity 40% 70% 85% 95% 0,604
Overall Similarity 55% 95% 100% 100% 0,76

Table 2] represents s@n and the MRR measures that consider the rank of the
correct similar question. The experimental results show that the overall similarity
gives the best results and achieves a good performance. In fact, s@2=95%, that
is to say for 95% of the questions, the similar question is extracted in 55% of
the cases in the first position and 40% of the cases in the second.

5 Conclusion

This paper presents a new question analysis method based on ontologies. Our
contribution can be summarized in: (1) representing the questions’ structures by
a generic graph; (2) representing the question by a typed attributed graph to
ensure the representation of knowledge based on different levels of granularity;
and (3) using lexico-syntactic patterns and domain ontologies to improve the
query reformulation process and guide the search towards relevant (using do-
main ontologies) and answer-bearing documents (using patterns that define the
structure of the answer).

Experiments were conducted and showed an improvement of the precision of
information returned after the query reformulation and good similar questions
extraction results.
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As perspectives, we plan to develop automatic learning techniques to update

the generic question graph and complete this work by adding an answer extrac-
tion method to search for answers in documents automatically.
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AECID project A/030058/10, A Frameworkfor the Integration of Ontology Learn-
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Abstract. The goal of this research is to design a fuzzy multidimen-
sional model to manage learning object repositories. This model will
provide the required elements to develop an intelligent system for infor-
mation retrieval on learning object repositories based on OLAP multidi-
mensional modeling and soft computing tools. It will handle the uncer-
tainty of this data through a flexible approach.

Keywords: Learning Object Metadata, Data Warehousing, Multidi-
mensional Model, Fuzzy Set, Fuzzy Techniques.

1 Introduction

In recent years, one of the major challenges in e-learning is the standardiza-
tion of content. The Learning Objects technology allows contents that comply
with certain standards, such as those indicated in the rules of the Sharable Con-
tent Object Reference Model - SCORM[3/16], to be reused in different distance
learning platforms, making interoperability possible. Unfortunately, there are
still shortcomings in the management and evaluation of content.

In the literature, there are many definitions for the term Learning Object
(LO). One of the most accepted is established by the IEEE Standards Commit-
tee: a LO is any digital or other entity that can be used, reused or referenced
during a learning process supported by technology[9]. The focus of LO technology
is the encapsulation of content, so that it becomes an autonomous unit, i.e. a
LO is self-contained and devoted to present a concept or idea. This has been
established to be structured as a combination of educational content: lecture
notes, presentations, tutorials, etc., and their respective metadata: title, author,
rank, age, etc. These LOs and their metadata are stored in Learning Object

* Work partially supported by project Representacién y Manipulacién de Objetos
Imperfectos en Problemas de Integracién de Datos, Junta de Andalucia, Consejeria
de Economia, Innovacién y Ciencia(P07-TIC-03175).

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 112-[[2Z3] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Repositories (LORs), which correspond to stores that provide the mechanisms
for searching, exchanging and reusing LOs.

The Learning Object Metadata (LOM) is a model formally approved by IEEE
and widely accepted in the e-learning field[I3]. LOM is based on previous efforts
made to describe educational resources on projects ARTADNE, IMS and Dublin
Core[6]. Its aim is to create structured descriptions of educational resources. Its
data model specifies which aspects of learning object should be described and
what vocabularies may be used in that description. The model consists of a hier-
archical description of nine major categories that group the other fields: General,
Lifecycle, Meta-metadata, Technical, Educational Use, Rights, Relation, Anno-
tation and Classification. This standard aims to ensure interoperability between
repositories from various sources.

In order to manage knowledge coming from LOs, we can take advantage of a
Data Warehouse and techniques for online analytical processing (Online Analyt-
ical Processing - OLAP)[2] appropriately adapted for the management of LORs.
Though OLAP systems and related intelligent management tools (Business In-
telligence - BI) are really targeted to the business, in this paper, we propose
their use in education, specifically to handle LO repositories.

Data Warehousing technology, due to their analytic orientation, proposes a
different way of thinking within the information system area, which is supported
by a specific data model, known as multi-dimensional data model, which seeks to
provide the user with an interactive high-level vision of the business operation.
In this context, the dimensional modeling is a technique for modeling under-
standable views to friendly support end user operations. The basic idea is that
users easily visualize the relationships between the various components of the
model.

In general, multidimensional models are oriented to the generation of ad-hoc
reports that enable business decisions based on more accurate data[s]. How-
ever, data usually are incomplete and, in many repositories, they are expressed
in natural language and are often affected by the inherent imprecision of this
language. As Molina et al. [I5] indicated, it is possible to model multidimen-
sional data cubes based on fuzzy set theory and thus allow the management of
uncertainty and imprecision in the data. In learning object repositories we can
find the presence of uncertainty in the expressions of a LO metadata such as
”Neuroscience for Kids”; in this expression we have the presence of the word
kid, which is a categorization regarding the age of the target users of the LO,
understood by any person but not easily managed by machines, that is what we
do by applying fuzzy logic.

In this work, the idea is to provide an intelligent system that allows users
to analyze the learning object type that best fits their way of learning or the
learning of their students in any field of knowledge, developing and implementing
a DW OLAP technique to integrate the fuzzy sets theory to ease the extraction
of knowledge [12]. The main contribution is the flexible design of datacubes for
the management of a Learning Object Repository (G-LOR).
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The paper is organized as follows: Section [2 briefly describes the previous
concepts related to learning objects, repositories and data warehouses, and states
the problem we face in this paper. Section [Jis devoted to explain the LOM IEEE
standard. Section E] develops the proposed solution to the problem using a fuzzy
multidimensional model of learning object repositories. We include a use case
that exemplifies this proposal. Finally, we end the paper with some conclusions
and guidelines for future work.

2 Background and Motivation

2.1 LOs, LORs and LO Metadata

There are many definitions of learning objects (Learning Object, LO). As we
have mentioned in the introduction, we use as reference the IEEE standard,
which defines a learning object as any digital or other entity that can be used,
reused or referenced during learning process supported by technology[9]. LOs are
usually organized in Learning Object Repositories (LORs), that are repositories
that allow us to store, search, retrieve, view and download LOs from all areas of
knowledge. Hence the object and the repository are complementary.

In particular, the Learning Object Repositories can be classified into the ob-
ject repositories containing learning to download and incorporate into a learning
platform, and metadata repositories that contain the object information and a
link to its location on the Internet.

The search and retrieval of L.Os is guided through the use of metadata that
describe these learning objects. In this sense, LOM (Learning Object Metadata)
is the IEEE standard e-learning, formally approved and widely accepted [9].
LOM is based on previous efforts made to describe educational resources on
projects ARTADNE, IMS and Dublin Core[]. The aim of LOM is the creation
of structured descriptions of educational resources. Its data model specifies which
aspects of a learning object should be described and what vocabularies may be
used in that description. The model consists of a hierarchical description of nine
major categories that group the other fields: General, Lifecycle, Metametadata,
Technical, Educational Use, Rights, Relation, Annotation and Classification.

2.2 Datawarehousing, OLAP and OLTP

Data Warehousing is the design and implementation of processes, tools, and
facilities to manage and deliver complete, timely, accurate, and understandable
information for decision making|[T].

The OLAP techniques (Online Analytical Processing) develop a multidimen-
sional analysis, also called analysis of data hypercubes. The data handled by
this technique are imported both from external sources and from production
databases. These databases are feeding production systems based on OLTP (On-
line Transactional Processing).
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For the sake of decision-making, it is necessary to have a large amount of infor-
mation organized and with specific characteristics. Thus there is a consensus that
data warehouses are the ideal structure for this. We recall the definition made by
WH Inmon [I0], a pioneer in the field, A data warehouse is a set oriented data
by topic, integrated, time-varying and non-volatile which is used to support deci-
sion making. There are four main categories of OLAP tools. These are classified
according to the architecture used to store and process multidimensional data,
these are: Multidimensional OLAP (MOLAP), Relational OLAP (ROLAP), Hy-
brid OLAP (HOLAP) and Desktop OLAP (Dolap, Desktop OLAP).

2.3 Fuzzy Sets Theory and OLAP

In classical data warehouses (DWH), classification of values takes place in a
sharp manner; because of this real world values are difficult to be measured and
smooth transition between classes does not occur. According to [14] a Fuzzy
Data Warehouse (FDWH) is a data repository which allows integration of fuzzy
concepts on dimensions and facts. Then, it contains fuzzy data and allows the
processing of these data. Data entry with lack of clarity in data storage systems,
offers the possibility to process data at higher level of abstraction and improving
the analysis of imprecise data. It also provides the possibility to express business
indicators in natural language using terms such as high, low, about 10, almost
all, etc., represented by appropriate membership functions.

Different approaches have been proposed for integrating fuzzy concepts in
Data Warehouses. For example, Delgado et al. [8] present dimensions where
some members can be modeled as fuzzy concepts. Additionally, different fuzzy
aggregation functions are used in this approach, which have been developed for
different OLAP (Ounline Analytical Processing) operations, such as roll-up, drill,
dice, among others, applying fuzzy operations [7].

Castillo et al. [4] also use fuzzy multidimensional modelling, proposing two
methods for linguistically describing time series data in a more natural way,
based on the use of hierarchical fuzzy partition of time dimension. This ap-
proach introduces two alternative strategies to find the phrases that make up
an aggregate. In summary, it is possible to develop a DW and OLAP techniques
applied to integrate fuzzy set theory to ease the extraction of knowledge[12].

2.4 Need for DW Techniques in LORs

Learning Objects are developed and stored in various repositories on the web.
They involve an enormous potential for the benefit of e-learning. However, there
are many technical issues to be considered so that they can be reusable, inter-
changeable or manageable.

The most widely used standard for learning object repositories is called LOM
(Learning Object Metadata) defined by the IEEE (Institute of Electrical and
Electronics Engineers, Inc.). This standard, has different sections and fields to
describe in detail a learning object and its characteristics through a series of
metadata grouped into categories. The proposed metadata are of generic type:
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title, description of the subject, format, language. Other LOM model elements,
education related, are the least densely populated: the duration of the learning
activity, difficulty, structure, granularity, etc. [11]. Therefore we are in a scenario
with incomplete data, usually affected by imperfections of different types such
as imprecision, inconsistencies, etc.

The information associated with these fields is usually stored in natural lan-
guage. This feature provides good expression but does not facilitate or enable a
setting for the automatic inference and reasoning on the metadata records[I8].
In conclusion, current models suggest very rigid structures for the representation
of the domains[I5].

The storage and retrieval of learning objects can benefit from the use of Data
Warehouse System and OLAP techniques [2] that allow flexible intelligent man-
agement on learning object repositories. The multidimensional model is highly
appropriate to represent complex metadata models and OLAP operations could
serve as basis for a friendly querying of the repositories. Additionally, the use of
fuzzy subsets theory together with these tools, permits to handle data imperfec-
tions produced by the use of natural language when inserting LOs metadata.

This paper seeks to add flexibility and uncertainty management by designing
a multidimensional model where we will apply fuzzy sets for that goal in fact and
dimensions tables. The objective is to design a flexible model for the intelligent
management of learning object repositories (G-LOR).

3 Learning Object Metadata Standards

As we have commented before, LOM (IEEE Learning Object Metadata) is the
standard for e-learning formally approved and widely accepted [5]. LOM is based
on previous efforts made to describe educational resources on projects ARI-
ADNE, IMS and Dublin Core [2]. The aim of LOM is the creation of structured
descriptions of educational resources. Its data model specifies which aspects of
a learning object should be described and what vocabulary may be used in that
description.

This model proposes a hierarchical description in nine major categories that
group the other fields: General, Life Cycle, Meta-Metadata, Technical, Educa-
tional, Rights, Relation, Annotation and Classification. Table [ describes each
category of the LOM model.

We have used the LOM model to design a database to store the learning
objects. The database is described in figure [Tl presented below, where we can see
that the general entity which controls access to the data for each learning object
based in LOM.

This database was generated in the Database Management System (DBMS)
Oracle express 11g. This is a repository of LO as proof of concepts. And that is
the base of our proposal for fuzzy multidimensional modelling of learning object
repositories.
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Table 1. Categories of the LOM model
Category Description
General Information that describes the learning object as a whole. It describes
the purpose of education. Identifier includes fields such as IT, title,
description, etc.
Life Cycle Characteristics related to the history and present state of the learning
object and those who have affected this object during its evolution.
Meta-Metadata About the metadata themselves, not regarding the learning object be-
ing described. It contains information such as who has contributed to
the creation of metadata and the kind of contribution he has made.
Technical Technical requirements and technical characteristics of the learning
object, such as size, location or format in which it is located. Addi-
tionally, this element stored potential technical requirements to use
the object referred to metadata.

Educational Uses Policies educational use of the resource. This category includes differ-
ent pedagogical features of the object. Typically, includes areas such
as resource type - exercise, diagram, figure - and level of interactivity
between the user and the object-high, medium, low-, or the context of
resource use - college, primary education, doctorate- among others.

Rights Terms rights that concern the resource exploitation. Details on the
intellectual property of the resource. It also describes the conditions
of use and price when applicable.

Value Value of the resource described with other learning objects. Explains
the type of relationship of the learning resource to other LOs. It has
a name-value detailing the name of the LO-related and type of rela-
tionship, is part of, is based on, etc.

Annotation Includes comments on the educational use of the learning object, as
well as its author and date of creation.

Classification Description subject of the appeal in a classification system. It reports
if the LO belongs to some particular subject. For example, physics or
history. It allows as much detail as you want by nesting of topics.

Relation i Identifier -
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Fig.1. The LOM model
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< description: VARCHAR
1.3 Annotation_FKIndex1
@ General_idgeneral
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4 A Fuzzy Multidimensional Model of Learning Object
Repositories

The database described in the previous section is the basis for the design of
a multidimensional model whose objective is to allow the flexible querying of
learning objects from this repository.

A dimensional model can be expressed as a table with a composite primary
key, called the fact table, and a set of additional tables called dimension tables.

In our application domain, the fact table is called Learning Objects (LO) and
we propose a set of 12 dimension tables, namely: typical range of age, degree
of difficulty, length, creation date, type of interactivity, level of aggregation,
contribution and life cycle, localization, path taxonomic classification, context
or scope, level of interactivity and finally, semantic density. Figure [2] describes
this star model.

LO (Product) it

Typical Age Range = ¥ KLO (Product): INTEGER Contrbution st Lfe Cycle =
# KTypical Age Range: INTEGER Relgs @ Tvpial Age Range idTypical Age Range: Ii... (<) ¥ KContrbution: INTEGER sei oy | ¥ CUfe Cyce: NTEGER
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G 2ge_range: VARCHAR b RS e g P & entiy: VARCHAR P verson: INTEGER
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Fig. 2. M-LOR. Learning Object Repository Multidimensional Model.

4.1 The Fuzzy Dimensions

Some of the dimensions of the model depicted in figure ] are related to fuzzy
concepts. In this work, in order to be able to model this kind of fuzzy dimen-
sions, we have considered to use the fuzzy multidimensional model introduced
by Molina et al. [15].

The model proposed by Molina et al. is founded on the use of dimensions
where the hierarchies of members are defined through the use of a fuzzy kinship
relation. The use of this type of hierarchies make the modelling of dimensions
related to fuzzy concepts possible, because membership functions of labels can
be used to set out the mentioned kinship relation.
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In our fuzzy model for learning object repositories, we have used fuzzy con-
cepts like Age, Difficulty, and Duration to define fuzzy hierarchies. See figures
Bl @, and

For each of these concepts, we have developed a dimension in our model with
at least three levels (basic domain, fuzzy partition and all).

4.2 An Example Datacube

We have considered a datacube to resolve questions concerning the analysis of
community contributions. Figure [6 depicts a diagram that shows the star model
of learning object provider.

DIM: Typical Age Range b LO (Product) -
W idTypical Age Range: INTEGER Rel 10 ¥ WLO (Product): INTEGER DIM: Contrbution -
& age: INTEGER v @ DIM: Typical Age Range_id Typical Age Range:... (FK) i idContribution: INTEGER
& age_range: VARCHAR < @ DIM: Difficulty Degree_idDifficulty Degree:... (FK) T @ role: VARCHAR
@ DIM: CreationDate_idCreationDate: INTEGER (FK) el @ entity: VARCHAR
@ DIM: Duration_idDuration: INTEGER (FK) & @ date_contribution: DATETIME
DIM: Dfficulty Degree - @ DIM: Contribution_idContribution: INTEGER (FK) @ id_author: INTEGER
¥ idDifficulty Degree: INTEGER Rel_06 & amount LO: INTEGER @ author: INTEGER
@ difficulty: INTEGER (e (3 LO (Product)_FKIndext & conttribution: INTEGER
< difficulty degree: VARCHAR % DIM: Contribution_idContribution

|3 LO (Product)_FRindex?
9 DIM: Duration_idDuration
Rel 11 |3 LO (Product) FKIndex10

Rel_12 DIM: CreationDate i
¥ idCreationDate: INTEGER
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@ DIM: Typical Age Range_id Typical Age Range

Fig. 6. Star Model about Analysis Community Contribution

The datacube is build in order to solve queries aimed at the measurement
of the productivity of a community that provides learning objects and study
the relationships between these four variables of the LOM model. An example
query could be to find the amount of free radicals prepared in 2010 for large
communities of adults, which difficulty degree is very difficult and duration is
medium.

The fuzzy scheme of the data warehouse may be more complicated than the
crisp one due to additional dimensions, fact tables, and relationships[I7].

The dimensions by extension, are:

— Contribution role type: short, medium, and large community
Creation Date: day, month, and year

— Age: child, adolescent, young, adult, and elderly

Difficulty: very easy, easy, medium, difficult, and very difficult
— Duration: very short, short, medium, long, and very long

See Figure [[ in order to see the levels of the hierarchy developed for each
dimension.
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Fig. 7. Datacube Scheme for the Analysis of LO contributions

Table 2. Facts

#LO Degree Difficulty Degree Contribution Duration Age Range
2 0,6 5 (very difficult) Provider 1 (large community) 75 min (verylarge) 23 (Young)
3 0,7 4 (difficult)  Provider 2 (medium community) 20 min (short) 18 (Teen)
1 0,8 4 (difficult)  Provider 2 (medium community) 36 min (medium) 15 (Teen)
3 0,3 1 (very easy) Provider 4 (short community) 10 min (very short) 7 (Child)
3 0,5 5 (very difficult) Provider 5 (large community) 30 min (medium) 48 (Adult) t

Some example facts are shown in the table 2l
The operations to be performed to respond to the query are:

Dice on Age dimension with the condition ”adult” at the group level.
Dice on Contribution role type on the condition ”large community”
— Dice on the condition Difficulty Degree dimension ”very difficult”
Dice on Duration on the condition ”medium”.

Roll-up on the scale Creation Date to define level Year 2010.

5 Conclusions and Future Work

In this paper we describe and apply concepts of Learning Objects, Repositories,
Precise and Fuzzy Data Warehouses. We show how to use concepts and tools used
in business intelligence to the area of management of learning object repositories
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widely used in educational communities and e-learning. It raised issues related to
the standardization and management of learning object repositories and proposes
a solution through the use of fuzzy multidimensional modelling that can ease the
management at the e-learning. The main scientific contribution is the design of
buckets for the flexible management of Learning Objects Repositories.

Currently we are working in the proposal of new multidimensional models to
analyze content demand, quality of content, user profiles in the various com-
munities and in the development of data mining techniques to define models
containing grouping rules and regulations prediction. These prediction models
could be used to automatically perform sophisticated analysis of data to iden-
tify trends that will help to identify new opportunities and choose the best for
learning object repositories.
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Abstract. This paper describes some possible uses of Formal Concept
Analysis in the detection and monitoring of Organised Crime. After de-
scribing FCA and its mathematical basis, the paper suggests, with some
simple examples, ways in which FCA and some of its related disciplines
can be applied to this problem domain. In particular, the paper proposes
FCA-based approaches for finding multiple instances of an activity asso-
ciated with Organised Crime, finding dependencies between Organised
Crime attributes, and finding new indicators of Organised Crime from
the analysis of existing data. The paper concludes by suggesting that
these approaches will culminate in the creation and implementation of
an Organised Crime ‘threat score card’, as part of an overall environ-
mental scanning system that is being developed by the new European
ePOOLICE project.

1 Introduction

Efficient and effective scanning of the environment for strategic early warning of
Organised Crime (OC) is a significant challenge due to the large and increasing
amount of potentially relevant information that is accessible [Bl[I8]. The types
of question and analysis required are not always clear-cut or of a straightfor-
ward numerical /statistical nature, but rather necessitate a more conceptual or
semantic approach. New developments in computational intelligence and ana-
lytics, have opened up new solutions for meeting this challenge. A theoretical
development of particular interest for this purpose is Formal Concept Analy-
sis (FCA), with its faculty for knowledge discovery and ability to intuitively
visualise hidden meaning in data [3,[19]. This is particular important in envi-
ronmental scanning, where many of the signals are weak, with information that
may be incomplete, imprecise or unclear.

The potential for FCA to reveal semantic information in large amounts of
data is beginning to be realised by developments in efficient algorithms and
their implementations [IL[I3] and by the better appropriation of diverse data for
FCA [214].

* Centre of Excellence in Terrorism, Resilience, Intelligence and Organised Crime Re-
search.

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 124-[[33] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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This paper describes some possible approaches for detecting and monitoring
OC using these advances in FCA.

2 Formal Concept Analysis

Formal Concept Analysis (FCA) was introduced in the 1990s by Rudolf Wille
and Bernhard Ganter [§], building on applied lattice and order theory developed
by Birkhoff and others in the 1930s. It was initially developed as a subsection of
Applied Mathematics based on the mathematisation of concepts and concepts
hierarchy, where a concept is constituted by its extension, comprising of all ob-
jects which belong to the concept, and its intension, comprising of all attributes
(properties, meanings) which apply to all objects of the extension. The set of
objects and attributes, together with their relation to each other, form a formal
context, which can be represented by a cross table.

@
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Air Canada X X X X X X X X
Air New Zealand X X X
Nippon Airways X X X
Ansett Australia X
Austrian Airlines X X X X X

2.1 Formal Contexts

The cross-table above shows a formal context representing destinations for five
airlines. The elements on the left side are formal objects; the elements at the top
are formal attributes. If an object has a specific property (formal attribute), it
is indicated by placing a cross in the corresponding cell of the table. An empty
cell indicates that the corresponding object does not have the corresponding
attribute. In the Airlines context above, Air Canada flies to Latin America (since
the corresponding cell contains a cross) but does not fly to Africa (since the
corresponding cell is empty).

In mathematical terms, a formal context is defined as a triple K := (G, M, I),
with G being a set of objects, M a set of attributes and I a relation defined
between G and M. The relation I is understood to be a subset of the cross
product between the sets it relates, so I C G x M. If an object ¢ has an attribute
m, then g € G relates to m by I, so we write (g, m) € I, or gIm. For a subset of
objects A C G, a derivation operator ’ is defined to obtain the set of attributes,

common to the objects in A, as follows:

A={m € M |Vg € A:glm}
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Similarly, for a subset of attributes B C M, the derivation operator ’ is defined
to obtain the set of objects, common to the attributes in B, as follows:

B ={g € G|Vm € B:glIm}

2.2 Formal Concepts

Now, a pair (A, B) is a Formal Concept in a given formal context (G, M, I) only
if AC G, BC M, A’ =B and B’ = A. The set A is the extent of the concept
and the set B is the intent of the concept. A formal concept is, therefore, a
closed set of object/attribute relations, in that its extension contains all objects
that have the attributes in its intension, and the intension contains all attributes
shared by the objects in its extension. In the Airlines example, it can be seen
from the cross-table that Air Canada and Austrian Airlines fly to both USA and
Europe. However, this does not constitute a formal concept because both airlines
also fly to Asia Pacific, Canada and the Middle East. Adding these destinations
completes (closes) the formal concept:

({Air Canada, Austrian Airlines}, {Europe, USA, Asia Pacific, Canada,
Middle East}).

2.3 Galois Connections

Another central notion of FCA is a duality called a ‘Galois connection’, which is
often observed between items that relate to each other in a given domain, such
as objects and attributes. A Galois connection implies that “if one makes the
sets of one type larger, they correspond to smaller sets of the other type, and
vice versa” [15]. Using the formal concept above as an example, if Africa is added
to the list of destinations, the set of airlines reduces to {Austrian Airlines}.

2.4 Concept Lattices

The Galois connections between the formal concepts of a formal context can be
visualized in a Concept Lattice (Figure[ll), which is an intuitive way of discovering
hitherto undiscovered information in data and portraying the natural hierarchy
of concepts that exist in a formal context.

A concept lattice consists of the set of concepts of a formal context and the
subconcept-superconcept relation between the concepts. The nodes in Figure
[ represent formal concepts. It is conventional that formal objects are noted
slightly below and formal attributes slightly above the nodes, which they label.

A concept lattice can provide valuable information when one knows how to
read it. As an example, the node which is labeled with the formal attribute ‘Asia
Pacific’ shall be referred to as Concept A. To retrieve the extension of Concept
A (the objects which feature the attribute ‘Asia Pacific’), one begins at the node
where the attribute is labeled and traces all paths which lead down from the
node. Any objects one meets along the way are the objects which have that



Using Formal Concept Analysis to Detect and Monitor Organised Crime 127
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Fig. 1. A lattice corresponding to the Airlines context

particular attribute. Looking at the lattice in Figure[l] if one takes the attribute
‘Asia Pacific’ and traces all paths which lead down from the node, one will collect
all the objects. Thus Concept A can be interpreted as ‘All airlines fly to Asia
Pacific’. Similarly, the node which is labeled with the formal object ‘Air New
Zealand’ shall be referred to as Concept B. To retrieve the intension of Concept
B (the attributes of ‘Air New Zealand’), one begins at the node where the object
is labeled and traces all paths which lead up from the node. Any attributes one
meets along the way, are the attributes of that particular object. Looking at the
lattice once again, if one takes the object ‘Air New Zealand’ and traces all paths
which lead up from the node, one will collect the attributes ‘USA’, ‘Europe’,
and ‘Asia Pacific’. This can be interpreted as ‘The Air New Zealand airline
flies to USA, Europe and Asia Pacific’. The concept that we formed previously
by inspecting the cross-table, is the node in the center of the lattice; the one
labeled with ‘Middle East’ and ‘Canada’. It becomes quite clear, for example,
that although Air New Zealand and Nippon Airways also fly to Europe, USA
and Asia Pacific, only Air Canada and Austrian Airlines fly to Canada and the
Middle East as well.

Although the Airline context is a small example of FCA, visualising the formal
context clearly shows that concept lattices provide richer information than from
looking at the cross-table alone. This type of hierarchical intelligence that is
gleaned from FCA is not so readily available from other forms of data analysis.

2.5 Representing Organised Crime with FCA

To represent Organised Crime (OC) with FCA it is necessary to consider what
are suitable as the objects of study and what are attributes of those objects.



128 S. Andrews et al.

For example, the objects could be instances of crime or types of crime and the
attributes could be properties of these crimes. A formal context can be created
from recorded instances of crime or from domain knowledge regarding the types
of OC. Alternatively, for horizon scanning or situation assessment purposes,
objects could be represented by activities or events that may be associated with
OC. From appropriate data sources, formal contexts can be created using existing
software tools and techniques [2,[420]. Then, using the formalisms and tools
available in FCA and its related disciplines, it will be possible to carry out
analyses to detect and monitor OC:

— Finding multiple instances of an activity associated with OC based on Fre-
quent Itemset Mining [I0].

— Finding dependencies between OC attributes based on association rules

[LT12].

Finding new OC indicators from existing data based on Machine Learn-

ing/Classification methods [6].

Developing and using an OC ’threat score card’, based on association rules

(strength of association between an indicator and an OC).

The following sections illustrate these possibilities using simple examples.

3 Detecting OC Activities

Let us say that the purchasing of a certain type of fluorescent light tube is
common in the cultivation of cannabis plants. An OC gang does not want to
make its presence known by making large numbers of purchases from the same
location/web site, so they make an effort to spread their purchases over several
locations/sites. However, it may still be possible to detect this activity using
Frequent Itemset Mining (FIMI) [9,[I0]. This uses the notion of frequency of
occurrence of a group of items (the so-called item-set). It is akin to FCA with
objects being represented by instances. If we monitor the purchasing of tubes,
FIMI can be used to automatically highlight possible clusters, thus alerting the
possibility of OC. The itemset (attributes) need to be carefully considered and
may be a combination of quantity of tubes purchased, location of purchase (stores
or towns/areas for delivery from web sites) and time frames. Thus we may be
automatically alerted of a number of purchases occurring in a particular time
frame and in a particular geographical area.

Although the computation required to carry out the analysis is intensive,
recent developments in high-performance concept mining tools [I[13] mean that
this type of monitoring could be carried out in real-time situation assessment.
The outputs of the analysis would be suitable for visualising on a map (see figure
[2) and end-users can be provided with the ability to alter parameters such as
geographical area size and time frame, as well as being able to select different
OC activities to analyse.
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Fig. 2. Visualisaing OC Activities from Frequent Itemsets

4 Finding OC Dependencies

By creating a formal context of Organised Crime using information such as
that from the EU survey [16] it may be possible to reveal hidden dependencies
between types of OC or between certain OC activities. Such dependencies are
often called association rules and are inherent in FCA, being the ratio of the
number of objects in concepts that have Galois connections. Using the simple
airlines example above, one can say that if an airline flies to the USA (Air New
Zealand, Nippon Airways, Austrian Airlines and Air Canada) then there is a
50% chance that it will also fly to Canada (Austrian Airlines and Air Canada).
Similarly, if an airline flies to Africa then there is 100% chance it will also fly to
the Middle East.

Now, if we take OC, we could investigate the association between drugs traf-
ficking and the use of violence by OC gangs. Taking information from the same
survey, FCA produces the lattice in figure Bl The numbers represent the number
of OC gangs. Thus, perhaps surprisingly, in this sample of gangs at least, there
is little difference in the use of violence by gangs who traffic drugs and those
who do not. The profile of violence use is similar in both cases.

Using FCA tools such as ConExp [20] (which was used to produce the lattices
in this paper), it is possible to investigate all associations between attributes in
a formal context by calculating and listing the association rules. Typically, if we
are carrying out an exploratory analysis of attributes, we will be interested in
rules that show a strong association and that involve a (statistically) significant
number of objects. The list below is a number of association rules generated by
the information from the same OC gang (OCG) survey. The numbers in between
angle brackets are the number of gangs involved and the percentages show the
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Fig. 3. A concept lattice showing the association between trafficking in drugs and the
use of violence

strength of the association. Thus, for example from rule 1, the use of violence
is usually essential for gangs with multiple criminal activities; from rules 2 and
3, there appears to be a strong link between a low level of trans-border activity
and lack of cooperation between OC gangs; from rules 6 and 10, local/regional
political influence and extensive penetration into the legitimate economy usually
imply that OCGs find the use of both violence and corruption essential.

<13> Activity-multiple =[85%]=><11>Violence-essential;
<12>0CG Cooperation-none =[83%]=><10>Trans-border Activity-1-2 counties;
<12>Trans-border Activity-1-2 counties =[83%]=><10>0CG Cooperation-none;
<10>Economy Penetration-none/limited =[90%]=><9>Political Influence-none;
<10>Political Influence-local/regional Economy Penetration-extensive =[90%]=>
<9>Violence-essential;
6. <11>Violence-essential Political Influence-local /regional =[82%]=>
<9>FEconomy Penetration-extensive;
7. <9>Structure-Rigid hierarchy Economy Penetration-extensive =[89%]|=>
<8>Corruption-essential;
8. <9>Corruption-essential Political Influence-local/regional =[89%]=>
<8>FEconomy Penetration-extensive;
9. <9>Structure-Rigid hierarchy Corruption-essential =[89%]=>
<8>FEconomy Penetration-extensive;
10. <10>Political Influence-local/regional Economy Penetration-extensive =[80%]=>
<8>Corruption-essential;
11. <10>Violence-occasional =[80%]=><8>Activity-1 primary plus others;
12. <10>Activity-2-3 activities =[80%]=><8>Economy Penetration-extensive;
13. <10>Structure-Devolved hierarchy =[80%]=><8>Violence-essential;

Cr Lo =

5 Finding New Indicators for OC

The notions of dependency and association can be taken a step further by
analysing the links between situations, events and activities and the occurrence
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or emergence of OC. There are many known indicators of OC [BL[I7] but FCA
may provide a means of discovering new, less obvious ones. The problem may be
considered akin to a classification problem, either classification instances as OC
or not OC, or by classifying instances as particular types of OC. Whilst there
exist several well-known techniques of classification (such as those automated in
the field of Machine Learning [6]), FCA has shown potential in this area [7] and,
with the evolving of high-performance algorithms and software [Il[13] FCA may
provide an approach that can be applied to large volumes of data in real time
situation assessment. To illustrate the possibility an example is taken here using
the well-known (in Machine Learning) data set of agaricus-lepiota mushroom,
some of which are edible and some poisonous, with no obvious indicator for each.
The data set contains a number a physical attributes of the mushrooms, such as
stalk shape and cap colour and the issue is to find a reliable method of classify-
ing the mushrooms as poisonous or edible. The concept lattices in figure [4] were
produced from the data set and show some strong associations between various
combinations of attributes and the classes edible and poisonous. The numbers
are the number of mushrooms. The poisonous class also shows an interesting fea-
ture with zero mushrooms in the bottom concept - indicating that there appears
to be two distinct and disjoint groups of poisonous mushroom, classified by two
different sets of attributes. It is important to note that no single attribute (such
as a foul odor) is a reliable indicator of a class. It is only in combination with
other attributes (such as bulbous root and chocolate spore colour) that reliable
sets of indicators are found.

With appropriate existing data (to be used as training data), a similar analysis
should be possible for OC, to reveal possible sets of indicators for OC that can
be used as part of a ‘horizon scanning’ system to detect or predict the emergence

of OC.

class-EDIBLE tlass-POISONOUS
stalk-surface- above 1ing-SMOOTH

Lo
hruises - BRU\SE stall-surface- beluw 1ing-SMOOTH 3344/100%

2912 l1UU%

[fing-type-PENDANT | PENDﬂNT :ﬂﬁ:;m?g\? L
2656/091% [ 2720/ 93% spore-print-coloFWHITE
. - - ogor—NcNE  |ting-ype-EVANESCENT

Treussrn

2464185% 2464.!‘85% 2208176%

0
2272178% [ |1

Fig. 4. Concept lattices showing indicators for edible and poisonous mushrooms
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6 Conclusion: Developing an OC ‘Threat Score Card’

Although the work presented here is mainly of a propositional nature, it shows
potential for FCA to be applied in the domain of detecting and monitoring OC.
The culmination of the FCA for OC may be in the creation and implementa-
tion of an OC ‘threat score card’. Using known and newly discovered indicators,
association rules can be used to provide a weighting of the indicators. The re-
sulting ‘score card’ can be implemented as part of an horizon scanning system
for the detection of OC and OC types and situation assessment of the possible
emergence of OC (OC types) if certain environmental conditions (indicators)
pertain. Indeed, this is the proposed role of FCA in the new European ePOO-
LICE project [14] (grant agreement number: FP7-SEC-2012-312651), where it
will play a part as one of several data analysis tools in a prototype pan-European
OC monitoring and detection system.
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Abstract. In this paper we perform a preliminary analysis of semantic
networks to determine the most important terms that could be used to
optimize a summarization task. In our experiments, we measure how the
properties of a semantic network change, when the terms in the network
are removed. Our preliminary results indicate that this approach provides
good results on the semantic network analyzed in this paper.

Keywords: Complex Networks, Semantic Networks, Information
Theory.

1 Introduction

Automatic text summarization is a computer processing task that consists in
selecting those sentences within a text that best represent its contents. One
way to perform summarization is by assigning a score to each of document’s
sentences, according to its importance.

Many approaches have been explored in the past to perform automatic text
summarization. Among these are the application of TF-IDH] to assign impor-
tance scores or the use of more elaborated algorithms based on fuzzy logic,
genetic algorithms, neural networks, semantic role labeling, and latent semantic
analysis.

Automatic text summarization can be applied not only to full documents but
also to a group of phrases or sentences contained in a document. The goal is to
extract those keywords or terms that best summarize sentences’ contents. After
these sentences have been extracted from a document, they can be represented
as a semantic network.

In general a semantic network is one form of knowledge representation that
depicts how terms or concepts are inter-related. Different types of semantic net-
works are used for different purposes. For instance, semantic networks can be
used in defining concepts, representing beliefs or causality, or in performing
inferences.

! Term frequency-inverse document frequency.
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We use a broad definition of what semantic networks are to represents not
only relationships between concepts but how words or terms used in phrases or
sentences are inter-related. In particular we use certain word properties, such as
their position within a sentence or their frequency of co-occurrence with other
words. Other properties that can be used to create a semantic network from
sentences are its syntactical structure, or the grammatical category to which the
words in them belong.

In these semantic networks the words within sentences are the nodes in the
graph and the syntactical or grammatical relationship existing between words
represent the edges. This type of semantic network is described in [5] and will
be used in this paper.

Previous studies [6] have shown that semantic networks have some of the
properties that complex networks possess.

Complex networks are networks that are neither random nor regular. Com-
plex networks have some non-trivial topological properties that differentiate
them from random and regular networksf The discovery of these properties
has produced an exponential growth of interest in these networks during the last
years.

Some of the well known properties of complex networks are scale-free degree
distribution and small-world effect. In a scale-free network, the degree distribu-
tion of the nodes follows a power-law. This basically means that a few nodes
in the network have connections to many other nodes, but most nodes in the
network have just a few connections with the rest of the nodes. An example of
a network with scale-free degree distribution is the Internet. Its scale-free prop-
erty explains why the Internet network is resilient to the random failures that
may occur in some of the nodes. The probability that a random failure occurs in
one of the few of the nodes that have a large number of connections is smaller
compared to the probability that a node with few connections fails.

The power-law describes probability distributions that also commonly occur
in other phenomena in nature and society. An example is the Pareto distribution.
This distribution describes how wealth is distributed within society i.e. that a
few percentage of a population owns most of wealth of a country and that most
population owns little of that wealth.

Another property that characterizes complex networks is the small-world ef-
fect. This effect characterizes complex networks that have a high global clustering
coefficient. This means that nodes in a complex network tend to lay at relatively
short geodesic distanced] between each other, compared to how nodes are clus-
tered in a random network. In social networks this property commonly occurs
in the form of closing triads that describe fact that “the friends of my friends
are also commonly my friends”.

2 Random Networks are also called Erdos-Renyi networks.

3 In this paper we will use as synonyms the terms graph and network, node and vertex,
and edge and link.

4 Geodesic distances are also called shortest paths.
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The small-world effect is also known as the “six-degrees” of separation, a
metric that describes the average number of links that separates two persons in
a social network. A similar effect has been observed in networks extracted from
bibliographic cites in mathematical papers (called the Erdos number) or from
movie actors (called the Bacon number). In these networks the average degree
of separation between authors or actors is even smaller than six.

The scale-free power-law distribution can be used to build synthetic models
of complex networks, using a preferential attachment process. In the preferential
attachment process, a network is built iteratively by connecting new nodes with
higher probability to nodes in the network that are already highly connected.

Complex networks have multiple applications in a wide variety of fields such
as the Internet, energy, traffic, sociology, neural networks, natural language etc.

Interestingly, the distribution of words in natural languages show some of the
known properties of complex networks. For instance, the well known Zipf’s law,
states that the frequency of words follows a power-law distribution. This fact has
been used to compress text documents efficiently by assigning shortest codes to
most frequently used words.

In this paper we use semantic networks extracted from sentences and methods
from complex networks to find the terms within these sentences that best sum-
marize its contents. We compare the experimental results obtained by applying
two different methods from complex networks. Our preliminary results indicate
that this approach shows good results in the experiment we have performed.

This paper is organized as follows. Section 2 presents a brief summary of
related work. Section 3 describes the methods we used and the intuitions behind
them. Section 4 presents the preliminary results of our experiments and section
5 concludes the paper and describes future work.

2 Related Work

There is a plethora of research work in automatic summarization systems and
complex networks. In this section we will provide a brief summary of the research
work that is directly related to the approach presented in this paper.

Many approaches have been proposed in the literature to perform automatic
summarization. Among these are supervised and unsupervised machine learning-
based methods.

In [7] both methods were applied to the summarization task. Classifiers were
constructed using supervised methods such as J48, Naive Bayes, and SVMA. In
the same work, classifiers were also induced using the HITS algorithm in an un-
supervised way. Results of the experiments reported in [7] show that supervised
methods work better when large labeled training sets are available, otherwise
unsupervised methods should be used.

In [5] an approach to extract keyphrases from books is presented. Phrases are
represented as semantic networks and centrality measures are applied to extract
those phrases that are the most relevant. The method employs an unsupervised

5 Support Vector Machine.
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machine learning method and the concepts of betweeness centrality and relation
centrality as feature weights to extract keyphrases. Relation centrality measures
dynamically, the contribution of a node to the connectedness of the network.
Relation centrality counts statically, how many routes betweeness centrality is
actually shortening.

On the side of complex networks, the communication efficiency of a network
is defined in [3] as a function that is inversely proportional to the length of
the shortest path between any two nodes. The effect that one node has on the
overall efficiency of a network is found by calculating how the network’s efficiency
changes when that node is removed. Those nodes that have a larger, detrimental
effect on network’s communication efficiency, are considered the most important
since their removal will force network’s communication to happen through larger
paths. This approach was employed to find the importance of the members of a
terrorist organization in [3].

In [1] an approach to find sets of key players within a social network was
presented. The method consists in selecting simultaneously k players via combi-
natorial optimization.

In [6] it was shown that several types of semantic networks have a small-world
structure with sparse connectivity. Authors found that these semantic networks
have short average path lengths between words, and a strong local clustering
that is typical in structures that have the small-world property. The distribution
of the number of connections observed, indicates that these networks follow a
scale-free pattern of connectivity.

In a related work described in [4], we found that the concept of entropy can
be applied to find sets of key-players within a social network. This approach
works well in networks that have a sparse number of edges. The reason is that
the removal of a node in dense networks will still keep the network very dense,
making the changes in entropy very small.

Shannon’s definition of entropy used as a metric to identify important nodes
in a network has been previously reported in a diversity of research work. For
instance, in analyzing social networks extracted from a corpus of emails [2], in
finding key players in social networks [4], and in other very different application
domains such as city planning [8]. However, the definition of the probability dis-
tributions used in these works to calculate entropy changes slightly. For instance
in [§] the probability distribution employs all shortest paths that pass through
certain node and [4] includes all shortest paths that originate from a node.

3 Finding the Most Important Terms in a Semantic
Network

The main objective of this paper is to determine if some of the concepts applied
in complex networks and social network analysis are useful to find the most
important terms within the phrases or sentences of a document, that best sum-
marize its content.
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In this approach, the terms used in phrases are represented as a semantic
network. The semantic network may be obtained in different ways. One way is
by using the relative position of words within a phrase or group of phrases. Other
methods analyze the syntactic relation of the terms among each other and/or
using the grammatical category to which they belong.

In our experiments we have used the semantic network that represents the
phrases extracted from a book that best represent its content as is described in
[5]. The method used in that work to generate the semantic network, employs
neighboring relations and the co-occurrence of terms within phrases.

In our analysis we have used the concept of centrality entropy. Centrality
entropy represents the uncertainty that nodes could be able to reach other nodes
in the network through shortest paths when a node is removed from the network.

Centrality entropy can be calculated using Shannon’s definition of entropy:

Ce(G) = - Zpg(i)log(pg(i)) (1)

where C.(G) is the centrality entropy of graph G and p,(¢) represents the prob-
ability distribution of the shortest paths from node i to all other nodes in the
network. This probability distribution is defined as:

D) = gp(i)
Po)= s 0 () @

where the numerator g,(¢) is the number of shortest paths that communicate
node ¢ with all other nodes in the network and the denominator is the total
number of shortest paths that exist in the network. Note that the actual length
of the shortest paths@ is not used to calculate centrality entropy. Entropy, defined
in this way, changes as nodes are deleted from the graph, disconnecting some
nodes and reducing as a consequence, the number of shortest paths available in
the network to communicate the rest of the nodes in the graph.

A similar method has been proposed in [3] to detect important nodes in a
network. The method determines how the communication efficiency of a network
changes when nodes are removed. In this case communication efficiency may be
interpreted as how important a node is to establish a semantic link between the
terms in the network. Communication efficiency is measured using the equation
described in [3]:

1 1

E@) = n(n —1)

®3)
7 L
where E(G) is the efficiency of graph G, n the total number of nodes in the
graph, and [s;; is the length of the shortest path between nodes ¢ and j. The
equation shows that communication efficiency is inversely proportional to the

length of the shortest path.

5 Shortest paths are also called geodesic paths.
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decline

Fig. 1. An example of a syntactic semantic network extracted from 2 sentences

To procedure used in both cases, to measure the efficiency of a network and to
find centrality entropy, consists in disconnecting nodes one by one and measuring
the efficiency or entropy of the resulting network.

4 Experimental Results

In our preliminary experimental results we used two sentences that were ex-
tracted from a book and analyzed syntactically as is described in [5]. The sen-
tences are:

“The import price elasticities remain less than one for both wheat and rice
and decline over the entire period. This pattern again tends to support the no-
tion that import demand is inelastic”

Arguably the main subject of these two sentences is “the notion of how import
of wheat and rice behaves”. Therefore, we could conclude that the terms in the
semantic network that may be used to summarize the main topic of these two
sentences are {notion, import, wheat and rice}

The semantic network generated from these two sentences was taken from [5]
and is shown in Fig.[[l As is described in [5], the sentences were pre-processed
using stop word removal and stemming. Then, sentences were selected and the
network was created using an unsupervised machine learning method that em-
ploys as feature weights, two different centrality measures.

We apply our method to analyze how the entropy of the semantic network
changes when nodes in the semantic network are removed. First, we calculate
the total entropy of the network using Eq. 1. Afterwards, nodes are removed
one by one, recalculating in each iteration, the probability distributions and the
total entropy of the graph.

Using this method we obtained a plot that shows how entropy changes in Fig.[2l

The entropy defined in Eq. 1 provides a measure of the probability that a node
could be reached from any other node in the graph through shortest paths. In a
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Fig. 2. Drop in total entropy when nodes in the semantic network are removed one by
one

fully connected graph, the probability is 1 since a node can reach any other node
in the graph through a single edge. Hence, no matter which node is removed the
entropy will be the same since the remaining nodes will still keep the graph fully
connected.

As graphs become more sparse, some nodes could be reached through shortest
or non-shortest paths. However, in centrality entropy only shortest paths are
used since we are interested in finding the nearest related terms. In the semantic
network that we will analyze, the shortest paths represent how semantically close
are the terms in the network.

When nodes are removed from the graph, these nodes that produce the largest
drop in entropy are considered the most important since their removal will reduce
the number of shortest paths that the remaining nodes in a graph could use to
reach the rest of nodes in the graph.

A threshold value can be used to determine how many of these important
terms will be included in the summarization task.

The centrality entropy drop graph obtained in Fig.[2] indicates that the nodes
that have most effect, when removed from the network are {notion, import, wheat
and rice, } and to a lesser degree {decline, period, elastic, price, demand, support,
inelastic, pattern}. By changing the threshold value more or less terms could be
included as the most important ones.

Interestingly, the {price} term was not detected as an important term by the
centrality entropy calculation. This is firstly due to the fact that, as can be seen
in Fig. 2l the {import} term works as a hub for terms {notion} and {demand},
making it important since its removal will reduce the number of shortest paths
that will be available in the graph compared to the effect that the term {price}
may produce on entropy when removed.

We could ask why our method finds that terms such as {wheat and rice} are
more important than other terms such as {elastic} or {decline}. These terms
seem to have similar importance judged by their position in the network.
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Fig. 3. Drop in network’s communication efficiency when nodes in the semantic net-
work are removed one by one

The reason is that when the term {decline} is removed, the node {period}
becomes isolated from the graph and the number of shortest paths available in
the graph decreases proportionally for the rest of the nodes. However, that single
isolated node does not contribute to the total shortest paths available.

When node {elastic} is removed, the original graph is split into two graphs.
The one containing nodes { period, decline, wheat and rice} and the one con-
taining {price, import, demand, inelastic, notion, support, pattern}. In this case
when node {elastic} is removed, the number of shortest paths will be reduced
since the larger graph will not be able to reach the smaller graph. However, the
smaller graph with 3 nodes still provides some local shortest paths to reach these
local nodes i.e. there will be 6 shortest paths within the smaller network.

Finally, when node {wheat and rice} is removed, the graph is again split
into two graphs, but in this case the smaller graph consisting of only two nodes
{period, decline}, provides only 2 shortest paths in the smaller network, decreas-
ing the total amount of shortest paths available and with this the probability
that some node in the network could reach any other node.

Fig.[Blshows how network’s communication efficiency, defined in Eq. 3, changes
when nodes are removed one by one from the network. The plot shows that the
terms that produce the maximum drop in efficiency are firstly {import, price}
and then {elastic, wheat and rice, notion} with the rest of terms having a lesser
degree on the drop in efficiency. Arguably, these first two terms {import, price},
do not fully capture the “the notion of how import of wheat and rice behaves”.
However, if we increase the threshold value, other terms such as {elastic, wheat
and rice, notion} will be included in the set of most important terms.

Our preliminary results indicate that centrality entropy is a metric that pro-
duces good results when applied to select the most important terms in a semantic
network. These terms can be used to summarize the content of the two sentences
used in the example.

Given that the terms in the semantic network were selected as the most im-
portant ones in the phrase extraction phase described in [5], our method can
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be used to perform a further optimization by selecting from the terms in the
semantic network, those that best summarize the contents of a group of phrases
or sentences.

5 Conclusions

We have presented some preliminary results on the usefulness of applying graph
entropy to summarize the subject of a group of phrases or sentences. The se-
mantic network used in our experiments was obtained from [5].

Our method’s results depend on the structure of the semantic network used.
Therefore, in future work we plan to investigate efficient ways to extract semantic
networks from documents, additionally to a more extensive set of experiments
to evaluate the real potential of our approach, comparing its results with other
summarization systems.

Finally, a more extensive analysis of semantic networks using other methods
from complex networks is also planned in future work.
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Abstract. Association rules is a data mining technique for extracting
useful knowledge from databases. Recently some approaches has been
developed for mining novel kinds of useful information, such us pecu-
liarities, infrequent rules, exception or anomalous rules. The common
feature of these proposals is the low support of such type of rules. There-
fore, finding efficient algorithms for extracting them are needed.

The aim of this paper is three fold. First, it reviews a previous formu-
lation for exception and anomalous rules, focusing on its semantics and
definition. Second, we propose efficient algorithms for mining such type
of rules. Third, we apply them to the case of detecting anomalous and
exceptional behaviours on credit data.

Keywords: Data mining, association rules, exception rules, anomalous
rules, fraud, credit.

1 Introduction

Association rules are one of the frequent used tools in data mining. They allow to
identify novel, useful and comprehensive knowledge. The kind of knowledge they
try to extract is the appearance of a set of items together in most of the transac-
tions in a database. An example of association rule is “most of transactions that
contain hamburger also contain beer”, and it is usually noted hamburger — beer.
The intensity of the above association rule is frequently measured by the support
and the confidence measures [I]. The support is the percentage of transactions
satisfying both parts of the rule and the confidence measures the proportion of
transactions that satisfying the antecedent, also satisfies the consequent. That
is, the confidence gives an estimation of the conditional probability of the con-
sequent given the antecedent [I]. There also exist many proposals imposing new
quality measures for extracting semantically or even statistically different asso-
ciation rules [I1]. In this line, the certainty factor [4] has some advantages over

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 143-[[54] 2013.
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the confidence as it extracts more accurate rules and therefore, the number of
mined rules is substantially reduced.

There are few approaches dealing with the extraction of unusual or exceptional
knowledge that might be useful in some contexts. We focus in those proposals
that allow to obtain some uncommon information, specially on exception and
anomalous rules [20l3]. In general, these approaches are able to manage rules
that, being infrequent, provide a specific domain information usually delimited
by an association rule.

Previous approaches using data mining techniques for fraud detection try to
discover the usual profiles of legitimate customer behaviour and then search the
anomalies using different methodologies such us clustering [10]. The main scope
of this paper is to apply such kind of “infrequent” rules to the case of detecting
exceptional or anomalous behaviour automatically that could help for fraud
detection, obtaining the common customer behaviour as well as some indicators
(exceptions) that happen when the behaviour deviates from an usual one and
the anomalous deviations (anomalies). For this purpose, we will perform several
experiments in financial data concerning credits.

The structure of the paper is the following: next section offers a brief descrip-
tion of background concepts and related works on this topic. In section [B] we
review previous proposals for mining exception and anomalous rules. Section []
describes our proposal for mining exception and anomalous rules using the cer-
tainty factor. Section [ presents the algorithm for extracting these kinds of rules
and its application to the real dataset German-statlog about credits in a certain
bank in section Bl Finally, section [{] contains the conclusions and some lines for
future research.

2 Background Concepts and Related Work

2.1 Association Rules

Given a set I (“set of items”) and a database D constituted by a set of trans-
actions, each one being a subset of I, association rules [I] are “implications” of
the form A — B that relate the presence of itemsets A and B in transactions of
D, assuming A,BCI, ANB =0 and A, B # (.

The support of an itemset is defined as the probability that a transaction
contains the itemset, i.e. supp(A) = |[{t € D| A C t}|/|D]|.

The ordinary measures to assess association rules are the support (the joint
probability P(AU B))

Supp(A — B) = supp(A U B) (1)
and the confidence (the conditional probability P(B|A))
Conf(A — B) = SWPALUE) 2)

supp(A4)

Given the minimum thresholds minsupp and mincon f, that should be imposed
by the user, we will say that A — B is frequent if Supp(A — B) > minsupp,
and confident if Conf(A — B) > minconf.
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Definition 1. [/ An association rule A — B is strong if it exceeds the mini-
mum thresholds minsupp and minconf imposed by the user, i.e. if A — B is
frequent and confident.

An alternative framework was proposed in [4] where the accuracy is measured
by means of Shortliffe and Buchanan’s certainty factors [I7], as follows:

Definition 2. [5] Let supp(B) be the support of the itemset B, and let Conf(A —
B) be the confidence of the rule. The certainty factor of the rule, denoted as
CF(A — B), is defined as

Conf(A = B) =suop(B) o 004 = B) > supp(B)

1 — supp(B)
f(A— B) — B
Conf(A — B) — supp(B) if Conf(A — B) < supp(B) ®)
supp(B)
0 otherwise.

The certainty factor yields a value in the interval [-1, 1] and measures how our
belief that B is in a transaction changes when we are told that A is in that trans-
action. Positive values indicate that our belief increases, negative values mean
that our belief decreases, and 0 means no change. Certainty factor has better
properties than confidence and other quality measures (see [6] for more details),
and helps to solve some of the confidence drawbacks [4J5]. In particular, it helps
to reduce the number of rules obtained by filtering those rules corresponding to
statistical independence or negative dependence.

Analogously, we will say that A — B is certain if Supp(A — B) > minCF,
where minCF' is the minimum threshold for the certainty factor given by the
user. The definition for strong rules can be reformulated when using CF as a
rule which must be frequent and certain.

Definition 3. [/ An association rule A — B is very strong if both rules A — B
and ~B — —A are strong.

In addition, the certainty factor has the following property CF(A — B) =
CF(—B — —A), which tell us that when using the certainty factor, a strong rule
is also very strong [4].

2.2 Related Works

The common denominator when mining association rules is their high support.
Usually the mining process, as for instance Apriori [I], uses a candidate gener-
ation function which exploits the downward closure property of support (also
called anti-monotonicity) which guarantees that for a frequent itemset all its
subsets are also frequent. The problem here is that exception and anomalous
rules are infrequent rules, and therefore such property cannot be used. In the
literature we can find different approaches utilizing infrequent rules for capturing
a novel type of knowledge hidden in data.
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Peculiarity rules are discovered from the data by searching the relevant data
among the peculiar data [26]. Roughly speaking, peculiar data is given by the
attributes which contain any peculiar value. A peculiar value will be recognized
when it is very different from the rest of values of the attribute in the data set.
Peculiarity rules are defined as a new type of association rule representing a kind
of regularity hidden in a relatively small number of peculiar data.

Infrequent rules are rules that do not exceed the minimum support thresh-
old. They have been studied mainly for intrusion detection joint with exceptions
[25127]. There exists some approaches for mining them: in [I9] the authors mod-
ify the known Lambda measure for obtaining more interesting rules using some
pruning techniques. In [27] infrequent items are obtained first and then some
measures are used for mining the infrequent rules. In particular, they used cor-
relation and interest measures together with an incremental ratio of conditional
probabilities associated to pairs of items. In [§] the infrequent rules are extracted
using a new structure called co-occurrence transactional matrix instead of new
interest measures.

Exception rules were first defined as rules that contradict the user’s common
belief [20]. In other words, for searching an exception rule we have to find an
attribute that changes the consequent of a strong rule [23|1222].

We can find two different ways of mining exception rules: direct or indirect
techniques. The formers are in most of the cases highly subjective as the set
of user’s beliefs is compared to the set of mined rules [I8/I513]. The indirect
techniques use the knowledge provided by a set of rules (usually strong rules)
and then the exception rules are those that contradict or deviate this knowl-
edge [22I25]. Good surveys on this topic can be found in [9124][7].

Anomalous rules are in appearance similar to exception rules, but semantically
different. An anomalous association rule is an association rule that appears when
the strong rule “fails”. In other words, it is an association rule that complement
the usual behaviour represented by the strong rule [3]. Therefore, the anomalous
rules will represent the unusual behaviour, having in general low support.

3 Previous Approaches for Discovering Exception
and Anomalous Rules

Exception rules were first defined as rules that contradict the user’s common
belief [20]. For mining this type of rules we will follow the notation by means
of a set of rules which has been considered in [2]. An exception rule is defined
joint with the strong rule that represents the common belief. Formally we have
two rules noted by (csr,exc) where csr stands for common sense rule which is
equivalent to the definition of strong rule; and exc represents the exception rule:

X strongly implies the fulfilment of Y, (and not E)  (csr)
but, X in conjunction of F implies =Y. (exc)

For instance, if X represents antibiotics, Y recovery and E staphylococcus, it
could be found the following exception rule [3]:
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“with the help of antibiotics, the patient tends to recover,
unless staphylococcus appears”,

in this case the combination of staphylococcus with antibiotics leads to death.
This example shows how the presence of E' changes the usual behaviour of rule
X — Y, where the value of Y is the patient recovery meanwhile —Y is the
patient death.

The problem description for exception rules extraction were first presented as
obtaining a set of pairs of rules (common sense rule + exception rule) by Suzuki
et al. in [21I] composed by (X — y, X AE — y') where y and y’ are two different
values of the same item, and X, F are two itemsets. But for mining them they
define a third rule for achieving more reliable results. This rule is called reference
rule, ref for short, and setted as £ — g’ that must have low confidence.

Hussain et al. present a different approach also based on a triple (csr, ref, exc)
as we show in Table [Tl but instead of using the confidence for the exception rule
XAFE — 7Y they define a measure based on the difference of relative information
of exc respect to csr and ref. Although the reference rule is defined in [12] as
E — =Y with low support and/or low confidence, they check whether E — Y
is a strong rule [I2], which is an equivalent condition.

Table 1. Schema for mining exception rules given by Hussain et al.

X —Y  Common Sense rule (high supp and high conf)
X AN E — Y Exception rule (low supp and high conf)
E — Y  Reference rule (low supp and/or low conf)

There are other proposals [24/13] that differ from those presented by Suzuki
and Hussain et al. but we focus on these because their formulation are nearer
to our proposal. In addition these two approaches not only find the unusual
or contradictory behaviour of a strong rule, but also the ‘agent’ that causes it,
represented by FE.

Following the schema in Table[], several types of knowledge can be discovered
by adjusting the three involved rules in the triple (csr,exe,ref). This is the case
of Berzal et al. approach in [3] and [2], where they capture anomalous knowledge.

An anomalous rule is an association rule that is verified when the common rule
fails. In other words, it comes to the surface when the dominant effect produced
by the strong rule is removed [3]. Table [ shows its formal definition, where
the more confident the rules X A =Y — A and X AY — —A are, the stronger
the anomaly is. In this approach, there is no imposition over the support of the
anomalous and the reference rules.

An example of anomalous rule will be: “if a patient have symptoms X then he
usually has the disease Y ; if not, he has the disease A”. Anomalous rules have
different semantics than exception rules, trying to capture the deviation from
the common sense rule (i.e. from the usual behaviour). In other words: when X,
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Table 2. Schema for mining anomalous rules given by Berzal et al.

X —Y  Common Sense rule (high supp and high conf)
X A=Y — A Anomalous rule (high conf)
X NY — —A Reference rule (high conf)

then we have either Y (usually) or A (unusually). In this case A is not an agent
like E, but it is the alternative behaviour when the usual fails.

In both cases, exception and anomalous rules, the reference rule acts as a
pruning criterion to reduce the high number of obtained exceptions or anoma-
lies. On the contrary, our approach will reduce the number of exceptions and
anomalies by means of a stronger measure than the confidence.

4 Our Proposal for Mining Exception and Anomalous
Rules

This section presents alternative approaches for mining exception and anomalous
rules.

4.1 Owur Approach for Exception Rules

For the case of exceptions, we offer an alternative approach that does not need
the imposition of the reference rule, and we use the certainty factor instead of
the confidence for validating the pair of rules (csr,exc).

The first reason which motivates to reject the use of the reference rule is that
it does not offer a semantic enrichment when defining exception rules. Second
reason is that the reference rule should be defined in the csr antecedent’s domain,
because the definition of the exception rule does not make sense out of the
dominance of X (the csr antecedent). Then, we reformulate the triple as follows.

Definition 4. [7/ Let X, Y and E be three non-empty itemsets in a database D.
Let Dx ={t € D: X C t}, that is, Dx is the set of transactions in D satisfying
X. We define an exception rule as the pair of rules (csr, exc) satisfying the
following two conditions:

e X =Y is frequent and certain in D (csr)
e F — Y is certain in Dx  (exc)

where ¢ — 1 is a certain rule if it exceeds imposed threshold for the certainty
factor.

With Definition M we achieve two important issues when mining exception
rules: (1) to reduce the quantity of extracted pairs (csr, exc); (2) to obtain
reliable exception rules.
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We want to remark that we restrict to Dx when defining exc because we
want that the exception rule is true in the dominance of the common sense rule
antecedent. If we look again to the previous example, we can see that searching
for exception rules is focused on finding the ‘agent’ E which, interacting with
X, changes the usual behaviour of the common sense rule, that is, it changes
the csr consequent. In addition, our definition can be formulated as the pair
(X =Y, XANE — X AAY), but this choice for the exc is not allowed in
usual definitions of association rules because antecedent and consequent are not
disjoint. Nevertheless, by restricting to Dx our proposal coincides with the pre-
vious approach (without restricting to Dx) when using the confidence measure,
ie., Conf(X A E — YY) = Confx (E — Y).

4.2 Our Approach for Anomalous Rules

Our approach for extracting anomalous rules is based on the same two ideas we
used for exception rules:

1. To define anomalous rules using the domain Dx.

2. To use the certainty factor instead of the confidence. The certainty factor
reduces the number of common sense rules since it discards non-reliable rules
and, as a consequence, the number of anomalous rules is also reduced.

In [7] there is an analysis of the reference rule taken in the approach of Berzal
et al. This analysis concludes affirming that the increasing of Conf(X AY — —A)
is higher as Supp(X — Y') increases. This leads to affirm that the reference rule
condition depends on the following supports Supp(X — Y) = supp(X UY") and
supp(X UY U A). This gives reason to propose an alternative formulation for
anomalous rules changing the reference rule for a stronger condition (as we prove
in Theorem [I]) than the one given in [312].

Definition 5. Let X,Y be two non-empty itemsets and A an item. We define an
anomalous rule by the triple (csr, anom, ref ) satisfying the following conditions:

o X =Y is frequent and certain (csr).
e =Y — A is certain in Dx (anom).
e A — =Y is certain in Dx (ref).

Comparing our formulation with the one of Berzal et al., our approach is
equivalent to that from a formal point of view if anom and ref are defined in
Dx, because A — =Y is equivalent to ==Y — A=Y — —A.

The following theorem shows a relation between our definition for anomalous
rules and the definition given by Berzal et al. [3], in other words, it shows that
our approach is more restrictive than the one proposed in [3].

Theorem 1. [7/ Let X, Y and A be arbitrary itemsets. The following inequality
holds
COIlf(X NA— —\Y) < COIlf(X ANY — —\A) (4)

if and only if
supp(X U A) < supp(X UY).
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Our proposal is similar and logically equivalent to that of Berzal et al. but it
does not have the disadvantage that the confidence of the rule X A Y — —A is
affected by an increment when the support of X UY is high (see [7] for more
details).

It can be proven that Confx(A — B) = Conf(X A A — B), but this is
not true when using the certainty factor. This is due to the appearance of the
consequent’s support in D or Dy in the computation of certainty factor:

CF(X A=Y = X AA) # CFx(-Y — A)

CF(XNA— X A=Y) # CFx(A— —Y) ®)

because XAl
n
supp(X N A) = D) +

X N A

x| = swpx () (6)

5 Algorithm

We have proposed new approaches using the certainty factor for mining exception
rules as well as anomalous rules. Mining exceptions and anomalies associated to
a strong rule offers a clarification about the agents that perturbs the strong
rule’s usual behaviour, in the case of exceptions, or the resulting perturbation,
if we find anomalies.

The algorithm 1, called ERSA (Exception Rule Search Algorithm), is able to
mine together the set of common sense rules in a database with their associated
exceptions. For anomalous rules, ERSA can be modified into ARSA (Anoma-
lous Rule Search Algorithm) only by changing step 2.2.1. The process is very
similar, in this case we take A € I (we do not impose not to have attribute
in common with the items in the csr), and then we compute the CFs for the
anomalous and the reference rule.

In our implementation we only consider exceptions and anomalies given by
a single item, for a simpler comprehension of the obtained rules. To mine the
association rules we have used an itemset representation by means of BitSets.
Previous works [T4JT6] have implemented the Apriori algorithm using a bit-string
representation of items. Both obtained quite good results with respect to time.
One advantage of using a bit-string representation of items is that it speeds up
logical operations such as conjunction or cardinality.

The algorithm complexity depends on the total number of transactions n and
the number of obtained items ¢ having in the first part a theoretical complexity
of O(n2%), but in the second part it also depends on the number of csr obtained
(r). So, theoretically both ARSA and ERSA have O(nri2%). Although this is
a high complexity, in the performed experiments with several real databases,
the algorithm takes reasonable times. In fact, the two influential factors in the
execution time are the number of csr extracted.

The memory consumption in both algorithms, ARSA and ERSA, is high
because the vector of BitSets associated to the database is stored in memory, but
for standard databases this fact does not represent any problem. For instance,
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Algorithm 1. ERSA (Exception Rule Search Algorithm)

Input: Transactional database, minsupp, minconf or minCF
Output: Set of association rules with their associated exception rules.

1. Database Preprocessing
1.1 Transformation of the transactional database into a boolean database.
1.2 Database storage into a vector of BitSets.
2. Mining Process
2.1 Mining Common Sense Rules
Searching the set of candidates (frequent itemsets) for extracting the csr.
Storing the indexes of BitSet vectors associated to candidates and their supports.
csr extraction exceeding minsupp and mincon f/minCF thresholds
2.2.1 Mining Exception Rules
For every common sense rule X — Y we compute the possible exceptions:
For each item E C I (except those in the common sense rule)
Compute X A E'A Y and its support
Compute X A E and its support
Using confidence:
If Conf(X AN E — —=Y) > minconf then we have an exception
Using certainty factor:
Compute suppx(—Y)
If CFx(E — —~Y) > minCF then we have an exception rule

database Barbora] used in the PKDD99 conference held in Prague [16] consists
in 6181 transactions and 12 attributes (33 items). The required memory in this
case for the vector of BitSets is 107 kb, and for 61810 transactions is 1.04 MB.
More details about the algorithm can be found in [7].

6 Experimental Evaluation

The benchmark data set German-statlog, about credits and the clients having a
credit in a German bank, from the UCI Machine Learning repository has been
used to empirically evaluate the performance of ERSA and ARSA algorithms.
It is composed of 1000 transactions and 21 attributes, from which 18 are cate-
gorical or numerical, and 3 of them are continuous. The numerical continuous
attributes have been categorized into meaningful intervals.

For the experiments, we used a 1.73GHz Intel Core 2Duo notebook with
1024MB of main memory, running Windows XP using Java. Tables[3and Fl show
respectively the number of rules and the employed time when mining exception
and anomalous rules using our algorithm. In this collection of experiments we
impose as 3 the limit of the maximum number of items in the antecedent or the
consequent of the csr in order to obtain more manageable rules.

Once the rules are obtained, an expert should clarify if some of them are
really interesting. We highlight here some of them, that we think they are in
some sense remarkable.

! http://lispminer.vse.cz/download
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Table 3. Number of csr, exc and anom rules found for different thresholds in
German-statlog database

minsupp minCF =0.8 minCF =0.9 minCF = 0.95
CST erc anom Ccsr exc anom CcSr exrc anom

0.08 674 66 326 309 11 39 270 6 10
0.1 384 27 208 137 4 12 123 3 5
012 226 11 142 62 1 3 57 0 2

Table 4. Time in seconds for mining exception and anomalous rules for different
thresholds in German-statlog database

minsupp minCF =08 minCF =0.9 minCF =0.95
ERSA ARSA ERSA ARSA ERSA ARSA

0.08 137 139 116 116 115 116
0.1 73 71 64 63 63 64
0.12 43 43 38 38 38 38

“IF present employment since 7 years AND status & sex = single male
THEN people being liable to provide maintenance for = 1(Supp=0.105& CF =0.879)
EXCEPT when Purpose = business (CF =1)".

Previous exception rule tell us that when the Purpose = business the previous
csr changes its behaviour. We have also found anomalous rules as for instance
“IF property = real estate AND number of existing credits on this bank = 1

THEN age is in between 18 and 25 (Supp = 0.082 & C'F = 0.972)
OR property = car (unusually with CFy =1, CF, =1)”.

This common sense rule has an anomalous rule introduced by the clause OR
indicating that this is the unusual behaviour of the csr. Like in this example, we
have observed that many anomalous rules contain items that are complementary
to the common sense rule consequent, that is, A and Y has the attribute in
common, but they differ in the value. This is very useful in order to see what is the
usual behaviour (strong association) and their anomalous or unusual behaviours.

7 Conclusions and Future Research

Mining exception or anomalous rules can be useful in several domains. We have
analysed their semantics and formulation, giving a new proposal that removes the
imposition of the reference rule for the case of exceptions. Relative to anomalous
rules our approach uses a more restrictive reference rule. Our approaches are also
sustained in using the certainty factor as an alternative to confidence, achieving
a smaller and a more accurate set of exceptions or anomalies. We also provide
efficient algorithms for mining these kinds of rules. These algorithms have been
run in a database about credits, obtaining a manageable set of interesting rules
that should be analysed by an expert.
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For future works we are interested in the development of a new approach for
searching exceptional and anomalous knowledge with uncertain data. The first
idea is to smooth the definitions presented here by means of fuzzy association
rules. Other interesting task concerns the search of exception or anomalous rules
in certain levels of action.
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Abstract. This paper clarifies privacy challenges related to the EU
project, ePOOLICE, which aims at developing a particular kind of open
source information filtering system, namely a so-called environmental
scanning system, for fighting organized crime by improving law enforce-
ment agencies opportunities for strategic proactive planning in response
to emerging organized crime threats. The environmental scanning is car-
ried out on public online data streams, focusing on modus operandi and
crime trends, not on individuals. Hence, ethical and technical issues —
related to societal security and potential privacy infringements in public
online contexts — are being discussed in order to safeguard privacy all
through the system design process.

Keywords: informational privacy, environmental scanning, security,
ethics.

1 Introduction

In this paper we set out to analyze preliminary issues of informational privacy in
relation to the development of an efficient and effective environmental scanning
system [1], ePOOLICE, for early warning and detection of emerging organized
crime threats. Our ambition here is to develop privacy enhancing security tech-
nology by incorporating privacy considerations from the outset of the system
development process in order to safeguard both the technological implementa-
tion as well as the use procedures surrounding the system. In Sect. [2] we present
the overall aims of the ePOOLICE project followed by a discussion of national
security versus citizens’ right to privacy (Sect. 3)). Here, it is argued that core
issues should not be addressed as a strict dichotomy of realms, formulated in a
clash between citizens right to privacy as opposed to national security; rather
we have to strike a balance between two dimensions of security at a national and
individual level |2]. Likewise, ethical issues of privacy have traditionally been con-
ceptualized in a dichotomy between public versus private or intimate spheres,
and approached by implementing solutions, which protect personal sensitive in-
formation from public disclosure. However, the increasing use of open source
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public data streams in flexible query-answering systems, calls for a reframing of
privacy in order to account for privacy issues in public spheres (Sect. []). Hence,
this paper emphasizes privacy challenges in relation to environmental scanning
of public accessible on line sources, and roughly outlines preliminary technical
solutions as well as illustrates how a justificatory framework based on concep-
tual integrity [3] offers an adequate account for issues of informational privacy
in public online accessible sources.

2 Aims of the ePOOLICE Project

In dealing with the challenges posed by organized crime, law enforcement agen-
cies (LEAs) are faced with a field continuously progressing with widespread ac-
tivities and means for easily adapting to new crime markets. Hence, the project
aims at developing an efficient and effective environmental scanning system as
part of an early warning system for the detection of emerging organized crime
threats and changes in modus operandi, particularly focusing on illegal immi-
gration, trafficking and cybercrime.

The environmental scanning takes departure in a structured framework in-
cluding a number of societal domains, which divide the environment into polit-
ical, economic, social, technical, environmental and legislative domains, coined
with an acronym as PESTEL domains [4, 489 ff.]. Changes in PESTEL domains
might lead to changes in organized crime modus operandi. Hence, ePOOLICE
sets out to refine a methodology to monitor heterogeneous information sources
in PESTEL domains, identifying and prioritizing indicators to outline a strategic
early warning process. Central to the solution is the development of an environ-
mental knowledge repository of all relevant information and knowledge, including
scanned information and derived, learned or hypothesized knowledge, as well as
the metadata needed for credibility and confidence assessment, traceability, and
privacy protection management. For effective and efficient utilization, as well as
for interoperability, the repository will apply a standard representation form for
all information and knowledge. For effective and efficient scanning of the raw
information sources, the project will develop an intelligent environmental radar
that will utilize the knowledge repository for focusing the scanning. A key part
of this process is semantic filtering for identification of data items that constitute
weak signals of emerging organized crime threats, exploiting fully the concept of
crime hubs, crime indicators, and facilitating factors, as understood by our user
partners.

This way, the monitoring system has knowledge about a number of organized
crime types, their facilitators, identifying signatures and indicators. For each
crime type, it “knows” what to look for and the relevant information sources to
scan. More important sources are scanned more frequently. For instance, from
electricity consumption and medical treatment statistics combined with some
information from police narratives and other sources, the system may recognize
a pattern that is likely to be caused by emerging home-grown cannabis activity in
some area. The analyst is alerted about the finding. If confirmed by the analyst,
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the system will start a more detailed scanning for known indicators and signals
of this organized crime type. An indicator, like medical treatment statistics, may
be a “necessary”, but not “sufficient”, indicator of several organized crime types;
only certain patterns of indicators can provide a sufficiently strong recognition
of an organized crime type. The system can also be set to alarm in cases where
an abnormal and unexplainable behavior in some indicator, e.g., immigration or
financial transactions, is observed.

Consequently, the overall aims of the system are to alert LEAs to potentially
significant changes in organized crime modi operandi before they mature. This
will improve the situation in fighting organized crime by ensuring that law en-
forcement agencies are well armed, use proactive planning for countering threats
and are able to detect and deal with discontinuities or strategic new situations,
i.e. discover “weak signals” 5] which can be sorted out as important discontinu-
ities in the environment and interpreted as early signs of an emerging organized
crime menace.

3 Balancing Security and Privacy

After the end of the Cold War, the classical state-oriented security concept has
undergone a change towards a more individual-centered approach, emphasizing
the integrity and security of the individual and protection from threats. Similarly,
in the context of security technology, security can be defined as nonattendance
of danger at a state level, as well as at a societal level with reference to the citi-
zens forming the society. Likewise, the EU Security Strategy (2003) emphasizes
the need to act proactively in dealing with key security threats, among which
terrorism and organized crime are to be found |2, 16 ff.]. As such, it is generally
acknowledged that trust is essential for a flourishing society and that relations
of trust are easily maintained and better preserved in moral communities [6] [7];
or in Smith’s sarcastic formulation thereof: “if there is any society among rob-
bers and murderers, they must at least... abstain from robbing and murdering
one another.” [8]. At the same time, societal trust basically rest on the ability of
citizens to rely on that in interacting with others, including government author-
ities, their integrity and autonomy will be respected |9]; and to provide for this,
privacy is a highly held value, which has to be properly protected. Hence, as
citizens, we are reluctant towards any kinds of surveillance technologies, which
may potentially restrict our privacy and thereby constrain our freedom and pos-
sibilities for acting as autonomous individuals in the formation of our identities.
But privacy is not only important for individuals; privacy also has to be recog-
nized as a societal good or collective value of crucial importance to economic
and societal development in democratic liberal societies. If citizens fear intrusive
agents of government in ordinary life contexts, they may start to adjust their ac-
tions in order not to contrast with mainstream behavior [10] [11, 221 ff.]. Within
this kind of panoptic setting, creativity and drive in society may be hindered, if
individuals feel an urge to carry out performance-oriented “as-if” behavior.
Accordingly, in order to balance societies’ overall security needs without
compromising citizens’ right to privacy and democracy, different legal sources
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underscore the importance of protecting privacy against government intrusion.
Hence, ePOOLICE has to be developed in legal compliance with EU member
states privacy legislation. At the international level, the European Convention
for the Protection of Human Rights and Fundamental Freedom (ECHR), which
the European charter of Human Rights is based on, stresses the importance of
the citizens’ right to privacy and protection of personal data and feeds into the
local laws of EU member states. Likewise, the Convention for the Protection
of Individuals with right to Automatic processing of Personal Data (Council of
Europe, 1981) positions data protection as a fundamental right, subsequently
backed up by the Data Protection Directive (Directive 95/46/EC), to which
member states national legislations are aligned. This directive is currently un-
dergoing transformation and the status of the new directive is not yet settled.
Also, the non-binding OECD Guidelines of Protection of Privacy and Transbor-
der Flows of Personal Data (1980, revised in 1999) codifies eight internationally
agreed upon principles related to fair information practices (regarding collection,
use, purpose and disclosure of personal information). Consequently, from a tech-
nological perspective, privacy issues in ePOOLICE may to a certain extent be
handled by employing techniques of anonymization of person names and identi-
fiers, access control via logging of all access, as well as techniques for statistical
privacy security in order to avoid identification of data-subjects through small
and special statistical populations.

Nevertheless, there still seems to be a dichotomous clash between citizens’
right to privacy as opposed to national security, implying that more security is
necessarily followed by more surveillance, which may give raise to civil society
concerns regarding privacy rights in ePOOLICE. But given that security is also
an intrinsic value for human well-being at a fundamental level, we might move
beyond the dichotomy between citizens’ right to privacy and national security
and instead conceptualize security in terms of interacting and mutual dependent
dimensions of security; i.e., as individual security and national security. This is
also reflected in the EU Security Strategy; and from this viewpoint, we are faced
with the challenge of striking a balance between two sides of security; formulated
as absence of organized crime threats and preservation of individual autonomy
as a presumption for democracy.

From a public point of view, an example of European citizens’ opinion on pri-
vacy and security issues can be found in a participatory technology assessment,
which concludes that citizens are open to legitimate security measures for crime
prevention, whereas reference to terror treats does not justify privacy limitations
for most citizens |2, 26 {f.]. Consequently, it seems to be the case that people are
prepared to value security over legitimate restrictions of informational privacy
in specific contexts reflecting individual dimensions of security. To elaborate on
this from a legal point of view, any limitation to fundamental rights of privacy
and personal data protection has to respect some basic principles in order to be
legitimate and ensure that privacy is not violated. Hence, limitations have to
rest on a legal basis and must be formulated with such a degree of precision that
it enables citizens to understand how their navigation and conduct in society are
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affected by the given limitation. Moreover, a restriction must pursue a legitimate
aim, i.e., be in accordance with listed legitimate aims, formulated within each
article of rights in the ECHR, as aims that justify interference. Furthermore,
any limitation must correspond to a real need of society and must be seen as
an efficient instrument (for instance in relation to crime reduction and security).
Finally, the principle of proportionality seeks to guarantee that the limitation is
balanced to the aim pursued. In order to minimize the infringement of privacy
rights and to assess the proportionality of a restriction, the main issues to settle
are whether the overall effect of the constraint is reasonable and whether it is
the least intrusive mean available. Here, to ensure that privacy is not violated,
the ePOOLICE project must see to that the requirement of proportionality of
the privacy restriction is satisfied. Given these circumstances, the ePOOLICE
project strives to enhance both privacy and security by introducing pro-active
privacy enhancing design principles throughout all stages of the development
process — for instance in relying on the well-established Privacy by Design prin-
ciples by the Canadian information and privacy commissioner Cavoukian [12].
In this way, the project seeks to develop technological solutions that support
privacy compliant use.

Yet, even in the presence of both legal and general public back-up to privacy
restricting technologies such as ePOOLICE, a problem still resides in the fact
that an assessment of proportionality is not easy to deal with in a precise manner.
Judging whether the privacy interference caused by ePOOLICE is a suitable,
necessary and adequate means for fighting organized crime on a strategic level,
implies, among other things, a measurement of security gains. However, security
advantages are not easy to calculate — neither ahead nor ex-post. Hence, from the
fact that security technologies have proved to be effective, we cannot presuppose
this outcome for ePOOLICE in advance. Also, if it turns out to be the case,
ex-post, that we observe a decline in organized crime after the implementation
of ePOOLICE, we still need to carry out a thorough evaluation to justify if and
how ePOOLICE contributed to this outcome.

4 Privacy Issues in ePOOLICE

Within the last decade, advancements in data mining and environmental scan-
ning techniques have exacerbated privacy concerns. As a consequence thereof,
individual citizens have become more and more transparent to a variety of ac-
tors; including, amongst others, government authorities as well as fellow citizens,
corporations and online data vendors. Furthermore, at the same time they have
experienced a reduction in transparency with right to knowledge of what is be-
ing known about them, where and by whom. On top of this, as Web users, we
contribute to our own potential de-privatization by spreading information about
ourselves on the Web, i.e., by being present at social networking platforms, or
by enjoying the convenience of seamless internet transactions based on person-
alized services in exchange for personal data. Needless to say, that this might
raise privacy concerns associated with lack of autonomy in controlling the flow



160 A. Gerdes, H.L. Larsen, and J. Rouces

of information about oneself across different contexts, as well as lack of confi-
dentiality and trust in relying on that intended or unintended information-based
harm will not occur.

In ePOOLICE, environmental scanning is carried out as an ongoing process of
monitoring various open source public data streams. Within PESTEL domains,
key open sources are scanned for information — i.e. research reports, the Web,
social media, news media, and national statistics, public online databases, and
digital libraries. In principle, personal data are not relevant in the information
collection context of ePOOLICE. As such, the system will not make use of or
aggregate personal data or maintain a database for storing or managing personal
data or other kinds of sensitive information, and the environmental scanning
techniques developed cannot trace back to individuals. Moreover, by means of a
broad-spectrum scan of open sources, the system functions as a tool for tactical
planning focusing on modus operandi, hotspot locations, crime patterns and
trends. Hence, the use context of the envisioned system is situated at the strategic
level, implying that the system does not support the operational level at all, but
serves a pure preventive purpose in scaffolding sense-making activities carried
out by law enforcement agents and analysts engaged in countering threats and
acting proactively in dealing with upcoming trends in organized crime. Within
the overall framework of the ePOOLICE project, one might assume that privacy
is well protected; both from a legal as well as from an ethical perspective, since
—and in accordance with the acknowledged general view that privacy protection
has to be applied to personal information — no data subject is identified or
under surveillance, and no personal and intimate information per se is involved
in the identification of relevant data and interpretation of relevant patterns of
information and knowledge. However, ePOOLICE gives raise to privacy concerns
precisely due to the scan of online open sources, which may introduce new ethical
and legal issues.

Privacy is typically characterized as an instrumental value of great importance
for the promotion of a variety of intrinsic values; particularly autonomy [13], [14],
integrity and development of personality [13], and freedom from intrusion into
intimate spheres [15], as well as friendship [16], and more broadly, intimate re-
lationships [17]. In the context of ePOOLICE, we refer to informational privacy
as individuals’ ability to control the flow of personal information, including how
information is exchanged and transferred [18] [19]. From this perspective, we are
faced with two scenarios in which environmental scanning may raise informa-
tional privacy concerns:

1. Environmental scanning of open source documents.

2. Environmental scanning of social networking platforms and media, includ-
ing reports relying on social network analyses in order to disclose trends in
communication, which combined with other indicators, support prediction
of developments in organized crime.

Since personal (and often also sensitive) information is highly accessible on-
line, the inherent risk of unintentionally identifying data-subjects during the
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raw data scanning process of open source documents is fairly high. Here, we
have to bear in mind that personal data include information, which may iden-
tify an individual indirectly by means of different fragments of sources. This
challenge to privacy can be met by syntactic data protection techniques, such
as de-identification of micro data from sources containing identifiers [20]. Hence,
metadata needed for privacy protection should be included in the knowledge
repository in order to ensure that personal data, as well as data streams, which
enable indirect identification, are excluded from data streams used in the subse-
quent process of environmental monitoring, which, by means of relevant fusion
approaches, allows for automated detection of relevant organized crime types
and anomalies. Consequently there seem to be solutions at hand to ensure non-
disclosure of data subjects. On the other hand, the environmental monitoring
of the environment may come up with patterns of information and point to in-
dicators that hold the potential to sort groups by race, belief, gender or sexual
orientation, etc. Still, when based on objective statistical analysis, the use of
criminal profiling, by LEAs, is legal. Nevertheless, following the precautionary
principle, we need to stress the importance of avoiding potential discrimination,
which affords categorization of people into damaging stereotypes.

From a legal point of view, personal information in social networking platforms
is protected by the Data Protection Directive (Directive 95/46/EC). As such,
the environmental scanning of social networking sites provides a systematic ap-
proach for exploring and mapping patterns of communication and relationships
among networks at a general level without singling out actors, i.e. unique data
subjects. Nevertheless, public environmental scanning may slip under the radar
of privacy restrictions, but still imply privacy discomfort among people, due to
privacy concerns regarding information traffic across contexts representing dis-
tinctive spheres in life. A justificatory conceptual framework, for the systematic
exploration of people’s reactions to technology can be found in Nissenbaum [3],
who has coined the term “contextual integrity” in order to explain for and tie
adequate protection against informational moral wrongdoing. Information flows
always have to be seen according to context-sensitive norms, representing a func-
tion of: the types of information in case, the respectively roles of communicators,
and principles for information distribution between the parties. Consequently,
contextual integrity is defined, not as a right to control over information, but
as a right to appropriate flows of personal information in contexts with right to
two norms |3, 127 ff.]: Norms of “appropriateness” and norms of “distribution”,
i.e., the moment of transfer of information from part X to Yi. ,. Violations of
one of these norms represent a privacy infringement [3].

In the case of ePOOLICE, new flows of information are established and may
cause a potential violation of contextual integrity, since information gathering
via environmental scanning of communication streams on social networking sites
may possibly be judged inappropriate to that context and violate the ordinary
governing norms of distribution within it. In this case, ePOOLICE would be
framed as a pure panoptic technology, giving raise to surveillance concerns and
self-censorship among citizens. On the other side, organized crime is a growing
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threat to society, which has to be proactively dealt with, and it is in fact possible
that these new flows of information will not violate contextual integrity, since,
as discussed above (Sect. ), people might be willing to accept new flows of in-
formation caused by environmental scanning if these are judged to be valuable
in the context of achieving safety and security against organized crime. Fur-
thermore, whether civic society will embrace or reject new strategic intelligence
practices depends on peoples’ ability to gain insight into the working of environ-
mental scanning technologies. Hence, it takes an effort to ensure dissemination
of research results to the public in order to allow for a public dialogue on an
informed background.

5 Concluding Remarks

Privacy issues in ePOOLICE may be adequately dealt with from a legal perspec-
tive and still yield privacy concerns due to the fact that alterations in flows of
information may lead to violation of contextual integrity. Hence, the overall judg-
ment of ethical implications related to ePOOLICE goes beyond the scope of a
standalone privacy evaluation of the system, implying that the context-sensitive
tradeoff between privacy and security has to be taken into consideration as well.
Consequently, we have to ensure that the new flows of information effected by
ePOOLICE respect the integrity of social life by representing adequate means to
achieve values of security and safety in a balanced way that does not compromise
citizens’ right to privacy and democracy.
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Abstract. The formal language of acyclic recursion L), (FLAR) has
a distinctive algorithmic expressiveness, which, in addition to compu-
tational fundamentals, provides representation of underspecified seman-
tic information. Semantic ambiguities and underspecification of informa-
tion expressed by human language are problematic for computational
semantics, and for natural language processing in general. Pronominal
and elliptical expressions in human languages are ubiquitous and ma-
jor contributors to underspecification in language and other informa-
tion processing. We demonstrate the capacity of the type theory of L3,
for computational semantic underspecification by representing interac-
tions between reflexives, non-reflexive pronominals, and VP ellipses with
type theoretic, recursion therms. We present a class of semantic under-
specification that propagates and presents in question-answering inter-
actions. The paper introduces a technique for incremental presentation
of question-answer interaction.

1 Background and Recent Developments

1.1 Algorithmic Intensionality in the Type Theory Li‘r

Moschovakis developed a class of formal languages of recursion, as a new ap-
proach to the mathematical notion of algorithm, for computational semantics of
artificial and natural languages (NLs), e.g., see Moschovakis [10]-[IT]. In particu-
lar, the theory of acyclic recursion L), in Moschovaki [TT] models the concepts of
meaning and synonymy. For initial applications of L. to computational syntax-
semantics interface in Constraint-Based Lexicalized Grammar (CBLG) of natu-
ral language, see Loukanova [§]. The formal system L7, is a higher-order type the-
ory, which is a proper extension of Gallin’s TY32, (Gallin [3]), and thus, of Mon-
tague’s Intensional Logic (IL). Ly, extends Gallin’s TY3, by adding a second kind
of variables, recursion variables, to its pure variables, and by formation of recur-
sive terms with a recursion operator, which is denoted by the constant where, and
used in infix notation. Le, for any L) -terms Ag : 09, ..., A, : 0, (n > 0), and
any pairwise different recursion variables (locations) of the corresponding types,
P1:01, ..., Pn i Op, such that the set of assignments {p1 := A1,...,p, = 4, }
is acyclic, the expression (Agwhere {p; := A1,...,p, := A,}) is an L), -term.
The where-terms represent recursive computations by designating functional re-
cursors: intuitively, the denotation of the term Ay depends on the denotations
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of p1,...,pn, which are computed recursively by the system of assignments
{p1 := A41,...,pn := An}. In an acyclic system of assignments, these computa-
tions close-off. The formal syntax of L7, allows only recursive terms with acyclic
systems of assignments. The languages of recursion (e.g., FLR, L} and L))
have two semantic layers: denotational semantics and referential intensions. The
recursive terms of L, are essential for encoding two-fold semantic information.
Denotational Semantics: For any given semantic structure 2(, a denotation
function, den, is defined compositionally on the structure of the L), -terms. In any
standard structure 2L, there is exactly one, well-defined denotation function, den,
from terms and variable assignments to objects in the domain of 2. Thus, for any
variable assignment g, a L),-term A of type o denotes a uniquely defined object
den(A)(g) of the sub-domain 2, of . L2, has a reduction calculus that reduces
each term A to its canonical form cf(A) = Ag where {p; := A1,...,pn := An},
which is unique modulo congruence, i.e., with respect to renaming bound vari-
ables and reordering of assignments. Intensional Semantics: The referential
intension, Int(A), of a meaningful term A is the tuple of functions (a recursor)
that is defined by the denotations den(A;) (i € {0,...n}) of the parts of its
canonical form cf(A) = Ay where {p; := A1,...,p, := A, }. Intuitively, for each
meaningful term A, the intension of A, Int(A), is the algorithm for computing
its denotation den(A4). Two meaningful expressions are synonymous iff their ref-
erential intensions are naturally isomorphic, i.e., they are the same algorithms.
Thus, the algorithmic meaning of a meaningful term (i.e., its sense) is the infor-
mation about how to “compute” its denotation step-by-step: a meaningful term
has sense by carrying instructions within its structure, which are revealed by
its canonical form, for acquiring what they denote in a model. The canonical
form cf(A) of a meaningful term A encodes its intension, i.e., the algorithm for
computing its denotation, via: (1) the basic instructions (facts), which consist of
{p1:= A1, ..., pn = A, } and the head term Ay, that are needed for computing
the denotation den(A), and (2) a terminating rank order of the recursive steps
that compute each den(4;), for i € {0,...,n}, for incremental computation of
the denotation den(A) = den(A4y).

1.2 Restricted B-reduction in L)} and Pronominal
Underspecification

In addition to Moschovakis [IT], Loukanova [7] provides more evidence for re-
stricted B-reduction, by using NL expressions with pronominal noun phrases
(NPs), some of which can be in anaphora-antecedent relations with other NPs.
In linguistic syntactic theories, the syntactic co-occurrence distribution of re-
flexive pronouns is handled by various versions of the so called, Binding Theory.
An elegant version of a Binding Theory for handling anaphoric relations of re-
flexives, in contrast to non-reflexives, is given in Sag et al. [13], which assumes
a grammar system with potentials for syntax-semantics interface, and is used
in Loukanova [7]. Reflexive pronouns have genuine, strict co-reference semantic
relations with their antecedent NPs, and are subject to special syntax-semantics
restrictions: e.g., a reflexive pronoun has to be co-referential with a preceding
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syntactic argument of the same verb to which it is an argument. On the other
hand, non-reflexive pronouns are typically open for ambiguity, depending on
the context of using the expressions in which they occur. There are two dis-
tinctive cases for non-reflexives: (i) While a non-reflexive pronoun can have an
antecedent expression that occurs in the larger expression, the non-reflexive and
its antecedent, are not strictly co-referential: typically, the non-reflexive pronoun
refers “secondarily” to the object that is already obtained (i.e., calculated) as
the referent of its antecedent. Thus, in contrast to reflexives, the semantic re-
lation between a non-reflexive pronoun and its antecedent is not reflexive. (ii)
In addition, in a given context, a non-reflexive can be used to refer directly to
some object, without the use of any antecedent, by an agen, technically called
a speaker, that uses the entire, encompassing expression in the context.

Outside of any specific context of use, NL expressions that include non-
reflexive pronouns, e.g., “John visits his GP and he honors her.”, are ambiguous
with respect to (i) and (ii), and do not have any specific interpretation. Never-
theless, such NL expressions are meaningful, by having underspecified, abstract
linguistic meaning. Loukanova [7] demonstrates that the type theory L2, by
its two levels of denotational and intensional semantics, with the restricted -
reduction, is highly expressive and can represent simultaneously linguistic dis-
tinctions of pronominal NPs and semantic underspecification of NL expressions
that have occurrences of pronominal NPs. The semantic phenomena of pronom-
inal expressions exhibit: (1) the semantic distinctions between reflexives and
non-reflexives; (2) the semantic underspecification of non-reflexives between us-
ages with or without NP antecedents; (3) propagation of the interactions be-
tween pronominal NPs and VP ellipsis, in many modes of language usage, and
in particular, in questions-answers.

Reflexives vs. Repeated Names: A sentence like (Ia) is naturally rendered
to the L, term (Ial), as in any typical A-calculus, and distinctively for L., to
the L), term (Id). The terms (Tal), (Ib), and (Id) are referentially, i.e., algorith-
mically, equivalent by the the Referential Synonymy Theorem of L7, (i.e., by
the algorithmic synonymy criteria):

Mary likes herself. “"%"s Az like(z, x)(mary) (1a)

= Az like(z, z)(m) where {m := mary} (1b)

~ like(m, m) where {m := mary} (1c)

On the other hand, (Zal), a simple example for a sentence with repeated occur-

rences of the same naming expression, is more naturally rendered to the L7,
term (Zal), or directly to its canonical form (2h):

Mary likes Mary. tender, like(mary)(mary) (2a)

= like(my)(ma) where {m1 := mary, mg := mary} (2b)

! The agent can be an automatic system involving language processing.
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Corollary 1. The L), -terms (@), (D), and (Id) are not referentially, i.e.,
algorithmically, equivalent to the terms (2B, i.e.:

Az like(z, ) (mary) # like(mary, mary) (3)

Proof. The canonical terms (IB]) and b)) do not have corresponding parts that
are denotationally equivalent. Therefore, [B]) follows by the Referential Synonymy
Theorem of L),.

Thus the sentences ([[al) and (Zal) properly do not have the same meaning in L2,

as they do not convey the same information in NL.

2 VP Ellipsis and Underspecification

The systematic ambiguities of VP ellipses and their alternative interpretations
were originally classified by Geach [4], who coined the terms strict and sloppy
readings. For example,

John visits his GP, and Peter does too. (4a)
John likes his wife, and Peter does too. (4b)
John likes himself, and Peter does too. (4c)

By limiting the sentence (@al)) to readings where John visits his own GP, ({al)
has a strict reading, where Peter visits the same person (i.e., John’s GP), and a
sloppy reading, where Peter visits his own GP. Similarly, the sentence (Ad) has
a strict reading, where Peter likes that same John, and a sloppy reading, where
Peter likes himself.

Various type-logic grammars have been used to analyse VP ellipses in the
above paradigm. For example, Carpenter (see [I]) exploits Lambek calculus for
derivations of A-terms, as representations of VP meanings that can be used
as antecedent of the elided VP. The intensional (algorithmic) semantics of the
type theory L7, provides semantic representation of VP ellipses and underspec-
ification related to them, at its object level, which is further evidence for the
restricted S-reduction rule. Recursive L) -terms can represent the alternative
semantic readings of NL sentences that have occurrences of VP ellipses. Even
more importantly, L. can be used to represent, at its object level language, the
abstract linguistic meanings of such NL sentences, which, in absence of sufficient
context information, are underspecified. Furthermore, the syntax-semantics char-
acteristics of pronominal NPs interact with VP ellipses. We use the L2, facilities
for semantic representation of VP ellipses, which incorporate the semantic dis-
tinctions between reflexives and non-reflexives, and semantic underspecification
of non-reflexives.

By the linguistic Binding Theory, the non-reflexive pronoun “his” in (@al) is
not constrained to strictly co-refer with the preceding, subject NP “John”, as
is the reflexive “himself” in (4d). Nevertheless, depending on specific contexts
of usage of ({al), “his” can refer secondarily to the individual that is provided
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as the referent of the preceding NP “John”. Alternatively, “his” can directly
denote some object, via the speaker’s references. Thus, in fact the sentence (4al)
has two strict readings, in both John and Peter visit the same person: in one,
John visits his own GP, and Peter visits the same person; and in another, John
visits the GP of the person that is the speaker’s denotation of “his” (and she is
not necessarily his own GP), and Peter visits the same person.

In this work, we extend the technique for semantic analysis of pronominal
NPs, introduced in Loukanova [7], to the semantic analysis of VP ellipses, by
using L, -terms that represent underspecified, abstract linguistic meanings of NL
expressions having occurrences of VP ellipses. The alternative strict and sloppy
renderings of VP ellipses, can be obtained from the underspecified renderings.

For example, the sentence ([{al) provides a pattern for semantic underspecifi-
cation, when it is out of any context of use. It can be rendered into the recursive
L) -term in (BH)-(5f), where hy and hs are free recursion variables:

render

John visits his GP, and Peter does too. ——
[p1 & po] where {py := L(h1)(j),

p2 = L(h2)(p),

L := M x)visit(H(z)),

H := his(D), D :== GP,

j = john, p := peter}

—~ o~
[ S
T ®

o~
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— N D D

—
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In (BL)-(ED), by the “currying” order, den(his(D)(a)) = den([\(z)his(D)(z)])(a)
and expresses ‘den(a) has the particular relationship to the value den(D), where
the relationship is specified by the specification of the recursion variable D’. In
this example, D := GP, with GP being an abbreviation for a more complex L7,
term that renders the common noun “general practitioner”. Thus,

den ((hzs(D))(h)) = den <the (prom'de(medical(car@))(h))) (6a)
den(D) = general(practitioner) (6b)

In this paper, we ignore the additional semantic information that is carried
by the pronouns for personification and gender, which will add more parts and
components to the rendering terms. In (6al), the recursion variable his is assigned
a specific denotation, which in his(D)(h) expresses the relationship association
of the value den(his(D)(h)) = d to den(h) as the medical doctor assigned to pro-
vide medical care to den(h). Le., the denotational value of the recursion variable
his is parametric relationship between two objects. The pronominal “his” and
its rendering can denote belonging, ownership, or other association relationships,
which depend on the noun that is its complement and on the context. A term
his(X)(h) is parametric with respect to the association relationship of h with the
unique object that would be the denotational value of the his(X)(h) after speci-
fying the property den(X). In addition, den(X), can be context dependent, even
after specification of X. E.g., the NP “his book” may be rendered to his(book)



Algorithmic Semantics for Processing Pronominal Verbal Phrases 169

and depending on context, den(his(book))(a) may denote a book that is either
owned by a or written by a.

From a computational perspective, for semantic rendering of the sentence
([Bal), it is better to take the sub-term his(D) in (BH)-(El) to be an abbreviation
for the term ((al)-(Zd), which is in canonical form.

H := his(D) = A(y)the(B(y)) where (
{B=Ay)A=)(P(2)(y) & D(x)), (7b)
P := providey, (A), A := D(C), C := care } (

The canonical term ([fa)-([Zd) provides the same denotation den[his(D)(h)] as

the terms in (Ga))-(Gh) and (Ra)-(8L).
den[his(D)(h)] = den[the(A(x)(provide, (medical(care))(z)(h) (8a)
& general(practitioner)(d)))] (8b)

It is an advantage to use the canonical term ([7al)-(7d) because, unlike the
terms in (Bal)-(6D) and (Bal)-(8L), it provides a computational pattern, i.e., an
algorithms for computation of the denotations of a class of expressions of the
form “his X”, where X is a nominal expression of the noun (N) category, for
various professions, e.g., medical specialists and other civil care. The recursion
variable D in the canonical term ([7al)-([d) can be instantiated with specific term
depending on X in “his X”, with some appropriate adjustments of the terms in
the assignments. E.g., by varying the assignments for the recursion variables P,
A, C, D = administration(assistant), D := director, etc., and as in (Bh)-(E),
D := GP, D := cardiologist, etc. If, in an oversimplified manner, we would have
taken his for pronominal constant his(D) &~ A(z)his(D)(z). On the contrary the
explanation above provides justification that the possessive pronoun his is not
a constant even by ignoring personification from semantic information. In virtue
of hy and hs being free recursion variables, (BB)-(&) represents underspecified,
abstract linguistic meaning of the sentence (Gal). All the alternative readings
of (Ba) can be obtained by extending the system of assignments in (Bh)-(Ef),
respectively by:

1. hy =3, ha ==
The result is a term representing a strict reading, where John visits his own
GP, and Peter visits the same person.

2. hg := h1, and h; is a free recursion variable.
The result is a term for another strict reading, where John visits the individ-
ual that would be denoted by the free recursion variable h1, via the speaker’s
references, and Peter visits the same individual, denoted by ho not by direct
denotation, but by picking it from the value of h;.

3. ]’Ll = j, ]’LQ =p
This is for a sloppy reading, where each of the men, John and Peter, visits
his own GP.

2 There are other possibilities for rending possessive pronouns and other possessives,
which can not be covered by this paper for sake of space.
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In the above cases, the assignment h; := j is a computational step having
the effect of non-reflexive co-denotation, which is not strictly algorithmic co-
reference. We consider the notion of reference in L7, computationally, as the
algorithmic steps prescribed by the assignments in order to compute, i.e., to
“obtain” the denotation. This respects the non-reflexive lexical form of the pro-
noun “his”.

Corollary 2. The term (BH)-EH) (and each term obtained from it by adding the
additional assignments (1), (2), and (3)) is not intensionally (i.e., algorithmi-
cally) equivalent to any expliciﬁ A-term; and thus, it is not intensionally (i.e.,
algorithmically) equivalent to any term of Gallin’s TYs.

Proof. Tt is by one of the fundamental theorems of L., Theorem §3.24 given

in Moschovakis [11], because: (i) the term (BD)-(5f) (and each of the extended
terms) is in a canonical form, and (ii) the recursion variable L occurs in more

than one part of (5H)-(&).

3 Question-Answer Interaction with Underspecified
Answers

In this section we extend the application of the higher-order theory of algorithms
L), to interactive question-answer semantic representation. We demonstrate the
interactive technique by using a representative example. This example has been
selected because it combines several semantic phenomena (1) the nature of in-
formation accumulation; (2) the interactive contribution of question-answering
to information update; (3) specification of underspecified semantic parameters;
(4) answers that provide partial specification by leaving semantic parameters
underspecified. In particular, the example shows that a prominent class of se-
mantic underspecification, the elliptic verbal phrases, propagates and presents
in question-answering interactions.

The example (Ba)) provides a pattern for a broad pronominal VP underspeci-
fication in question-answering interactions:

John visits his GP. (9a)

What about Peter? (9b)

He does so too. (9¢)

Now:

John visits his GP. "%, (10a)

p1 where {p1 := L(h1)(j), (10b)

L := \(z)visit (H(x)), (10c¢)

H := his(D), D := GP, (10d)

j = john} (10e)

3 A term A is explicit if the constant where does not occur in it.
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The added question extends the rendering with prompting:

render

John visits his GP. What about Peter? —— (11a)
[p1 & po?] where {p; := L(h1)(j), (11b)
po = [what(V))(p) (110)
L := X(z)visit(H(x)), (11d)
H := his(D), D := GP, (11e)
j = john, p := peter} (11f)

In terms like (ITa)-eqrefGP-st-t5-qa, the sub-term py in the head expression
[p1 & po?] is marked by “?” and is not per se L), term interpreted as a
statement. We call a marked sub-expression pg? of an expression E a prompt
for instantiation of py. Since py := [what(V)](p) is in (1), an instantiation
of the free recursion variable V' can provide the prompt. We call py and V'
prompted recursion variables. In this case, pg is called a primary prompt, and
the assignment V := L(hy)(h) in (I2€) an instantiation of the prompted recursion
variable V.

John visits his GP. What about Peter? He does so too. (12a)
(What he does is the same.) tender, (12b)

[p1 & po] where {p1 := L(h1)(j), (12¢)
po := [what (V)] (p) (12d)

V := L(h2)(h), (12e)

L := \x)wvisit (H (z)), (12f)

H := his(D), D := GP, (12g)

J 1= john, p := peter} (12h)

In (I2a)-(I2L), the expression “does so too” is rendered as pronominal VP by
“sloppy” co-reference with the term rendering the VP in the sentence “Peter
[visits his GP]y”. This is achieved via instantiation of the prompted recursion
variable V := L(hs)(h) by the term L(ha)(h) that shares the same form pattern
as that of the canonical form that renders the antecedent VP, L(h1)(h). This in-
stantiation leaves the arguments of L fully underspecified because of the pronoun
“He” adds ambiguity, with respect to its denotation, either as free for setting by
the speaker’s perceptual references, or by co-reference to the denotation of the
antecedent NP Peter, by adding the assignment h := p to the term ([2al)-(12h]).

4 Ongoing and Future Work

The above analysis demonstrates the elegance of L. By its new theory of in-
tensionality, as algorithmic sense, the L2, offers, at its object level, L2 -terms
that grasp interactions between semantic properties of different kinds of struc-
tures in artificial and natural languages, and combinations of such languages.
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In human languages various lexical and syntactic components express and con-
tribute to propagation of ambiguities and underspecification, e.g., pronominal
NPs, VP ellipses, various syntactic categories expressing quantifiers and atti-
tudes. The theory L2, offers representation of ambiguity and underspecification
at the object level of its formal language, without the use of external recourses.
Aside pronominal underspecification, possessive constructs in NL also involve
various kinds of ambiguities on their own. We plan semantic analysis of the
classes of possessives and their interaction with linguistic and extralinguistic
factors, such as contexts and users. E.g., pronominal underspecification inter-
acts with underspecification and ambiguities of possessives. Human language
processing, in general, and especially in the environment of interactions should
be based on more essential, intrinsically semantic, information, not only on pure
lexical and phrasal syntax, for reliable language and information processing. In
addition, while expressing core informational components, different languages,
and different language communities withing the same languages, can express or
suppress different additional components of semantic information. What kinds
of intrinsically semantic information is at disposal to language users depends
on the domain areas of information. When translating between languages, the
canonical terms that present semantic information may need to be modified. For
example, to express information that presents semantically in the lexical units
of one language may need to be expressed by extra phrases in another language.

Generating human language expressions based on semantic information, uses
techniques for presenting semantic components by expressions of some formal
logic language, typically called logic forms (LFs).

Machine translation (MT) systems target presenting and preserving all se-
mantic information expressed by the languages they handle. Presenting semantic
information is most reliable when using logic for its model-theoretic and infer-
ence techniques. Semantic transfer approaches to MT, like generation systems,
have been using varieties of logic forms. Classical semantic transfer approaches to
MT, typically constitute stages that involve: (1) parsing a source NL expression,
which produces (2) semantic representation of the input language expressions,
e.g., in LFs, (3) a transfer component, which converts the source LF into a target
semantic representation, also a LF. (4) a generator, which converts the target LF's
into expression(s) of a target language. It has been understood that semantic
approaches to translation and generation is better carried out algorithmically
when logic forms consists of basic, atomic (or literal) formulae. The so called
“flat semantic representation” has been proposed in MT systems that use lists
of atomic formulas for representations of the parts of the human language. Such
methods have been encountering problems of information distortion with respect
to ambiguities, in particular for quantifier scopes. Various formal language have
been used, from first order to varieties of higher-order logic languages. Spurious
and real ambiguities have been exhibiting serious problems.

A technique, Minimal Recursion Semantics (MRS), has been implemented
for semantic representation in HPSG grammares, see Copestake et al. [2]. MRS
employs unification methods in feature-value structure descriptions, presented
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in Sag et al. [I3]. While MRS has been extensively used in well-developed
and rich large-scale systems, it has been lacking strict mathematical formal-
ization. The theory of L), provides MRS with the necessary formalization, see
Loukanova [65]. Independently, L, has been directly used in generalized CBLG
approach, for syntax-semantics interfaces, see Loukanova [§].

The development of multilingual grammatical framework GF, see Ranta [12],
has introduced a new approach for simultaneous translation between multiple
languages, by using syntax based on type theory of dependent type. GF is devel-
opment of reliable automatic system for language processing, which is based on
solid formal mathematics for expressing syntax of human language. It captures
in a uniquely expressive way the distinctions between abstract, corresponding to
representation of core semantic information, and concrete syntax, which presents
the details of “external” syntax, specific to different human language. These
distinctions grasp in a novel, computational way the classic ideas of deep and
surface structure levels. GF’s abstract syntax grasps more adequately concepts
of universal syntax of human languages. We consider that GF can be developed
further by specialized components for semantic information, in particular by
syntax-semantics interfaces.

Semantic information can be presented reliably in L7, terms. In addition, the
generation process can be better carried on from logical forms presenting seman-
tic information into human language expression on the basis of terms in canoni-
cal forms. The recursion terms in canonical forms present all the basic semantic
components expressed lexically and by phrases, and in addition they provide
the computational steps and information that compose together the basic facts.
There is ongoing work to define render translations from NL to L2, by compu-
tational syntax-semantics interface in Constraint-Based Lexicalized Grammar
(CBLG), e.g., by the technique in Loukanova [8]. Furthermore, underspecifica-
tion and ambiguity are signature features of natural languages and, in general, of
information. The theory L2, offers representation of such phenomena in reliable,
mathematically founded, way. The work in this paper is a part of extended work
on computational syntax-semantics interface in information transfers between
languages, which can be artificial, natural, or combined.

More specifically, VP ellipses, like that in (Ad), are subject to restrictions
by the Binding Theory, e.g., as expressed in Sag et al. [I3], and, while having
less alternative readings, are very interesting, especially for the combination of
reflexives with VP-ellipsis underspecification. For example, “John likes himself”,
the reflexive pronoun “himself”, which fills the complement argument of the verb
“likes” is constrained to co-refer with the subject NP “John”. Such constraint can
be formalized by a version of the Binding Theory similar to that in Sag et al. [13].
An extensive classification of VP-ellipsis is outside of the space and scope of this
paper and will be presented in an extended work. Syntax-semantics interface that
covers respective formalization of Binding Theory is also a topic of upcoming
work.

Further work is necessary to put the theory L. in applications for repre-
senting and processing semantic information. E.g., various documentation forms
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are structured according to common patterns, e.g., in administrative records in
education and health systems. Such forms may use predefined structures to be
filled with specific information in human language, which is often domain re-
stricted. Syntax-semantics interface technics can be developed for representing
the information in such documents in reliable, mathematical form, by using L2,
without loss of information. Different health systems use document forms that
vary in structure, but compile the same, or at least similar information. The for-
mal language L), and its theory can be used for reliable transfer and exchange
of information between documents in the same or different systems. That can
be done by a technique for syntax-semantics interfaces, as in Loukanova [§],
specially formulated depending on the domains of applications.

The theory of L)), is strictly functional by using currying types and terms,
as an extension of TYy Gallin [3]. Such a theory of recursion is beneficial to
functional systems for language processing including for proving improvements
of type-theoretic systems are based on Montagovian computational semantics.
A prospective work is on relational variant of L7, closer to semantic models that
use situation theory, see Loukanova [9]. Relational models are more native to
many contemporary applications, e.g., visualization with incorporated language
interactions, information systems with ontological basis, etc.

5 Conclusions

One of the fundamental features of human language, even when used in specific
context, is that the information it expresses is parametric. Often human lan-
guage expressions are semantically meaningful and carry partly known informa-
tion with parametric components, i.e., the language expressions are well-formed
and meaningful, but with underspecified meanings. Specific interpretations can
be obtained by assigning values of certain types to the parameters. A distinc-
tive cognitive feature of humans is that they tend to interpret such semantically
parametric expressions depending on their state of mind and by being in specific
contexts. Systems that use partly or fully human language can include com-
ponents that are underspecified or partial due to ambiguous or underspecified
human language, e.g., by being brief, missing informational pieces of context, or
in other ways. Where information is underspecified, it should be kept as such,
in clear form, without forcibly presented by specific interpretations, without suf-
ficient facts and justification. The formal language of type theory of recursion
provides typed terms, with free and bound recursion variables as components,
to represent partly known information in an algorithmic way.

Human language is fundamentally prone to ambiguity and underspecifica-
tion. Rendering such documents by a formal language such as that of the typed
recursion L., provides algorithmic way of representing underspecification and
ambiguities. Recursion L, terms come with recursion variables, which are re-
stricted to be of certain types and to satisfy ‘known’ restrictions expressed by
the recursion parts, in an algorithmic and faithful way. The acyclicity over re-
cursive terms provide reliable computations that end and provide results. It is



Algorithmic Semantics for Processing Pronominal Verbal Phrases 175

important to refrain from cyclic computations when they are unnecessary, and
to add full recursion, for modeling genuinely partial information that requires
it. Pronominal and elliptical expressions are a class of language constructions
across interactions between humans. Their presentation by type-theoretic terms
of L),, given in this paper, introduces algorithmic handling of widely spread,
and often inevitable, underspecification. The contribution of this paper belongs
to new methodological and theoretical development with potentials for multiple
applications, including question-answer systems.
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Abstract. Everyday methods providing managers with elaborated in-
formation making more comprehensible the results obtained of queries
over OLAP systems are required. This problem is relatively recent due
to the huge amount of information they store, but so far there are few
proposals facing this issue, and they are mainly focused on presenting
the information to the user in a comprehensible language (natural lan-
guage). Here we go further and introduce a new mathematical formalism,
the Semantic Interpretations, to supply the user not only understandable
responses, but also semantically meaningful results.

Keywords: Queries interpretation, OLAP, Fuzzy Logic, Semantic
Interpretation.

1 Introduction

Nowadays more enterprises and big organizations require advanced methods pro-
viding managers with elaborated and comprehensible information. It is especially
relevant in the cases of organizations working over OLAP systems due to the
immense amount of information that is stored using datacubes.

This problem is relatively recent so there are not a lot of proposals that
face this problem. Most of the existing techniques are focused on presenting the
information to the user in a comprehensible language for him/her; i.e. in natural
language. This is the case of the linguistic summary methods, that analyze great
amount of data to provide the user with results of the “Q of the X verify the
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property Y” structure, where Q is a quantifier. However this is not enough when
the user needs the result of the query to be semantically meaningful.

An example of this situation takes place when a manager of a group of health
centers has to evaluate the performance of the medical doctors. This manager
may query about the number of patients that are attended by a given doctor,
obtaining, as a result the number of 15 patients per day. This value does not
show whether this doctor works a lot or, otherwise, attends to very few patients.
Therefore, it would be necessary to perform the query comparing the results with
the attendance values of the other medical doctors working at the same center.
With it the manager may get the conclusion that all the staff at the same center
have a similar productivity; however, he/she still does not know if it is a good
productivity or not: the value obtained does not have the same meaning if the
health center attends to a small population than if it is at a big crowded city.
Hence, to know if this number is appropriated, it would be necessary to perform
a query comparing this value with the ones of the medical doctors working at
other health centers with similar characteristics. In other words: 15 patients/day
may be a good rate in a small center (where the productivity uses to be medium)
but a bad rate in a big hospital (where the average productivity uses to be high
or very high).

In this example the same user has performed three different queries over the
same data but with distinct purposes, each requiring a different interpretation
according to the granularity of the information with which this data is compared.

The research field closer to the problem of the meaning of the queries is, as
mentioned above, the linguistic summary field. According to Bouchon-Meunier,
B. & Moyse [2], proposals in this scope can be categorized in two groups.
On the one hand can be found the proposals using fuzzy logic quantifiers
[LAT70570TIT2/T1]. On the other hand, proposals base on nature languages
generation (NLG) [T6IT3/6I8I415].

Nevertheless, all of these techniques doesn’t take into account the granularity
of the information and just tell the user “how many of the X verify Y”, when what
the user really wants is to analyze the same data item from different points of
view (alone, compared with a small set or with a bigger set) each with a different
meaning.

This is why in this paper we introduce the concept of Semantic Interpretation
of the results of queries on a datacube. To this purpose in section 2] we present
the multidimensional model used as reference, whereas in section 3 we describe
then notion of semantic interpretations. Next section presetns the adapted mul-
tidimensional model including the Semantic Interpretations. In Section 5 an
ilustrative example is shown. The last section presents the main conclusions.

2 Multidimensional Model

The base for the semantic interpretation is a multidimensional model to store
the data and query it. In this section we briefly present the model. A detail
definition can be found in [10].
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2.1 Multidimensional Structure
In this section we present the structure of the fuzzy multidimensional model.

Definition 1. A dimension is a tuple d = (I, <g4,l1,l7) wherel =1;;i=1,...,n
so that each l; is a set of values l; = {¢i1, ..., cin} and Nl = 0 if i, and <4 is
a partial order relation between the elements of | so that l; <q li, if Vei; € l; =
Jerp € le/cij C crp. L1 and l1 are two elements of I so thatVl; € 11 <q1; <qlT.

We denote level to each element [;. To identify the level [ of the dimension
d we will use d.l. The two special levels [ and [T will be called base level and
top level respectively. The partial order relation in a dimension is what gives the
hierarchical relation between levels.

Definition 2. For each pair of levels l; and l; such that l; € H;, we have the
relation p;; 2 1; x I; = [0,1] and we call this the kinship relation.

If we use only the values 0 and 1 and we only allow an element to be included
with degree 1 by an unique element of its parent levels, this relation represents
a crisp hierarchy. If we relax these conditions and we allow to use values in the
interval [0,1] without any other limitation, we have a fuzzy hierarchical relation.

Definition 3. We say that any pair (h,«) is a fact when h is an m-tuple on
the attributes domain we want to analyze, and o € [0, 1].

The value « controls the influence of the fact in the analysis. The imprecision
of the data is managed by assigning an « value representing this imprecision.
Now we can define the structure of a fuzzy DataCube.

Definition 4. A DataCube is a tuple C = (D,ly, F,A,H) such that D =
(di,...,dy) is a set of dimensions, ly = (l1p, ..., Inp) 8 a set of levels such that
belongs to d;, ' = RU) where R is the set of facts and ) is a special symbol, H
18 an object of type history, A is an application defined as A : lyp X ... X lpp — F,
giving the relation between the dimensions and the facts defined.

For a more detailed explication of the structure and the operations over then,
see [10].

2.2 Operations

Once we have the structure of the multidimensional model, we need the opera-
tions to analyse the data in the datacube. In this section we present the elements
needed to apply the normal operations (roll-up, drill-down, pivto and slice).

Definition 5. An aggregation operator G is a function G(B) where B =
(h,a)/(h,a) € F and the result is a tuple (b, o).

The parameter that operator needs can be seen as a fuzzy bag ([3]). In this
structure there is a group of elements that can be duplicated, and each one has
a degree of membership.
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Definition 6. For each value a belonging to d; we have the set

U Fo/beljApila,b) >0 if i # by
F, = Li€Hy, (1)
{h/h € HAJay,...,anA(ar,...,an) =h} if l; =1

The set F, represents all the facts that are related to the value a.

With this structure, the basic operations over datacubes are defined: roll-up,
drill-down, dice, slice and pivot (see [I0] for definition and properties).

3 Semantic Interpretation

In this section we present the inclusion of semantic interpretations in the fuzzy
multidimensional model and the query process using those. Next section presents
the structure of the semantic interpretations. SectionB.2studies the aggregations
functions related to the semantic of the results. The last section presents the
process of the query.

3.1 Structure
A Semantic Interpretation (ST) is a structure associated to each fact. Elements:

— L= 1Ly,...,Ly: a set of linguistic labels over the basic domain. The set has
not to be a partition but this characteristic is desirable.

— fa(L,¢): a function to adapt the labels in L to a cardinality c. As ¢ can be
a fuzzy set the function has to be able to work with this kind of data. The
function f, has to be continue and monotone.

— G = Gy, ...,Gy: a set indicating the aggregation functions that keep unal-
tered the meaning.

Multiple ST can be associated to each measure. On each fact we have to
store as a metadata the cardinality associated to the value. This value means
the number of values that were aggregated to obtain this value but depends on
the aggregation function used. Next section present the study about this value
according the the type of aggregations applied.

When a value is going to be shown, the system applies the semantic interpre-
tation to translate the value into a label. In this process we can differentiate two
different approaches:

— Independence interpretation. In this situation each value is studied without
considering the context (the rest of the values) so we obtained an indepen-
dence interpretation of the value. In this case, the cardinality to adapt the
labels is the one store in the value.

— Relative interpretation. In this case, the values are compared with the other
facts in the query so the interpretation is relative to the complete query so
the cardinality to adapt the labels depends on the complete set of values. In
this case, the system calculates the average cardinality of all the values and
uses this value to adapt the labels.
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3.2 Aggregation Functions

Aggregation functions have an important role in the query process and in the
semantic of the results. In this section we will study the different aggregation
function type we can find according to the cardinality of the results and if a
change of semantic occurs.

Let be a set of value V' = v, ..., v, which set of cardinality is C = nq, ..., i,
considering these two factors, we can classify the functions in three categories:

— Aggregators. These functions aggregate the values and the cardinality is the
sum of the cardinalities of each value

C:Zni (2)

The only aggregation function that satisfies this behaviour is the sum.

— Summaries. In that case, the functions take a set of values and obtain a value
that summaries the complete set. Then the cardinality has to represent the
average cardinality of the values.

- (3)

Most of the statistic indicators are in this category (mazimum, minimum,
average, median, percentiles, etc.).

— Others. These functions represent a complete change of the semantic of the
values so the result has to be considered in a new domain. In that case, the
cardinality should be established to 1.

c=1 (4)

C

In this category we found functions like the variance or the count.

Once we have studied the aggregation functions we have all the elements to
show the query process with the SIs in datacubes

4 Semantic Interpretations for DataCubes

One we have define the formalism for SI, we introduce this concept in the mul-
tidimensional model previously define. To be able to use the SI we need to add
information to each fact that represent the cardinality for the concrete value.
So, we have to redefine the fact (definition [3) including the metadata.

Definition 7. We say that any tuple (h,a,m) is a fact when h is an m-tuple
on the attributes domain we want to analyze, o € [0,1] and m the metatada for
these values.

In the m element of the structure we introduce the cardinality ¢ needed for the
SI. This value is updated each time we query the datacube so, the aggregators
have to work with this metadata.

Definition 8. An aggregation operator G is a function G(B) where B =
(h,a,m)/(h,a,m) € F and the result is a tuple (h',a’,m’).
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4.1 Query Process

In this section we present the query process considering the use of the SI. We
can differentiate two phases on the query process: the OLAP query over the
DataCube and the report with the results. In both phases the SI are involved
in a different way. Let show the process on each one:

— Query over the DataCube. In this phase is where the values are calculated.
Inside this process we have to calculate the metatada of each one so, in the
next phase, the values can be shown using the SI. The cardinality is cal-
culated over each value considering the aggregation function used as shown
in section In this process the system has to control if the semantic has
changed. On each value the system check if the aggregation function used is
in the set G of each SI. If the function is not included, then this ST is deleted.
In next phase (the report) the user can used only the SIs that satisfies this
restriction.

— Report. Once the query has finished the result is shown to the user in a
report. In this process the user has to choose the way to represent the values
(the ST to use) and the interpretation (independence or relative as shown
in section B.1]). After these steps, the system adapts the labels of each value
using the f, functions and the right cardinality (the absolute or the average).

4.2 Learning the f, Functions

In previous section we have presented the query process using SI. One of the
phase adapts the labels in L so the labels are fitted to the new cardinality. This
process is carried out using the f, function. The quality of the result will depend
on this function, so an important point is the process to define it. Asking the
user for that function is not always possible because most of the times the user is
not able to use a mathematic expression to define his/her interpretations. So, we
propose to learn the functions. The learn process will have the followings steps:

1. First we ask the user for an interpretation over the basic domain so we can
define the set L of labels over it.

2. To learn the function now the system runs some queries over the DataCube
showing the results.

3. For each query the system ask the user to associate a label of L to the value.
The system stores the associations and the cardinalities of each value.

4. With these associations the system tries to fit a function that satisfies the
interpretation with the corresponding cardinality. In this process, the system
will try continue and monotone functions to adapt the labels. If the fitted
function has good quality (the adapted labels correspond to the labels asso-
ciated by the user) the process end. In other case, the process go but to point
2 to show more queries so the system have more data to fit the function.
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5 Example

In this section we will present a small example to show in details the propose
method. Let suppose we have a simple datacube only with two dimensions (time
and centre) and only one measure (number of patients). The hierarchies for both
dimensions are shown in Figure [l

All

onth
Date

All
O Centre Medical doctor

Fig. 1. Example datacube

For the measure we define a SI indicating if the number of patient attended
by a doctor is Low, Normal or High. At base level (doctor and day) the fuzzy
partition is shown in Figure

1
Low X Normal x High
0
5 10 15 20

0

Number of patients

Fig. 2. Fuzzy partition over the measure Number of Patients

The ST is valid for aggregations like sum and average. The last aspect to define
is the f, function. In this example we suppose is lineal and just we multiply the
points of the fuzzy label by the new cardinality (e.g. if Low is define as (0,0, 5, 10)
for one doctor in a day, for two doctors the label will be (2-0,2-0,2-5,2-10) =
(0,0,10,20)). Let suppose that we have two centres with different size. One (C1)
is placed in a city and there are 500 medical doctors in the staff. The second one
(C2) is placed in a small village and only 10 doctors are working in that centre.
If a manager asks the system to calculate the number of patients attended by
both centres each month we can get the Table [Tl

The result shows very different results for each centre and it is not easy in-
terpretable due to differences in the size of each one. Let apply our proposal
and obtain the label that best represent each value. For centre C1 we have to
calculate the cardinality of the result so we can adjust the labels. We have the
datacube defined in the granularity doctor by day, so, for each month we have
aggregate the values for 500 medical doctors a 20 working days for month, so
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Table 1. Query results

Centre Month Patients
Cl January 125,000
Cl February 130,000

C2 January 4,200
C2 February 5,000

the cardinality is 500 - 20 = 10.000. We adjust the fuzzy partition for this new
cardinality as shown in Figure[Bl In the case of centre C2 then the cardinality is

10 - 20 = 200 (Figure [@l).

1 —
Low X No:tmali X High

0
0 50.000 100000 | 150000 200000

January  February

Fig. 3. Labels adaptation for query for centre C1

Low Normal Hiﬁh

0 1.000 2.000 3.000 4040

January February

Fig. 4. Labels adaptation for query for centre C2

Table 2. Query results using Semantic Interpretation

Centre Month Patients Label
Cl January 125,000 Normal
Cl1 February 130,000 Normal
C2 January 4,200 High
C2 February 5,000 High
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In the figures we have indicated the values for the Table [Il so we have the
labels associated to each result. In Table [2] we have added the label associated
to each value.

If we use the ST in the example we see how the values are adapted so the user
has the interpretation of the values directly.

6 Conclusions

In this paper we have introduced the new concept of Semantic Interpretation,
that provides the OLAP systems with the new capability of querying about the
same given item with different purposes obtaining in each case a result with a
different meaning. With our proposal, the semantic of the results of the query
can be distinct and adapted to the needs of the user, by taking into account the
granularity of the information considered.
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Abstract. This paper is a contribution to the formal theory of inter-
mediate quantifiers (linguistic expressions such as most, few, almost all,
a lot of, many, a great deal of, a large part of, a small part of). The
latter concept was informally introduced by P. L. Peterson in his book
and formalized in the frame of higher-order fuzzy logic by V. Novék.
The main goal of this paper is to demonstrate how our theory works
in an intended model. We will also show, how validity of generalized
intermediate syllogisms can be semantically verified.

Keywords: Generalized quantifiers, intermediate quantifiers, fuzzy
type theory, evaluative linguistic expressions, generalized Aristotle’s
syllogisms.

1 Introduction

The linguist and philosopher P. L. Peterson in his book [I3] introduced informally
the concept of intermediate quantifier. This is a linguistic expression such as
most, few, almost all, a lot of, many, a great deal of, a large part of, a small
part of, etc. Moreover, using informal tools he also suggested several concrete
quantifiers and demonstrated that 105 generalized Aristotelian syllogisms should
be valid for them. This original and well written book inspired V. Novék in [I0] to
suggest a formalization of Peterson’s concept in the frame of higher-order fuzzy
logic. Namely, the intermediate quantifiers are modeled by means of a special
formal theory T'Q of the Lukasiewicz fuzzy type theory (L-FTT) introduced by
in [8]. The formal theory of intermediate quantifiers was further developed in
[7] where we formally proved that all the syllogisms analysed in [I3] are valid
in T'Q. moreover, since all the proofs proceed syntactically, the syllogisms are
valid in all models.

In view of the classical theory of generalized quantifiers, the intermediate
quantifiers are special generalized quantifiers of type (1,1) (cf. [6II4I5]) that

* The paper has been supported by the European Regional Development Fund in the
IT4Innovations Centre of Excellence project (CZ.1.05/1.1.00/02.0070).

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 186197 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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are isomorphism-invariant (cf. [4B]). This property immediately follows from
model theory of higher order fuzzy logic introduced in [12].

The semantics of intermediate quantifiers is modeled using the concept of
evaluative linguistic expressions that are special expressions of natural language,
for example, small, medium, rather big, very short quite roughly strong, etc.
Each nontrivial intermediate quantifier is taken as a classical quantifier “all” or
“exists” whose universe of quantification is modified using a proper evaluative
expression. Since the semantics of the latter is modeled by means of a special
theory T®V of L-FTT, the theory T'9 is obtained as an extension of TFV.

Let us emphasize that the meaning of each evaluative expression is construed
as a specific formula representing intension whose interpretation in a model is
a function from the set of possible worldd] into a set of fuzzy sets. Intension
thus determines in each context a corresponding extension that is a fuzzy set
in a universe determined in the given context. The fuzzy set is constructed as a
horizon that can be shifted along the universe. For the details of the theory TFY
including its special axioms and the motivation — see [9]. From it follows that
we can easily construct also intensions of the intermediate quantifiers.

The main goal of this paper is to give examples of syllogism in a specific
intended model. After a brief introduction of the basic concepts of L-FTT we
present the basic concepts of the theory of intermediate quantifiers and their syl-
logisms. In Section 4, we construct a model of the theory T'®? and give examples
of syllogisms for each of four possible figures.

2 Basic Concepts of the Fuzzy Type Theory

The basic syntactical objects of L-FTT are classical — see [I], namely the con-
cepts of type and formula. The atomic types are € (elements) and o (truth values).
General types are denoted by Greek letters a, S, .... The set of all types is de-
noted by Types. The language of L-FTT denoted by J, consists of variables
Za, - - -, Special constants cq, ... (o € Types), the symbol A, and brackets.

The truth values form an MV-algebra (see [2]) extended by the delta opera-
tion. It can be seen as the residuated lattice

EZ <L’ \/3 /\3 ®’ 4>30?1’A>’ (]')

where 0 is the least and 1 is the greatest element, L = (L, ®, 1) is a commutative
monoid, the — is residuation fulfilling the adjunction property

a®b<c iff a<b—e,

and a Vb = (a — b) — b holds for all a,b,c € L. The A is a unary operation
fulfilling 6 special axioms (cf. [3I8]). A special case is the standard Lukasiewicz
MYV s-algebra

L£={0,1],V,A,®,—,0,1, A) (2)

! In our theory, we prefer to speak about contexts.
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where

A = minimum, V = maximum,

a®b=max(0,a+b—1), a—b=min(1,1 —a +),

1 ifa=1
a=a—0=1-aq, Aa) = na N
0 otherwise.

We will also consider the operation of Lukasiewicz disjunction a & b =
min(1,a + b).

For the precise definitions of formulas, axioms, inference rules and properties
of the fuzzy type theory — see [S/I].

3 Theory of Intermediate Quantifiers

As mentioned, the formal theory of intermediate quantifiers T'Q is a special
theory of L-FTT extending the theory TTV of evaluative linguistic expressions.

Definition 1. Let R € Formyoa)(oa) be a formula. Put
L= AZoa Aoa (RZoa)Toa - (3)

We say that the formula 1 € Formy(oa)(oa) represents a measure on fuzzy sets
in the universe of type o € Types if it has the following properties:

(i) A(Ton = 2oa) = ((HZoa)Toa = T) (M1),
(”) A(xoa - Zoa)&A(yoa - Zoa)&A(xoa c yoa) =>
((1Zoa)oa => (HZoa)Yoa) (M2),
(ii1) A(zoa Z Doa) & A(Toa C 2oa) =
((Bz0a) (200 — Toa) = 7(Hzoa)Toa) (M3),
(iv) A(Zoa C Yoa) & A(Zoa C Zoa) & A(Yoa € Zoa) =
((HZoa)Toa = (1Woa)Toa) (M4).

Note that the measure is normed with respect to a distinguished fuzzy set z,q.
Using 1 we will characterize size of the considered fuzzy sets.

For the following definition, we have to consider a set of selected types S to
which our theory will be confined. The reason is to avoid possible difficulties with
interpretation of the formula p for complex types which may correspond to sets
of very large, possibly non-measurable cardinalities. This means that our theory
is not fully general. We do not see it as a limitation, though, because one can
hardly imagine the meaning of “most X’s” over a set of inaccessible cardinality.
On the other hand, our theory works whenever there is a model in which we can
define a measure in the sense of Definition [l The theory 79 defined below is
thus parametrized by the set S. Below, we will work with formulas of types «

2 This implication is interpreted using FLukasiewicz implication which was defined
above.
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(arbitrary objects), o« (fuzzy sets of objects of type a) and possibly formulas of
more complicated types that will be explained in the text.

Let us introduce the following special formula representing a fuzzy set of all
measurable fuzzy sets in the given type «:

Mo(oa) ‘= AZoa (A(,Ufzooz)zoa &(vxoa)(vyoa)
(M2) & (M4)) &(Vz0a))(M3)  (4)

where (M2)—(M4) are the respective axioms from Definition [Tl

Definition 2. Let S C Types be a distinguished set of types and
{R € Formg(oa)(oa) | @ € S} be a set of new constants. The theory of intermedi-
ate quantifiers TI9[S] w.r.t. S is a formal theory of L-FTT defined as follows:

(i) The language of T1Q[S] is JE? U {Ro(0a)(0a) € Formy(oay(on) | @ € S}
(ii) Special azioms of T'9[S] are those of T*" and (3zoa)Mo(oa)Zoa; a€eS.

In the following definition, we introduce two kinds of intermediate quantifiers.

Definition 3. Let T'?[S] be a theory of intermediate quantifiers in the sense
of Definition [d and Fv € Form,, be intension of some evaluative expression.
Furthermore, let z € Formeys, © € Form, be variables and A, B € Form,, be
formulas, o € S, such that

TIQ F Mo(oa)Boa

holds true. Then a type (1,1) intermediate generalized quantifier interpreting the
sentence “(Quantifiery B’s are A” is one of the following formulas:

(QEw2)(B, A) := (32)(A(z € B) &(¥z)(z v = Az)) A Bv((uB)z)),  (5)

(QF, ©)(B, 4) := (32)(A(= € B)&(3r) (22 A Az)) A Bo((uB)z)).  (6)

In some cases, only non-empty subsets of B must be considered. This is a
special case of intermediate quantifiers with presupposition.

Definition 4. Let T'?[S] be a theory of intermediate quantifiers in the sense of
Definition[d and Ev, z,x, A, B be the same as in Definition[3. Then an interme-
diate generalized quantifier with presupposition is the formula

(*Q%, x)(B,A) = (32)((A(z C B) &(3x)z2x & (Vz)(z 2 = Azx)) A Ev((,uB)z)zﬂ

We will now introduce definitions of several specific intermediate quantifiers
based on the analysis provided by Peterson in his book [I3]. We can see that
all the intermediate quantifiers are defined using specific evaluative expressions.
Shapes of their extensions, i.e., of the corresponding fuzzy sets in the context
[0, 1] are depicted in Fig. [ below.
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A: All B are A :=Q}%;a(B, A) = (Vz)(Bz = Az),
E: No B are A :=Q};a(B,-A) = (Vz)(Bx = -Ax),

P: Almost all B are A :=Q}; p.(B, A) =
(3)(A(: C B) &(va) (20 = Ax)) A (Bi Ba) (1B)2)),
B: Few B are A (:= Almost all B are not A) := QJ; p.(B,~A) =
(32)((A(z € B) &(Vz)(22 = ~Ax)) A (Bi Ez)((1B)2)),
T: Most B are A :=Q%,; v.(B,A) =
(3)(A(: C B) &(va) (20 = Ax)) A (Bi Vo) (uB)2)),
D: Most B are not A :=Q}; ve(B,mA) =
(32)((A(z € B) &(Vz) (22 = = Ax)) A (Bi Ve)((uB)z2)),
K: Many B are A :=QC(g,,5) (B, A) =
(3)((A(: C B) &(va) (20 = Az)) A=(SmD)((uB)2)),
G: Many B are not A := Qz(sm,;)(B,—'A) =
(32)((A(z € B) &(Vz) (22 = 2 Az)) A=(Smv)((1B)z)),

(Bx A Az),

\_//\

I: Some B are A := Q?;M(B,A) = (Jz
O: Some B are not A :=Q7;a(B,—~A) = (3z)(Bz A —Az).

4 Generalized Intermediate Syllogisms

A syllogism (or logical appeal) is a special kind of logical argument in which
the conclusion is inferred from two premises: the major premise (first) and
minor premise (second). The syllogisms will be written as triples of formulas
(P1, P2,C). The intermediate syllogism is obtained from any traditional syllo-
gism (valid or not) when replacing one or more of its formulas by formulas
containing intermediate quantifiers.

We say that a syllogism (P, Pe, C) is valid in a theory T if T+ P & P, = C,
or equivalently, if T+ P; = (P, = C). Note that this means that in every model
M = T the inequality

M(Pr) ®@ M(P2) < M(O) (8)
holds true. Suppose that @)1, @2, Q3 are intermediate quantifiers and X,Y, M €

Form,, are formulas representing properties. Then the following figures can be
considered:
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Figure I Figure 11 Figure IIT Figure IV
Q1 MisY Q1Y isM Q1 MisY QLY isM
QQXiSM QQXiSM QQMiSX QQMiSX
Qs XisY Qs XisY Qs X isY Qs XisY

4.1 Interpretation

In this section we will present examples of syllogisms of every figure and show
their validity in a simple model with a finite set M, of elements. The frame of
the constructed model is the following:

M = <(Ma’:a)a€Types"cA> (9)

where M, = [0,1] is the support of the standard Lukasiewicz MV s-algebra.
The fuzzy equality =, is the Lukasiewicz biresiduation <. Furthermore, M, =
{u1,..., u,} is a finite set with a fixed numbering of its elements and =, is

defined by
[Ui ¢ ’U,]] = (1 — min (1, Z;j))

for some fixed natural number s < r. This a separated fuzzy equality w.r.t.
the Lukasiewicz conjunction ®. It can be verified that all the logical axioms of
L-FTT are true in the degree 1 in M (all the considered functions are weakly
extensional w.r.t. M(=)). Moreover, M is nontrivial because 1 — |Z:j‘ € (0,1)
implies ‘Z:jl € (0,1) and thus, taking the assignment p such that p(x.) = w,,
p(ye) = u; and considering A4, := z. = y., we obtain M, (4, V-4,) € (0,1).

To make M a model of T®¥ and T'Q, we must define interpretation of ~;
namely, we put M(~) =<2, M(}) = 0.5 and put M (v) equal to a function v p .
which is a simple partially quadratic function given in [9]. In Fig. [[, extensions
of several evaluative expressions used below are depicted. It can be verified that
M =T,

The distinguished set S C Types is defined as follows: a € S iff & does not
contain a subtype of the form [o. As follows from the analysis in [12], all sets
M, for v € S are finite.

Let A C M,, a € S be a fuzzy set. We put

A= > Aw), ueM,. (10)

u€eSupp(A)

Furthermore, for fuzzy sets A, B C M,, o € S we define

1 if B=0or A= DB,

FR(B)(A) =4 |5/ ifB#0and AC B, (11)

0 otherwise.

Interpretation of the constants R € Formyoa)(oa), @ € S is defined by
M(R) = Fg where Fg : F(M,) x F(M,) — L is the function ([I). It can be
verified that axioms (M1)—(M4) are true in the degree 1 in M. Thus, M = T,
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Fig. 1. Shapes of the extensions of evaluative expressions in the context [0, 1] used in
the examples below

4.2 Examples of Strongly Valid Syllogisms of Figure I

Below, we will demonstrate on concrete examples, how some of the syllogisms,
whose validity was syntactically proved in [7], behave in the model constructed
above. In the examples below we will suppose that the truth values of the major
and minor premises in the above considered model are equal to 1. By (§), the
truth value of the conclusion must also be equal to 1.

We will now analyze what kinds of sets fulfil these requirements. First, we will
consider the following syllogism.

P;: All men are bigheaded.
ATT-I: P»: Most politicians are men.
C: Most politicians are bigheaded.

Let M be a model in ([@). Let M, be a set of people. Let Men,. be a formula
representing “men”. We will suppose that its interpretation is a classical set
M(Men,) = M C M.. Furthermore, let Pol, be a formula representing “politi-
cians” interpreted by M(Pol,.) = P C M, where P is a classical set. Finally, let
BH,, be a formula interpreted by a classical set M(BH,.) = H C M..

Major premise: “All men are bigheaded.” Note that this is the classical general
quantifier and so, by the assumption

M((Vze)(Menye (ze) = Hum(z,))) =
A\ (M(Men,)(m) — M(BH,)(m)) = 1
eM.

m

we conclude that M C H.



Semantic Interpretation of Intermediate Quantifiers and Their Syllogisms 193

Minor premise: “Most politicians are men.” This is a non-classical intermediate
quantifier. By the assumption, its interpretation in the above model

M((3zo¢) ((A(2oe € Polpe) &(Ve)(zocre = Meny,))
A (Bi Ve)((IuPOIOE)ZOE))) =1 (12)

leads to the requirement to find the greatest subset M(zo) = M’ C P such
that:

M(A(ze C Polye)) =1, (13)
M((Vze)(zoexe = Menye) = 1, (14)
M((Bi Ve)((1Poloe)zoc)) =1 (15)

One can verify that this holds if M’ = M.

From (I3 and the interpretation of evaluative expressions (see Figure [I)) it
follows that M((uPolye)zoe) = Fr(P, M) > 0.91. Thus, for example, if | P| = 100
then | M| > 91.

Conclusion: “Most politicians are bigheaded.” This is the non-classical interme-
diate quantifier. Its interpretation in the above model is

Q%; ve(Men,e, BH,,) ==
(3206 (A(20r C Mene) &(Vae) (20ce = BHo)) A (Bi Ve)((uMenye) 7). (16)

Because we are dealing with classical sets, we conclude that to find a truth value
of (8l requires to find a set M(z,.) = H', where H' C M and H' C H, which
maximizes the truth value

M((Bi Ve)((uMenye)zoc))- (17

~—

But from the first premise we know that M C H. From the fact that Fg(P, M)
provides the truth value 1 in (IE) and from H' C H we conclude that M C
H'. Hence, M((uMenye)zoe) = Fr(P,H') provides the truth value 1 in (I7).
Consequently, M(Q%, .(Men,, Hum,.)) = 1. Since the syllogism is strongly
valid, it means in our model that M(P;) ® M(Pz) < M(C).

For example, if | P| = 100 then the quantifier “most” means at least 91 people.
By the discussed syllogism, if we know that “All men are humans” and “Most
politicians are men”, we conclude that at least 91 politicians are humans.

Analogously we can demonstrate validity of the following syllogisms:

P; : No homework is fun.
EPD-I: P;: Almost all writting is homework.
C : Most writting is not fun.

P; : All women are well dressed.
ATT-I: P, : Most people in the party are women.
C : Most people in the party are well dressed.
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4.3 Examples of Strongly Valid Syllogisms of Figure I1

Below we introduce only examples of strongly valid syllogisms in 7'Q. The va-
lidity can be verified by the same construction as in the previous subsection.

P : All birds have wings.
AEO-II: P : No humans have wings.
C : Some humans have not wings.

Py : All informative thinks are useful.
AGG-II: P, : Many website are not useful.
C: Many website are not informative.

4.4 Examples of Strongly Valid Syllogisms of Figure-II1

Let us consider the syllogism of Figure-III as follows:

P;: Almost all small children go to the basic school.
PTI-III: P,: Most small children drive bicycle.
C': Some children driving bicycle go to the basic school.

Suppose the same frame as above. Let M, be a set of “children”. Let Child,. be
a formula “small children” with the interpretation M(Child,.) = C' C M, where
C'is a classical set. Furthermore, let Basic,. be a formula representing “children
go to the basic school” with the interpretation M (Basic,e) = B C M, where B is
a classical set. Finally, let Bicycle,, be a formula representing “children driving
bicycle” with the interpretation M(Bi,.) = I C M, where I is a classical set.

Major premise “Almost all small children go to the basic school.” This is non-
classical intermediate quantifier. By the assumption, its interpretation in the
above model

M((Fzo¢) ((A(2oe € Childye) & (Ve ) (zocze = Basicyeze))
A (Bi E2)((uChildye)z00)) = 1 (18)

means to find the biggest subset M(z,.) = B’ C C such that:

M(A(zoe C Child,e)) =1, (19)
M((Vze)(zoexe = Basicye)) = 1, (20)
M((Bi Ez)((1Childpe)zoc)) = 1. (21)

It can be verified that this holds if B’ = B. From (ZI) and Figure [l it follows
that M((uChildee)zoc) = Fr(C, B) > 0.97. This means that if |C| = 100, then
|B| > 97.
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Minor premise “Most small children drive bicycle.” This is non-classical inter-
mediate quantifier. By the assumption, its interpretation in the above model

M((Fzoe) ((A(20e C Childoe) & (V) (20exe = Bicycle, x))
A (Bi VR)((pChildoe)zoe))) =1 (22)

means to find the biggest subset M (z,c) = I’ C C such that:

M(A(zoe C Child,,)) =1, (23)
M((Vze)(zoexe = Bicycle,,)) = 1, (24)
M((Bi Ve)((1Childoe)zoc)) = 1. (25)

It can be verified that this holds if I’ = I.
From (Z5) and Figure [l it follows that M ((1Childee)zoe) = Fr(C,I) > 0.91.
This means that if |C| = 100, then |I| > 91.

Conclusion “Some children driving bicycle go to the basic school.” This is the
classical general quantifier and so, its interpretation in the above model is

Q%M(Bicycleoe, Basicye) := (Jz)(Bicycle, (z) A Basicoe(x()) (26)

which is interpreted by

M(Q3; 4 (Bicycle,_, Basic,)) = \/ (M(Bicycle, (m)) A M(Basicoe(m))).
meM.
(27)

The interpretation M (Bicycle, (z¢) A Basicoe(z)) = I N B. From both premises
we have that I’ C C and B’ C C thus I’ " B’ C C. From validity of the
syllogism we know that M(Q3, 5 (Bicycle,,, Basic,e)) = 1 and so, we conclude
that I' N B’ # 0.

Analogously we may verify the validity of the following syllogisms:

oe)

Py : Almost all parliamentarian are men.
PPI-III: P : Almost all parliamentarian have driver.
C': Some drivers are men.

P; : Most people on earth eat meat.
TTI-III: P, : Most people on earth are women.
C': Some women eat meat.

4.5 Example of Invalid Syllogism

Peterson in his book gave also an example of invalid syllogism of Figure-I11. We
will show that this syllogism is invalid also in our theory.
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P, : Most good jokes are old.
TAT-III: P, : All good jokes are funny.
C' : Most funny jokes are old.

Suppose the same model as above. Let M, be a set of “jokes”. Let GJoke, be a
formula “good jokes” with the interpretation M(GJoke,.) = J C M, where J is
a classical set. Furthermore, let Old,. be a formula “old” with the interpretation
M(Old,e) = O C M, where O is a classical set. Finally, let Funn,, be a formula
“funny” with the interpretation M(Fun,.) = F C M, where F' is a classical set.

Magjor premise “Most good jokes are old.” The assumption

M((Fzoe) ((A(2zoe € GJokeye) &(Vxe)(zoexe = Oldoez))
A (Bi Ve)((1GJokeoe)zoe))) =1 (28)

means to find the biggest subset M(z,.) = O" C J such that:

M(A(zpe € GJoke,)) =1, (29)
M((Vze)(zoewe = Oldye)) = 1, (30)
M((Bi Ve)((1GJokeoe)zoe)) = 1. (31)

It can be verified that this holds if O’ = O.
From 1) and Figure[lit follows that M ((uGJokeoe)zoe) = Fr(J,0) > 0.91.
This means that if |J| = 100, then |O] > 91.

Minor premise “All good jokes are funny.” The assumption

M((Vze)(GIokeoe () = Funn,e(z.))) =
/\ (M(GJokeoe(m) — M(Funn,(m))) =1 (32)

meM.

means that J C F' and hence O’ C F.
Conclusion “Most funny jokes are old.” The conclusion is the following formula:

Q%z Ve(Funnoe7 OldoE) =
(EIZOE)((A(ZOE - FunnOE)&(VxE)(ZOExE = Oldoexe)) A (BZ Ve)((,uFunnoe)ZOE)).
(33)

From the first premise for M(z,.) = O’ we have that M((Vz.)(zeexe = Oldye)) =
1. From the second one we obtain that

M(A(zpe C Funn,,)) = 1.

From Figure [l and from M ((pFunnee)zee) = Fr(F,0’) = 0.83 we obtain that
M((Bi Ve)((pFunnee)zoc)) < 1. Consequently, we conclude that

M(Q%; vo(Funn,,, Old,,)) < 1

which means that M(P;) @ M(P;) > M(C) and so, the syllogism TAT-III is
invalid.
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5 Conclusions

In this paper, we briefly introduced a formal theory of intermediate quantifiers
and constructed an intended model of it. In this model we demonstrated on
several examples how validity of generalized syllogisms works.

Let us emphasize that our theory is very general because validity of all the
syllogisms was proved syntactically. This means that the following holds in every
model M: a truth value of the conclusion C' is greater or equal to a truth value
of the strong conjunction of the premises P; & Py, i.e. M(P1)Q@M(Ps) < M(C).
The considered measure and the concept of context included in the theory of
evaluative expressions makes it possible also to estimate sizes of the (fuzzy)
sets of elements characterized using intermediate quantifiers with respect to the
concrete context, i.e., what does it mean, for example “most” when speaking
about a set of 100 elements.
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Abstract. In this paper we describe an approach for defining customized color
descriptors for image retrieval. In particular, a customized fuzzy dominant color
descriptor is proposed on the basis of a finite collection of fuzzy colors designed
specifically for a certain user. Fuzzy colors modeling the semantics of a color
name are defined as fuzzy subsets of colors on an ordinary color space, filling
the semantic gap between the color representation in computers and the subjec-
tive human perception. The design of fuzzy colors is based on a collection of
color names and corresponding crisp representatives provided by the user. The
descriptor is defined as a fuzzy set over the customized fuzzy colors (i.e. a level-2
fuzzy set), taking into account the imprecise concept that is modelled, in which
membership degrees represent the dominance of each color. The dominance of
each fuzzy color is calculated on the basis of a fuzzy quantifier representing the
notion of dominance, and a fuzzy histogram representing as a fuzzy quantity the
percentage of pixels that match each fuzzy color. The obtained descriptor can be
employed in a large amount of applications. We illustrate the usefulness of the
descriptor by a particular application in image retrieval.

Keywords: Customized Fuzzy Color, Dominant color descriptor, Fuzzy Quan-
tification, Image retrieval.

1 Introduction

The use of visual descriptors, which describe the visual features of the contents in im-
ages, has been suggested for image retrieval purposes [9113], among many other ap-
plications. These descriptors describe elementary characteristics such as color, texture
and shape, which are automatically extracted from images [1/7]. Among these charac-
teristics, color plays an important role because of its robustness and independence from
image size and orientation [4412l5]].

In this paper we focus on the dominant color descriptor, one of the most impor-
tant descriptors in the well-known MPEG-7 standard [15]]. A dominant color descriptor
must provide an effective, compact, and intuitive representation of the most representa-
tive colors presented in an image. In this context, many approaches to dominant color

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 198-208] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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extraction have been proposed in the literature [[L6l6]. Our objective in this paper is to
develop a dominant color descriptor able to cope with the following aspects:

1. tofill the semantic gap between the color representation in computers and its human
perception, i.e., the color descriptors must be based on colors whose name and
semantics, provided by (and understandable for) the users, is far from the set of
colors represented by color spaces employed by computers, like RGB for instance.

2. the fuzziness of colors. Colors as perceived by humans correspond to subsets of
those colors represented in computers. However, these perceived colors don’t have
clear, crisp, boundaries. Hence, perceived colors can be better modeled as fuzzy
subsets of crisp colors.

3. the subjectivity in the set of colors. The collection of colors to be employed in the
indexing of images is different for every user and/or application. We may also have
a different number of colors, the same color may be given different names, and
the same color name may have a different semantics, depending on the user and/or
application. Hence, we need a customized set of colors, both in name and modeling,
for each case.

4. the imprecision in the human’s perception of dominance. It is usual to consider
degrees of dominance, that is, colors can be clearly dominant, clearly not dominant,
or can be dominant to a certain degree.

The first two requirements can be fulfilled by using the notions of fuzzy color and
fuzzy color space [[11]]. In order to fulfil the third one, and to obtain customized fuzzy
color spaces, we shall employ a methodology for developing a fuzzy color space on
the basis of a collection of color names and corresponding crisp representatives, to be
provided by the user for the specific application. Finally, in order to fulfil the fourth
requirement, we introduce in this paper a fuzzy descriptor for dominant colors as a
level-two fuzzy set on the fuzzy colors comprising the customized fuzzy color space
modelling the imprecise concept of dominance.

In order to obtain this descriptor we use a histogram of fuzzy colors, as the domi-
nance is related with the frequency of the colors in the image. The frequency will be
represented by a fuzzy cardinality measure. A fuzzy quantifier will be employed in or-
der to represent the semantics of dominant on the basis of the amount of pixels having
a certain color, in a natural way. The final degree of dominance for a certain fuzzy color
will be obtained as the accomplishment degree of a quantified sentence, calculated as
the compatibility between the quantifier and the fuzzy cardinality of the set of pixels
with the fuzzy color.

The rest of the paper is organized as follows. In section [2| the fuzzy color modelling
is presented. The dominance-based color fuzzy descriptor is defined in section[3] and an
inclusion fuzzy operator for image retrieval is described in sectiondl Results are shown
in section[3 and the main conclusions and future work are summarized in section [l

2 Fuzzy Modelling of Colors

In this section, the notions of fuzzy color (section 2.I) and fuzzy color space (sec-
tion2.2) we presented in a previous work [[11]] are summarized.
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2.1 Fuzzy Color

For representing colors, several color spaces can be used. In essence, a color space is
a specification of a coordinate system and a subspace within that system where each
color is represented by a single point. The most commonly used color space in practice
is RGB because is the one employed in hardware devices (like monitors and digital
cameras). It is based on a cartesian coordinate system, where each color consists of
three components corresponding to the primary colors red, green, and blue. Other color
spaces are also popular in the image processing field: linear combination of RGB (like
CMY, YCbCr, or YUV), color spaces based on human color term properties like hue or
saturation (HSI, HSV or HSL), or perceptually uniform color spaces (like CIELa*b*,
CIELuv, etc.).

In order to manage the imprecision in color description, we introduce the following
definition of fuzzy color:

Definition 1. A fuzzy color C is a normalized fuzzy subset of colors.

As previously explained, colors can be represented as a triplet of real numbers cor-
responding to coordinates in a color space. Hence, a fuzzy color can be defined as a
normalized fuzzy subset of points of a color space. From now on, we shall note XYZ
a generic color space with components X, Y and 71, and we shall assume that a color
space XYZ, with domains Dy, Dy and Dz of the corresponding color components is
employed. This leads to the following more specific definition:

Definition 2. A fuzzy color Cisa linguistic label whose semantics is represented in a
color space XYZ by a normalized fuzzy subset of Dx X Dy X Dz.

Notice that the above definition implies that for each fuzzy color C there is at least
one crisp color r such that C(r) = 1.

In this paper, and following [[L1], we will define the membership function of C as

C(e;r,s,Q) = f(|ré

15, 15) ey

depending on three parameters: S = {Sj,...,S,} a set of bounded surfaces in XYZ veri-
fying S;NS; =0 Vi, j (i.e., pairwise disjoint) and such that Volume(S;) C Volume(Siy1);
Q={oy,...,0,} C(0,1], with 1 = oy > 0p > --- > o, = 0, the membership degrees
associated to S verifying C(s;r,S, Q) = o; Vs € S;; and r a point inside Volume(S;) that
is assumed to be a crisp color representative of C.

InEq[ll f:R — [0, 1] is a piecewise function with knots {#{,...,z¢} verifying f(z{) =
a; € Q, where these knots are calculated from the parameters r, S and Q2 as follows:
= |1$>l’ with p; = §;Nre being the intersection between the line re (straight line con-
taining the points r and c) and the surface S;, and |1$>l’ the length of the vector Iﬁ

I Although we are assuming a three dimensional color space, the proposal can be easily extended
to color spaces with more components.
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2.2 Fuzzy Color Space

For extending the concept of color space to the case of fuzzy colors, and assuming a
fixed color space XYZ, with Dx, Dy and Dz being the domains of the corresponding
color components, the following definition is introduced:

Definition 3. A fuzzy color space XYZ is a set of fuzzy colors that define a partition of
Dx X Dy X Dy.

As we introduced in the previous section (see Eq[Il), each fuzzy color CN’Z € XYZ will
have associated a representative crisp color r;. Therefore, for defining our fuzzy color
space, a set of representative crisp colors R = {ry,...,r,} is needed.

For defining each fuzzy color C; € XYZ, we also need to fix the set of surfaces S; and
the associated memberships degrees €; (see Eqll). In this paper, we have focused on
the case of convex surfaces defined as a polyhedra (i.e, a set of faces). Concretely, three
surfaces S; = {S%, 5%, 5%} have been used for each fuzzy color C; with £; = {1,0.5,0}Vi.

To obtain S5 € S; Vi, a Voronoi diagram has been calculated [10] with R as centroid
points . As results, a crisp partition of the color domain given by convex volumes is
obtained (each volume will define a Voronoi cell). The surfaces of the Voronoi cells
will define the surfaces S, € S; Vi. Once S} is obtained, the surface S} (resp. S%) is
calculated as a scaled surface of Sé with scale factor of 0.5 (resp. 1.5). For more details
about the parameter values which define each polyhedra, see [11]].

3 Dominance-Based Fuzzy Color Descriptor

For describing semantically an image, the dominant colors will be used. In this section,
a Fuzzy Descriptor for dominant colors is proposed (section [3.2) on the basis of the
dominance degree of a given color (section 3.

3.1 Dominant Fuzzy Colors

Intuitively, a color is dominant to the extent it appears frequently in a given image.
As it is well known in the computer vision field, the histogram is a powerful tool for
measuring the frequency in which a property appears in an image. The histogram is a
function h(x) = n, where x is a pixel property (grey level, color, texture value, etc.) and
n, is the number of pixels in the image having the property x. It is common to normalize
a histogram by dividing each of its values by the total number of pixels, obtaining an
estimate of the probability of occurrence of x.

Working with fuzzy properties suggests to extend the notion of histogram to “fuzzy
histogram”. In this sense, a fuzzy histogram will give us information about the fre-
quency of each fuzzy color. In this paper, the cardinality A(x) of the fuzzy subset of
pixels having property x, P, will be measured by means of the fuzzy cardinality ED [2]
divided by the number of pixels in the image, which is a fuzzy subset of [0, 1] calculated
as follows:

(04— 0it1)
h(x)= 2
0= 2 Rl ?
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with A(Py) ={1=0y > 0p > -+ > a, > 0} the level set of P, union {1} in case P is
not normalized, and considering ;.1 = 0.

Using the information given by the histogram, we will measure the “dominance” of
a color fuzzy set. Dominance is an imprecise concept, i.e., it is possible in general to
find colors that are clearly dominant, colors that are clearly not dominant, and colors
that are dominant to a certain degree. On the other hand, the degree of dominance
depends on the percentage of pixels where the color appears. Hence, it seems natural
to model the idea of dominance by means of a fuzzy set over the percentages, i.e.,
a fuzzy quantifier defined by a non-decreasing subset of the real interval [0, 1]. More
specifically, we define the fuzzy subset “Dominant”, noted as Dom, as follows:

0 o <ug
Dom(a) = 17211:4]1 ur <o <u (3)
1 o> u
for each o € [0, 1], where u; and u, are two parameters such that 0 < u; < up < 1.
Finally, in order to know whether a certain color is dominant in the image, we have to
calculate the compatibility between its frequency and the quantifier defining the notion
of “Dominant”. For instance, in the case of a crisp color, its frequency is a crisp number
x and its dominance is Dom(x). In the case of a fuzzy color C, its frequency is a fuzzy
subset of the rational numbers calculated as in Eq. (2)) and noted h(&) In order to obtain
the dominance of a fuzzy color C in an image the compatibility between the fuzzy
cardinality of the fuzzy set of pixels Pz with color C in the image, and the quantifier
Dom, corresponds to the evaluation of the quantified sentence “Dom of pixels in the
image are Pg”. We shall use the method GD introduced in [3] as follows:

GDpom(Pz)= Y. h(C)(a) x Dom(c) &)

a€Supp(h(C))

3.2 Dominance-Based Fuzzy Descriptors
On the basis of the dominance of colors, a new dominance image descriptor is proposed.
Definition 4. Let € a finite reference universe of color fuzzy sets. We define the Fuzzy
Dominant Color Descriptor as the fuzzy set
FDCD =Y GDp,m(C)/C (5)
Ce%

with GDDom(E ) being the dominance degree of C given by Eq.

4 Matching Operators

Fuzzy operators over fuzzy descriptors are needed in many practical applications. In
this section, a “Fuzzy inclusion operator” (section[4.T)) is proposed.
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4.1 Fuzzy Inclusion Operator

Given two Fuzzy Dominant Color Descriptors, FDCD' and FDCD/, the operator pre-
sented in this section calculates the inclusion degree of FDCD' in FDCD/ . The calculus
is done using the Resemblance Driven Inclusion Degree introduced in [8]], which com-
putes the inclusion degree of two fuzzy sets whose elements are imprecise.

Definition 5. Let FDCD'! and FDCD/ be two Fuzzy Dominant Color Descriptors de-
fined over a finite reference universe of fuzzy sets &, FDCD!(x) and FDCD/(x) the
membership functions of these fuzzy sets, S the resemblance relation defined over the
elements of &, ® be a t-norm, and I an implication operator. The inclusion degree of
FDCD' in FDCD/ driven by the resemblance relation S is calculated as follows:

Og(FDCD’|FDCD') = min max 0i,.s(x,y) (6)
xePye P ’
where
6i.j.s(x,y) = @ (FDCD'(x), FDCD’(y)),S(x,y)) 7

In this paper we use the minimum as t-norm, the compatibility as the resemblance
relation S, and as implication operator the one defined in equation[§]

1 ifx<y
y/x otherwise

I(x,y) = { ®)

5 Results

In this section, we will use the proposed Fuzzy Dominant Color Descriptor (FDCD)
and the inclusion operator (section4.T)) in order to define image retrieval queries based
on dominant colors. Specifically, query refinement on results provided by the Flickr
system using FDCD over an user customized fuzzy color space.

5.1 Customized Color Space: An Example

We have used an user customized fuzzy color space for fruit colors, designed on the
basis of a collection of crisp colors and color names provided by the user, following
the methodology described in section2l A user outlined regions in several images and
labeled each regions with the color name of a fruit. The crisp color corresponding to
each region has been obtained as the centroid of all the colors in the corresponding
regions in the RGB color space. For each fruit, 10 images have been used and one or
more regions in each image considered as representative of each fruit have been outlined
by the user. The results of this experiment are shown in table[Il (only two images for
each fruit, not regions chosen by the user, are shown).
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Table 1. Collection of images and corresponding representative colors. Selected regions for every
image are not shown.

Representative
Color Name Images color RGB

banana [254.0,213.0,0.0]

blackberry 38.0,42.0,41.0]

green apple [188.0,227.0,60.0]

lemon [254.0,234.0,101.0]
orange [255.0,115.0,1.0]

plum [145.0,145.0,197.0]

raspberry [253.0,108.0,128.0]
red apple [162.0,29.0,34.0]

strawberry [204.0,12.0,11.0]
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<« C A [ www.flickr.com/search/?q=banana&mt=all&adv=1&z=t
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Fig. 1. Retrieval results on Flickr using keyword “banana”: (a) results from Flickr only with
keyword and (b) query refinement using F DCD¢"Y = 1 /banana
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Fig. 2. Retrieval results on Flickr using keyword “green apple”: (a) results from Flickr only with
keyword and (b) query refinement using FDCDY¢"Y = 1/greenapple
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5.2 Query Refinement Examples

In this illustrative application we have used the Flickr online image database. We have
performed queries using color names as keywords. Then, we have refined the result
of these queries using the Fuzzy Dominant Color Descriptor (FDCD) for each image
and the fuzzy inclusion operator on the basis of the customized fuzzy color space just
mentioned. Nowadays, there are more than 6 billion images hosted in Flickr, and our
query has been applied to a collection of around 100000 images provided by the Flickr
API [14] as the most interesting photos for a certain month.

Figure [T shows the retrieval results for the query banana, ranked by relevance by
Flickr. Figure [1b] shows the result of the query refinement by ranking the previous re-
sult on the basis of our inclusion operator taking as criterion the dominance of the
customized fuzzy color banana in the image. More specifically, we calculate the in-
clusion degree of the descriptor 1/banana. This is equivalent in this particular case to
calculate the degree of dominance of the color banana in the whole image. We have
employed a definition of dominance based on a linguistic quantifier with parameters
u; = 0.1 and up = 0.25. Using this approach, the subjectivity of the color banana and
the imprecision of the dominance in an image are considered and in our opinion, the
refinement provides a better ranking of images.

A similar experiment has been performed using the color name green apple. Figure
Ral shows the retrieval results for the query green apple, ranked by relevance by Flickr.
Figure [2b] shows the result of the query refinement using the dominance of the cus-
tomized fuzzy color green apple in the image, using the same procedure employed for
the previous case. Again, we consider that the refinement provides a better ranking of
images than that of Flickr.

Please note that we do not claim that dominance of the previous customized fuzzy
colors is enough on its own in order to recognize the presence of certain fruits in im-
ages. Other objects than bananas and/or green apples, but having the same colors, may
be recognized when dominance is consider alone. However, they are very good for re-
fining queries based on color labels, as those performed by Flickr and many other image
retrieval systems.

6 Conclusions

In this paper, a new Fuzzy Dominant Color Descriptor has been proposed. This de-
scriptor has been defined as a fuzzy set over a finite universe of fuzzy colors, in which
membership degrees represent the dominance of each color. The color fuzzy sets have
been defined taking into account the relationship between the color representation in
computers and its human perception. In addition, fuzzy operators over the new descrip-
tor have been proposed. We have illustrated the usefulness of our proposals with an
application in image retrieval, specifically query refinement on results provided by the
Flickr system.

Several future work related to this will be to apply the descriptor in the linguistic de-
scription of images, and the combination with other customized fuzzy concepts related
to color as well as other basic features of images.
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Abstract. In this paper, we provide a brief survey of the main the-
oretical and conceptual principles of methods that use the, so called,
linguistic descriptions and thus, belong to the broad area of methods en-
capsulated under the term modeling with words. The theoretical frame is
fuzzy natural logic — an extension of mathematical fuzzy logic consist-
ing of several constituents. In this paper, we will deal with formal logical
theory of evaluative linguistic expressions and the related concepts of lin-
guistic description and perception-based logical deduction. Furthermore,
we mention some applications and highlight two of them: forecasting and
linguistic analysis of time series and linguistic associations mining.

1 Introduction — Necessity to Learn from Linguists and
Logicians

This is an overview paper focusing on linguistic descriptions and expressions
forming them, discussion of inference method on the basis of linguistic descrip-
tion, learning linguistic descriptions from data and demonstration of few appli-
cations in time series analysis and mining linguistic associations.

There are more meanings of the term “linguistic description”. In linguistics,
it is the task to analyze and describe objectively how language is spoken by a
group of people. In this paper, we understand by it a piece of text taken as a
set of sentences of natural language that characterizes some situation, strategy
of behavior, control of some process, etc., and that provides rules (instructions)
on how to decide or what to do. People are able to understand such text and
follow practically the rules contained in it. Of course, such wide understanding
assumes detailed analysis of natural language as a whole. For technical purposes,
however, we do not need to consider arbitrary sentences but only a special part
that includes linguistic expressions used for description of a certain kind of data.

To be able to work and apply linguistic descriptions in technical applications,
we need a mathematical model of their meaning. We argue that this requires a
careful analysis of the class of used expressions and their syntactical structure
and also a logical analysis of their semantical properties. What are the linguistic

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 209-P20] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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expressions used in linguistic descriptions? In the literature, one can meet the
term “linguistic label” (c.f. [TII2I3]). A careful reading reveals that the class of
linguistic expressions in concern is covered by a quite wide and very interesting
class of evaluative linguistic expressions. This class, on one hand, does not have
too complicated structure to be formalized but, on the other hand, it is a pow-
erful constituent of natural language that enables us to express many kinds of
evaluations of phenomena occurring in the surrounding reality.

Below, we will briefly characterize evaluative expressions from a linguistic
point of view and outline a mathematical model of their meaning that is based
on logical analysis and that proved to have many successful applications. We
focus especially on the results obtained on the basis of the theory of the fuzzy

natural logic that is extension of mathematical fuzzy logic in narrow sense (FLn)
(cf. [45]).

2 Theory of Evaluative Linguistic Expressions

2.1 Grammatical Structure of Evaluative Expressions

Simple evaluative linguistic expressions (possibly with signs) have the general
form
(linguistic hedge) (TE-adjective) (1)

where (TE-adjective) represents a class of special adjectives (TE stands for “tri-
chotomous evaluative”) that includes gradable adjectives (big, cold, deep, fast,
friendly, happy, high, hot, important, long, popular, rich, strong, tall, warm,
weak, young), evaluative adjectives (good, bad, clever, stupid, ugly, etc.), but
also adjectives such as left, middle, medium, etc. For the TE-adjectives it is
characteristic that they can be grouped to form a fundamental evaluative tri-
chotomy consisting of two antonyms and a middle member, for example low,
medium, high; clever, average, stupid; good, normal, bad, etc. The triple of ad-
jectives small, medium, big will further be taken as canonical.

The (linguistic hedge) represents a class of adverbial modifications that in-
cludes a class of intensifying adverbs such as “very, roughly, approximately, sig-
nificantly”, etc. Two basic kinds of linguistic hedges can be distinguished in ():
narrowing hedges, for example, “extremely, significantly, very” and widening
ones, for example “more or less, roughly, quite roughly, very roughly”. Note that
narrowing hedges make the meaning of the whole expression more precise while
widening ones have the opposite effect. Thus, “very small” is more precise than
“small”, which, on the other hand, is more precise (more specific) than “roughly
small”. The situation when (linguistic hedge) is not present at the surface level
is dealt with as a presence of empty linguistic hedge. In other words, all sim-
ple evaluative expressions have the form (I, including examples such as “small,
long, deep”, etc.

Simple evaluative expressions of the form () can be combined using logical
connectives (usually “and” and “or”) to obtain compound ones. Let us empha-
size, however, that they cannot be formed according to rules of boolean logic,
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i.e. we cannot form compound evaluative expressions as special boolean normal
forms since the resulting expressions might loose their meaning. Combination of
syntactic and semantic rules makes the class of evaluative expressions narrower.
This concerns also the use of linguistic hedges since, e.g. “very medium” has no
meaning. Even more difficult is the use of negation not where one faces a special
linguistic phenomenon called topic-focus articulation (c.f. [6]). For example, not
very small has (at least) two different meanings: either “(not very) small” or
“not (very small)”.

Evaluative linguistic expressions occur in the position of adjectival phrases
characterizing features of some objects and are used either in predicative or
attributive role. Example of the first use is “ The man is very stupid”. Example
of the second one is “ The very stupid man climbed a tree”. The purpose of
the first sentence is simply to communicate a particular quality of the sentence
subject. However, the purpose of the second sentence is primarily to tell us what
the subject did, i.e., climbed a tree; that the subject is very stupid is a secondary
consideration.

In this paper, we will consider only predicative use and, therefore, expressions
of the form “(noun) is A” where A is an evaluative expression will be called
evaluative (linguistic) predications; for example “temperature is high, speed is
very low”, etc.. The (noun) is in technical applications often replaced by some
variable to form a linguistic predication of the form “X is A”.

2.2 Semantics of Simple Evaluative Expressions

In any model of the semantics of linguistic expressions, we must distinguish their
intension and extensions in various possible worlds (cf. [7]). A possible world is a
state of our world at a given time moment and place. A possible world can also
be understood as a particular context in which the linguistic expression is used.
In this paper, we will prefer the term linguistic context (or simply context).

Intension of a linguistic expression is an abstract construction which conveys
a property denoted by the linguistic expression. Thus, linguistic expressions are
names of intensions. Intension is invariant with respect to various contexts.

Extension of a linguistic expression is a class of objects determined by its
intension in a given context (possible world). Thus, it depends on a particular
context of use and it is changed whenever the context (time, place) is changed.
For example, the expression “deep” is the name of an intension being a certain
property of depth, which in a concrete context may mean 1 cm when a beetle
needs to cross a puddle, 3 m in a small lake, but 3 km or more in the ocean.

To construct the meaning of evaluative linguistic expressions, we must follow
several principles. First, we must realize that their extensions are classes of
elements delineated on nonempty, ordered and bounded scales. The scale is in
each context vaguely partitioned to form the fundamental evaluative trichotomy.
Thus, any element from the scale is contained in the extension of at most two
neighboring expressions from this trichotomy. Each scale is determined by three
distinguished points: leftmost, central and rightmost.



212 V. Novék, M. Stépnicka, and J. Kupka

Evaluative expressions form pairs of antonyms characterizing opposite sides
of scales. Sets of simple evaluative expressions differing in hedges are linearly
ordered in the following sense: if an element of the scale falls in the extension of
the “smaller” evaluative expression then it falls in the extension of all “larger”
ones (provided that they exist). For example, each very small value is at the
same time small, and at the same time roughly small, etc.

Finally, for each evaluative expression and in each context there exists a limit
typical element. Extension of the expression falls inside a horizon running from
it in the sense of the ordering of the scale. The horizon is determined in analogy
with sorites paradox (c.f. [B8]).

The set of contexts (possible worlds) for evaluative expressions can be math-
ematically modeled as

W = {{vp,ve,vRr) | vL,vc,vr € [0,00) and v < ve < wvg}. (2)

If w e W is a context, w = (vr, vc, Ugr), then u € w means that u € [vg, vg] and
we say that u belongs to the context w. Let us mention that extensions of the
evaluative expressions characterizing small values lay between the points v, ve
and those characterizing big values lay between vc,vr. The point ve is the
“most typical” medium value and it need not lay in the middle of the interval
[UL, ’UR] .

Let A be an evaluative expression (i.e. abstract expression or evaluative pred-
ication). Then its intension is a function

Int(A) : W — F(R) (3)

where F(R) denotes a set of all fuzzy sets over R. Given a context w € W, an
extension of A'is a fuzzy set A(w) on R, i.e. A(w) C R. Thus, the extension of

an evaluative expression A in a context w is a fuzzy set (cf. Figure [I)
Exty(A) = Int(A)(w) C [vr,vr] € R. (4)

Extensions of evaluative expressions A are fuzzy sets the shapes of which are
determined on the basis of logical analysis of their meaning. The consequence is
the following: given a context w = (v, vg,vr) € W. Then Ext,,(A) = v o H(w)
where H is one of the linear functions L, R,M : W x R — [0, 1] representing
a left (right, middle) horizon in each context w € W, and v : [0,1] — [0,1]
represents a hedge (for the details, see [§]). Hence, we obtain three classes of
intensions:

(i) S-intensions: Sm,, : W — F(R) where Sm,(w) = L(w)ov C [vg,vs] for each
w e W,

(ii) M-intensions: Me, : W — F(R) where Me,(w) = M(w) ov C (vr,vg) for
each w e W,

(iii) B-intensions: Bi, (w) = R(w)ov C [vs,vg] for each w € W. For the detailed
justification of this model of the meaning of evaluative expressions — see [§].
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Fig. 1. Extensions of evaluative predications “X is extremely small’,
“X is very small’, “X is small’, “X is medium”, “X is big’ and “X is roughly big’
in the context (0,4, 10). Part (a) shows intuitive understanding of these expressions;
(b) shows mathematical model of their extensions using fuzzy sets; (c) demonstrates
incorrect model of their extensions using triangular fuzzy sets. Indeed, for example
the value 0.1 is “extremely small” in a degree close to 1, but “very small” in a degree
close to 0 and for sure not small at all. But this is apparently wrong.

Example 1. Let us consider “age” which is a typical feature of people. Then
its context in Europe can be w = (0,45,100) where people below 45 years are
“young” in some degree, those around 45 are “middle aged”, and those over 100
are surely “old”. Ages below 45 are “young” in various degrees, those around
45 are “middle aged” in various degrees, and those over 45 are “old” in various
degrees. Of course, there are different contexts in different areas and also periods
of time (e.g., age of people in Europe in medieval times was different from the
above one).

Shapes of few possible extensions are drawn in Figure[Il One can see in part
(a) that, for example, small are values on the left part of the scale (of course,
relative to the given context). Then very small is proper subclass of small values
and extremely small a proper subclass of the latter. But surely, every extremely
small value is both very small as well as small and similarly for very small values.
For precise definitions and explanation see [8].

We argue that extensions of all evaluative expressions can be constructed on
the basis of the same principle (though, of course, they may differ for various
expressions). In other words, we argue that for each kind of evaluative expression
and in each context there exists a linearly ordered scale, inside which extensions
of the characteristic shapes as in Figure[I[b) can be constructed. In case that the
TE-expression is an abstract evaluative adjective, such as “good, smart, ugly”,
etc., the scale is formed by certain abstract degrees that can in mathematical
model be formed, e.g., by the interval [0, 1]. Derivation of values in the scale can
be in specific cases quite complicated, determined by many factors. For example,
“good car” can be result of several factors, such as speed, comfort, size, reliability,
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etc. But still, an abstract scale of “degrees of goodness” exists; we can obtain it
mathematically, using, e.g., some aggregation operator (cf. [9]).

3 Linguistic Descriptions and Their Semantics

3.1 The Concept of a Linguistic Description

People usually express their knowledge using natural language. They form a lin-
guistic description which consists of conditional clauses specifying a certain kind
of relation among various phenomena. When we want to formalize we realize,
however, that the genuine natural language is unnecessarily complicated to be
employed in its full form. Luckily, the contained knowledge can be expressed in
a simplified form using the following fuzzy /linguistic rules:

IF Xis A THEN Y is B (5)

where A, B are evaluative linguistic expressions. The antecedent variable X at-
tains values from some universe U and the consequent variable Y values from
some universe V. Of course, the antecedent of (Bl) may consist of more evaluative
predications joined by “AND”. Let us emphasize that () is a conditional clause
of natural language and, therefore, we will call it fuzzy /linguistic IF-THEN rule.

We will make the concept of linguistic description even narrower. Namely, a
linguistic description is defined as a finite set of fuzzy /linguistic IF-THEN rules
with common X and Y:

IF X is Ay THENY is 55,

........................... 6)
IF X is .Am THEN Y is Bm

Note that the linguistic description (@) is, in fact, a special piece of text. Then
one or more linguistic descriptions may form a knowledge base which contains
a complex knowledge about a situation such as decision one, characterization of
behavior of some system, etc.

3.2 Semantics of Linguistic Description

Let R be a fuzzy IF-THEN rule (@) and Int(X is A), Int(Y is B) be intensions
(cf. @)). Then the intension of R is a function Int(R) : W x W — F(R x R)
assigning to each couple of contexts w,w’ € W a fuzzy relation

Int(R)(w,w") = Int(X is A)(w) = Int(Y is B)(w'), w,w' € W, (7)

where the formula on the right-hand side of ([7]) represents a fuzzy relation com-
posed pointwise from the extensions Int(X is A)(w), Int(Y is B)(w') using some
implication operator =. Extensive practical experiences and various theoret-
ical considerations lead to the assumption that = is the Lukasiewicz impli-
cation. Formula () provides rules for computation of the extension of R in
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the contexts w,w’ which is a fuzzy relation defined by Ext, .\ (R)(z,y") =
Int(X is A)(w,x) = Int(Y is B)(w',y) for all x € w,y € w'.

An important linguistic phenomenon that cannot be ignored is that of topic-
focus articulation (c.f. [6]). In the case of linguistic descriptions, the topic is
formed by a set of intensions {Int(X is A;) | j = 1,...,m} and focus by
{Int(Y is B;) | j =1,...,m}. The phenomenon of topic-focus articulation plays,
besides others, an important role in the inference method called perception-based
logical deduction described below.

3.3 Learning of Linguistic Description from Data

The idea of learning linguistic description is based on the concept of perception
as considered by L. A. Zadeh. It must be emphasized, however, that we do not
consider a psychological term but rather a simple technical term: by perception
we understand an evaluative expression assigned to the given value in the given
context. It can be understood as a linguistic characterization of certain kind
of “measurement” done by people in a concrete situation. Mathematically, we
define a special function of local perception assigning to each value u € w for
w € W an intension

LPerc™ (u, w) = Int(X is A) (8)

of the sharpest evaluative predication where by sharper we mean that the mean-
ing of a sharper evaluative expression is more specific than that of less sharp
expression. For example, the meaning of very small is sharper than that of
small. Details can be found in [8]. Moreover, the value u € w must be the most
typical element for the extension Ext,, (X is Ev,fj). This principle enables us to
generate linguistic descriptions (@) from data. Possible ways, how to apply it,
are described below.

3.4 Perception-Based Logical Deduction

Both perception and linguistic description provide us with enough information
and so, we can derive a conclusion on the basis of them. The procedure is called
perception-based logical deduction (PbLD). It was in detail described in [L0J11]
and elsewhere and so, we will recall here only the very basic principles.

Let us consider a simple example of linguistic description:

R1:= IF X is small THEN Y is big
Ry := IF X is medium THEN Y is very big
Rs:= IF X is big THEN Y is small.

Furthermore, let contexts of the respective variables X, Y be w = w’ = (0,0.4, 1).
Then small values are some values around 0.2 (and smaller) and big ones some val-
ues around 0.7 (and bigger). We know from the linguistic description that small
input values correspond to big output ones and vice-versa. Therefore, given an in-
put, e.g. X = 0.2, we expect the result Y = 0.7 due to the rule R;. The reason
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is that with respect to the above linguistic description, our perception of 0.2 (in
the given context) is “small”, and thus, in this case the output value of ¥ should
be “big”. Similarly, for X = 0.75 we expect the result Y ~ 0.15 due to the rule
Rs. For the value of X around 0.4 (a typical medium), the value of Y should be
close to 1 because we expect “very big” output. Let us emphasize that conclu-
sion is independent on the chosen context, i.e. when changing it, the conclusion in
general will be the same. Of course, the output values will be different but again
corresponding to perceptions of big, roughly big, medium, and very small in the
new context. It is important to emphasize that PbLD works locally. This means
that though vague, the rules are distinguished one from another one because they
bring different local information about the phenomena which must be complied
with. PbLD works very well in many kinds of applications.

4 Linguistic Descriptions in the Analysis and Forecasting
of Time Series

There are plenty of applications of linguistic descriptions in various areas, such
as automatic control [I2], managerial decision making [13] and elsewhere. In
this section, we will briefly describe a recent application to time series analysis
and forecasting. The fundamental method is the fuzzy transform (F-transform)
introduced in [I4]. It is a technique that transforms a given real bounded contin-
uous function f : [a,b] — [c,d] into a space of finite n-dimensional vectors
Fif] = (Filf],-.., Fulf]) of real values called components. The vector F[f]
represents the original function and may replace it in complex computations.
The inverse transform transforms F[f] back into a continuous function f that
approximates the original function f.

The given time series X (t),t € @ where @ is a finite set of natural numbers,
is decomposed into a trend-cycle TC, a seasonal component S(¢) and an error
component. The F-transform enables us to extract the trend-cycle TC with high
fidelity (see [T4UTHUTH]).

As noted in [I7], the most important contribution of fuzzy systems is inter-
pretability and transparency. A natural step to this goal are automatically gen-
erated linguistic descriptions from the data applied to the vector of components
(F1[X], ..., Fr[X]). On the basis of it and using the perception-based logical de-
duction, we can predict future components Fri1[X],..., Fryp[X]. Then, apply-
ing the inverse F-transform to the latter, we obtain forecast of the trend-cycle.

Let us remark that the learned linguistic description contains autoregressive
rules consisting of the components as well as of their first- and/or second-order
differences: AF;[X] = F;[X] — F,_1[X] and A?F;[X] = AF[X] — AF;_1[X].
For example, a linguistic description generated from the well-known pigs series
related (numbers of pigs slaughtered in state Victoria — R.J. Hyndman’s Time
Series Data Library) contained the following fuzzy rule:

IF Y; is big AND AY; is quite roughly small AND AY;_; is extremelly small
THEN AY; 1 is very roughly small
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It may be read as follows: “If the number of pigs slaughtered in the current
year is big and the biannual increment is quite roughly small and the previous
biannual increment was also positive with extremely small strength then the up
coming biannual increment will be very roughly small.” We argue, that such an
understandable description may be very beneficial for further decision-making
processes.

Furthermore, using the perception-based logical deduction and a generated
linguistic description, we may forecast future F-transform components. The sea-
sonal components may be forecasted either statistically [I5JI6] or with help of
advanced computational intelligence methods [I§].

5 Mining Linguistic Associations

Evaluative linguistic expressions can be effectively applied also in mining of
associations among data characterized linguistically. Therefore, we will call them
linguistic associations. Our method (originally published in [19]) allows us to
search for linguistic associations from (usually two-dimensional) numerical data
set.

5.1 The Original Method
Consider a data-set D of the following form

X; X2 ... Xy

01 G11 A1z ... G1k
02 QA21 G22 ... G2k
Om Gm1 Qm2 - .. Omk

where any real number a;; € R is a value of jth attribute (property) X, on
ith object (observation, transaction) o;. To apply our method it is necessary
to specify a meaningful context w; of every attribute X;. Then, according to
Section 2 suitable evaluative linguistic expressions can be considered for all
attributes.

Ezxample 2. Let us consider a data set of medical records with an attribute
X, representing "age”. Then as in Example [[] we can take w = (0,45,100)
as its context. This choice seems to be suitable for patients o; currently living in
Europe.

When contexts of all attributes are specified, we are able to work with lin-
guistic predications of the form (X is A;), where A; is any simple evaluative
expression, and to combine them among attributes by using conjunctions. Fi-
nally, for two disjoint sets of attributes {Y1,...,Y,}, {Z1,...,Z,}, our goal is to
search for associations of the form C ~ D, where

C=AND”_, (Y; is Aj), D=AND’_, (Z; is B;),
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and ~ expresses a relationship between the antecedent C and consequent D (for
details and references see the text below).

To find linguistic associations in D, two steps were proposed in the original
method. In the first step, the function LPerc in (§]) assigning the most typical
linguistic evaluative predication A;; to a pair (a;j,w;) is applied. By using
this function, the numerical data set D is transformed into a set containing
(evaluative) linguistic expressions instead of numbers:

X1 X9 ... X
op Aiqg Ao ... Ak
02 A2,1 «42,2 Az,k .

Om Am,l Am,Z e Am,k

As the second step, any associations mining method dealing with categorical
values can be used. In [19], the GUHA method was used. Recall that GUHA
is the first data-mining method [20]. As a result we obtain a set of linguistic
associations that can be further studied. It should be emphasized that every
found linguistic association should be considered just as a hypothesis about
possible validity between sets of attributes.

The set of found linguistic associations can be further studied both from
semantic as well as syntactic point of view. Among other results, we can reduce
the number of found associations without loosing the discovered information.
The most important feature of this approach is that the discovered knowledge
is easily interpretable and hence understandable to experts from various fields.

When analyzing the meaning of evaluative expressions in the given context,
we realize that what we obtained is a certain crisp decomposition of intervals
carrying contexts of attributes X;. It is necessary to have in mind the correct
interpretation of linguistic expressions. The basic meaning of, e.g., the linguistic
expression more or less small includes also all small values. In special cases, we
want distinguish the values more subtly and so, we may consider the expression
more or less small but not small (cf. [22]).

The use of fuzzy quantifiers instead of crisp (non-fuzzy) ones may produce
better results (e.g. [23] and references therein) although the model of evaluative
linguistic expressions is not used. This motivated us to work with slightly dif-
ferent model of linguistic expressions ([22]) (extending the model of evaluative
linguistic expressions) and to study their properties ([24]). For completeness, we
would like to point out that the model of evaluative linguistic expressions can
also be used together with the F-transform ([25]) to detect (functional) depen-
dencies among attributes.

! In that time, the term “data-mining” was not used and the authors spoke about
“exploratory data analysis”. The term “data-mining” was introduced in ninetieths
in connection with works of R. Agrawal and R. Srikant; cf. [21].
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6 Other Applications and Conclusion

In this paper, we gave overview of an important class of linguistic expressions
called evaluative linguistic expressions and discussed a well working mathemat-
ical model of their semantics. We mentioned applications in time series analysis
and prediction and mining linguistic associations. There are many more appli-
cations of linguistic descriptions, for example in control, where the linguistic
description is taken as expert characterization of the control strategy of a given
system [12l26l27]. This opens interesting possibilities, for example, learning lin-
guistic description during monitoring successful control [28], modification of the
context and there are many real applications of this method (c.f., e.g., [29]).
There are also applications in decision making [I3] and elsewhere.
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Abstract. Cellular automata models are used in ecology since they per-
mit integrate space, ecological process and stochasticity in a single pre-
dictive framework. The complex nature of modeling (spatial) ecological
processes has made linguistic summaries difficult to use within the tradi-
tional cellular automata models. This paper deals with the development
of a computational system capable to generate linguistic summaries from
the data provided by a cellular automaton. This paper shows two pro-
posals that can be used for this purpose. We build our system by combin-
ing techniques from Zadeh’s Computational Theory of Perceptions with
ideas from the State Machine Theory. This paper discusses how linguistic
descriptions may be integrated into cellular automata models and then
demonstrates the use of our approach in the development of a prototype
capable to provide a linguistic description of ecological phenomena.

Keywords: cellular automata, linguistic descriptions, machine state
theory, computing with words.

1 Introduction

A landscape results from a succession of states evolving over a period of time [I].
Consequently, its constant evolution can lead to remarkable changes that may
produce enormous ecological impacts. Hence, to better understand the landscape
changes, landscape ecologists have focused on the development of dynamic sim-
ulation models, which attempt to replicate the possible paths of a landscape
evolution and thereby evaluate future ecological implications [2].

Cellular automata models are increasingly used in ecology due to their eas-
iness of implementation, ability to replicate spatial forms, and capacity to be
quickly readapted to reproduce several types of dynamic spatial phenomena.
Key factors to the explanation of biological interactions, stochasticity and the
explicit consideration of space are easily incorporated in this models, increasing
their ecological realism.

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 221 2013.
© Springer-Verlag Berlin Heidelberg 2013
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Cellular automata model consists of a regular n-dimensional array of cells that
interact within a certain vicinity, according to a set of transition rules. Thus,
in a cellular automata model, the state of each cell in an array depends on its
previous state and the state of cells within a defined cartographic neighborhood,
all cells being updated simultaneously at discrete time steps. The algorithm used
to make the cells interact locally is known as the cellular automata local rule [3].

In cellular automata models information from different sources can be trans-
lated into a set of transition rules which defines the behavior of the system [4].
But the description of the landscape is not as simple as might be expected. A
number of assumption and decisions regarding the data to be analyzed are re-
quired and the transition rules are not enough to provide a global view of the
landscape evolution. For the correct definition and analysis of landscape many
other aspects have jointly to be considered and at the community level of ecology
any phenomena are complex and open to multiple interpretation. Consequently,
the indicators-based description of the landscape can be unintelligible.

The work presented here is an example of a soft computing-based application
capable to generate linguistic summaries of the evolution of a landscape modeling
by a cellular automaton. There are several approaches to address the linguistic
summarization of data, with a particular focus on fuzzy logic [5] and protoforms
[6]. Linguistic summaries of time series [7] is another field increasingly explored
for generating natural language-based reports.

Linguistic summaries are natural language-based description of data sets,
which capture the core trends of the data[8]. These summaries are not meant
to be a replacement for classical statistical analysis but rather an alternative
mean of analyzing and describing complex systems in linguistic terms instead of
numerical values

For this purpose, we extract certain relevant attributes from the cellular au-
tomaton and we used these attributes as input variables of two models: a State
Machine-based model used for describing the behavior of each individual in the
landscape and a linguistic model that represents the landscape (similar to [9].
We also used a fuzzy logic algorithm to obtain a set of sentences that is presented
to the user as a linguistic description.

The main contributions of this paper are the two proposed models to create
the linguistic description of a landscape phenomenon. The first model allows the
designer to interpret the landscape and allows to make meaningful sentences for
a final user, and the second model is a method to subsume the past, being more
specific the past actions of an individual by presenting results in a very human
consistent way, using natural language sentences.

The rest of the work is developed in the following way: Section [2] includes a
concise description of cellular automata models and the linguistic summaries of
data. Section [3] describes our method to obtain linguistic descriptions of the local
events and in section [ our method to obtain a global linguistic description of
the landscape is explained. Finally, our conclusions and future work are outlined
in Section Bl
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2 Background

In this section, the fundamental concepts supporting our approach are explained
beginning with the notion of cellular automata. Later, the main features of lin-
guistic summaries and its applications are included.

2.1 Cellular Automata

According to [10] conventional cellular automata (CA) model consists of:

a Euclidean space divided into an array of identical cells (regular lattice);

a cell neighborhood of a defined size and shape;

a set of discrete cell states;

a set of transition rules, which determine the state of a cell as a function of
the states of cells in a neighborhood;

5. discrete time steps with all cell states updated simultaneously.

o=

A CA can be also described as a finite-state machine on a regular lattice. The
input to the machine is the states of all cells in its neighborhood, the change of
its state is based on the rules or transition functions. The states of all cells in
the lattice are updated synchronously in discrete time steps. Each cell evolves
according to the same rules which depend only on the state of the cell and a
finite number of neighboring cells, and the neighborhood relation is local and
uniform.

The simple cellular automata as defined above are capable of surprisingly
complex behavior-complex both in the formal and in the intuitive sense. Thus,
CA as a computational methodology has been applied to various science fields,
such as numerical analysis, computational fluid dynamics, traffic analysis, growth
phenomena modeling, etc.

Some features of CA are very useful for simulating biological and ecological
systems [11]:

— the number of variables is huge but

— the number of states of each of the variables is typically small (thus allowing
for a qualitative rather than a quantitative description),

— the interactions are often a set of rules expressed on a non algebraic form

the locality of variables and of the interactions.

— the multilevel modeling (”the variables in which the model is formulated are
different from those which are to be observed in the model"’) [11].

There are several examples of CA used to simulate the behavior of a landscape
with multi-species (ants, foxes, rabbits, etc.) interactions in a food chain hier-
archy, for example the work presented in [I2]. Another example is the work [13]
which use CA to analyze the regeneration of endemic species of long-lived trees.
Complex models of CA are also developed, for example, in [14] the CA presents
multi-scale vicinity-based transitional functions, incorporation of spatial feed-
back approach to a stochastic multi-step simulation engine, and the application
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of logistic regression to calculate the spatial dynamic transition probabilities.
Finally, the work of Mantelas et al. [I5] presents a combination between cellular
automata and fuzzy logic. The proposed model is based on a fuzzy system that
incorporates cellular automata techniques and is used for urban modeling which
accesses the multi-level urban growth dynamics and expresses them in linguistic
terms.

2.2 Linguistic Summaries of Data

Linguistic summaries are meant to be a general, human consistent description
of data sets, which capture the core trends of the data. These summaries are not
meant to be a replacement for classical statistical analysis but rather an alterna-
tive means of representing the data focused on quick human understandability
and interpretability; the summaries are brief descriptions of trends in the data
stated in natural language.

The basic Yager’s [16] approach to the linguistic summarization of sets of data
set consist of : a summarizer, S (e.g. strong); a quantity in agreement, @ (e.g.
most) and a validity degree (e.g. 0.8); as, e.g., T(“most of the ants are strong”)
=0.8

Given a set of data D, it is possible to fine a summarizer S and a quantity
in agreement (@) and the assumed measure of truth (validity) will indicate
the truth (validity) of the statement that @) data items satisfy the statement
(summarizer) S.

In summary, we consider a fuzzy linguistic summary [9] as a set of sentences
which express knowledge about a situation in the world through the use of
linguistic variables, fuzzy linguistic summarizers and fuzzy linguistic quantifiers.

3 Linguistic Summary of Individual Behavior

The process of obtaining a linguistic summary consists in two steps: (1) Firstly
it is inferred what happened in order to describe an evolution (Sec. BIJ). To do
this, a variation of the Finite State Machine (FSM) proposed by Chen [I7] is
used. (2) The linguistic summary is derived from the inferred FSM (Sec. B2).

3.1 Inferring an Instance of a State Machine Instance

Due to some limitations of FSM, we will use Finite State Machine with Param-
eters (FSMwP) [I7] to model the behavior of the system. Modeling in FSM has
the problem of state explosion. For example, to model a buffer of n capacity
using FSM would require at least n states [I7], while by using an integer param-
eter to describe the content of the buffer the number of states required can be
reduced. Furthermore, if the capacity of the buffer changes only the range of the
parameter must be changed, without remodeling the system.

Chen and Lin [I7] proposed to employ both FSM and sets of parameters in
modeling discrete event systems (FSMwP). FSMwP is similar to the Extended
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Finite State Machines [I8], but FSMwP is more general and was designed for
modeling general discrete event systems.
Formally, an FSM is described using Equation [II

FSM = (Za@aéa quQm) (1)

where Y is the event set, @) is the state set, § : > xQ — @ is the
transition function, qq is the initial state, and @,, is the final state.

Formally, an FSMwP is described using Equation

FSMwP = () _,Q,6,P,G, (g0, po), Qm) (2)

where Y is the event set, @) is the state set, § : ). xQ X GX P — Q x P
is the transition function, P is the vector of parameters, G is the set of
guards, (qo, po) are the initial state and parameters respectively, and Q,,
is the final state.

o gnolp:=f(p) ()
2/ W,

Fig.1. A transition in FSMwP: ¢ and ¢’ are states, o is an event, g is a guard and p
a parameter

Now the way that the parameters are introduced into an FSM is explained
[18]. Let p € P be a vector of parameters. Chen and Lin also introduced guards
g € G that are predicates on the parameters p. & was defined as a function from
> xQ x G X P to Q x P as illustrated Figure [[l The transition shown can be
interpreted as follows:

If at state q the guard g is true and the event o occurs, then the next
state is ¢’ and the parameters will be updated to f(p).

As you can see, FSMwP is appropriated for describing the individual behav-
ior since our model works with two parameters that describe the position of the
individual:  and y coordinates. The event notation notation must be expanded
with two parameters to indicate the coordinates. For example, Chen represents an
event like F, while our notation is F(x1,y1), that is, two parameters are added.

The FSMwP of our problem (Figure[2)) is formally described using the notation
in [I7] as follows:

= 2 =A{B(z1,51), E(z1,y1), M(z1,y1), WT'(z1,91), F(z1,91), R(w1,91),
D(z1, 1)}

- Q={W,FE, D}.

— 4 is described in Figure
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Fig. 2. The State Machine for Ants

P={
— G ={ [Neighbor(z1,y1)], [Plant(x1,y1)], [Empty(x1,y1)] }, where:

o Neighbor(z1,y1) is [[t1 =z — 1| Ver = 2]V er =z + 1] A [jy1 =
y—1]V[y1 = y] V[y1 = y+1]]. This predicate means that the coordinates
(21,y1) and (z,y) are neighbors coordinates.

e Plant(z1,y1) is true if there is a plant in (z1, y1).

e Empty(x1,y1) is true if the coordinate (x1,y1) is free, that is, without
plant or ant.

= (q0,po) = (W, (z,¥))-
- Qm=D.

Figure 2] shows the graphical representation of the FSMwP of our problem
where:

— B(x1,91) is B(x1,9y1) / © := x1; y := y1. It means that the ant is born in
the coordinate (z1,y1).

— E(z1,y1) is [Plant(z1,y1)] A [Neighbor(z1,y1)] A E(x1,y1) / v =215y :=
y1. If there is a plant in a neighbor position and the event E occurs, the ant
eats this plant and moves to the position of the plant.

— M(z1,11) is [Empty(x1,y1)] A [Neighbor(zi,y1)] A M(z1,y1) / © = x1;
y = yi. If there is a free neighbor position and the event M occurs, the ant
moves to this free position.

— WT(x1,y1) is [Plant(z1,y1)] A [Neighbor(xi,y1)] AN WT(z1,y1) / x == x;
y :=y. If there is a plant in a neighbor position and the event WT occurs,
the ant waters this plant and maintains its position.

— F(z1,11) is [Ant(x1,y1)] A [Neighbor(xi,y1)] A Fai,y1) [ @ = zy = y.
If exist a neighbor ant and the event F' occurs, the ant fights with this ant.

— R(z1,y1) is [Ant(x1,y1)] A [Neighbor(zi,11)] A R(z1,11) [ ¢ = zy = y.
If exist a neighbor ant and the event R occurs, the ant reproduces and
maintains its position.

— D is the dead event, when it occurs the final state D is reached.
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Table 1. Initial Situation of the Lattice

4
3 P2

2 H1P1H2
1

12 3 4

Table 2. Situation of the Lattice after one evolution

4
3 P2+

2 H1 H2
1

12 3 4

Figure [2 represents the birth of an ant (event B(z1,y1)). After that, the ant
is waiting the occurrence of a new event (state W). Then, an event of the type
E(z1,11), M(z1,1y1), WT(21,y1), F(x1,y1) or R(z1,y1) occurs. If the event
E(x1,y1) occurs the state F'E is activated, and the ant is waiting for the occur-
rence of one of these events, M (x1,y1), WT'(z1,y1), F(21,y1) or R(x1,y1). Each
event behaves as was indicated above. Finally, state W leads to death when the
ant loses all its energy (event D).

To describe the FSMwP behavior a run of an FSMwP (a FSMwP instance)
is defined as a sequence as follows [17]:

L l L.
r = (qo,p0) = (q1,p1) = (g2, p2) => ... (3)

where [; is the label of the i*" transition.

3.2 Obtaining a Linguistic Summary from a State Machine Instance

A FSMwP instance (Equation B)) will be used to obtain the linguistic summary
of an evolution of the system. To do this, our method needs to know the initial
and the final situation of a local zone of the lattice. An example will be used to
explain the proposed method. Table [[ reflects the initial situation of the lattice,
where H1 and H2 are two ants situated in the cells (2,2) and (2, 4) respectively,
and P1 and P2 are two plants in the cells (2,3) and (3, 3) respectively.

Suppose that after an evolution the lattice situation changes to the situation
shown in Table 2] where P2+ represents that plant P2 has more energy because
it has been watered. Equation @l shows the FSMwP instance suffered by H1 in
this evolution that provokes these changes.

WT(3,2)
—

W, (2,2)) 222 (FE, (2,3)) (W, (2,3)) (4)
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Table 3. Situation of the Lattice after two evolutions

12 3 4

Equation M can be expressed with the following natural language expression:

H1 in coordinate (2,2) eats plant P1 in coordinate (2,3) and moves to
coordinate (2,3). After, H1 waters plant P2 in coordinate (3,2).

Another possibility to express this more reductively is as follows:

H1(2,2) eats plant P1(2,3) and moves to (2,3). Then, H1(2,3) waters
plant P2(3,2).

Equation B shows the FSMwP instance suffered by H2 due to a new evolution
(from Table 2] to B]).

F(2,3)
T

(W, (2,4)) 222 (FE, (3,3)) (W, (3,3)) (5)

It natural language expression is as follows:

H2(2,4) eats plant P2(3,3) and moves to (3,3). Then, H2(3,3) fights
with ant H1(2,3) winning the fight.

The formal method to obtain the natural language expression will be done
in a future work. As you can see, all necessary information is contained in the
FSMwP instance.

4 Global Description of the Landscape Situation

In order to obtain a linguistic description of the landscape situation we used
the granular linguistic model of a phenomenon introduced by Gracian et al.
in [9]. According to this methodology it is necessary to define the “top-order
perception”; i.e., a definition of the general state of the phenomenon using natural
language sentences. For this purpose, the template proposed in [19] is used as
follows:

Q the landscape is R

where

— @ is a fuzzy quantifier [20] applied on the cardinality of the perception “the
landscape is R”.
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— R is a summarizer. It is a constraint applied to the set of elements in the
situation of the landscape.

The concept of ecological balance is used to describe the landscape. This con-
cept could be defined as “a state of dynamic equilibrium within a community
of organisms in which genetic, species and ecosystem diversity remain relatively
stable, subject to gradual changes through natural succession.” or “a stable balance
in the numbers of each species in an ecosystem” [21] . Therefore, our purpose is to
answer the question “Is the landscape in a stable equilibrium?” using non-expert
friendly natural language sentences.

Following the mentioned methodology the process to obtain these sentences
consists of the following steps or phases:

1. Landscape Division: (crisp) areas and (fuzzy) regions

2. Definition and Computation of the basic measures: number of species, den-
sity, number of individuals, etc.

3. Definition of the first order perceptions: level of population and biodiversity

4. Definition of the top-order perceptions: Is the landscape in balance?

Figure B shows how the Granular linguistic model proposed in [9] could rep-
resents this process of summarization.

Population -
S
Landscape
Population
Population 5

Landscape
Biodiversity
“Regionz

Is the landscape

inastable
equilibrium?

Region 2

Fig. 3. Granular linguistic model of the landscape situation

4.1 Landscape Division

A landscape, modeled by a two-dimensional cellular automaton, can be divided
into areas and regions defined as follows.

— An area is a block of contiguous cells which are strict boundaries (crisp)
within the grid itself. These areas are disjoint but maintain a neighborhood
relationship. An example of areas can be seen in Figure @] where the white
cells are empty and the colored cells are occupied by individuals.

— A region is defined by the union of the neighborhood of the different indi-
viduals within a particular area. If the static areas are disjoint, regions are
dynamic and have fuzzy boundaries.
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Region 1 1 2| 3 4 5 6 7| 8 9101112

1 2| 3 4 5 6 7 8 9 10 11 12 1
g - 3\ . Region 2
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12|

Fig. 4. Example of Areas and Regions

4.2 Definition of the Basic Measures

The data of interest for each region of the landscape are the following: Number
of individuals of each specie within a region (F;), number of species within a
region |E|, total number of individuals within a region (E = ), F;), density
(D = E/|C| where |C| is the region size, i.e the number of cells including in the
region). At each time step, the computational system performs the previously
defined measurements over each region of the landscape.

4.3 Define the First Order Perceptions

Two measures are typically used to estimate the situation of a given landscape,
population level and diversity level.

A population is “a group of conspecific individuals that is demographically,
genetically, or spatially disjunct from other groups of individuals” [22]. In agree-
ment with the definition of first-order perception protoform [9], the perception
protoform of “Level of Population” corresponds with the designer’s interpreta-
tion of the quantity of the individuals, i.e., it is a tuple (U,y,g,T) where: U is
the empty set, y is a numerical value of the input variable, g is a function based
on membership functions , and T the linguistic template using to build the result
(“The region is {overpopulated | normally populated | depopulated}”).

In this preliminary work, we have used density as input variable to obtain
the level of population, in future works, the use of more complex values like }
selection index [23] will be considered.

Species diversity is defined as “the effective number of different species that
are represented in a collection of individuals”. In our case, this concept is equiv-
alent to biodiversity. The effective number of species refers to the number of
equally-abundant species needed to obtain the same mean proportional species
abundance as that observed in the dataset of interest (where all species may not
be equally abundant). Species diversity consists of two components, species rich-
ness and species evenness. Species richness is a simple count of species, whereas
species evenness quantifies how equal the abundances of the species are[24]. The
perception protoform of “Species Diversity” is a tuple (U, Ox,g,T) where: U is
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the empty set, O, is a linguistic label expressing the degree of species diversity
of the region, g is a function based on membership functions , and T the lin-
guistic template using to build the result (“ The region is {megadiverse | diverse
| depopulated}”).

4.4 Definition of the Top-Order Perceptions

We needed to set the top-order perception to complete the model. The perception
protoform of the Balance of the landscape is a tuple (U, Sy, g,T) where: U are
the linguistic variables P, population and D, diversity, S, is a linguistic variable
expressing the balance of the region z, g is the aggregation function Wy =
9(Pr, D,) were Wy is a vector of weights, T is the template “the landscape is in
a {high | medium | low} ecological balance”.

We implement the aggregation function g using a set of fuzzy rules (Mamdani
style) with linguistic hedges.

5 Conclusions and Future Work

In this paper, we have used cellular automata to model a multi-species landscape
and showed two methods to obtain linguistic summaries from the data provided
by the evolution of the landscape. One for describing the individual behavior
and another for describing the landscape situation.

There are a lot of work to do for further development of this proposal such as
improving top-order perception using a more complex structure or multi-order
perceptions, carrying out experiments to verify the feasibility of this methods in
huge cellular automata, etc.
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Abstract. Merge functions informally combine information from a cer-
tain universe into a solution over that same universe. This typically re-
sults in a, preferably optimal, summarization. In previous research, merge
functions over sets have been looked into extensively. A specific case con-
cerns sets that allow elements to appear more than once, multisets. In this
paper we compare two types of merge functions over multisets against
each other. We examine both general properties as practical usability in
a real world application.

Keywords: Merge functions, multisets, content selection.

1 Introduction

In an ever growing digitalised world the amount of data available to the end user
has very quickly become extremely cluttered. When one selects different data
inputs regarding a single topic, frequently referred to as coreferent information,
there is always duplicate, conflicting and missing information out and about.
Therefore, when working with coreferent information there are several techniques
that allow one to merge this information in order to get a briefer and correct
overview. One of these possible techniques concerns the use of the f-value, a
measurement balancing correctness and completeness, of the proposed solution
with respect to the sources. These so-called f-optimal merge functions have
been discussed extensively in [I] and expanded to fg-optimal merge functions
that allow for a preference to be given to either correctness or completeness by
means of a parameter 5. This type of merge function is typically applied to sets
that allow elements to occurs multiple times, multisets. A second possible group
of techniques concerns the use of distance measurements in order to determine
which possible solution is closest related to all the sources. In order to illustrate
how both types of merge functions can be useful in a real world application
we demonstrate how their respective solutions can be used to generate multi-
document summarizations (MDSs).

The remainder of this paper is structured as follows. In Section 21 we describe
a few preliminary definitions required to understand the comparison we wish to
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establish in this document. Section [ details how one is able to influence the
outcome of an fg-optimal merge function. A simple example of a distance based
merge function is provided in Section @] whilst the comparison of both types of
merge functions is made in Section [Bl In part one of the latter we examine a
few general properties and in part two we illustrate how both merge techniques
can lie at the basis of Multi-Document Summarizations. Finally, we conclude in
Section [ with some final remarks on how we will further test the possibilities and
advantages of both types of merge function in the creation of Multi-Document
Summarizations.

2 Preliminaries

As a first type of merge function we would like to use in this paper’s comparison,
we iterate the definition of fg-optimal merge functions. As stated in the intro-
duction this type of merge functions is typically applied to sets, more specifically
sets that allow elements to occur multiple times, multisets. We briefly recall some
important definitions regarding multisets [2].

2.1 Multisets

Informally, a multiset is an unordered collection in which elements can occur
multiple times. Many definitions have been proposed, but within the scope of
this paper, we adopt the following functional definition of multisets [2].

Definition 1 (Multiset). A multiset M over a universe U is defined by a
Sfunction:
M:U—N. (1)

For each uw € U, M(u) denotes the multiplicity of an element u in M. The set
of all multisets drawn from a universe U is denoted M(U).

The j-cut of a multiset M is a regular set, denoted as M; and given as:
M; ={ulue UAM(u)>j} (2)

Whenever we wish to assign an index ¢ € N to a multiset M, we use the notation
My, while the notation Mj; is preserved for the j-cut of M. We adopt the
definitions of Yager [2] for the following operators: U, N, C and €.

2.2 Merge Functions
The general framework of merge functions provides the following definition [3].

Definition 2 (Merge function). A merge function over a universe U is de-
fined by a function:
w: M(U)—-U. (3)
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As explained in the introduction of this paper, we are interested in merge func-
tions for (multi)sets rather than atomic elements. Therefore, we consider merge
functions over a universe M(U) rather than a universe U. This provides us with
the following function:

— M(M(U)) 5 M(U). (4)

In order to avoid confusion, we shall denote S (a source) as a multiset over U
and we shall denote M as a multiset over M(U) (a collection of sources). Thus,
in general, M can be written as:

M = {S(l),...,S(n)}. (5)

Finally, we shall denote . € M(U) as a general solution for a merge problem,
i.e. w(M) = .. The most simple merge functions for multisets are of course the
source intersection and the source union. That is, for any M:

w1 (M) = ﬂ S (6)
SeM
wa(M) = U S. (7)
SeM
Within this paper, we consider a solution relevant if it is a superset of the source
intersection or a subset of the source union. Therefore, we call the source inter-
section the lower solution (denoted .#’) and the source union the upper solution
(denoted ). To conclude this section, we introduce the family of f-optimal
merge functions, which are merge functions that maximize the harmonic mean
of a measure of solution correctness (i.e. precision) and a measure of solution
completeness (i.e. recall). This objective is better known as the f-value [4]. To
adapt the notion of precision and recall to the setting of multiset merging, we
define two local (i.e. element-based) measures [I].

Definition 3 (Local precision and recall). Consider a multiset of sources
M = {S(l), ...,S(n)}. Local precision and recall are defined by functions p* and
r* such that:

. v 1
vueU;vgeN:p(u,ﬂM):'M > M(S) (8)
SEMAS(u)>j
1
VuGU:VjEN:r*(u,j\M):|M‘ Z M(S). (9)
SeMAS(u)<j

One can see that p* depicts the percentage of sources in which u occurs at least j
times and r* the percentage of sources in which « occurs a maximum of j times.

Definition 4 (f-optimal merge function). A merge function w is f-optimal
if it satisfies for any M € M(M(U)):

= argmax = argmax 2-p(L|M) - r(|M)
(M) = argmas {(7|M) = argma ( NEf A ) (10)
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constrained by:

(ygl/\%l}({U)f(y|M) = O) =w(M)=0 (11)
and where, with T a triangular norm, we have that:
prn) = T () (12
r(ZIM)= T <r*(u,Y(u)|M)) (13)
ueS

3 Influencing the Content Selection

The f-optimal merge function as defined in Definition [ doesn’t allow one to
influence the outcome . € M(U) of the merge function. Suppose one would
want to select fewer elements in order to show a preference to precision rather
than recall. In order to do so one could take a subset of . but then one would
no longer have a solution with an optimal f-value. The merge function becomes
even more restricting if one would want more elements as a solution, thus giving
preference to recall rather than precision, for there is no option to gain more
concepts. In order to influence the outcome of the f-optimal merge function we
have chosen to use the weighted harmonic mean [5], and the merge function thus
changes as follows.

Definition 5 (Weighted fz-optimal merge func.). A merge function w is
fa-optimal if it satisfies for any M € M(M(U)):

w(M) = argmax fg(.|M) = arg max
FEM(U) FEM(U)

(L4 82) - p(#|M) - (M)
( 82 p(F|M) + r(S|M) ) 14)

still constrained by ({Il), B € [0, 00] and where, with T a triangular norm, (I2)
and (I3) still apply.

The parameter S expresses how much more weight is given to recall as opposed
to precision, more specifically, recall has a weight of 8 times precision. Thus,
when 8 = 1 precision and recall are weighted the same and this results in the
non-weighted f-optimal merge function as defined in Definition @ When g8 < 1,
a preference is given to precision, for example when 5 = 0.5, recall is given half
the weight of precision. When 3 > 1, a preference is given to recall, for example
when 3 = 2, recall is given twice the weight of precision. When 8 = 0, fg returns
the precision and when /3 approaches infinity fg results in the recall.

In previous research it has been shown that the specific case where T' = Ty,
the minimum t-norm as proposed by Zadeh, has interesting properties and there-
fore, for the remainder of this paper, we will restrict ourselves to this case [I].
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4 Distance Based Merge Functions

Another approach to generate a result for a set of coreferent items one wishes
to merge consists of using distance based merge functions. There are quite a few
techniques to measure a distance between two sets, including Cosine similarity
and Minkowski distances such as the Manhattan and Euclidean distance. The
example we will be using throughout this paper is based on the Minkowski
distance, an effective and frequently used distance measurement.

Definition 6 (Simple distance function). Consider two sources S(1y,S(2)
and a universe U consisting of u elements. The distance between these sources
according to the simple distance function ¢ is

8(S(1):S2)) = Y 18y () — Sz (w)] (15)

uelU
with, as stated earlier, S(;(u) the multiplicity of element u in source S(;

This distance function results in calculating the number of adjustments required
to get from one source to another, whilst only allowing additive and subtractive
operations.

One can now use the distance function § to calculate the distance from a
single set with respect to several different sets.

Definition 7 (Simple distance based merge function). Consider a mul-
tiset of sources M = {S(l), ...,S(,L)} in a universe U. A distance based merge
function ws returns the solution that has a minimal total distance to all provided
sources. For each element m € M for each M € M(M(U)):

ws(M) :argminZ(?(y, Say) (16)

=1

Informally, the function ws calculates the solution . that requires the least
total additive and subtractive operations to go from . to all the possible sources
Sin M.

Due to the distributivity of the minimum over the summation we can formu-
late this distance function as follows.

Definition 8 (Element based merge func.). Consider a multiset of sources
M = {S(l),...,S(,L)} in a uniwerse U. A distance based merge function ws.
returns the solution that has a minimal total distance to all provided sources.
For each element m € M for each M € M(M(U)):

wse(M)=VueU: . (u) = argminz 1Sy (u) — K| (17)
keN S



238 D. Van Britsom, A. Bronselaer, and G. De Tré

Informally, the function ws, calculates the optimal multiplicity (range of mul-
tiplicities) .#(u) for each element u so that requires the least total additive and
subtractive operations to go from .#(u) to the multiplicity of that element in
every source S(;) in M.

Obviously, the complexity of the latter function is a lot smaller than the
complexity of ws. However, it quickly becomes apparent that if we were to apply
this function on a realistic dataset of documents we would have an exponential
amount of possible solutions to compare. If the dataset only consists of a universe
of 100 words with a average multiplicity range of only five possibilities, we would
have to generate and evaluate 5'°°, roughly 7.8 * 10% solutions. The solution
space is however uniquely defined by the multiplicityset generated by wsge.

5 Making the Comparison

Now that both types of merge functions have been recapitulated we want to
compare them to one another. In subsection Bl we go over a few useful properties
concerning merge functions and see which ones apply on either one of the types
of function. In subsection B2l we apply both functions to a real world application,
the summarizing of multiple documents, more specifically the content selection
step, and see which advantages or disadvantages the merge functions have.

5.1 Properties

Property 1 (Idempotence). A merge function w for multisets over a ground uni-
verse U is idempotent if and only if, for any M = {5, ..., S} we have that:

w(M)=S. (18)

As has been proven in [I], the f-optimal merge function is idempotent, the
proof that the weighted fg-optimal merge function is idempotent as well is trivial.
It is obvious that the proposed distance based merge function is idempotent as
well, considering that the solution S is the only one not requiring any additive
or subtractive operations relative to all the sources.

Property 2 (Monotonicity). A merge function w for multisets over a ground
universe U is monotone if and only if, for any M = {S(), ..., S(»)} and for any

M = {57, ..., S(,)} such that:

Vie{l,..,n}: Su CS;AM(Su) =M (Sg‘;)) (19)

we have that:
w (M) Cw(M”). (20)

Where the defined global precision and recall functions are monotone as
proven in [I], the f-optimal merge function is not and thus the weighted fg-
optimal merge function is neither. Due to the nature of the Minkowski distance,
the proposed distance based merge function however, is monotone.
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Property 3 (Quasi Robustness). A merge function w over M(U) is quasi-robust
if and only if, for any error-free M € M(M(U)) (with |[M]| > 1) and for any
erroneous source F, we have that:

w(MU{E})NE =0. (21)

With E an erroneous source, as defined in [6], a source that has no element in
common with any of the sources in M.

It has been proven in [6] that the f-optimal merge function is quasi robust.
The fg-optimal merge function however is not. When [ approaches infinity the
fs-optimal merge functions approaches the union for which quasi robustness
clearly doesn’t hold. The proposed distance based merge function however is
quasi robust as well from the moment that |M| > 2. The proof for this is triv-
ial because the moment you have two sources not containing a certain element,
including this element to the solution will always result in at least one more addi-
tive or subtractive operation relative to the sources as opposed to not including
it into the solution.

5.2 Multi-Document Summarization

In order to illustrate other possible differences between distance based and fg-
optimal merge function we apply both algorithms to the Multi-Document Sum-
marization problem (MDS problem) using the Document Understand Conference
dataset of 2002 (DUC2002) and try to evaluate how we can influence both algo-
rithms. Suppose we therefore define a cluster of sources from the DUC2002 set as
a multiset M and every document of the n documents of that cluster as a source
S so the equation M = {S(l), ...,S(n)} clearly still holds up. The solution .¢
of the merge function can only contain elements from the sources, therefore the
universe U does not consist of the entire English language but instead contains
all the words from all the different sources {S(y),..., S(»)} that are part of the
cluster cluster combined.

It has been shown in previous research that once a set of key concepts has
been identified for a cluster of coreferent documents, a summarization can be
generated [7]. In this paper we will therefore focus on how both types of merge
functions can generate a set of concepts that represent the key elements of the
cluster automatically and as usable as possible. We will focus on two separate
issues. First, we will try to establish how easy it is to find a single optimal set
of key concepts defining the cluster. Secondly, we will examine to which extend
it is possible to objectively influence this selection process.

fs-Optimal Merge Function. If we were to illustrate the type of solution
generated by the fg-optimal merge function by using the first cluster of docu-
ments of the DUC2002 set we would get, for a value of £ of 1, thus resulting in
the non-weighted f-optimal merge function, the following result.
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wp=1(M) = {{weather=1, winds=5, rico=3 ...

..., director=1, inches=1, service=1} =1, {caribbean=2, like=1, residents=1 ...
.., civil=1, expected=1, only=1}=1}

As one can see above, for the first cluster we get a multiset containing two
other multisets with multiplicity one as a solution. When we calculate the so-
lution for each cluster of the DUC2002 set we get a small multiset as a result
each time, as one can see in Table Il The distance based merge function how-
ever, as one can read further down in the paper, does not. This makes it a lot
more difficult to choose one of the suggested multisets and later on influence this
multiset.

Table 1. Number of solutions per clusterID for the DUC2002 dataset for the fz-optimal
function with =1

ID 4 1D 4 ID 4. ID 4. ID §. ID 4.

1 2 11 2 21 2 31 2 41 2 51 2
2 1 12 1 22 2 32 1 42 2 52 1
3 2 13123 233 143 1 53 1
4 1 14 2 24 1 34 2 44 2 54 1
5 2 15 2 25 1 35 2 45 2 55 2
6 1 16 2 26 1 36 2 46 1 56 2
T2 17T 2 27 2 37 2 47 2 57 2
8§ 1 18 2 28 2 38 1 48 2 58 1
9 219129 2 39 1 49 1 59 2
10 1 20 1 30 2 40 2 50 2

The next evaluation step concerns testing the amenability of the fz-optimal
merge function. As has been recollected in Section [3] this can be done by the
usage of the parameter . We illustrate again by using the first cluster of the
DUC2002 dataset.

wa=0.25(M) = {{to=3, gilbert=2, storm=3, caribbean=1, mph=1, were=1, west=1,
national=1, in==6, said=3, was=2, the=23, on=2, winds=1, s=8, hurricane=6, at=1,
they=1, of=10, from=1, moving=1, for=1, center=1, a=4, coast=1, and=10}=1}

wg=0.50(M) = {{ national=1, center=2, puerto=1, gilbert=>5, flooding=1, we=1,
this=1, at=3, sustained=1, as=1, caribbean=1, would=1, moving=1, one=1, an=1,
residents=1, 000=1, islands=1, weather=1, from=38, hurricane=6, they=1, into=1,
was=4, miami=1, republic=1, west=1, about=2, people=1, dominican=1, coast=1,
inches=1, it=3, is=1, the=30, in=10, on=2, said=5, of=12, mph=2, with=2, by=1,
for=3, s=3, their=1, off=2, and=10, were=1, night=1, storm=4, reported=1, winds=4,
to=6, a=5, sunday=1, heavy=1, there=1}=1}

For values of 8 < 1 one obtains a subset of the original solution obtained
from the non-weighted f-optimal merge function, as proven in [§]. As one can
see above this may also result in the fact that the solution . no longer contains
several multisets. The reason for this can be found in the fact that a preference
is given to precision, to correctness, and therefore the likelihood of multiple
multisets providing an equally optimal solution, drops. The same conclusion can
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be made as when 8 > 1, due to the fact that a preference is given to recall, the
likelihood of multiple multisets being part of the optimal solution drops, as can
be seen in the example.

Simple Distance Based Merge Function. As we have shown in Section M
it might prove to be difficult to generate and display all possible results. But, as
previously stated, the solution space is uniquely defined by the multiplicityset
generated as described in Definition B We once more illustrate the results of
this type of merge function by generating a solution for the first cluster of the
DUC2002 set. The multiplicityset defining all the possible solutions for the first
cluster can be found in Appendix [Al Suffice to say it contains over 100 words,
some of which with over 5 possible optimal multiplicities, which makes it very
impractical to use due to the large amount of possible solutions.

Why there are so many possible solutions lies in the fact the more documents
we have in which a word occurs, the higher the chance that there is not a single
multiplicity defining the optimal balance. For instance, if a word u were to occur
one time in the first source S(;)(u) = 1, three times in the second S(z)(u) = 3,
Sy(u) =5 and S4y(u) = 7, then the solution .(u) exists out of three possible
multiplicities . (u) = [3,4, 5] because from each multiplicity it only requires a
total of eight additions or subtractions relative to the occurrences in the sources.

The reason why we still care about this difference is due to the fact that the
semantic difference between a word w having multiplicity one or zero makes a
huge difference in the interpretation by the user but for the distance function
it makes virtually no difference at all. That is why there are so many possible
optimal solutions. This of course only occurs when the sources are rather well
balanced. It is also perfectly possible that there is only a single correct mul-
tiplicity for every word. However as one can clearly see in Table Bl depicting
the amount of possible solutions for each cluster, as soon as there is not a sin-
gle optimal solution the amount of possible solutions runs extremely high. This
of course makes it very difficult to choose an optimal solution and afterwards
influence the content selection.

Table 2. Number of solutions per clusterID for the DUC2002 dataset for the distance
based merge function

ID ¢t ID $¥ ID ¢ ID 4 ID #¥ ID 47
1 3.377E44 11 5.107E18 21 1.297E18 31 5.629E16 41 3.486E21 51 3.799E15
2 1 12 1 226333E1532 1 4221111452 1

3 1.480E31 13 1  233239E5433 1 43 1 53 1

4 1 146.984E40 24 1 34 1.367EL7 44 1.159E1l 54 1

5 1.776E36 15 6.648E19 25 1 35 1.669E13 45 3.298E13 55 1.489E31
6 1 161.290E25 26 1 36 1.202E16 46 1 56 1.513E18
7 8.881E35 17 2.988E22 27 4.669E19 37 2.350E27 47 1.056E14 57 2.757E21
8 1 187.24FE1528 4.178E3038 1 48 8.977EL6 58 1

9 9277TE11 19 1  293804E1539 1 49 1 59 6.274E26
10 1 20 1 30 1.197E36 40 1.284E32 50 1.811E9
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In order to illustrate how the proposed distance based merge function would
generate a multiset of keywords x of a set of documents, we select a few of the
possible multisets of keywords with a minimal total distance to all the sources.

— Kmin generated by using the smallest multiplicity per element
— Kmaz generated by using the largest multiplicity
— Kmed generated by using the median multiplicity of each element

One can find Kip and Kyqe completely in Appendix [Bl As one would suspect
Kmed generated by using the median multiplicity of each element is analogue to
Kmaz With maximum multiplicity however it might introduce certain difference
for elements that are on the cusp, for instance multiplicity range one to zero. It
is therefore not present in Appendix [Bl

Practically speaking, besides the issue that there is an enormous amount of
possible sets of key concepts, it is also quite difficult to objectively influence this
selection process. One of the great advantages of the fg-optimal merge function
lies in the fact that through changing the parameter § one can influence the
outcome of the function. When applying the merge function ws. one frequently
has an extreme amount of possible optimal solutions to select a set of concepts
from. One might see the choice herein as possibly influencing the outcome, but
one might lose valuable information just because other words appear in the
same average frequency and get lost in the selection process. An objective way
to influence the selection process would be to use another distance function but
unless we find a more efficient technique to calculate the merge function the
performance and usability of this merge function will be extremely poor.

6 Conclusion and Future Work

In this paper we have made a comparison between a weighted fz-optimal merge
function and a simple distance based merge function. We compared a few gen-
eral properties concerning merge functions that showed that both functions have
their merit, but when it came down to usability in a real life problem the fz-
optimal merge function proved to be performing better. The fg-optimal merge
function however has been developed more and is more advanced than the pro-
posed distance based merge function. As previously stated there are several other
distance functions we could apply in order to calculate the distance between two
sources. Other possibilities include, but one is not restricted to, the Cosine sim-
ilarity, Hamming distance and other variances on the Minkowksi distance. We
are planning to investigate these further but the initial research concerning these
measurements falls outside of the scope of this paper.
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Appendices

A MultiplicitySet Generated by zos,

MultiplicitySet = {time:[1], right:[0, 1], 8:[1], 2:[0, 1], 5:[0, 1], lines:[0, 1], a:[6],
m:[1], s:[5, 6], p:[0, 1], zone:[0, 1], bob:[0, 1], hal:[0, 1], strengthened:[0, 1], had:[1,
2], watch:[1], areas:[0, 1], reached:[0, 1], 000:[1, 2], moved:[1], expected:[1], which:[0,
1], there:[1, 2], reported:[1, 2], puerto:[3], western:[0, 1], hurricanes:[0, 1], home:[0,
1], television:[0, 1], tropical:[1], officials:[1], gerrish:[0, 1], cut:[0, 1], jamaica:[3, 4, 5],
where:[0, 1], hit:[1], eye:[0, 1, 2], damage:[0, 1], strong:[0, 1], streets:[0, 1], gilbert:[5],
while: [0, 1], east:[1], into:[1], night:[2], along:[1], miami:[1], sunday:[1, 2], caribbean:[1,
2], seen:[0, 1], south:[2, 3], down:[0, 1], province:[0, 1], islands:[1, 2], hurricane:[10, 11,
12, 13], strength:[0, 1], ripped:[0, 1], high:[1], people:[1, 2], arrived:[0, 1], slammed: [0,
1], like:[0, 1], coastal:[1], now:[0, 1], residents:[1], radio:[0, 1], but:[1], saturday:[1],
north:[1, 2], southeast:[0, 1, 2], haiti:[0, 1, 2], around:[1], sheets:[1], their:[1], first:[0,
1], said:[10], higher:[0, 1], storm:[4, 5, 6], over:[1, 2], government:[0, 1], moving:[1,
2], he:[0, 1], miles:[3], before:[1], ocean:[0, 1], sustained:[1], warnings:[1, 2], by:[1, 2],
long:[1], kingston:[0, 1], would:[2], be:[0, 1], get:[0, 1], and:[18, 19, 20], mazimum: [0,
1], island:[2, 3], area:[0, 1], edt:[0, 1], formed:[1], all:[1], at:[4], dominican:[2, 3], as:[4,
5], an:[1, 2], off:[2, 3], forecaster:[1], they:[2], no:[1, 2], of:[19, 20, 21, 22, 23], on:[4,
5], only:[1], or:[0, 1], winds:[5, 6], most:[1], flights:[0, 1, 2], larger:[0, 1], second:[0, 1],
gulf:[1], when:[0, 1], certainly:[0, 1], republic:[2, 3], issued:[1], heavy:[2, 3], eastern:[0,
1], this:[1, 2], from:[3, 4, 5], was:[4, 5], is:[1, 2], it:[5, 6, 7], know:[0, 1], in:[12], ho-
tel:[0, 1], mph:[3, 4], passed:[0, 1], westward:[0, 1], forecasters:[0, 1, 2], cayman:[0, 1,
2], windows:[0, 1], 25:[0, 1], we:[1, 2, 3], next:[0, 1], 15:[0, 1], northwest:[1], ve:[0,
1], civil:[0, 1], up:[0, 1], 10:[1], to:[10, 11, 12], reports:[0, 1], mexico:[1], that:[2, 3, 4,
5, 6], about:[2], re:[0, 1], rain:[1, 2], defense:[0, 1], track:[0, 1], inches:[1], service:[1],
our:[0, 1], out:[0, 1], 50:[0, 1], flooding:[1], flash:[0, 1], for:[4, 5], city:[1, 2], center:[3],



244 D. Van Britsom, A. Bronselaer, and G. De Tré

weather:[1], national:[2, 3], director:[1], trees:[1], cuba:[0, 1, 2], evacuated:[0, 1], south-
ern:[0, 1], 100:[1, 2], should:[1], canceled:[0, 1], little:[0, 1], were:[4, 5, 6, 7], three:[0,
1], power:[1], systems:[1], west:[2], other:[0, 1], one:[1, 2], coast:[3, 4], rico:[3], with:[3,
4], the:[40, 41, 42, 48, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56], roofs:[1],
continue:[0, 1]}

B Complete Mergesets Generated by zos.

Kmin = {weather=1, winds=5, rico=3, their=1, power=1, puerto=3, hit=1, most=1,
island=2, hurricane=10, issued=1, this=1, one=1, northwest=1, sustained=1,
expected=1, islands=1, we=1, high=1, mexico=1, dominican=2, for=4, south=2,
reported=1, about=2, systems=1, heavy=2, over=1, north=1, warnings=1, repub-
lic=2, sunday=1, only=1, night=2, jamaica=3, rain=1, but=1, east=1, it=5, is=1,
tropical=1, caribbean=1, in=12, sheets=1, before=1, residents=1, s=5, said=10,
on=4, coastal=1, that=2, 100=1, off=2, m=1, with=3, 000=1, of=19, by=1,
had=1, moving=1, around=1, a=6, from=3, time=1, should=1, national=2, no=1,
and=18, to=10, formed=1, center=3, at=4, there=1, as=4, along=1, west=2, an=1,
flooding=1, forecaster=1, 3=1, moved=1, they=2, would=2, people=1, officials=1,
roofs=1, 10=1, storm=4, saturday=1, miles=3, city=1, mph=3, watch=1, all=1,
gilbert=5, into=1, were=4, miami=1, was=4, coast=3, the=40, long=1, trees=1,
gulf=1, director=1, inches=1, service=1}

Kmaz = {caribbean=2, like=1, residents=1, that=6, seen=1, puerto=3, 100=2,
damage=1, officials=1, warnings=2, inches=1, where=1, into=1, get=1, higher=1,
sheets=1, trees=1, we=38, watch=1, western=1, jamaica=5, coast=4, national=3,
hurricane=13, southern=1, service=1, around=1, mph=4, radio=1, reached=1,
edt=1, ve=1, marimum=1, it="7, reports=1, is=2, hotel=1, in=12, up=1, which=1,
evacuated=1, down=1, hit=1, the=56, was=5, gerrish=1, larger=1, certainly=1,
city=2, arrived=1, little=1, heavy=3, track=1, he=1, one=2, to=12, center=3,
but=1, north=2, first=1, defense=1, three=1, along=1, when=1, this=2, westward=1,
south=3, next=1, sunday=2, republic=3, people=2, power=1, other=1, passed=1,
right=1, and=20, eastern=1, high=1, islands=2, island=3, most=1, over=2, re=1,
while=1, eye=2, gilbert=>5, canceled=1, slammed=1, rain=2, miami=1, issued=1,
000=2, area=1, miles=3, haiti=2, night=2, ripped=1, 50=1, tropical=1, all=1,
windows=1, time=1, ocean=1, about=2, television=1, their=1, flights=2, flooding=1,
strength=1, strengthened=1, southeast=2, with=4, flash=1, storm=6, director=1,
they=2, now=1, cuba=2, s=6, p=1, out=1, m=1, weather=1, long=1, our=1, or=1,
systems=1, moving=2, on=>4, kingston=1, cayman=2, coastal=1, gulf=1, a=6, of=23,
formed=1, by=2, west=2, zone=1, dominican=3, said=10, areas=1, for=>5, from=35,
should=1, winds=6, moved=1, be=1, no=2, hurricanes=1, reported=2, 25=1, lines=1,
cut=1, roofs=1, at=4, as=5, mexico=1, 5=1, an=2, before=1, bob=1, 3=1, 2=1,
were="7, know=1, saturday=1, forecaster=1, east=1, streets=1, 15=1, sustained=1,
10=1, there=2, hal=1, province=1, would=2, government=1, second=1, home=1,
had=2, rico=38, strong=1, northwest=1, continue=1, off=3, civil=1, forecasters=2,
expected=1, only=1}
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Abstract. In this paper a new tool which allows flexible querying on
multidimensional data bases is presented. Linguistic F-Cube Factory is
based on the use of natural language when querying multidimensional
data cubes to obtain linguistic results. Natural language is one of the
best ways of presenting results to human users as it is their inherent way
of communication. Data warehouses take advantage of the multidimen-
sional data model in order to store big amounts of data that users can
manage and query by means of OLAP operations. They are a context
where the development of a linguistic querying tool is of special interest.
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1 Introduction

Companies and organizations have to deal with huge amounts of data in their
daily operation. The necessity to handle these data has motivated the develop-
ment of different data management tools. One such tool is data warehousing,
based on the multidimensional data model.

The multidimensional data model is based on the use of data cubes. Data
cubes are sets of data related to a given fact whose context is described by
several dimensions. This way, each cell of the cube contains aggregated data
related to elements along each dimension. The use of the multidimensional data
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model and OLAP (OnLine Analytical Processing) operations to query them
is of crucial importance in Business Intelligence [20], in which flexibility and
understandability when showing the results of queries are key points.

In this context, we are interested in providing data warehousing tools with
the possibility to perform flexible queries yielding results expressed in natu-
ral language, using a vocabulary adapted to the user. These linguistic results
are highly understandable for the users, and are a very good approach for ag-
gregating/summarizing information when performing certain OLAP operations.
Historically, fuzzy set theory and fuzzy logic have played an essential role in
the attempts to transform data into words to obtain linguistic descriptions un-
derstandable by humans [I8/7]. Seminal work in this area must be credited to
Ronald R. Yager [2012728]. Many other approaches have been developed since
then [12J22292530/T5)23I2TITT]. The obtention of fuzzy summaries from multi-
dimensional databases has been studied by A. Laurent [17].

More specifically, we are interested in providing linguistic results comparing
time series obtained from data cubes with time dimension. The temporal dimen-
sion is among the most popular dimensions within a data cube structure. This is
due to the importance of time in all the activities carried out by humans. These
time series are easily obtained by using OLAP operations on datacubes with
time dimension. Techniques providing linguistic descriptions of time series are
called time series summarization techniques in the literature [SJTIT3IT6ITA5I46].

In this paper we describe the extension of an existing flexible data warehousing
tool, F-Cube Factory [9], with a flexible querying interface of multidimensional
data cubes that takes advantage of linguistic capabilities to produce outcomes
expressed by means of natural language patterns. Linguistic F-Cube Factory is
a friendly tool that allows the users the creation and management of data cubes
with linguistic features. We will show how linguistic comparison of time series
can be obtained when using Linguistic F-Cube Factory querying capabilities
on data cubes with temporal dimension. As we will see, the platform includes
implemented wizards that offer to the user valuable information to successfully
accomplish the querying process.

2 Preliminary Research

This section is devoted to present some concepts and tools developed in previous
works of the authors, in which the basis of the present work can be found. We will
start with some ideas about the multidimensional data model implemented in
F-Cube Factory. Then, we will mention a specific method to carry out linguistic
comparison of time series data.

2.1 Multidimensional Data Model and F-Cube Factory

F-Cube Factory [9] is a Business Intelligence system to manage data. It imple-
ments different models of data storage as ROLAP, MOLAP and fuzzy MOLAP
[19]. The main characteristics of the fuzzy multidimensional model implemented
in F-Cube Factory are the following;:
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Definition 1. A dimensionis a tupled = (I, <g,11,l7) wherel = {l1,...,ln} so that
each l; is a set of values l; = {ci1, ..., ¢im; } and liNl; = 0 if i#j, and <, is a partial order
relation between the elements of I so that l; <q l if Vei; € I = Fewp € le/cij C Crp-
l1 and It are two elements of | so that Vl; €1, 11 <ql; <alT.

We denote level to each element [;. To identify the level [ of the dimension
d we will use d.l. The two special levels [ and [T will be called base level and
top level respectively. The partial order relation in a dimension is what gives the
hierarchical relation between levels.

Definition 2. For each pair of levels l; and l; such that l; € H;, we have the relation
wij by X I = [0,1] and we call this the kinship relation. H; is the set of children of
l;, H; = {lj‘lj FUN <qgli N3l <ali <q li}

This relation represents a crisp hierarchy when we use only the values 0 and
1 for kinship and we only allow an element to be included with degree 1 by
an unique element of its parent levels. The relaxation of these conditions us-
ing values in the interval [0,1] without any other limitation produces a fuzzy
hierarchical relation.

Definition 3. We say that any pair (h,«) is a fact when h is an m-tuple on the
attributes domain we want to analyze, and o € [0, 1].

The value « controls the influence of the fact in the analysis. The imprecision
of the data is managed by assigning an « value representing this imprecision.
Now we can define the structure of a fuzzy DataCube.

Definition 4. A DataCube is a tuple C = (D, 1y, F, A, H) such that D = (d1, ..., d»)
is a set of dimensions, ly = (l1b, ..., lnb) s a set of levels such that l;, belongs to d,
F = RUWD where R is the set of facts and 0 is a special symbol, A is an application
defined as A : lip X ... X1lnpy — F, giving the relation between the dimensions and the facts
defined, and H is an object of type history with information regarding the obtention of
the current data cube.

In order to provide support for the definition and management of data within
this model, the system F-Cube Factory has been developed [9]. The system is
built using client/server architecture. The server implements the main function-
ality over the data cubes (definition, management, queries, aggregation opera-
tors, user views operators, API for data cube access, etc.). The client is web
based and is thought to be light enough to be used in a personal computer and
to give an intuitive access to the functionality of the server (hiding the complex-
ity of using a DML or DDL to the user). For a more detailed explication of the
structure and the operations, see [T9/10].

2.2 Linguistic Comparison of Time Series Data

In previous papers [5l4] we have presented a new general model to obtain lin-
guistic summaries from time series data. This model can work with time series
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data obtained by means of OLAP operations on data cubes with time dimen-
sion. Suppose that the time dimension is described in its finest grained level of
granularity by members T = {t1, ..., ¢y }. Then, through the use of appropriate
queries we can associate fact values to each of the time members: this way, we
have T'S = {< t1,v1 >,..., < tm,Vm >}, where every v; is a value of the basic
domain of the variable V.

This model has been extended to the case of providing linguistic comparison
of time series in terms of values [3]. For that purpose we assume that the time
dimension is hierarchically organized in n levels, namely, L={Lq, ..., L, }. Each
level L; has associated a fuzzy partition {D; 1, ..., D; p, } of the basic time domain.

Let T'S7; and T'Sy be two time series defined over the same variable V' at a
given period of time. Then,

ATSlocal(ti) = TS5 (ti) — TSQ(t )

i (1)
max(TS1(t;), TS2(t;)) — gm

, otherwise

defines a time series comparing values of the original series, where t; is a specific
point in the time domain and gm is the global minimum of 7'S; and T'Ss. Our ap-
proach to the linguistic comparison is to obtain a linguistic summary of this time
series using a linguistic variable defined on [—1, 1]. In this paper, we use a par-
tition with the labels much lower=(-1,-1,-0.8,-0.6), lower=(-0.8,-0.6,-0.3,-0.1),
stmilar=(-0.3,0,0,0.3), higher=(0.1,0.3,0.6,0.8), and much higher=(0.6,0.8,1,1).

A linguistic comparison of two time series is a set of type II quantified sen-
tences on the form “Q of D are A”, where @ is a linguistic quantifier, and A,
D are fuzzy subsets of a finite crisp set X. In our case, D is related to the time
dimension and A is related to the comparison of values or trends of both series
using the labels defined before.

In order to obtain sentences like the one showed before, apart from the fuzzy
subsets, we need a family of linguistic quantifiers. In our case, we are going to
use a totally ordered subset {Q1,. .., Qgmaz} Of a coherent family of quantifiers
Q defined in [24].

We have presented Greedy approaches that produce a single optimal linguistic
comparison of time series [3I5] based on the algorithms for summarizing series
described in [412].

3 Linguistic F-Cube Factory

The techniques for comparing series explained in the previous section have been
implemented as linguistic OLAP operations within Linguistic F-Cube Factory.
In this section, we show how to use these operations to perform flexible queries
that involve series comparison in the system. We also show the interface that
allows the user to interact with the results of queries.

For the sake of illustration, let us consider a data warehouse with information
related to different medical centres in a particular area. We count on an existing
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data cube containing information about the patient inflow according to several
dimensions, in this case location, gender, and time. Each dimension is described
using hierarchies of partitions of linguistic labels. As we have already mentioned,
if we apply a set of OLAP operations on this data cube, we can obtain time series
data representing “the patient inflow of a certain gender in a certain centre along
a certain time period”.

Figure [ helps to explain the process followed by the new Linguistic F-Cube
Factory platform in a schematic way. In order to perform the linguistic sum-
marization of the comparison of time series we need to obtain a new data cube
containing time series data describing the comparison of time series (among
them, the mentioned AT Sjycqr). In this case, we want to compare the patient
inflow in centre n with respect to the other centres. This cube is shown in 2)
and, as we can see, it has the same number of dimensions but not the same
number of elements (in this data cube centre n dissapears as is the one being
compared with the rest of centres). The final step is the summarization of this
data cube to obtain the data cube in 3) containing the linguistic summaries of
the comparative time series.

Figure Bl represents the Linguistic F-Cube Factory screen in which general
and particular information of this data cube are shown. For example, the user
can navigate through the hierarchy of a certain dimension by selecting the cor-
responding View / Edit link.

Once the desired data cube has been selected the user has the option of
obtaining comparative linguistic summaries in the sense of those commented in
Section The user has to click on the corresponding link and fill the required
fields in the comparison wizard. The wizard is divided to fulfill two main tasks.
The first task is to help the user to obtain a new data cube containing a set of
different comparative time series data; in this step the user needs to provide the
name of the new data cube, the dimension and the dimension member he/she
wants to compare with the rest, the temporal dimension, and the dimension
representing the comparison in terms of the variable under study. The second
task is to build the appropriate linguistic framework to describe the comparative
series; here the user has to introduce the number of labels he/she desires to use.
At the end of the process the user will have a new data cube as in Figure ([I12).

Figure Blshows the information of this new data cube. As we can see the data
cube maintains the same dimensions plus the automatically generated series that
contain the desired comparison framework.

To obtain a data cube as in Figure (11 3) the user has to click in the appropriate
link: expert mode or non-expert wizard like the one in Figure [d where a column
shows the linguistic comparative summaries describing the patient inflow of a
certain gender treated in a certain centre along a given time period with respect
to the patient inflow in the selected centre. In this case, centre A is the one being
compared with the rest of centres.

If the user wishes to get more information regarding a certain summary, he/she
only needs to select it using the corresponding box. As a result of this action
a new screen appears (Figure [). The screen has three well differentiated areas.
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Fig. 1. Schema: performing linguistic summarization of time series comparison on a

temporal data cube
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Linguistic F-Cube Factory

DataCubes / FuzzyCentre

O Information
Name: FuzzyCentre

Type: Fuzzy
No. of records: 5838

O Operations

Linguistic Summary with expert mode or non-expert wizard
Comparative Linguistic Summary

O Facts
Name Data type Operations
patients Fuzzy integer User views

[ Dimensions

Name Operations

Year [ Edit

Day
Patients

Centre

NumPatients

1) Back

Carlos Molina & Rita Castillo-Ortega - IBDIS

Fig. 2. FuzzyCentre data cube information in Linguistic F-Cube Factory

The upper part shows the graphical representation of the selected comparative
time series data. The X axis represents the temporal dimension while the Y axis
represents the described dimension, in this case the local relative comparison of
centre A and centre B male patient inflow during year 2009.

Then, the central zone represents the complete linguistic summary built by
post-processing the original quantified sentences. Finally, the last zone is dedi-
cated to show the user the list of quantified sentences compounding the result.
This is called the raw result. The accomplishment degree of each sentence is also
shown. There is the possibility of obtaining finest information about each sen-
tence by clicking them. The user can listen the sentence by means of a dedicated
media player and can see in the graphical representation the points that support
the sentences by means of highlighted areas.
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Linguistic F-Cube Factory

DataCubes / comparativeFuzzyCentre

0 Information
MName: comparativeFuzzyCentre

Type: Fuzzy
No. of records: 4363

[ Operations

Linguistic Summary with =xpert mode or non-expert wizar
Comparative Linguistic Summary

O Facts
Name Data type Operations
patients Fuzzy integer User views

[ Dimensions

Name

Year

Day

Patients

Centre
NumPatients
NumPatients_Abs
NumPatients_Global
NumPatients_Local

View / Edit
NumPatients_Sign View / Edit
NumPatients_Magnitude View / Edit

4) Back

rlos Maolina &R

Fig. 3. comparativeFuzzyCentre data cube information in Linguistic F-Cube Factory
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Linguistic F-Cube Factory

DataCubes / comparativeFuzzyCentre [ guisticSummary / comparativeSummaryN1

[ Result
Year Patients Centre Summary

At least 70% of days with mild weather, the patient inflow is higher or much higher in

centre B than in centre A.

At least 80% of days with cold weather, the patient inflow is lower or higher in centre
2009 Female B B than in centre A; in September is higher or much higher. ]

Most of days in June, the patient inflow is higher or much higher in centre B than in

centre A; in May is higher.

In August, and in July the comparison results are highly variable.

At least 70% of days with mild weather, the patient inflow is higher or much higher in
2009 Female C centre C than in centre &; with cold weather is lower or higher; with hot weather is I}
much lower or higher.

Most of days with cold weather, and in November, the patient inflow is higher or much
higher in centre B than in centre A.

2009 Male B At least 70% of days with hot weather, and in September, the patient inflow is much
lower or lower in centre B than in centre A.
In April, in March, in May, and in October the comparison results are highly variable.

Most of days with cold weather, the patient inflow is higher or much higher in centre C
than in centre A.
At least 80% of days with hot weather, the patient inflow is much lower or lower in

2009 Male 43 centre C than in centre A. ]
At least 70% of days with hot to cold weather, the patient inflow is lower or higher in
centre C than in centre A.
In April, in March, and in May the comparison results are highly variable.

At least 70% of days with mild weather, the patient inflow is higher or much higher in

centre B than in centre A.

At least 80% of days with cold weather, the patient inflow is lower or higher in centre
2010Female B B than in centre A; in September are higher or much higher. =

Most of days in June, the patient inflow is higher or much higher in centre B than in

centre A; in May are higher.

In August, and in July the comparison results are highly variable.

At least 70% of days with mild weather, the patient inflow is higher or much higher in
2010Female C centre C than in centre A; with cold weather is lower or higher; with hot weather is ]
much lower or higher.

Most of days with cold weather, and in November, the patient inflow is higher or much
higher in centre B than in centre A,
At least 80% of days with hot weather, the patient inflow is much lower or lower in

2010 Male B centre B than in centre A. ]
At least 70% of days in September, the patient inflow is much lower or lower in centre
B than in centre A.
In April, in March, in May, and in October the comparison results are highly variable.

Most of days with cold weather, the patient inflow is higher or much higher in centre C

than in centre A,

At least 80% of days with hot weather, the patient inflow is much lower or lower in
2010 Male C centre C than in centre A.

At least 70% of days with hot to cold weather, the patient inflow is lower or higher in

centre C than in centre A.

In April, in March, and in May the comparison results are highly variable.

Fig. 4. Resulting data cube with comparative linguistic summaries as facts
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Linguistic F-Cube Factory

DataCubes / comparativeFuzzyCentre [ LinguisticSummary / comparativeSummaryN1

Graph

patients

07 \ | -

e
e

e
=

NumPatients Local

b
w
—

I I 00:01 %)
Processed result
Most of days with cold weather, and in November, the patient inflow is higher or much higher in centre B than in
centre A.
At least 70% of days with hot weather, and in September, the patient inflow is much lower or lower in centre B

than in centre A.
In April, in March, in May, and in October the comparison results are highly variable.

» | 00:00

Raw resuft

Select the sentence vou want to see with more detail.

1.0 / Most of days with cold weather, the patient inflow is higher or much higher in centre B than in centre A
) 1.0/ At least 70% of days with hot weather, the patient inflow is much lower or lower in centre B than in
centre A
@ 1.0/ in April the comparison results are highly variable
@ 1.0/ in March the comparison results are highly variable
© 1.0/ in May the comparison results are highly variable
) 0.9655698 / Most of days in November, the patient inflow is higher or much higher in centre B than in centre

1.0 / in October the comparison results are highly variable
1.0 / At least 70% of days in September, the patient inflow is much lower or lower in centre B than in centre

Carlos Molina & Rita Castillo-Ortega - IBDIS

Fig. 5. Detailed information regarding to a specific linguistic comparative summary
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Conclusions and Future Work

In this work we have presented how the Linguistic F-Cube Factory platform can
be used for the creation and management of data cubes containing linguistic
comparisons of time series.

This allows the users to carry out flexible queries in which the processes outcomes

are linguistic results. The incorporation of linguistic capabilities to the platform
by means of the use of Fuzzy Logic makes the tool nearer to human users that have
at their disposal friendly results that are more useful to develop their activities.

We are working on extending the functionality of the linguistic platform through

the use of different methods for the communication of the results to users.

References

10.

11.

. Batyrshin, I.Z., Sheremetov, L.: Perception-based approach to time series data

mining. Appl. Soft Comput. 8(3), 1211-1221 (2008)

Castillo-Ortega, R., Marin, N., Sanchez, D.: Linguistic summary-based query
answering on data cubes with time dimension. In: Andreasen, T., Yager, R.R.,
Bulskov, H., Christiansen, H., Larsen, H.L. (eds.) FQAS 2009. LNCS, vol. 5822,
pp. 560-571. Springer, Heidelberg (2009)

Castillo-Ortega, R., Marin, N., Sdnchez, D.: Time series comparison using linguistic
fuzzy techniques. In: Hiillermeier, E., Kruse, R., Hoffmann, F. (eds.) IPMU 2010.
LNCS, vol. 6178, pp. 330-339. Springer, Heidelberg (2010)

Castillo-Ortega, R., Marin, N., Sdnchez, D.: A fuzzy approach to the lingusitic sum-
marization of time series. Journal of Multiple-Valued Logic and Soft Computing
(JMVLSC) 17(2-3), 157-182 (2011)

Castillo-Ortega, R., Marin, N., Sdnchez, D.: Linguistic query answering on
data cubes with time dimension. International Journal of Intelligent Systems
(1JIS) 26(10), 1002-1021 (2011)

Castillo-Ortega, R., Marin, N., Sdnchez, D., Tettamanzi, A.G.B.: A multi-objective
memetic algorithm for the linguistic summarization of time series. In: GECCO,
Genetic and Evolutionary Computation Conference 2011, pp. 171-172 (2011)
Chen, G., Wei, Q., Kerre, E.E.: Fuzzy Logic in Discovering Association Rules: An
Overview. In: Data Mining and Knowledge Discovery Approaches Based on Rule
Induction Techniques, Massive Computing Series. Massive Computing Series, ch.
14, pp. 459-493. Springer, Heidelberg (2006)

Chiang, D., Chow, L.R., Wang, Y.: Mining time series data by a fuzzy linguistic
summary system. Fuzzy Sets Syst. 112, 419-432 (2000)

Delgado, M., Molina, C., Rodriguez Ariza, L., Sdnchez, D., Vila Miranda, M.A.:
F-cube factory: a fuzzy OLAP system for supporting imprecision. International
Journal of Uncertainty, Fuzziness and Knowledge-Based Systems 15(suppl.1),
59-81 (2007)

Delgado, M., Molina, C., Sanchez, D., Vila, M.A., Rodriguez-Ariza, L.: A linguis-
tic hierarchy for datacube dimensions modelling. In: Current Issues in Data and
Knowledge Engineering, Varsovia, pp. 167-176 (September 2004)

Diaz-Hermida, F., Bugarin, A.: Linguistic summarization of data with probabilistic
fuzzy quantifiers. In: ESTYLF 2010, Proceedings of XV Congreso Espafiol Sobre
Tecnologias y Légica Fuzzy, Huelva, Spain, Frebruary 3-5, pp. 255-260 (2010)



256

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

R. Castillo-Ortega et al.

Kacprzyk, J.: Fuzzy logic for linguistic summarization of databases. In: IEEE
International Fuzzy Systems Conference, pp. 813-818 (1999)

Kacprzyk, J., Wilbik, A., Zadrozny, S.: Linguistic summarization of time series
using a fuzzy quantifier driven aggregation. Fuzzy Sets and Systems 159(12),
1485-1499 (2008)

Kacprzyk, J., Wilbik, A., Zadrozny, S.: An approach to the linguistic summa-
rization of time series using a fuzzy quantifier driven aggregation. Int. J. Intell.
Syst. 25(5), 411-439 (2010)

Kacprzyk, J., Zadrozny, S.: Data mining via protoform based linguistic summaries:
Some possible relations to natural language generation. In: Proceedings of the IEEE
Symposium on Computational Intelligence and Data Mining, CIDM 2009, part of
the IEEE Symposium Series on Computational Intelligence 2009, Nashville, TN,
USA, March 30- April 2, pp. 217-224 (2009)

Kobayashi, I., Okumura, N.: Verbalizing time-series data: With an example of stock
price trends. In: IFSA/EUSFLAT Conf., pp. 234-239 (2009)

Laurent, A.: A new approach for the generation of fuzzy summaries based on fuzzy
multid