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Preface

This volume constitutes the Proceedings of the 10th International Conference on
Flexible Query-Answering Systems, FQAS 2013, held in Granada, Spain, during
September 18–20, 2013. This biennial conference series has been running since
1994, starting in Roskilde, Denmark, where it was also held in 1996, 1998, and
2009; in 2000 it was held in Warsaw, Poland, in 2002 in Copenhagen, Denmark,
in 2004 in Lyon, France, in 2006 in Milan, Italy, and in 2011 in Ghent, Belgium.

FQAS is the premier conference concerned with the very important issue of
providing users of information systems with flexible querying capabilities, and
with an easy and intuitive access to information. More specifically, the overall
theme of the FQAS conferences is the modelling and design of innovative and
flexible modalities for accessing information systems. The main objective is to
achieve more expressive, informative, cooperative, and productive systems that
facilitate retrieval from information repositories such as databases, libraries, het-
erogeneous archives, and the Web.

With these aims, FQAS is a multidisciplinary conference drawing on several
research areas, including information retrieval, database management, informa-
tion filtering, knowledge representation, computational linguistics and natural
language processing, artificial intelligence, soft computing, classical and non-
classical logics, and human-computer interaction.

The sessions were organized in a general session track and a parallel special
session track with a total of 59 original papers contained in these proceedings.
The general track covers the current main stream fields: querying-answering
systems, semantic technology, patterns and classification, personalization and
recommender systems, searching and ranking, and Web and human-computer
interaction. The special track covers some specific and, typically, newer fields,
namely: environmental scanning for strategic early warning, generating linguistic
descriptions of data, advances in fuzzy querying and fuzzy databases: theory and
applications, fusion and ensemble techniques for online learning on data streams,
and intelligent information extraction from texts.

We wish to thank all authors for their excellent papers and the referees,
publisher, sponsors, and local organizers for their efforts. Special thanks to the
organizers of the special sessions, the invited speakers, members of the Advisory
Board, and members of the Program Committee. All of them made the success
of FQAS 2013 possible.

September 2013 Henrik Legind Larsen
Maria J. Martin-Bautista

María Amparo Vila
Troels Andreasen

Henning Christiansen
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Conceptual Pathway Querying of Natural Logic

Knowledge Bases from Text Bases

Troels Andreasen1, Henrik Bulskov1, Jørgen Fischer Nilsson2,
Per Anker Jensen3, and Tine Lassen3
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Abstract. We describe a framework affording computation of concep-
tual pathways between a pair of terms presented as a query to a text
database. In this framework, information is extracted from text sentences
and becomes represented in natural logic, which is a form of logic coming
much closer to natural language than predicate logic. Natural logic ac-
commodates a variety of scientific parlance, ontologies and domain mod-
els. It also supports a semantic net or graph view of the knowledge base.
This admits computation of relationships between concepts simultane-
ously through pathfinding in the knowledge base graph and deductive
inference with the stored assertions. We envisage use of the developed
pathway functionality, e.g., within bio-, pharma-, and medical sciences
for calculating bio-pathways and causal chains.

1 Introduction

This paper addresses the problem of retrieving conceptual pathways in large
text databases. A conceptual pathway is a sequence of propositions or terms
semantically linking two given terms according to the principles described below.
For instance, one may query a bio-science knowledge base about any connections
between diabetes and infectious diseases in order to get sequences of propositions
from the knowledge base connecting these two terms. Such a functionality would
draw on a formal ontology and presumably additional formalized commonsense
and domain-specific background knowledge.

In our approach, this pathfinding functionality is sought achieved by compu-
tationally extracting as much as possible of the textual meaning into a logical
language. The applied target logic is a version of natural logic. The pathfinding
computation is then pursued as a computational inference process. Accordingly,
the system supporting the intended functionality comes in two main parts: A
component for extracting information from text sentences using available lexical,
linguistic and domain-specific resources and a component for computationally
resolving pathway queries to the natural logic knowledge base resulting from
information extraction from a text database.

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 1–12, 2013.
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The knowledge base is augmented by formal ontologies and other auxiliary
resources also formulated in natural logic. This systems architecture is to favor
robustness rather than completeness in the text analysis while still relying on
a rigorous use of logic-based representations. We focus on text sources within
scientific domains, in particular (molecular) bio-science and bio-technology, and
pharma-medical areas. These areas as well as many other scientific and tech-
nological areas tend to conform to stereotypical forms of natural language in
order to achieve precision and avoid ambiguities. Moreover, these areas rely on
a rather fixed body of common background knowledge for the specialist reader.

This paper focusses on the applied natural logic and the conceptual pathfind-
ing in a natural-logic knowledge base. An approach to extraction from the text
database is addressed in [2].

The present paper is structured as follows: In section 2, we discuss general
principles for deducing pathways in logical knowledge bases. In section 3, we
describe the complementary graph view of logical knowledge bases. In section
4 and 5, we explain our use of natural logic in knowledge bases. In section 6,
we explain how we re-shape natural logic in Datalog clauses, with a supporting
inference engine as described in section 7. Finally, section 8 concludes.

2 Deductive Querying of Knowledge Bases

Querying of knowledge bases and databases is commonly handled as a deductive
reasoning process. Given a knowledge base, KB, conceived of as a collection of
logical propositions, query answering is conducted as computing of constructive
solutions to an existential assertion

KB � ∃x1, x2, ..., xn p(x1, x2, ..., xn)?

where the computable instantiations of the existential variables form the answer
extension relation. It is well-known that computing of relational database queries
with common declarative query languages is subsumed, at least to a large extent,
by this deductive querying principle.

2.1 Deducing Relationships

Below, we present and develop an alternative, innovative query functionality for
logical knowledge bases stated in natural logic. We consider knowledge basesKB
comprising concept- or class terms entering into (binary) relationships forming
propositions in natural logic. The prominent relationship is the concept inclusion
(subsumption) relationship conventionally denoted by isa. As such, the KB
supports formal ontologies. In addition, there are ad hoc causal, partonomic,
temporal, locative and other relationships according to needs.

The key functionality logically conforms with deduction of relevant relation-
ships r between two or more given concept terms, say a and b:

KB � ∃r r(a, b)?
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Formally, with a variable ranging over relations, the query assertion is thus higher
order.

Relationships are to be understood in a general logical sense transcending the
ones which are explicitly present in the knowledge base propositions: As a simple
example, consider a KB simply consisting of propositions p(a, c) and q(c, b). The
relation r can be instantiated to λx, y(p(x, c)∧q(c, y)) yielding a pathway from a
to b via c. The property of transitivity (possessed, e.g., by the inclusion relation)
would obviously play a crucial rôle for such inferences.

From a logical point of view, recognition of the existence of relationships
may be due to appeal to appropriate, restricted comprehension principles. Such
principles would appear as special cases of the general logical comprehension
principle for binary relations:

∃r∀x, y (r(x, y) ↔ Φ[x, y])

where Φ[x, y] is, at the outset, any formula within the applied logic having the
sole free variables x and y. Thus, the general principle says that any binary
relation expressible within the logic is recognized as existing logically. We wish
to abstain from applying higher order logic (type theory) with quantification
over relations. This is accomplished by adopting a metalogic framework as to be
described below in section 6. The above general comprehension principle clearly
provides a vast supply of relations being irrelevant from a query answer point
of view. Therefore, the applied comprehension should be constrained so as to
ensure, ideally, only relevant query answers.

Heuristically, one may favor transitivity and reversal of relationships, sup-
ported by cost priority policies. This leads next to the alternative “semantic
net” conception of the logical knowledge base as a labeled graph.

3 The Graph Knowledge Base View

We assume so far that the KB consists of simple propositions comprising a
relator connecting two relata in the form of concepts or classes as for example:
betacell produce insulin. Below we augment with more complex propositions and
describe these from the point of view of natural logic.

As it appears, the KB may be conceived of as a finite, directed labeled graph
with concept terms as nodes and with directed arcs labeled with relationships.
Linguistically, the simple propositions take the form CN Vt CN, where CN de-
notes common nouns and Vt a transitive verb.

3.1 Deducing Pathways

In the graph (“semantic network”) view of KB, the deduction of relationships
between nodes conforms with calculating paths between the nodes. As in route
finding in maps, priority might be given to shortest paths.

In calculating a heuristic path length measure, one may rely on certain transi-
tivity properties, notably the transitivity of isa and certain other relations such
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as causal and partonomic ones. Inverse relationships may also enter into paths.
Moreover, for natural logic the so-called monotonicity rules apply. According to
these rules, the subject term in a proposition may be specialized whereas the
object term may be generalized.

Given in the KB, for instance,

betacell produce insulin and
betacell isa cell and
insulin isa hormone and
hormone isa protein

as depicted in figure 1, for queries concerning relationships, say, between betacell
and protein one may deduce the path via produce insulin, which is a hormone,
which is a protein. By monotonicity it follows from this example that betacells
produce protein. Moreover, given the terms cell and insulin, one may return the
path via betacell. Notice that in the latter example the isa relationship is used
inversely.

4 Natural Logic

Logical knowledge bases usually apply description logic or logical rule clauses
(e.g. Datalog). Description logic forces all sentences effectively into copular
forms as discussed in [7]. Description logic specifications therefore tend to be far
from natural language formulations containing e.g. transitive verbs. Similarly,
logical rule clauses are far removed from natural language formulations due to
their use of quantified variables.

Natural logic is a generic term used for forms of symbolic logic coming closer
to natural language forms than modern predicate logic. The natural logic tra-
dition has roots back to Aristotelian logic, and is currently pursued by research
groups e.g. at the University of Amsterdam [3,6,4] and at Stanford University
[11] spurred by developments in computational logic and envisioned applications
in IT.

Natural logic stresses the use of reasoning rules which are more natural and
intuitive than the ones applied in mathematical logic at the expense of achieving
complete coverage as sought in mathematical logic. The present project adopts
a form of natural logic comprising propositions such as the ones in the left-hand
column of the table below, where the right-hand column shows corresponding
user-readable forms:

Fig. 1. A KB including a pathway connecting betacell and protein
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Internal natural logic representation User-readable form
cell (produce a) stimulate b cell that produce a stimulate b
cell (partof y) stimulate (u partof v) cell in y stimulate u in v
cell (produce x (contain z)) stimulate y cell that produce x

that contain z stimulate y

The relative pronoun “that” is added for readability; it has no bearings on the
semantics. Parentheses are often added for disambiguation, e.g. cell (that produce
x (that contain z)) stimulate y.

From the point of view of traditional logic, natural logic is a subset of predicate
logic dealing with monadic and binary predicates. As an example the proposi-
tion cell (that produce a) stimulate b corresponds to the following expression in
predicate logic:

∀x(cell(x) → ∃y(produce(x, y) ∧ a(y)) → ∃z(b(z) ∧ stimulate(x, z)))

However, the natural logic propositions are not translated into predicate logic in
the system, since the computational reasoning takes place at the natural logic
level as to be explained below.

4.1 Non-monotonic Logic in Natural Logic

Unlike traditional natural logic and description logic, we are going to appeal
to the closed world assumption (CWA) for handling negation in certain cases.
Notably, by default, all classes (coming from nouns and more generally noun
phrases) in the ontology are conceived of as disjoint unless otherwise stated, in
accordance with common conventions for ontologies and in contrast to descrip-
tion logic.

Consider the following example: Suppose that the knowledge base has betacell
produce insulin. Suppose further that alpha cells and beta cells are assumed to
be disjoint by the default convention in absence of any overlapping class of cells
in the knowledge base. Then the truth value of the proposition alphacell produce
insulin cannot be determined so far in our suggested approach to negative in-
formation with the constrained appeal to negation as nonprovability. Thus, the
answer is “don’t know” or “open”, rather than a plain “no” from the CWA as
customary in database querying. This limitation is motivated by the expected
partiality of the logical knowledge bases. However, if the knowledge base also
contains cell (that produce insulin) isa betacell (extracted, say, as contribution
from a natural language sentence only betacells produce insulin), then the above
question is to be answered in the negative.

Thus, there is no notion of empty or null class in the applied logic. As stated, it
is assumed that classes like alphacells and betacells are disjoint as long as there is
no common subclass given explicitly in the ontology (and no inclusion between
the said classes). More generally, the dismissal of classical sentential negation
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may be replaced by limited forms of negation as in betacell (unless abnorm-
betacell) produce insulin – stating a non-monotonic exception from the normative
case without logical inconsistencies. This approach to denials is known from
deductive databases. However, it seems to be innovative in the combination with
natural logic proposed here. This departure from traditional natural logic (as well
as description logic) has positive bearings on the computational complexity of
the deduction process: The computational complexity in our framework does not
exceed that of a deductive query process in Datalog, which is bound to be of
low polynomial complexity, cf. [5].

5 From Natural Language to Natural Logic

Complete computerized translation of text into a natural logic would be an over-
ambitious goal far beyond current theories. Therefore, as part of our framework
we develop an extractor module which builds on more modest but principled
approaches for computational conversion of the main textual content into the
applied natural logic. The extractor establishes a correlation between the text
and admissible natural logic forms, natural logic propositions, in order to cap-
ture as much propositional information as possible from the text. The conversion
into natural logic propositions progresses heuristically by applying a variety of
linguistic transformations and reductions of the text.

By way of example, coordinated constructions are decomposed into un-coord-
inated propositions. The translation of restrictive relative clauses is tentatively
dealt with as a subtype of anaphor resolution in that the relative pronoun is
substituted by its antecedent, which would also typically be the strategy for re-
solving anaphoric reference. Basically, the extractor is to process one sentence at
a time and convert the meaning content into a number of propositions in natural
logic. This implies that inter-sentential anaphora might be left unresolved. Even
intra-sentential anaphora might also be given up as unresolvable, particularly if
they violate the logical limitations of the natural logic, cf. the infamous “donkey
sentences” (for instance with a back referring “it”). On the other hand, com-
mon anaphor patterns (with pronouns) may well be accommodated by dedicated
natural logic schemes tailored to anaphor schemes.

Passive constructions are transformed into their active counterparts, from
which a predicate-argument structure is regularly deducible. Predicative adjec-
tive constructions, which are full propositions, may be transformed into concepts
by placing the adjective as an attributive modifier of the subject. A number
of inflectional, lexical, and phrasal elements are deleted from the natural lan-
guage texts. These elements include inflectional affixes, determiners, adverbs,
non-restrictive relative clauses, modals and auxiliary verbs, and non-clausal
adverbials.

The extractor further has to handle complex sentential and phrasal forms such
as topicalization, apposition, and nominalization, to name a few.
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5.1 Example

Consider the following miniature corpus on the role of the enzyme amylase and
the influence of pancreas disease.1

Amylase is an enzyme that helps digest carbohydrates. It is produced
in the pancreas and the glands that make saliva. When the pancreas is
diseased or inflamed, amylase releases into the blood.

Pancreatitis usually develops as a result of gallstones or moderate to
heavy alcohol consumption over a period of years.

From the 4 sentences above the following natural logic propositions can be
extracted:

– amylase isa enzyme
– amylase cause (digestion of carbohydrate)
– pancreas produce amylase
– (gland that produce saliva) produce amylase
– (diseased pancreas) cause (amylase release into blood)
– (inflamed pancreas) cause (amylase release into blood)
– gallstone cause pancreatitis
– (alcohol consumption) cause pancreatitis

The target for querying is the content of the corpus or more specifically the
knowledge that can be drawn from this – that is, propositions like the ones listed
above. However, rather than restricting the system to what can be extracted di-
rectly from the corpus, our approach is to embed extracted propositions into a
background domain ontology and to target the enriched ontology for query evalu-
ation. Figure 2 shows an example: A subontology for an enriched background on-
tology corresponding to ontological context for the extracted propositions given
above. The background ontology used is UMLS [12].

Various types of queries can be developed for targeting an enriched ontology
– one obviously involves starting with a free form textual query and to analyze
this in the same manner as the corpus. However, to go directly to the core of
conceptual pathway queries, we will here only consider queries specified by two
concepts and query answers given as possible ways to relate these concepts in
the enriched ontology. A sample two-concept query that can be evaluated within
the subontology shown in figure 2 is the following.

Query: gallstone, blood
Answer:
– gallstone cause (pancreas with pancreatitis) isa (diseased pancreas)

cause (amylase release into blood) release-into blood

As is evident in figure 2, a single pathway connecting the two query concepts
can be identified, and thus an answer to the query can be this pathway. The
subgraph corresponding to the answer is shown in figure 3.

1 The two paragraphs are taken from National Library of Medicine’s MedlinePlus [13]
and Wolters Kluwer Health’s physician-authored clinical decision support resource
UpToDate [14] respectively.
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Fig. 2. Ontological context for given miniature example corpus

Obviously, for many queries, multiple connecting pathways may contribute to
the answer, as in the following example.

Query: pancreas, digestion
Answer:
– pancreas produce amylase contribute-to (digestion of carbohydrate)

isa digestion
– pancreas has-specialization (diseased pancreas) cause (amylase re-

lease into blood) isa (amylase release) release-of amylase contribute-
to (digestion of carbohydrate) isa digestion

The answer is also shown as a subgraph in figure 4. Multiple connecting pathways
can be dealt with in different ways. A simple approach is to eliminate all but the
shortest path, which in this case would provide only the first pathway including
the edge from pancreas to amylase. Pathways can also be ranked and listed in
the according order in the result. Different principles for measuring rank weight
can be applied. Obviously a simple path length principle can be applied, but
additional properties such as relation importance (where isa properly would be
among the most important) and node weight (discriminating concepts that are
central to an explanation of a pathway connection from concepts that are not)
can be taken into account. In addition, in case of multiple connections, the choice

Fig. 3. A pathway answer to the query gallstone, blood
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Fig. 4. A multiple pathway answer to the query pancreas, digestion

of pathways to present can also be subject to query framework parameterization
or to query specification through special constructs (such as SHORTEST, ALL
etc.).

6 Flattening Natural Logic into Clauses

The natural logic forms applied in the knowledge base are embedded in a de-
ductive database language (Datalog with extensions). This means that we
adopt a two-level or meta-logical form of knowledge base logic in which asser-
tions like the above are embedded in an outer logical layer taking care of the
computational deduction (computation of conceptual pathways). For example,
the sentence “betacell produce insulin” is logically conceived of as the natural
logic proposition every betacell produce some insulin as an instance of the full
natural logic form Q1 A R Q2 B, where Q1 and Q2 are quantifiers (e.g. every,
some), cf. [10]. With the main case Q1 being every and Q2 being some, we get
∀x(A(x) → ∃y(R(x, y) ∧ B(y))) yielding at the meta level everysome(A, R, B)
with the distinguished quantifier predicate everysome2. Accordingly, the natu-
ral logic assertion betacells produce insulin at our meta level re-appears as the
atomic formula everysome(betacell, produce, insulin) representing a quantifier-
annotated triple, as appearing in the graphic visualizations.

The latter can be reasoned within a deductive database language with vari-
ables ranging over classes such as betacell and binary relations such as produce,
cf [8]. Accordingly, the inference rules are to be shaped as Datalog clauses. The
clauses may in turn be re-expressed in a common database query language with
the assertions stored in database relations. Superficially, the applied triple form
resembles RDF representations, but is here logically supported by the deductive
inference engine.

2 Correspondingly, we have everyevery, someevery, and somesome.
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The recursive structure of the natural logic calls for generation of complex
classes such as cell-that-produce-insulin appearing as constants at the database
tuple level.

Consider the following sentence in natural language3, “The hypothalamus also
secretes a hormone called somatostatin, which causes the pituitary gland to stop
the release of growth hormone”. Below follows a translation into simple natural
logic in a “triplification” process:

hypothalamus secrete somatostatin (a hormone)
(that cause stopping (of release (of growth hormone) (from pituitary gland))

which is broken down into the three assertions
somatostatin isa hormone
hypothalamus secrete somatostatin
somatostatin cause
stopping (of release (of growth hormone) (from pituitary gland)) ...

A further decomposition is carried out in order to arrive at the simple natural
logic propositions for the KB.

7 Inference Engine for Conceptual Pathfinding

“You see, my dear Watson”– [...] –“it is not really difficult to construct

a series of inferences, each dependent upon its predecessor and each

simple in itself. If, after doing so, one simply knocks out all the central

inferences and presents one’s audience with the starting-point and the

conclusion, one may produce a startling, though possibly a meretricious,

effect.”

– Sherlock Holmes (The Adventure of the Dancing Men)

The meta-level logic comprises clauses for performing logical deduction on the
natural logic KB contents by means of reflexivity and transitivity of isa and the
monotonicity properties of natural logic, cf. [8,9].

The inference engine clauses in a nutshell:

isa+(C,D) ← isa(C,X)
isa+(C,D) ← isa+(C,X), isa(X,D)
isa∗(C,C)
isa∗(C,D) ← isa+(C,D)
path(C, [isa], D) ← isa+(C,D)
path(C′, [R], D) ← isa∗(C′, C) ∧ everysome(C,R,D)
path(C, [R], D′) ← everysome(C,R,D) ∧ isa∗(D,D′)
path(C, [R1, R2], D) ← path(C,R1, X) ∧ path(X,R2, D)

The mid trace argument transcends Datalog; the argument here serves
merely to explain the principle for accumulating path information. Ascription
of path costs is not shown. In the actual implementation, path computation is
to be conducted by an appropriate graph search algorithm guided by heuristic
costs for ranking of paths.

3 From: emedicinehealth [15].
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In addition, there are clauses expressing properties of applied relations such
as causal and partonomic transitivity facilitating short cuts with respect to cost.
There may also be appropriate clauses for reverse paths (with accompanying
costs) for the various relations including isa. Thus, the explicit knowledge from
the text base is represented at the natural logic level, whereas common sense
knowledge as well as pure logical reasoning capabilities are formalized as clauses
at the metalogic level.

As a distinguished feature of our approach, the logical reasoning is supported
by the meta-level logic and is to be implemented as an “inference engine” tak-
ing advantage of the efficient storage and access provided by current database
technology. This is in order to obtain the proof-of-concept of a technology which
is capable of computationally processing large amounts of information. In other
words, the inference machine eventually is to be realized on top of a database
platform. This motivates decomposing natural logic assertions into atomic propo-
sitions admitting storage in database relations. The pathway-finding inference
process may then be controlled by efficient search algorithms.

Unlike traditional natural logic, the presently applied version of natural logic
omits denials with classical logic in favor of limited use of CWA and non-
monotonic logic as common in databases and logic programming and formal
ontologies. This departure from traditional natural logic (as well as description
logic) has positive bearings on the computational complexity of the deduction
process: The computational complexity in our framework does not exceed that of
a deductive query process in Datalog, which is bound to be of low polynomial
complexity.

8 Summary and Conclusion

We have presented a framework for deductive conceptual pathfinding in knowl-
edge bases derived from text databases. Our approach entertains a dual view on
the knowledge bases: Firstly, as a collection of assertions in natural logic sup-
ported by appropriate inference rules stated at the metalogic level as Datalog

clauses. Secondly, as a labeled directed graph where the nodes are concepts. The
graph representation facilitates the pathfinding view exploited in our framework.
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Christiansen, H., De Tré, G., Yazici, A., Zadrozny, S., Andreasen, T., Larsen, H.L.
(eds.) FQAS 2011. LNCS, vol. 7022, pp. 96–107. Springer, Heidelberg (2011)

9. Fischer Nilsson, J.: Diagrammatic Reasoning with Classes and Relationships. In:
Moktefi, A., Shin, S.-J. (eds.) Visual Reasoning with Diagrams. Studies in Universal
Logic. Birkhäuser, Springer (March 2013)

10. Sanchez Valencia, V.: The Algebra of Logic. In: Gabbay, D.M., Woods, J. (eds.)
Handbook of the History of Logic. The Rise of Modern Logic: From Leibniz to
Frege, vol. 3. Elsevier (2004)

11. MacCartney, B., Manning, C.: An Extended Model of Natural Logic. In: Bunt,
H., Petukhova, V., Wubben, S. (eds.) Proceedings of the 8th IWCS, Tilburg, pp.
140–156 (2009)

12. Bodenreider, O.: The Unified Medical Language System (UMLS): integrating
biomedical terminology. Nucleic Acids Research 32, D267–D270 (2004)

13. Amylase, National Library of Medicine’s MedlinePlus (2013),
http://www.nlm.nih.gov/medlineplus/ency/article/003464.htm

(retrieved March 1, 2013)
14. Pancreatitis, Wolters Kluwer Health’s physician-authored clinical decision support

resource UpToDate (2013),
http://www.uptodate.com/contents/acute-pancreatitis-beyond-the-basics

(retrieved March 1, 2013)
15. Hypothalamus, emedicinehealth (2013),

http://www.emedicinehealth.com/anatomy of the endocrine system/

page2 em.htm#hypothalamus (retrieved March 1, 2013)

http://www.stanford.edu/~icard/logic&language/index.html
http://lyrawww.uvt.nl/~rmuskens/natural/
http://www.nlm.nih.gov/medlineplus/ency/article/003464.htm
http://www.uptodate.com/contents/acute-pancreatitis-beyond-the-basics
http://www.emedicinehealth.com/anatomy_of_the_endocrine_system/page2_em.htm#hypothalamus
http://www.emedicinehealth.com/anatomy_of_the_endocrine_system/page2_em.htm#hypothalamus


Query Rewriting for an Incremental Search

in Heterogeneous Linked Data Sources
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Abstract. Nowadays, the number of linked data sources available on the
Web is considerable. In this scenario, users are interested in frameworks
that help them to query those heterogeneous data sources in a friendly
way, so avoiding awareness of the technical details related to the het-
erogeneity and variety of data sources. With this aim, we present a sys-
tem that implements an innovative query approach that obtains results
to user queries in an incremental way. It sequentially accesses different
datasets, expressed with possibly different vocabularies. Our approach
enriches previous answers each time a different dataset is accessed. Map-
ping axioms between datasets are used for rewriting the original query
and so obtaining new queries expressed with terms in the vocabular-
ies of the target dataset. These rewritten queries may be semantically
equivalent or they could result in a certain semantic loss; in this case, an
estimation of the loss of information incurred is presented.

Keywords: Semantic Web, Linked Open Data Sources, SPARQL query,
vocabulary mapping, query rewriting.

1 Introduction

In recent years an increasing number of RDF open data sources are emerging,
partly due to the existence of techniques to convert non RDF datasources into
RDF ones, supported by initiatives like the Linking Open Data (LOD)1 with the
aim of creating a “Web of Data”. The Linked Open Data cloud diagram2 shows
datasets that have been published in Linked Data Format (around 338 datasets
by 20133), and this diagram is continuosly growing. Moreover, although those
datasets follow the same representation format, they can deal with heterogeneous

1 http://www.w3.org/wiki/SweoIG/TaskForces/

CommunityProjects/LinkingOpenData
2 http://lod-cloud.net/state/
3 http://datahub.io/lv/group/lodcloud?tags% 3Dno-vocab-mappings
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vocabularies to name the resources. In that scenario, users find difficulties in
taking advantage of the contents of many of those datasets because they get
lost with the quantity and the variety of them. For example, a user that is only
familiar with BNE (Biblioteca Nacional de España)4 dataset vocabularies could
be interested in accessing BNB (Bristh National Bibliography)5, DBpedia6, or
VEROIA (Public Library of Veroia)7 datasets in order to find more information.
However, not being familiar with the vocabularies of those datasets may dissuade
him from trying to query them.

So, taking into account the significant volume of Linked Data being pub-
lished on the Web, numerous research efforts have been oriented to find new
ways to exploit this Web of Data. Those efforts can be broadly classified into
three main categories: Linked Data browsers, Linked Data search engines, and
domain-specific Linked Data appplications [1]. The proposal presented in this
paper can be considered under the category of Linked Data search engines and
more particularly, under human-oriented Linked Data search engines, where we
can find other approaches such as Falcons8 and SWSE9, amongst others. Never-
theless, the main difference of our proposal with respect to existing engines lies
in the fact that it provides the possibility of obtaining a broader response to a
query formulated by a user by combining the following two aspects: (1) an auto-
matic navigation through different datasets, one by one, using mappings defined
among datasets; and (2) a controlled rewriting (generalization/specialization) of
the query formulated by the user according to the vocabularies managed by the
target dataset.

In summary, the novel contribution of this paper is the development of a
system that provides the following main advantages:

– A greater number of datasets at the users disposal. Using our system the user
can gain access to more datasets without bothering to know the existence
of those datasets or the heterogeneous vocabularies that they manage. The
system manages the navigation into different datasets.

– Incremental answer enrichment. By accessing different datasets the user can
obtain more information of interest. For that, the system manages existing
mapping axioms between datasets.

– Exact or approximate answers. If the system is not capable of obtaining a
semantically equivalent rewriting for the query formulated by the user it
will try to obtain a related query by generalizing/specializing that query
and it will provide information about the loss in precision and/or recall with
respect to the original query.

In the rest of the paper we present first some related works in section 2.
Then, we introduce an overview of the query processing approach in section 3.

4 BNE - (http://datos.bne.es/sparql)
5 BNB - (http://bnb.data.bl.uk/sparql)
6 DBpedia - (http://wiki.dbpedia.org/Datasets)
7 VEROIA - (http://libver.math.auth.gr/sparql)
8 http://ws.nju.edu.cn/falcons/objectsearch/index.jsp
9 http://swse.deri.org/
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We follow with a detailed explanation of the query rewriting algorithm and with
a brief presentation of how the information loss is measured in sections 4 and 5.
Finally we end with some conclusions in section 6.

2 Related Works

According to the growth of the Semantic Web, SPARQL query processing over
heterogeneous data sources is an active research field. Some systems (such as
DARQ [10], FedX [12]) consider federated approaches over distributed data
sources with the ultimate goal of virtual integration. One main difference with
our proposal is that they focus on top-down strategies where the relevant sources
are known while in our proposal the sources are discovered during the query pro-
cessing. Nevertheless one main drawback for query processing over heterogeneous
data is that existing mapping axioms are scarce and very simples (most of them
are of the owl:sameAs type)

Even closer to our approach are the works related to SPARQL query rewrit-
ing. Some of them, such as [7] and [2], support the query rewriting with map-
ping axioms described by logic rules that are applied to the triple patterns that
compose the query; [7] uses a quite expressive specific mapping language based
on Description Logics and [2] uses less expressive Horn clause-like rules. In both
cases, the mapping language is much more expressive than what is usually found
in datasets metadata (for instance, VoID10 linksets) and the approach does not
seem to scale up well due to the hard work needed to define that kind of mapping.

Another approach to query rewriting is query relaxation, which consists of
reformulating the triple patterns of a query to retrieve more results without
excessive loss in precision. Examples of that approach are [6] and [3]. Each
work presents a different methodology for defining some types of relaxation: [6]
uses vocabulary inference on triple patterns and [3] uses a statistical language
modeling technique that allows them to compute the similarity between two
entities. Both of them define a ranking model for the presentation of the query
results. Although our proposal shares with them the goal of providing more
results to the user, they are focused more on generalizing the query while we are
focused on rewriting the query trying to preserve the meaning of the original
query as much as possible, and so generalizing or specializing parts of the query
when necessary in the new context.

The query rewriting problem is also considered [5], but we differ in the way
to face it. In our proposal we cope with existing mapping axioms, that relate
different vocabularies, and we make the most of them in the query rewriting
process. In contrast, [5] disregards such mapping axioms and looks for results
in the target dataset by evaluating similarity with an Entity Relevance Model
(ERM) calculated with the results of the original query. The calculation of the
ERM is based on the number of word occurrences in the results obtained, which
are later used as keywords for evaluating similarity. The strength of this method
turns into its weakness in some scenarios because there are datasets that make

10 http://vocab.deri.ie/void
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abundant use of codes to identify their entities and those strings do not help as
keywords.

Finally, query rewriting has also been extensively considered in the area of
ontology matching [4]. A distinguising aspect of our system is the measurement
of information loss. In order to compute it we adapt the approach presented
in [11] and further elaborated in [9] to estimate the information loss when a
term is substituted by an expression.

3 An Overview of the Query Processing Approach

In this section we present first some terminology that will be used throughout
the rest of the paper. Then we show the main steps followed by the system to
provide an answer to one query formulated by the user. Finally, we present a
brief specification of the main components of the system that are involved in the
process of providing the answer.

With respect to the terminology used, we consider datasets that are modeled
as RDF graphs. An RDF graph is a set of RDF triples. An RDF triple is a
statement formed by a subject, a predicate and an object [8]. Elements in a triple
are represented by IRIs and objects may also be represented by literals. We use
term for any element in a triple. Each dataset is described with terms from a
declared vocabulary set. Let us use target dataset for the dataset over which the
query is going to be evaluated, and we use target vocabulary set for its declared
vocabulary set.

SPARQL queries11 are made of graph patterns. A graph pattern is a query
expression made of a set of triple patterns. A triple pattern is a triple where any
of its elements may be a variable. When a triple pattern of a query is expressed
with terms of the target vocabulary set we say that the triple pattern is adequate
for the target dataset. When every triple pattern of a query is adequate for a
target dataset, we say that the query is adequate for that target dataset.

The original query is expressed with terms from a source vocabulary set. Let
us call T the set of terms used by the original query. As long as any term in
T belongs to a vocabulary in the target vocabulary set, the original query is
adequate for the target dataset and the query can be properly processed over
that dataset. However, if there were terms in T not appearing in the target
vocabulary set, triple patterns of the original query including any such term
should be rewritten into appropriate graph patterns, with terms taken from
the target vocabulary set, in order to become an adequate query for the target
dataset.

Terms in T appearing in synonymy mapping axioms (i.e. expressed with any
of the properties owl:sameAs, owl:equivalentClass, owl:equivalentProp-
erty) with a term in the target vocabulary set can be directly replaced by
the synonym term. Those terms in T not appearing in the target vocabulary
set and not appearing in synonymy mapping axioms with terms in the target
vocabulary set are called conflicting terms. Since there is no guarantee for enough

11 http://www.w3.org/TR/rdf-sparql-query/



Query Rewriting for an Incremental Search in Linked Data Sources 17

synonym mapping axioms between source and target vocabulary sets that allow
a semantic preserving rewriting of the original query into an adequate query for
the target vocabulary, we must cope with query rewritings with some loss of
information. The goal of the query rewriting algorithm is to replace every triple
pattern including conflicting terms with a graph pattern adequate for the target
dataset.

3.1 Main Query Processing Steps

The query which we will use as a running example is “Give me resources whose
author is Tim Berners-Lee”. The steps followed to answer that query are pre-
sented next:

1. The user formulates the query dealing with a provided GUI. For that, he
uses terms that belong to a vocabulary that he is familiar with (for example,
DBLP and FOAF vocabularies in this case). Notice that it is not required
that the user knows the SPARQL language for RDF, he should only know the
terms dblp:Tim Berners-Lee, and foaf:maker from the DBLP and FOAF
vocabularies. The system produces the following query:

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX dblp: <http://dblp.l3s.de/d2r/resource/authors/>

{?resource foaf:maker dblp:Tim_Berners-Lee>}

2. The system asks the user for a name of a dataset in which he is interested in
finding the answer. If the user does not provide any specific name, then the
system shows the user different possible datasets that belong to the same
domain (e.g., bibliographic domain). If the user does not select any of them
then the system selects one. Following the previous example, we assume that
the user selects DBpedia dataset among those presented by the system.

3. The system first tries to find the query terms in the selected dataset. If it finds
them, it runs the query processing. Otherwise the system tries to rewrite the
query formulated by the user into another equivalent query using mapping
axioms. At this point two different situations may happen:

(a) The system finds synonymy mapping axioms, defined between the
source and target vocabularies, that allows it to rewrite each term of
the query into an equivalent term in the target vocabulary (for in-
stance, mapping axioms of the type dblp:Tim Berners-Lee owl:sameAs

dbpedia: Tim Berners-Lee). Following the previous example, the prop-
erty foaf:maker is replaced with dbpedia-owl:author. The rewritten
query is the following:

PREFIX dbpedia: <http://dbpedia.org/resource/>

PREFIX dbpedia-owl: <http://dbpedia.org/ontology/>

{?resource dbpedia-owl:author dbpedia:Tim_Berners-Lee>}

Then the system obtains the answer querying the DBpedia dataset and
shows the answer to the user through the GUI. The results obtained by
the considered query are:
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http://dbpedia.org/resource/Tabulator

http://dbpedia.org/resource/Weaving_the_Web:_The_Original_Design_

and_Ultimate_Destiny_of_the_World_Wide_Web_by_its_inventor

(b) The system does not find synonymy mapping axioms for every term in
the original query. In this case, the triple including the conflicting term
is replaced with a graph pattern until an adequate query is obtained. In
sections 4 and 5 we present the algorithm used for the rewriting and an
example that illustrates the behaviour, respectively.

4. The system asks the user if he is interested in querying another dataset. If
the answer is No the process ends. If the answer is Yes the process returns
to step 2.

3.2 System Modules

In order to accomplish the steps presented in the previous subsection the system
handles the following modules:

– Input/Output Module. This module manages a GUI that facilitates, on the
one hand, the task of querying the datasets using some predefined forms; and,
on the other hand, presents the obtained answer with a friendly appearance.

– Rewriting Module. This module is in charge of two main tasks: Query anal-
ysis and Query rewriting. The Query analysis consists of parsing the query
formulated by the user and obtaining a tree model. For this task, the Query
Analyzer module implemented with ARQ12 is used. In this task the datasets
that belong to the domain considered in the query are also selected. Concern-
ing Query rewriting, we have developed an algorithm (explained in section 4)
that rewrites the query expressed using a source vocabulary into an adequate
query. The algorithm makes use of mapping axioms expressed as RDF triples
and which can be obtained through SPARQL endpoints or RDF dumps.

The mapping axioms we are considering in this paper are those triples whose
subject and object are from different vocabularies and the predicate is one of
the following terms: owl:sameAs, rdfs:subClassOf, rdfs:subPropertyOf,
owl:equivalentClass, and owl:equivalentProperty. Future work will
consider a broader set of properties for the mapping axioms.

– Evaluation Module. Taking into account that different rewritings could be
possible for a query, the goal of this module is to evaluate those different
rewritings and to select the one that incurs the least information loss. For
that it handles some defined metrics (see section 5.1) and the information
stored in the VoID statistics of the considered datasets.

– Processing Module. Once the best query rewriting is selected, this module is
in charge of obtaining the answer for the query by accessing the correspond-
ing dataset.

12 Apache Jena/ARQ (http://jena.apache.org/documentation/query/index.html)
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4 Query Rewriting Algorithm

In this section we present the query rewriting algorithm. Its foundation is a
graph traversing algorithm looking for the nearest terms (that belong to the
target dataset) of a conflicting term.

We follow two guiding principles for the replacement of conflicting terms: (1)
a term can be replaced with the conjunction of its directly subsuming terms.
(2) a term can be replaced with the disjunction of its directly subsumee terms.
These guiding principles are recursively followed until adequate expressions are
accomplished.

A distinguishing feature of our working scenario is that source and target vocab-
ulary sets are not necessarily fully integrated.Notice that datasets are totally inde-
pendent from one another and our system is only allowed to access them by their
particular web services (SPARQL endpoint or programmatic interface). There-
fore, our system depends only on the declared vocabulary sets and the published
mapping axioms. Infered relationships between terms are not taken into account
unless the target system provides them. We are aware of the limitations of that
consideration, but we think that it is quite a realistic scenario nowadays.

In the following, we present the algorithm that obtains an adequate query
expression for the target dataset with the minimum loss of information with
respect to the original query Q measured by our proposed metrics.

First of all, the original query Q is decomposed into triple patterns which in
turn are decomposed into the collection of terms T . This step is represented in
line 4 in the displayed listing of the algorithm. Notice that variables are not in-
cluded in T . Variables are maintained unchanged in the rewritten query. Neither
literal values are included in T . Literal values are processed by domain specific
transformer functions that take into account structure, units and measurement
systems.

Then, for each term in T , a collection of expressions is constructed and gath-
ered with the term. Each expression represents a possible substitution of the
triple pattern including the conflicting term for a graph pattern adequate for
the target dataset. See lines 5 to 10 in the algorithm. Considering these ex-
pressions associated with each term, the set of all possible adequate queries is
constructed (line 12) and the information loss of each query is measured and the
query with the least loss is selected (line 14).

The core of the algorithm is the Rewrite routine (line 7) which exam-
ines source and target vocabularies, with their respective mapping axioms, in
order to discover possible substitutions for a given term in a source vocab-
ulary. Let us consider terms in a vocabulary as nodes in a graph and rela-
tionships between terms (specifically rdfs:subClassOf, rdf:subPropertyOf,
owl:equivalentClass, owl:equivalentProperty, and owl:sameAs) as di-
rected labeled edges between nodes. Notice that, due to mapping axioms be-
tween two vocabularies, we can consider those vocabularies as parts of the same
graph. Rewrite routine performs a variation of a Breadth First Search traverse
from a conflicting term, looking for its frontier of terms that belong to a tar-
get vocabulary. A term f belongs to the frontier of a term t if it satisfies the
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following three conditions: (a) f belongs to a target vocabulary, (b) there is a
trail from t to f , and (c) there is not another term g (different from f) belonging
to a target vocabulary in that trail. A trail from a node t to a node f is a se-
quence of edges that connects t and f independent of the direction of the edges.
For instance, t rdfs:subClassOf r, f rdfs:subClassOf r is a trail from t to f .

Although a trail admits the traversing of edges in whatever direction, our
algorithm keeps track of the pair formed by each node in the trail and the
direction of the edge followed during the traverse since that is crucial informa-
tion for producing the adequate expressions for substitution. Notice that we are
interested in obtaining a conjunction expression with the directly subsuming
terms, and a disjunction expression with the directly subsumee terms. For that
reason, different routines are used to traverse the graph. In line 28 of the algo-
rithm, directSuper(t) is the routine in charge of traversing the edges leaving t.
In line 30 of the algorithm, directSub(t) is the routine in charge of traversing
the edges entering t. Whenever a synonym to a term in a target vocabulary is
found (line 25), such information is added to a queue (line 26) that stores the
result of the Rewrite routine.

Termination of our algorithm is guaranteed because the graph traverse pre-
vents the processing of a previously visited node (avoiding cycles) and further-
more a natural threshold parameter is established in order to limit the maximum
distance from the conflicting term of a visited node in the graph.

1 //Returns an adequate query for onto targe t ,
2 //produced by a rewr i t ing of Q with the l e a s t l o s s of information
3 QUERY SELECTION(Q, ontoSource , ontoTarget ) return Query

4 terms = DecomposeQuery (Q) ; // terms i s the se t of terms in Q
5 for each term in terms do
6 {
7 r ewr i t i ngExpr e s s i on s = REWRITE( term , ontoSource , ontoTarget ) ;

8 // s tore s the term toge ther with i t s adequate rewr i t ing express ions
9 termsRewrit ings . add ( term , r ewr i t i ngExpr e s s i on s ) ;

10 }
11 //Constructs quer ies from the express ions obtained for each term
12 po s s i b l eQue r i e s = ConstructQuery (Q, termsRewrit ings ) ;

13 // Se l e c t s and returns the query tha t provides l e s s l o s s of information
14 return LeastLoss (Q, po s s i b l eQue r i e s ) ;

15
16
17 //Constructs a queue of adequate express ions for term in onto targe t
18 REWRITE( term , ontoSource , ontoTarget ) return Queue<Express ion>
19 resultQueue = new Queue ( ) ;

20 traverseQueue = new Queue ( ) ;

21 traverseQueue . add ( term ) ;

22 while not traverseQueue . isEmpty ( ) do
23 {
24 t = traverseQueue . remove ( ) ;

25 i f has synonym ( t , ontoTarget ) then

26 resultQueue . add (map( t , ontoTarget ) ) ;

27 else // t i s a c on f l i c t i n g term
28 { c e i l i n g = d i r e c tSupe r ( t ) ;

29 traverseQueue . enqueueAll ( c e i l i n g ) ;

30 f l o o r = di rectSub ( t ) ;

31 traverseQueue . enqueueAll ( f l o o r ) ; }
32 }
33 return resultQueue ;
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5 Estimation of Information Loss

In this section we describe how we measure the loss of information caused by the
rewriting of the original query. Also we explain in detail a use case that needs
these rewritings to achieve an adequate query.

5.1 Measuring the Loss of Information

The system measures the loss of information using a composite measure adapted
from [11]. This measure is based on the combination of the metrics precision
and recall from Information Retrieval literature. We measure the proportion of
retrieved data that is relevant (precision) and the proportion of relevant data
that is retrieved (recall).

To calculate these metrics, we use datasets metadata published as VoID statis-
tics. There are VoID statements that inform us of the number or entities of a class
or the number of pairs of resources related by a property in a certain dataset.
For instance, in :DBpedia dataset, the class dbpedia:Book has 26198 entities
and there are 4102 triples with the property dbpedia:notableWorks.

:DBpedia a void:Dataset;

void:classPartition [ void:propertyPartition [

void:class dbpedia:Book; void:property dbpedia:notableWorks;

void:entities 26198; ]; void:triples 4102; ];

Given a conflicting term ct, we define Ext(ct) as the extension of ct ; that
is the collection of relevant instances for that term. Let us call Rewr(ct) to an
expression obtained by the rewriting of a conflicting term ct, and Ext(Rewr(ct))
to the extension of the rewritten expression, that is the retrieved instances for
that expression.

We define �Ext(ct) as the number of entities (resp. triples) registered for ct
in the dataset (this value should be obtained from the metadata statistics). In
the case of Ext(Rewr(ct)), we cannot expect a registered value in the metadata.
Instead we calculate an estimation for an interval of values [�Ext(Rewr(ct).low),
�Ext(Rewr(ct).high)] which bound the minimum and the maximum cardinality
of the expression extension. Those values are used for the calculation of our
measures of precision and recall. However, due to the lack of space and the
intricacy of the different cases that must be taken into account, we will not to
present a detailed explanation for the calculation here.

Allow us to say that precision and recall of a rewriting of a conflicting term ct
will be measured with an interval [Precision(ct).low, Precision(ct).high] where
Precision(ct).low = L(�Ext(ct), �Ext(Rewr(ct).low), �Ext(Rewr(ct).high)) and
Precision(ct).high = H(�Ext(ct), �Ext(Rewr(ct).low), �Ext(Rewr(ct).high)) are
functional values calculated after a careful analysis of the diverse semantic re-
lationships between ct and Rewr(ct). Offered only as a hint, consider that the
functions are variations on the following formulae, presented in [9]:

Precision(ct) = �(Ext(ct)∩Ext(Rewr(ct)))
�Ext(Rewr(ct))

;Recall(ct) = �(Ext(ct)∩Ext(Rewr(ct)))
�Ext(ct)
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In order to provide the user with a certain capacity for expressing preferences
on precision or recall, we introduce a real value parameter α (0 ≤ α ≤ 1) for
tuning the function to calculate the loss of information due to the rewriting of
a conflicting term. Again, this measure is expressed as an interval of values:

Loss(ct).low = 1− 1

α( 1
Precision(ct).high

) + (1− α)( 1
Recall(ct).high

)
(1)

Loss(ct).high = 1− 1

α( 1
Precision(ct).low

) + (1− α)( 1
Recall(ct).low

)
(2)

Finally, many functions can be considered for the calculation of the loss of
information incurred for the rewriting of the entire original query Q. We are
aware that more research and experimentation is needed to select the most ap-
propriate ones for our task. Nevertheless, for the sake of this paper, let us use
a very simple and effective one such as the maximum among the set of values
that represent the losses.

Loss(Q).low = max{Loss(ct).low | ct conflicting term in Q} (3)

Loss(Q).high = max{Loss(ct).high | ct conflicting term in Q} (4)

5.2 Rewriting Example

This section describes in detail an example of the process followed by our system
in the case that loss of information is produced during the rewriting process.
Consider that the system is trying to answer the original query shown in figure 1,
which is expressed with terms in the proprietary bdi vocabulary, and that the
user decides to commit the query to the DBpedia dataset. Some of the mapping
axioms at the disposal of the system are as follows:

bdi:Document rdfs:subClassOf dbpedia:Work .
bdi:Publication rdfs:subClassOf bdi:Document .
dbpedia:WrittenWork rdfs:subClassOf bdi:Publication .
dbpedia:Website rdfs:subClassOf bdi:Publication .
dbpedia:Miguel_de_Cervantes owl:sameAs bdi:Miguel_de_Cervantes.
dbpedia:notableWork owl:sameAs bdi:isAuthor .

During the process, two possible rewritings are generated, as shown in fig-
ure 1. The one on the left is due to the pair of mapping axioms that specify
that dbpedia:Work is a superclass of the conflicting term bdi:Publication;
and, the one on the right is due to a pair of mapping axioms that specify that
dbpedia:WritenWorkand dbpedia:Websiteare subclasses of bdi:Publication
(see those terms in the shaded boxes of figure 1).

The calculation of the loss information for each rewriting is as follows. Notice
that the only conflicting term, in this case, is (bdi : Publication). Firstly, the
extension of the conflicting term and the rewriting expresssions are calculated.

Ext(bdi:Publication) = 503;
Ext(dbpedia:Work )= 387599;
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Fig. 1. Rewriting expressions generated

Ext(dbpedia:WrittenWork ∪ dbpedia:Website).low = min[40016, 2438] = 2438;

Ext(dbpedia:WrittenWork ∪ dbpedia:Website).high = 40016+2438 = 42454.

Secondly, precision and recall taking into account the relationships between
the conflicting term and its rewriting expressions are calculated.

With respect to Rewr(bdi:Publication) = dbpedia:Work
[Precision.low = 0,0012960; Precision.high = 0,0012977; Recall = 1]
With respect to Rewr(bdi:Publication) = db:WrittenWork ∪ db:Website

[Precision = 1; Recall.low = 0,828969; Recall.high=1]

Then, the loss of information interval for bdi : Publication with a parameter
α = 0.5 (meaning equal preference on precision and recall) is calculated.

With respect to Rewr(bdi:Publication) = dbpedia:Work
[Loss(bdi:Publication).low = 0,997408; Loss(bdi:Publication).high= 0,997412 ]
With respect to Rewr(bdi:Publication) = db:WrittenWork ∪ db:Website

[Loss(bdi:Publication).low = 0; Loss(bdi:Publication).high= 0.093511]

Considering the above information loss intervals, the systemwill choose the sec-
ond option (replacing bdi:Publication with db:WrittenWork ∪ db:Website)
as the loss of information is estimated to be between 0% and 9% (i.e., very low
even with the posibility of being 0%, that is no loss of information). However, the
first option (replacing bdi:Publicationwith dbpedia:Work) is estimated to in-
cur in a big loss of information (about 99.7%), which is something that could be
expected: dbpedia:Work references many works that are not publications. Any-
way, in absence of the second option, the first one (despite returning many refer-
ences to works that are not publications) also returns the publications included
in dbpedia:Work which could satisfy the user. The alternative, not dealing with
imprecise answers, would return nothing when a semantic preserving query into
a new dataset cannot be achieved.

6 Conclusions

For this new era of Web of Data we present in this paper a proposal that offers
the users the possibility of querying heterogeneous Linked Data sources in a
friendly way. That means that users do not need to take notice of technical details
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associated with the heterogeneity and variety of existing datasets. The proposal
gives the opportunity to enrich the answer of the query incrementally, by visiting
different datasets one by one, without needing to know the particular features of
each dataset. The main component of the proposal is an algorithm that rewrites
queries formulated by the users, using preferred vocabularies, into other ones
expressed using the vocabularies of the datasets visited. This algorithm makes
an extensive use of mapping axioms already defined in the datasets. To rewrite
preserving query semantics may be difficult many times, for that reason the
algorithm also handles rewritings with some loss of information.

Experiments are being carried out for tuning the estimation loss formulae.
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Abstract. The Resource Description Framework (RDF) is the W3C 
recommended standard for data on the semantic web, while the SPARQL 
Protocol and RDF Query Language (SPARQL) is the query language that 
retrieves RDF triples. RDF data often contain valuable information that can 
only be queried through filter functions. The SPARQL query language for RDF 
can include filter clauses in order to define specific data criteria, such as full-
text searches, numerical filtering, and constraints and relationships between 
data resources. However, the downside of executing SPARQL filter queries is 
the frequently slow query execution times. This paper presents a SPARQL filter 
query-processing engine for conventional triplestores called FILT (Filtering 
Indexed Lucene Triples), built on top of the Apache Lucene framework for 
storing and retrieving indexed documents, compatible with unmodified 
SPARQL queries. The objective of FILT was to decrease the query execution 
time of SPARQL filter queries. This aspect was evaluated by performing a 
benchmark test of FILT compared to the Joseki triplestore, focusing on two 
different use-cases; SPARQL regular expression filtering in medical data, and 
SPARQL numerical/logical filtering of geo-coordinates in geographical 
locations. 

Keywords: RDF full-text search, SPARQL filter queries, SPARQL regex 
filtering, SPARQL numerical filtering, RDF data indexing, Lucene.  

1 Introduction 

RDF (Resource Description Framework) is a language for describing things or entities 
on the World Wide Web [8]. RDF data is structured as connected graphs, and is 
composed of triples. A triple is a statement consisting of three components: a subject, 
a predicate and an object. The World Wide Web Consortium (W3C) standard query 
language for looking up RDF data is the SPARQL Protocol and RDF Query 
Language, referred to as SPARQL [13]. SPARQL makes it possible to retrieve and 
manipulate RDF data, whether the data is stored in a native RDF store, or expressed 
as RDF through middleware conversion mechanisms. SPARQL queries are expressed 
in the same syntax as RDF, namely as triples. 
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As the Web evolves into one enormous database, locating and searching for 
specific information poses a challenge. RDF data consists of graphs defined by 
triples, meaning that there are many more relationships and connections between data 
resources, compared to the traditional Web structure consisting of clear text 
documents. The RDF data structure offers a more flexible and accurate way of 
retrieving information, as specific relationships between data resources can be looked 
up. Moreover, the architecture of the Semantic Web poses a need for another search 
design opposed to the traditional Web. However, full-text searches will also be 
important when searching the Semantic Web, as there usually exist a great deal of 
textual descriptions and numerical values stored as literals in most RDF data sets. 
Moreover, full-text searches in RDF data are important, because users often do not 
know to a full extent what information exists. SPARQL is a good way of searching 
for explicit data relationships and occurrences in RDF data sets, also offering the 
possibility of performing full-text searches and filtering terms and phrases through 
SPARQL filter clauses. These filter clauses enables the filtering of logical expressions 
and variables expressed in the general SPARQL query. Examples of SPARQL clauses 
are filtering string values, regular expressions, logical expressions and language 
metadata. Unfortunately, SPARQL filter clauses pose a major challenge when it 
comes to query-execution time. When applying filter clauses in SPARQL queries, the 
queries have to perform matching of logical expressions or terms and phrases, 
meaning that the SPARQL queries will execute slower than general SPARQL queries. 
As SPARQL filter queries can discover data relationships that general SPARQL 
queries cannot, they play an important role in retrieving RDF data. However, because 
SPARQL filter queries in most cases have a much slower query-execution time than 
general SPARQL queries; it is easy to shy away from applying filter clauses to the 
queries. Minack et al. [9] argue that literals are what connect humans to the Semantic 
Web, giving meaning and an understanding to all the data that exist on the Web. If 
literals are taken away from RDF data, the directed graphs that amount to the Web of 
Data will merely be a set of interconnected nodes that are to a certain extent name- 
and meaningless. This argument suggests that discovering efficient ways of filtering 
literals in RDF data will be of great value to the information retrieval aspect of the 
Semantic Web. 

This paper presents a technique for optimizing the query-execution times of 
SPARQL filter queries. A prototype solution called FILT (Filtering Indexed Lucene 
Triples) has been built in order to show that a general SPARQL filter query processor 
can decrease the query-execution time of SPARQL filter queries, thus enhancing the 
value of integrating full-text searches with the SPARQL query language. The paper is 
divided into six sections apart from the introduction: section 2 presents the 
implementation and features of FILT, section 3 presents previous related work, 
section 4 presents the framework for evaluating FILT through a benchmark test, 
section 5 presents the results of the benchmark test, section 6 discuss the results, and 
finally section 7 presents conclusions and further work. 
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2 Implementation of FILT with Apache Lucene 

FILT is a SPARQL filter-processing engine and enables storing and querying of RDF 
data through the Apache Lucene framework [3]. It is supports unmodified SPARQL 
queries, meaning that users do not have to re-write their SPARQL queries in order to 
execute them. The main purpose of FILT is to decrease the query-execution time of 
SPARQL queries containing filter clauses, thus optimizing the efficiency of semantic 
information retrieval. FILT currently provides storing of triples, a SPARQL endpoint, 
and a SPARQL querying user-interface. FILT can store any data set stated as triples. 
The data set must be expressed in one of the three most common syntaxes for RDF 
triples: N-Triples, Turtle or RDF/XML. Moreover, FILT will supplement a traditional 
triplestore by stripping filter queries away from the SPARQL query during a pre-
processing phase. It then passes the set of triples that match the filter conditions back 
to the Jena SPARQL query engine. General SPARQL queries without filter clauses 
are sent directly to an external triplestore SPARQL endpoint, or to a local RDF model 
of the entire data set. This means that a SPARQL endpoint URL of a triplestore, or 
the raw RDF data set file, has to be specified in FILT in order for any type of 
SPARQL query to execute properly. The architecture of FILT is shown in Figure 1. 
This figure illustrates how SPARQL queries are executed through FILT. There are 
several steps in this process: first, the user issues a SPARQL query. If the query does 
not contain filter clauses, the query is immediately executed through an external RDF 
store, either a triplestore or a local RDF model loaded into the Jena framework. If the 
SPARQL query contains filter clauses, it is sent to the query-rewriting module that 
performs two processes: extracting the filter clauses from the query and transforming 
them into Lucene queries, and stripping the filter clauses from the SPARQL query, 
leaving only the general SPARQL query. The Lucene queries, constructed based on 
the filter clauses in the query, are executed through the Lucene index consisting of the 
indexed data of the entire RDF data set. The output of the Lucene queries executed 
through the index consists of triples that will be the foundation of building an internal 
RDF model. This RDF model contains the triples corresponding to the filter clauses 
of the SPARQL query, and the general SPARQL query stripped of filter clauses will 
be executed over this local model. Finally, the output returned from the general 
SPARQL query is the final query output that is returned to the user that issued the 
SPARQL query. 

As mentioned, FILT is built on top of the Apache Lucene framework. Apache 
Lucene is a free open-source high-performance information retrieval engine written in 
the Java Programming language. It offers full-featured text search, based on indexing 
mechanisms. Lucene is a vital part of storing and querying data in FILT. A Lucene 
index contains a set of documents that contain one or more fields. These fields can be 
stored as text or numerical values, and can either be analyzed or not analyzed by the 
Lucene library, which will later affect how the given information can be retrieved. 
Moreover, a Lucene Document Field is a separated part of a document that can be 
indexed so that terms in the field can be used to retrieve the document through Lucene 
queries. The index structure in FILT is based on a dynamic index structure that  
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Fig. 1. The architecture of FILT 

contains a default “graph” and “subject” fields, which contain the RDF graph 
locations (paths to data set files) and the subject URI of the data entity being indexed. 
Apart from this, the index structure is a dynamic structure that names each field in a 
document by its predicate URI and giving it the object-value of the given triple as its 
input. Moreover, this means that apart from the static field named "subject", the other 
document-field names will vary depending on what the predicate URI is. This makes 
it easy to query the index by specifying predicate names for the field names in the 
Lucene queries. The overall index structure can be described in a more formal way 
like this:  

 
for each sub-graph in the superior graph { 

      new Document 
      add field to document(FieldName: graph, FieldValue: <The filename of the data 
set file>) 
      add field to document(FieldName: subject, FieldValue: <subject-URI>) 
      for each predicate and object in graph { 
            add field to document(FieldName: predicate, FieldValue: <object-value>) 
       }  
} 
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FILT translates SPARQL queries into Lucene queries in order to retrieve 
information from the pre-stored index. Only SPARQL queries with filter clauses run 
through the index. All other queries run through the local model or the SPARQL 
endpoint specified by the data set owner. FILT has mainly focused on implementing 
compatibility with SPARQL regex filter clauses and SPARQL logical/numerical 
expression filter clauses. In FILT, the regex filter clause is executed through the 
RegexQuery class in Lucene. This query class allows regular expression to be 
matched against text stored in the index documents. To illustrate how FILT deals with 
the aspect of number filtering, look at this SPARQL query containing a “logical 
expression” filter clause for filter numbers: SELECT * WHERE {?s geo:lat ?lat; 
geo:long ?long. Filter(xsd:double(?lat) > 50 && ?long = 60)}. The objective of this 
filter clause is to find all data entities where the latitude is above 50 and the longitude 
equals 60. These expressions can easily be translated into existing Lucene queries, 
namely the NumericRangeQuery and the RegexQuery classes. The first expression 
“xsd:double(?lat) > 50” is translated into the NumericRangeQuery “geo:lat:[50 TO 
*]” and the second expression “?long = 60” is transformed into the RegexQuery 
“geo:long:60”. In this case, the NumericRangeQuery “geo:lat:[50 TO *]” has defined 
the lower term in the query to be exclusive, meaning that only data entities with a 
latitude over 50 returns true. If the lower term was set to be inclusive, data entities 
with a latitude equaling 50 would also return true. This would be correct to apply if 
the filter expression rather stated “xsd:double(?lat) >= 50”. The same principles apply 
to any NumericRangeQuery, whether the query contain only a lower term or an upper 
term, or both. Any expression containing the EQUAL expression operator (“=”) or the 
NOT EQUAL expression operator (“!=”), regardless of filter value, is translated into 
the RegexQuery. If the query is based on the equal operator, it will only include the 
filter value itself as the query input, such as the query just mentioned: “geo:long:60”. 
However, if the filter expression stated “?long != 60” instead of “?long = 60”, the 
RegexQuery would have to generate a regular expression with a “negative look-
ahead” condition, in order to find data entities with a latitude not matching the value 
“60”. This RegexQuery would look like this: geo:long^(?!.*60).*$). The built-in 
Lucene query library offers the possibility of easily translating simple number 
filtering into different queries. However, more complex number filtering cannot be 
directly translated into Lucene queries. This can be demonstrated through this query: 
SELECT ?subject WHERE {?subject geo:lat ?lat; geo:long ?long . FILTER 
((xsd:double(?lat) - 37.785834 <= 0.040000) && (37.785834 - xsd:double(?lat) <= 
0.040000) &&(xsd:double(?long) - -122.406417 <= 0.040000) && (-122.406417 - 
xsd:double(?long) <= 0.040000) )}. 

The filter clause expressions in this query is tricky to filter by using Lucene 
queries, as none of the built-in Lucene query classes can execute mathematical 
expressions containing numeric operators. This means that in order to execute the 
number filtering expressions in the filter clause, the mathematical expressions have to 
be simplified in order to meet the requirements of the Lucene query libraries. FILT 
translates complex numeric expressions into more simple expressions in order to meet 
the requirements of the built-in Lucene query library. The rules for simplifying the 
numerical expressions are based on the standard mathematical rules for equations and 
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inequalities. The Lucene queries are built based on the filter clauses in the given 
SPARQL query that is being executed, and each specific filter clause is converted to 
one or more separate Lucene queries. When every filter clause have been divided into 
distinct Lucene queries, these different Lucene queries will be joined as one large 
query and finally executed over the index. 

3 Previous Work 

Interesting research has been conducted within the area of semantic searching and 
indexing of RDF data. Sindice is a lookup-index over data entities crawled on the 
Semantic Web [12]. SIREn is a semantic information retrieval engine plugin to 
Lucene [7], and is the search engine that Sindice is based on. SIREn includes a node-
based indexing scheme for semi-structured data, based on the Entity-Attribute value 
model [6]. As the Sindice project focuses mostly on storing and querying 
decentralized, heterogeneous data sources as a semantic search-engine on the Web of 
Data, FILT heads in the direction of storing and querying pre-defined data sets where 
the data schema is fully known. FILT does not analyze or tokenize the data being 
indexed so that all data values are stored as their full value, meaning that they also 
have to be queried by denoting their entire data values. As FILT is mainly a SPARQL 
filter query processing engine, this indexing approach supports the idea behind 
SPARQL queries, where the data schema is fully known to the user executing the 
query. 

SEMPLORE [14] also offers full-text searches through indexed RDF data. 
SEMPLORE treats any data value that has a data type property as a virtual keyword 
of concepts, meaning it will be available for full-text searches. These virtual 
keywords of concepts can be combined with concepts in an ontology using Boolean 
operators. Opposed to SPARQL queries, where a query can have multiple query 
targets, the querying capabilities of SEMPLORE restrict the queries to have a single 
query target. This supports conventional ways of retrieving information on the Web, 
but FILT differs from this solution in terms of letting the users query multiple targets 
through SPARQL queries. In addition, FILT is a database solution opposed to 
SEMPLORE, which is mainly a web solution.  

Castillo et al. [5] present a solution called RDFMatView for decreasing the query 
processing time of SPARQL queries containing multiple graph patterns. As several 
implemented SPARQL processors are built on top of relational databases, SPARQL 
queries are translated into one or more SQL queries. If queries have more than one 
graph pattern, the query processing requires roughly as many joins as the query has 
graph patterns. Castillo et al. [5] argue that optimizing these joins is vital in order to 
achieve scalable SPARQL systems.  In order to avoid the computation of several join 
queries RDFMatView indexes fractions of queries that occur frequently in executed 
queries. Only graph patterns that are used together regularly in queries are indexed. 
RDFMatView matches FILT in terms of indexing data in order to decrease the query-
execution time of SPARQL queries, but it only focuses on decreasing the query 
execution time of SPARQL queries with multiple graph patterns, disregarding the 
complications of SPARQL filter queries regarding query-execution time.  
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There exist several solutions trying to implement efficient full-text searches 
through the SPARQL query language. Apache Jena LARQ [2] is a querying solution 
based on Lucene and the Jena SPARQL query engine Apache Jena ARQ [1]. 
NEPOMUK [10] also offers the translation of full-text searches from the regex filter 
clause in SPARQL queries into Lucene queries. FILT differs from LARQ and 
NEPOMUK in terms of not just implementing full-text searches, but also 
implementing the filtering of logical expressions and several other SPARQL filter 
clauses. In addition, LARQ and NEPOMUK do not translate SPARQL queries into 
customized query solutions for the users, but rather offer the possibility for the users 
to rewrite the queries themselves. Moreover, LARQ and NEPOMUK offer extensions 
for performing full-text searches on literals, whereas FILT propose a solution for 
executing full-text searches and logical expression filtering on any triple-component 
through an index, directly translated from user-generated SPARQL queries. Minack et 
al. [9] present the Sesame LuceneSail solution, a part of the NEPOMUK project. 
Sesame LuceneSail is a solution for performing full-text search on RDF data by 
storing the data in a Lucene index and executing keyword queries through the index. 
FILT differs from this in terms of not being dependent on an external triplestore when 
executing SPARQL filter queries, as the general graph pattern SPARQL query 
stripped from filter clauses is executed over the relevant triples extracted from the 
Lucene query. In addition, Sesame LuceneSail has certain restrictions on its query 
expressiveness in terms of not offering the possibility of querying more than one 
keyword query on each subject of a triple. FILT offers the same flexibilities and 
expressiveness as defined in the SPARQL query language, as FILT directly translates 
SPARQL filter queries into Lucene queries, obtaining the exact same results as 
executing the SPARQL queries through a conventional triplestore. 

Many triplestores contain built-in mechanisms for coping with queries containing 
filtering functions. For instance, the Jena and Joseki (http://www.joseki.org/) 
SPARQL engines provide a possibility of executing full-text queries through LARQ. 
The difference between the full-text search-engine in LARQ compared to FILT is that 
LARQ requires the SPARQL queries to include different syntaxes that do not 
correspond with the general SPARQL syntax. FILT does not require any additional 
statements or functions in the SPARQL queries and executes regular SPARQL 
queries with filter clauses. Full-text searches through FILT are simply run by adding a 
regex filter clause in the SPARQL query based on the standard SPARQL syntax. 
Another example of a built-in mechanism for executing specific filtering functions is 
the SQL MM function for executing geospatial queries in the Virtuoso triplestore 
(http://virtuoso.openlinksw.com/). The SQL MM function in Virtuoso makes it more 
efficient to execute geospatial queries [11]. However, just as Joseki and Jena 
combined with LARQ, the built-in SQL MM filtering function in Virtuoso is 
dependent on another query-syntax than SPARQL filter queries, meaning that the 
SPARQL queries have to be modified from their original syntax in order to benefit 
from the built-in filtering mechanisms. FILT is not dependent on additional filter 
statements or different query syntaxes in order to execute filter queries, as FILT 
simply execute queries of the standard SPARQL syntax. 
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4 Benchmark Evaluation 

In this project, an extensive benchmark evaluation of FILT has been performed. The 
objective of the benchmark test was to compare the features of FILT to the Joseki 
triplestore by evaluating several metrics regarding the speed of query execution. The 
benchmark evaluation included executing two pre-defined sets of SPARQL filter 
queries over two separate data sets. The two different data sets that the queries were 
executed over were the DrugBank data set and the Geographic Coordinates RDF 
graph of the DBpedia data set. The DrugBank data set contains 766,920 triples, 
whereas the Geographic Coordinates data set contains 1,771,100 triples. For this 
benchmark evaluation, both the DrugBank data set and the Geographical Coordinates 
(DBpedia) data sets were divided into three data sets; each with a distinct amount of 
triples. The data sets were split into one sub-set containing 1/7 of the total amount of 
triples and one sub-set containing 1/2 of the total amount of triples. Finally, the entire 
data set was tested. These data sets were loaded into two different data stores: FILT 
and Joseki. Joseki is a triplestore for Jena, developed by W3C RDF Data Access 
Working Group. It supports the SPARQL protocol and the SPARQL RDF Query 
Language. The version of FILT that will be applied in the benchmark evaluation is 
v1.0, and the Joseki version used is v3.4.4. The query mixes were executed over each 
of the divided data sets, both through the Joseki triplestore and FILT, in order to 
illustrate the scalability performance of a conventional triplestore opposed to FILT. 
The DrugBank data set can be downloaded from: http://dl.dropbox.com/ 
u/21236338/drugbank.zip. The Geographical Coordinates of DBpedia data set can be 
downloaded from: http://downloads.dbpedia.org/ 3.7/en/geo_coordinates_en.nt.bz2. 

The metrics of this benchmark evaluation are based on the performance metrics 
specified by Bizer & Shultz [4]. The metrics are “Milliseconds per Query (MSpQ)”, 
“Average Query Execution Time (aQET)”, “Overall Runtime (oaRT)” and 
“Average Query Execution Time over all Queries (aQEToA)”. However, the 
benchmark evaluation in this paper will only evaluate and present the aQET. The 
aQET will be calculated by the average time it takes to execute a single query 
multiple times. The aQET of each query will then be combined with the aQET of 
the queries of the same query form. Moreover, this means that the aQET of all 
SELECT queries will be calculated into a combined aQET for SELECT queries. 
The same procedure will be repeated with all query forms. This way it is possible to 
analyze the performance of the two data stores based on different query forms. The 
query mixes of both the regex use-case and the numerical filtering use-case 
contained 24 queries; six queries of each SPARQL query form (SELECT, 
DESCRIBE, CONSTRUCT and ASK). This way, the performance of all the query 
forms isolated could be analyzed. The query mixes were executed three times for 
each data set sizes. Prior to each execution of the query mixes, the data sets were re-
loaded along with executing a warm-up query-mix. 
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5 Results 

This section will refer to each of the data set sizes of the DrugBank and Geographical 
Coordinates data sets as “S” for the smallest data set version, “M” for the medium 
data set version, and “L” for the large data set, consisting of the entire data set. The 
results from the DrugBank data set and the Geographical Coordinates data set were 
each analyzed in a separate, two way analysis of variance (ANOVA) with the factors 
Size (S, M, L) and Store (FILT, Joseki). The critical values for F will be reported in 
the results with the signifiers “*” where the probability number is less than 0.05, “**” 
where the probability number is less than 0.01, and “***” where the probability is less 
than 0.001. 

 

 

Fig. 2. The overall benchmark results of the DrugBank regular expression filtering use-case 

The overall results of the DrugBank regular expression filtering use-case are 
shown in Figure 2. The results of the DrugBank use-case indicate that the SELECT 
queries of the query mix had a significant difference in the results of FILT and Joseki. 
FILT performs faster than Joseki with SELECT regex queries for all data set sizes. 
The results indicate that the larger the data set is, Joseki performs significantly worse, 
as opposed to FILT that more or less performs in the same way regardless of data set 
size, with small differences in the aQET. The probability numbers showed that the 
data set size (Size) is a significant factor when executing the SELECT queries in both 
triplestores, with p < 0.01. The difference between the two triplestores (Store) is also 
a significant factor, with p < 0.001. The interaction between the data set sizes and the 
triplestores (Size:Store) is not significant, with p < 0.10. Further, the chart shows that, 
as opposed to the results of the SELECT queries, FILT and Joseki performed almost 
similar on the small data set size (S) when executing the DESCRIBE queries, with 
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Joseki having a slight advantage. However, as the data set size increased Joseki 
performed faster than FILT. The statistics made it evident that the data set size (Size) 
is a significant factor when executing the DESCRIBE queries in both triplestores, 
with p < 0.001. The difference between the two triplestores (Store) is also a 
significant factor, with p < 0.001. The interaction between the data set sizes and the 
triplestores (Size:Store) is also significant, with p < 0.01. The results also show that 
Joseki performed better than FILT when executing the CONSTRUCT queries, 
regardless of the data set size. As the data set size increased FILT performed worse, 
whereas Joseki performed more or less the same for all data set sizes. The statistics 
made it evident that the data set size (Size) is a significant factor when executing the 
CONSTRUCT queries in both triplestores, with p < 0.001. The difference between 
the two triplestores (Store) is also a significant factor, with p < 0.001. The interaction 
between the data set sizes and the triplestores (Size:Store) is also significant, with a p 
< 0.001.  

Joseki clearly performed better than FILT when executing the ASK queries. FILT 
executed the ASK queries slower as the data set size increased, whereas there were 
minimal differences in the aQET of Joseki as the data set size increased. Despite 
Joseki executing the ASK queries faster than FILT, the largest difference between the 
aQET of Joseki and FILT when executing the ASK queryieswere 145 milliseconds. 
The statistics made it evident that that the data set size (Size) is not a significant factor 
when executing the ASK query in both triplestores, with p = 0.662. The difference 
between the two triplestores (Store) is highly significant, with p < 0.001. The 
interaction between the data set sizes and the triplestores (Size:Store) is not 
significant, with p = 0.076. The overall aQET of all queries in the query mix shows 
that Joseki performs faster than FILT to a great extent, and the difference is bigger as 
the data set size increases. FILT performed faster than Joseki for the SELECT 
queries, but for the other three query forms Joseki performed faster than FILT. The 
statistics made it evident that the data set size (Size) is a significant factor when 
executing the entire query mix in both triplestores, with p < 0.001. The difference 
between the two triplestores (Store) is also a significant factor, with p < 0.001. The 
interaction between the data set sizes and the triplestores (Size:Store) is also 
significant, with p < 0.001. 

To summarize the SPARQL regex use-case, FILT outperforms Joseki when it 
comes to SELECT queries. The results also show that Joseki performs faster than 
FILT with the other query forms: DESCRIBE, CONSTRUCT and ASK.  

The results of the Geographical Coordinates use-case clearly show that the 
SELECT queries of the query mix had a significant difference in the results of FILT 
and Joseki. Figure 3 shows that FILT performed remarkably faster than Joseki for the 
six SELECT queries in the query mix. The difference between FILT and Joseki for 
the small data set (S), consisting of 250,000 triples, were noteworthy, and as the data 
set size increased FILT performs significantly faster than Joseki. The biggest 
difference in the aQET of the SELECT queries occurred when executing the queries 
over the large data set (L), consisting of 1,700,000 triples, where FILT executed the 
SELECT queries more than 35,000 milliseconds (35 seconds) faster than Joseki. The 
statistics made it evident that the data set size (Size) is a significant factor when  
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Fig. 3. The overall benchmark results of the Geographical Coordinates numerical/logical 
filtering use-case 

executing the SELECT queries in both triplestores, p < 0.001. The difference between 
the two triplestores (Store) is also a significant factor, p < 0.001. The interaction 
between the data set sizes and the triplestores (Size:Store) is also significant,  p < 0.001.  

Further, the chart shows that there is a similarity between the aQET of SELECT 
queries and DESCRIBE queries in both FILT and Joseki. However, both FILT and 
Joseki performed faster when executing the SELECT queries compared to 
DESCRIBE queries. The difference of the aQET between FILT and Joseki were 
significant when executing the DESCRIBE queries. The biggest difference in the 
aQET of the DESCRIBE queries occurred when executing the DESCRIBE queries 
over the large data set (L), consisting of 1,700,000 triples, with a time difference of 
27,000 milliseconds (27 seconds). The statistics made it evident that the data set size 
(Size) is a significant factor when executing the DESCRIBE queries in both 
triplestores, p < 0.001. The difference between the two triplestores (Store) is also a 
significant factor, p < 0.001. The interaction between the data set sizes and the 
triplestores (Size:Store) is also significant, p < 0.001.  

The results clearly indicate that FILT performed better than Joseki when executing 
the CONSTRUCT queries, regardless of the data set size. The biggest difference in 
the aQET of the two CONSTRUCT queries occurred when executing the 
CONSTRUCT queries over the large data set (L), consisting of 1,700,000 triples, with 
a time difference of 46,000 milliseconds (46 seconds). The statistics made it evident 
that the data set size (Size) is a significant factor when executing the CONSTRUCT 
queries in both triplestores, p < 0.001. The difference between the two triplestores 
(Store) is also a significant factor, p < 0.001. The interaction between the data set 
sizes and the triplestores (Size:Store) is also significant, p < 0.001. Joseki executed 
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the ASK queries faster than FILT, regardless of data set size. However, there is an 
indication that FILT performs faster as the data set size increases, whereas Joseki 
performs slower as the data set size increases. Moreover, despite FILT performing 
slower when executing the ASK queries, the results indicate that FILT eventually 
would perform faster than Joseki as the data set size increased even further. The 
statistics shows that the data set size (Size) is a significant factor when executing the 
ASK query in both triplestores, with p < 0.001. The difference between the two 
triplestores (Store) is also a significant factor, with p < 0.001, and finally the 
interaction between the data set sizes and the triplestores (Size:Store) is also 
significant, with p < 0.001. The results show the overall aQET of all queries in the 
query mix. The statistics made it clear that the data set size (Size) is a significant 
factor when executing the entire query mix in both triplestores, p < 0.001. The 
difference between the two triplestores (Store) is also a significant factor, p < 0.001. 
The interaction between the data set sizes and the triplestores (Size:Store) is also 
significant, p < 0.001. 

To summarize the SPARQL numerical/logical filter query use-case, FILT 
outperforms Joseki to a great extent for all query forms, except ASK queries. The 
biggest difference in the aQET between FILT and Joseki occurred when executing the 
query mix over the large data set (L), where FILT performed 28 milliseconds (28 
seconds) faster than Joseki. The biggest difference for any of the query forms 
occurred when executing the CONSTRUCT queries, where FILT executed the queries 
46 seconds faster than Joseki for the large data set. 

6 Discussion 

The results of the benchmark evaluation show that FILT outperforms Joseki on 
SELECT queries in both use cases. In addition, every query form apart from the ASK 
queries was performed significantly faster with FILT than by Joseki in the SPARQL 
numerical/logical filter query use-case. However, this was not the case with the with 
the SPARQL regular expression filter query use-case, as Joseki performed faster than 
FILT with the DESCRIBE, CONSTRUCT and ASK query forms. The results of the 
ASK, CONSTRUCT and DESCRIBE queries in the query mix of the SPARQL 
regular expression filter use-case affected the overall results of the use-case to a great 
extent, despite the aQET of the SELECT queries being faster in FILT than Joseki. It is 
worth mentioning that even though Joseki performs better than FILT for the 
CONSTRUCT, DESCRIBE and ASK query forms in the SPARQL regex filter query 
use-case; the differences in the aQET between Joseki and FILT are so small that they 
are hardly noticeable in a real-world querying scenario unless the times are actually 
recorded. This means that it is hard to locate any noticeable factors in the architecture 
of FILT that can lead to the aQET of the three query forms being slower than Joseki. 
However, certain aspects of how FILT returns query results are worth discussing in 
light of the different outcomes of the four SPARQL query forms. 



 FILT – Filtering Indexed Lucene Triples 37 

 

FILT executes all query forms in the exact same manner; the SPARQL filter 
clauses are being executed through Lucene, and the general SPARQL query is being 
executed through the Jena SPARQL processing engine. However, the difference in 
the way FILT returns query results from SELECT queries on one hand, and 
DESCRIBE and CONSTRUCT queries on the other hand, is that the results of the 
DESCRIBE and CONSTRUCT queries are converted from a Jena RDF model to a 
text string containing the raw RDF data, whereas SELECT queries are merely 
returned a SPARQL XML result set. Converting the Jena RDF model to a text string 
containing the raw RDF data is necessary in order to send the result object across the 
HTTP protocol, as a raw Jena RDF model cannot be sent through the HTTP protocol. 
This process is not time-consuming, but in many cases the time being spent by this 
conversion procedure is enough for FILT to return the results of the DESCRIBE and 
CONSTRUCT queries slower than Joseki, meaning that the aQET will be slower. It is 
likely that this conversion process is a major cause to the disadvantage FILT has 
compared to Joseki when executing DESCRIBE and CONSTRUCT regex queries. 
For the SPARQL numerical/logical filter query case, the conversion process would 
not have a significant outcome on the results, because Joseki was already executing 
the queries several seconds slower than FILT.  

Moreover, a couple of hundred milliseconds spent on converting the results are not 
noticeable in the SPARQL numerical/logical filter query use-case. Optimizing the 
process of returning results from DESCRIBE and CONSTRUCT queries in FILT are 
worth having a closer look at if FILT should be developed further. ASK queries are 
constructed to check if the graph patterns and functions in the queries exists or do not 
exists in the data set. FILT copes with ASK queries the same way it copes with all the 
other query forms; the filter clauses are executed through Lucene and the general 
SPARQL query is executed through the Jena SPARQL processing engine. FILT does 
not retrieve all the entities that match the filter clauses executed through Lucene, but 
merely one of the entities. This is because as long as one entity corresponds to the 
filter clauses in the ASK query, this is enough for the filter clauses to be true. The 
entity is then being loaded into a local RDF model where the general SPARQL query 
is being executed. The results are finally returned as a SPARQL XML result set with 
a true or false binding. In FILT this is the most obvious and efficient way to deal with 
ASK queries discovered in this project, and it is difficult to say why Joseki 
outperforms FILT when it comes to all ASK queries, regardless of the two different 
use-cases. Finally, it is still worth mentioning that the highest time difference between 
FILT and Joseki with all ASK queries is only 145 milliseconds, which is hardly 
noticeable in a real-world querying scenario. Also, the results of the ASK queries 
executed in the SPARQL numerical/logical filter use-case indicate that FILT will 
eventually execute the ASK queries faster if the data set size increases further. A final 
aspect worth discussing is the index structure of FILT and the variety of Lucene 
queries that are executed depending on what the SPARQL filter clauses of a query 
represent. The index structure in terms of document field analyzers and the entire 
indexer itself (Lucene provides several different indexing classes) may be factors that 
to some extent can provide answers as to why there are significant differences 
between the two use-cases. Also, the SPARQL regular expression filter clauses are 
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executed through the Lucene RegexQuery class, whereas SPARQL numerical/logical 
filter clauses are mainly executed through the NumericRangeQuery, meaning that it is 
possible that the two Lucene query types have entirely different ways of filtering 
through data, and that one of them may be considerably faster than the other. 

The fact that Joseki struggles largely with SPARQL numerical/logical filter queries 
compared to SPARQL regex filter queries suggests that the major strength of Joseki 
lies in coping with SPARQL regex filter queries. FILT however, copes much better 
with SPARQL regular expression queries than Joseki does with SPARQL 
numerical/logical filter queries. This means that the weakness of FILT is much less 
significant and noticeable than the weakness of Joseki. Additionally, if the results of 
both use-cases were combined into one huge result set, FILT would outperform Joseki 
to a great extent. This is because even though FILT performs slightly slower than 
Joseki in the SPARQL regex use-case the query execution times are still very low (in 
most cases the aQET does not even reach a whole second). Finally, a conclusion can 
be drawn stating that FILT is a solution that should be used for executing SPARQL 
SELECT regex filter queries and SPARQL numerical/logical filter queries of all 
query forms. 

7 Conclusions and Future Work 

This paper has demonstrated the practical advantages of using a text-indexing 
platform in conjunction with a regular triplestore, for executing certain kinds of 
SPARQL queries. Our implementation of FILT, based on Lucene, demonstrated that 
in the most successful cases, FILT returned results 46 seconds faster than Joseki. In 
usability terms, a18 second response from FILT is far more acceptable than a 64-
second response from Joseki. The aim now is to implement FILT as a general 
architecture that can be deployed by any triplestore maintainer. The advantage of our 
approach is that it is agnostic about the companion triplestore, and does not require 
any special syntax. In other words, it can be transparently deployed alongside any 
triplestore.  

A number of outstanding issues need to be resolved. First, we need to solve the 
puzzling limitations in CONSTRUCT and DESCRIBE regex filter queries, as well as 
ASK queries of both regex and numerical SPARQL filter queries. Second, we need to 
include more rewrite rules to cope with the full range of FILTER queries. Finally, we 
need to ensure that the solution is scalable to any required implementation. Once 
these issues are resolved, FILT will be distributed as a simple package that will 
handle the indexing of RDF data in the triplestore, and be deployed as a seamless 
layer that passes non-FILTER queries onto the regular triplestore, but executes 
FILTER queries through its own speedy execution engine. 
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Abstract. Many commercial relational Data Base Management Systems 
(DBMSs) maintain histograms to approximate the distribution of values in the 
relation attributes and based on them estimate query result sizes. A histogram 
approximates the distribution by grouping data into buckets. The estimation-
errors resulting from the loss of information during the grouping process affect 
the accuracy of the decision, made by query optimizers, about choosing the 
most economical evaluation plan for a query. In front of this challenging 
problem, many histogram-based estimation techniques including the equi-depth, 
the v-optimal, the max-diff and the compressed histograms have well 
contributed to approximate the cost of a query evaluation plan. But, most of the 
times the obtained estimates have much error. Motivated by the fact that 
inaccurate estimations can lead to wrong decisions, we propose in this paper an 
efficient algorithm, called Compressed-V2, for accurate histogram 
constructions. Both theoretical and effective experiments are done using 
benchmark data set showing the promising results obtained using the proposed 
algorithm. We think that this algorithm will significantly contribute for helping 
to solve the problem of Multi-Query Optimization (MQO) resulting from 
queries interactions especially in Relational Data Warehouses (RDW) which 
represent the ideal environment in which complex OLAP queries interact with 
each other.    

Keywords: Optimal histograms, Query result size estimation, Intermediate 
query result distribution, DBMS, Estimation error, Multi-query optimization, 
Query interaction. 

1 Introduction 

Many commercial DBMSs maintain a variety of types of histograms to summarize the 
contents of the database relation by approximating the distribution of values in the 
relation attributes and based on them estimate sizes and value distributions in query 
results [1, 2, 3, 4]. Different techniques for constructing histograms are described in 
[5]. The simplest approach for constructing a histogram on attribute X is by 
partitioning the domain D of X into β (β >1) mutually disjoint subsets called buckets. 
A histogram approximates the distributions by grouping the data values into buckets. 
This grouping into buckets loses information. This loss of information engenders 
errors in estimates based on these histograms. The resulting estimation-sizes errors 
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directly or transitively affect the accuracy of the decision, made by query optimizers, 
about choosing the most efficient access plan for a query [6] and undermine the 
validity of the optimizers’ decisions.  

The problem of query optimization consists in choosing, among many different 
query evaluation plans, the most economical one for a given query. Since the number 
of query evaluation plans increases exponentially with the number of relations 
involving the query [7], query optimization was becoming a worthwhile problem. A 
query can be performed by means of different intermediate operations such as join. A 
simple sequence of join operations that leads to the same final result is called a query 
evaluation plan [7]. Each query evaluation plan has an associated cost which depends 
on the number of operations performed in the intermediate joins. In [8], it has shown 
that errors in query result size estimates may increase exponentially with the number 
of operations performed in the intermediate joins. In worse of the cases, the chance of 
choosing the optimal query evaluation plan decreases since the query optimizer uses 
erroneous data to accomplish its task [9]. In that case, the query optimizer must 
estimate various parameters for the intermediate results of the operations and then use 
the obtained values to estimate the corresponding parameters of the results of 
subsequent operations [9]. Even if the original errors are small, their transitive effect 
on estimates derived for the final result may be devastating and so leading query 
optimizers to wrong decisions. For multi-join queries that are processed as a sequence 
of many join operations, the transitive effect of error propagation among the 
intermediate results on the estimates derived for the complete query may be 
destructive. This problem has been solved by approximating the cost of a query 
evaluation plan using histogram-based estimation techniques including the equi-width 
[10], the equi-depth [11], the v-optimal [1, 9, 12, 13], the max-diff [3] and the 
compressed histograms [3]. The idea was to estimate the query result sizes of the 
intermediate results and based on them selecting the most efficient and economical 
query evaluation plan.    

Another important problem in which query result estimation techniques may be 
very useful is the phenomenon of query interaction which raises the problem of 
multiple queries optimization (MQO) especially in the relational data warehouse 
context (RDW). Relational data warehouses represent the ideal environment in which 
complex OLAP queries interact with each other. The problem of MQO combines the 
problem of efficient buffer management and the problem of query scheduling [14, 
15]. It consists in finding an optimal scenario of queries processing that permits a total 
benefits from the buffered intermediate results which represents a major cause of 
performance problems in database systems. In fact, before executing a given query, it 
may get benefit from the actual content of the buffer if it has some intermediate 
results with previous queries [16]. Based on this scenario, if the query scheduler has a 
snapshot of the buffer content (intermediate results), it may reorder the queries to 
allow them getting benefit from the buffer [16]. 

Motivated by the fact that inaccurate estimations can lead to wrong decisions, our 
contribution can be summarized on preparing an experimental comparative study of 
the effectiveness of the different optimal histograms reported in the literature in order 
to identify the best one for reducing error in the estimations of sizes and value 
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distributions especially in the results of queries with high complexity, e.g., multi-join 
queries. We envisage by this study to determine the main features of a good histogram 
in order to take them into account when developing our algorithm called Compressed-
v2 algorithm for accurate histogram construction. Both theoretical and effective 
experiments are done using real data sets.   

This paper is organized as follows. Section 2 provides an overview of several 
earlier and some more recent classes of histograms that are close to optimal and 
effective in many estimation problems. In section 3, we propose a new technique 
based on an effective algorithm called HistConst to construct a very promising 
histogram called compressed-v2 in terms of query result size estimation accuracy.  In 
section 4, we propose a running example to show the efficiency of our algorithm. 
Section 5 presents a set of experiments to compare the effectiveness of the different 
histogram. Finally, Section 6 concludes and outlines some of the open problems in 
this area. 

2 State of the Art 

The buckets in a histogram are determined according to a partitioning rule and are 
limited by the disk space. We classify, in this section, the histograms listed in the 
literature into two classes based on two partitioning constraints. The first constraint 
consists in partitioning the attribute domain based on trivial rules and it concerns 
earlier histograms like the equi-width [10] and the equi-depth [11] histograms. The 
second constraint aims to avoid grouping vastly different values into the same bucket 
and it covers relative recent histograms like v-optimal [1, 9, 12, 13], max-diff [3] and 
compressed histograms [3].     

2.1 Earlier Histograms 

Trivial Histograms. This kind of histograms has a single bucket where all the 
attribute values fall into the same bucket. Frequencies approximated based on this 
histogram are identical for all attribute values [17]. This histogram assumes the 
uniform distribution over the entire attribute domain [6] and this assumption, 
however, didn’t hold in real data. That’s why trivial histograms usually have large 
error rate in query result estimation [8, 18].  

Example 1. Let us consider the histogram maintaining, over one single bucket, the 
approximated frequencies of the attribute SALARY in a relation R with information 
on 100 employees (see Fig. 1). The domain of SALARY is the interval from 1000 $ 
to 5000 $.  

According to the histogram in Fig. 1, the number of employees having for example 
a salary equal to 1500 $, denoted SEL (SALARY=1500 $) [11], is approximated by 
the average frequency of all salaries which is ܵሺܴሻ/ݒሺܴ,  ሻ where S (R) is theܻܴܣܮܣܵ
size of the relation R and V(R, SALARY) is the number of distinct values present in the 
attribute SALARY. Three different approaches were proposed in the literature to 
approximate the number of distinct values within a bucket [1, 6, 11]. 
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The accurate number of tuples satisfying the above query is anywhere from 0 to 
100. So, this approximation can be wrong at least by 50% (for V(R, SALARY) = 2) and 
in general usually by more than 50% (for V(R, SALARY) > 2) which represents a very 
large error rate. 

Equi-Width Histograms. This kind of histograms consists in dividing the domain of 
the attribute values into K equal-width buckets and counting the number of  
tuples falling into each bucket [11]. Typically, equi-width histograms have 10 to 20 
buckets [10].  

Example 2. Let us consider the histogram maintaining the distribution of the attribute 
SALARY from example 1 (see Fig. 2). For reasons of simplicity, let this histogram 
divide the domain of the attribute into 3 equal-width buckets.  

Continuing with the same query from example1, the accurate number of the 
employees having SALARY = 1500$ is anywhere from 0 to 48. So the true 
percentage of the employees with SALARY = 1500 $ is anywhere from 0 to 0.48 (0 ≤ 
SEL (=1500 $) ≤0.48). An estimation, on average, of SEL (=1500 $) from the 
histogram in Fig. 2 corresponds to the mid-point in this range which is 0.24. So, this 
estimate can be wrong by 0.24. In general, the maximum error in estimating SEL (= 
Const) on average, denoted SEL~ (=Const) [11], is half the height of the bucket in 
which Const falls. 

In [11], it has been shown that estimations of histograms belonging to the class of 
equi-width histograms are often better than trivial ones. They have frequently large 
errors since they force buckets to have equal width without controlling the height of 
each bucket. In such a histogram, we may find too high buckets and too low other 
ones. This huge disparity is due to the unexpected distribution of values over the 
entire attribute. In general, the distributions of values in the attributes of relations 
rarely follow any functional description, such as Zipf distribution [19] which leads to 
an inequitable distribution of values over the different buckets. In that case, if the 
bucket in which Const falls is too high, the range in which SEL (=Const) belongs will 
be very large (the superior limit of the range is close to 100%) and a selectivity 
estimate will be wrong by 50% (mid-point in this range).  

We can conclude that in order to control the maximum estimation error, the height 
of each bucket in the histogram should be controlled. Hence, the idea of creating 
histograms having buckets with equal height instead of equal width. 

Equi-Depth Histograms. The maximum error in estimating from a histogram the 
selectivity of comparison, based on relational operators, is half the height of the 
bucket in which the comparison constant falls into. This error can be very close to 0.5, 
with an unlucky distribution of attributes values, where the tallest bucket contains 
almost 100% of the tuples in the relation. Creating a histogram where the attribute 
values are equally distributed over the different buckets will avoid having, in all 
cases, large errors in selectivity estimates. Such a histogram is called equi-depth [11]. 
In an equi-depth histogram, called also equi-height, the sum of the frequencies in each 
bucket is the same. This kind of histograms guarantees estimation with small error 
(usually < 0.5) and the maximum error can be reduced to an arbitrarily small value by 
increasing sufficiently the number of buckets in a way that half the height of a bucket 
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will be negligible. For the construction of this histogram, we must first sort the 
attribute values in an ascending order to obtain a height balanced histogram. 

Example 3. The distribution of the salaries of 100 employees in an equi-sum fashion 
over 3 equal height buckets is represented in Fig. 3. 

Again choosing the maximum error in selectivity estimates as the half of the 
bucket, the estimation of SEL (=1500$) can be wrong at most by 0.16 (half the height 
of the first bucket in which 1500 falls). This error is 1 time and a half less than the 
error that can be present in the selectivity estimate obtained using an equi-width 
histogram. But the difficulty in this type of histograms consists in how to determine 
the required boundaries of the buckets in order to guarantee the equality of height 
between the different buckets.  

 

 

 

Fig. 1. Distribution of salaries
over one singleton bucket 

Fig. 2. Distribution of salaries 
over equal-width buckets 

Fig. 3. Distribution of salaries 
over equal-height buckets 

2.2 Relative Recent Histograms 

V-Optimal Histograms. The v-optimal histograms [9, 12, 13], called also variance-
optimal try to avoid grouping vastly different values into a bucket by reducing the 
weighted variance between the actual and the approximate distribution over all the 

approximated values within each bucket [13]. This variance is defined as ∑ ௝݌ ௝ܸఉ௝ୀଵ , 
where p is the number of frequencies,V is the variance of frequencies in the jth bucket 
and β is the maximum number of buckets. 

The v-optimal histogram is optimal for estimating on average the result sizes of 
equality join and selection queries [1]. In order to approximating the number of 
distinct values with in a bucket, contrary to the previous histograms which instead of 
storing the actual number of distinct values in each bucket, they make assumptions 
about it such as continuous values assumption and point value assumption and both 
can lead to significant estimation errors, V-optimal histograms record every distinct 
attribute value that appeared in each bucket. Since bucket groups close frequencies 
and under the above assumption, all frequencies will be close to the average of 
frequencies so that estimations will be close to the actual results.   
 
Definition 1. Let H1 and H2 be two different histograms partitioning the values of an 
attribute X into the same number β (≥1) of buckets. The v-optimal histogram on X, 
among H1 and H2, is the histogram with the least variance. 
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Example 4. Fig. 4 illustrates the above definition by the meaning of two different 
histograms H1 and H2 on the attribute SALARY with 3 buckets in each one. The 
frequencies of the different attribute values are listed in Fig. 4. a Fig. 4. b and Fig. 4. c 
show the partitioning technique employed for grouping the frequencies into buckets 
respectively for H1 and H2.  

 

Fig. 4. Example of optimal histograms 

The cumulated variances VH1 and VH2 respectively of H1 and H2 are calculated as 
follows. VH1 = 14+74+16.6667 = 104.6667 and VH2 = 24.5+52.8+0.5 = 77.8. Based on 
Definition 1, the v-optimal histogram on the attribute SALARY, defined previously, 
between H1 and H2 is H2 since it has the least cumulated variance.  
 
Maxdiff Histograms. The maxdiff histograms try to avoid grouping vastly different 
values within a bucket by inserting a boundary between two adjacent values vi and 
vi+1 if the difference between the area of vi+1 and vi  is one of the β-1 largest such 
differences [3]. The area ai of vi is defined as ai = f(vi).si where si is the spread of vi 
and is defined as si = vi+1 – vi [3, 20]. Continuing with the set of values shown in Fig. 
4a, the differences between the areas of the different successive values, noted Δ area, 
are calculated in Table 1. So, according to thӍis table the bucket boundaries of a 
maxdiff histogram, approximating the distribution of values in Table 1 over 3 
buckets, are inserted respectively between the two pairs of adjacent values (2, 2.5) 
and (3, 3.5) since they differ the most than the other pairs of adjacent values.  
The corresponding Maxdiff histogram is illustrated in Fig. 5.   

This histogram estimates the number of tuples having the value 1500 in the 
attribute SALARY to be 22 engendering then an error on average that can reach 22%. 

The comparison between the different histograms based on the error obtained in 
the estimates provided by each one for the same query (SEL (SALARY = 1500)) 
shows that v-optimal and max-diff are significantly more accurate and practical than 
earlier histograms.  
 

            (1, 12) (1.5, 20) (2, 16) (2.5, 10) (3, 8) (3.5, 14) (4, 10) (4.5, 6) (5, 4) 
a. Pairs of actual values and corresponding frequencies 

              14  18  13  13  8  14  7  8  5                                                              10  15  11  15  16  14  6  7  6         
   b. Approximate frequencies in H1                                   c.  Approximate frequencies in H2         
                                                                                                                                                  

                          45       42     

                                                                                                                      

               
        

 

                                                          62 

                    

     
    

# of                
employees   

 1     2  2.5 3.5 4        5    

# of                
employees 

1    1.5 2     4 4.5      5 

13 13 
25 

SALARY (1000 $) 
 

d. Partition of H1 

SALARY (1000 $) 
 

e. Partition of H2
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Table 1. Computing the spread, area and Δ area 

 

 
Compressed Histograms. The compressed histograms try to achieve the new 
partition constraint consisting at avoiding to group, into a bucket, values with highly 
different frequencies by selecting the n values having the highest frequencies and 
placing them separately in n singleton buckets. The remaining values are partitioned 
over equi sum buckets [3]. Different techniques have been proposed to determine 
either a value is one of the n highest values or not. For example, in [3] they choose n 
to be the number of values that exceed the sum of the total frequencies divided by the 
number of buckets. 

The DBMS maintaining a compressed histogram estimates accurately the 
selectivity each time the query looks for the periodicity of a high frequent value.   

Example 5. Let’s consider a compressed histogram approximating the distribution of 
the salaries over 5 buckets (see Fig. 6). According to [3] to choose the highest values, 
1500$ is considered a high frequent value and is stored separately in a singleton 
bucket.   

The compressed histograms by keeping values with high frequencies in singleton 
buckets and grouping contiguous values into buckets, they achieve great accuracy in 
estimating selectivity in databases [3]. That’s, this histogram provides an accurate 
estimation on average (with a null error) of the same previous query SEL (SALARY 
= 1500$).  

 

Fig. 6. Distribution of salaries in a compressed histogram 

3 Compressed-V2 Histogram 

The problem of constructing a good histogram and maintaining it well is primordial 
for the validity of the query optimizers’ decisions [8, 18]. Due to their typically low-
error estimates and simplicity in representing data distributions in low costs, there has 

   
Value 1 1.5 2 2.5 3 3.5 4 4.5 5 

Frequency 12 20 16 10 8 14 10 6 4 

Spread 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 

Area 6 10 8 5 4 7 5 3 

 Area 4 2 3 1 3 2 2 

-
-

- -

                                                                  20 
                                               [singleton bucket] 
                28               24                         
                      18                                                            
                                                         10            
                       
                          1     2 2.5  33.5 4 4.5  5  1.5[high value] 

SALARY (1000 $) 

# of                
employees   

                                              
                                                    
                     48                                   
                            18     32 

# of                
employees  

 1    2 2.5 3 3.5   5 

                SALARY (1000 $) 

Fig. 5. Distribution of salaries 
in a Maxdiff histogram
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been considerable work on identifying good histograms for estimating the result sizes 
of various query operators with reasonable accuracy [1, 3, 11, 21, 22]. The proposed 
histograms differ in how the attribute values are assigned to buckets to achieve good 
estimates and especially by the error rate in their estimates. In this work, we propose 
an efficient algorithm for constructing an improved version, called compressed-v2, of 
existing compressed histogram [3].We developed both theoretical and effective 
experiments to underline the effectiveness and the accuracy of our algorithm and to 
prove that the new version of compressed histogram generates the lowest estimation 
error among the existing techniques. 

In a compressed-v2 histogram, the n highest attribute values are stored separately 
in n singleton buckets. In our algorithm, we choose n to be the number of values that 
exceed the sum of all values divided by the number of buckets. The rest of values are 
partitioned over maxdiff buckets [11] instead of being partitioned over equi-depth 
ones [3]. An optimization phase is applied to the exceptional buckets in order to 
guarantee they generate good estimations. An exceptional bucket is a maxdiff bucket 
taller than the equi-depth bucket(s) approximating both the same distribution of 
values.       

The problem of multi-query processing consists in finding an optimal scenario of 
query processing that permits a total benefits from the buffered intermediate results 
which represents a major cause of performance problems in database systems. The 
effectiveness of our histogram in estimating the size and the distribution of the 
intermediate results helps to well ordering the queries in order to allow them to get 
benefit form the buffer.       

3.1 Definitions and Problem Formulation  

In this section we define the accuracy of a histogram and formulate the problem 
studied in this paper. 
 
Definition 2. Let H1, respectively H2 be a compressed, respectively compressed-v2 
histograms approximating the frequency distribution of an attribute X. We say that 
H2 is more optimal than H1 if and only if the error of H2 in approximating the 
frequency of each infrequent value of X is strictly less than the error of H1 in 
approximating the frequency of the same value.   
 
Theorem 1. Given a frequency distribution of a data set, a max-difference bucket 
with a height h1 provides estimation on average more accurate than an equi-depth 
bucket with a height h2 for all h1 ≤ h2.   
 
Proof. Consider a relation R containing an attribute X. The value set V of X is the set 
of values of X that are present in R and F the set of their corresponding frequencies. 
Let M and E be respectively a maxdiff and an equi-depth histograms constructed by 
partitioning the values of V into β (≥1) buckets.  

Let ሺ݄௜ெሻi=1..N and ሺ݄௜ாሻi=1..k be the respective heights of the buckets ሺܤ௜ெሻi=1..N and ሺܤ௜ாሻi=1..k that compose respectively the histograms M and E. 
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Let’s take a maxdiff bucket ܤ௜ெ and an equi-depth bucket ܤ௝ா , having common 
values that lie in their ranges, such that ݄௜ெ   ≤ ௝݄ா  for a given 1 ≤ i ≤ N and 1 ≤ j ≤ K. 
To prove that the frequency approximations on average of the common values based 
on the bucket ܤ௜ெ are more accurate than those based on the bucket ܤ௝ா , it suffices to 
prove that: Error (ܤ௜ெ) ≤ Error (ܤ௝ா), where Errorሺܤ௜ெሻ, respectively Error (ܤ௝ா) 
represents the total error of the approximation of ܤ௜ெ, respectively of ܤ௝ா .    

This inequality is verified since M, the max-diff histogram, is already constructed 
by minimizing the difference between the grouped values, whereas equi-depth permits 
vastly different values to be stored in the same bucket. Thus, the values grouped in ܤ௜ெ are close to the average of frequencies in ܤ௜ெ while those in ܤ௝ா  are dispersed from 
the average of frequencies in ܤ௝ா. Hence, Error (ܤ௜ெ) ≤ Error (ܤ௝ா).      

The case where  ݄௜ெ > ௝݄ா  and there are common approximated values between ܤ௜ெ 
and ܤ௝ா for 1 ≤ i ≤ N and 1 ≤ j ≤ K represents the main problem we focus in this paper. 
We try to improve the accuracy of theseሺܤ௜ெሻi=1..N, called exceptional buckets, using 
the proposed HistConst algorithm.  

3.2 HistConst Algorithm 

In general, the construction of a histogram on an attribute is performed on two steps. 
The first consists on partitioning the frequencies of the attribute into buckets, and the 
second step is to approximate the frequencies and values in each bucket in some 
technique [2]. We suggest in this section a naïve algorithm called HistConst which 
gives an accurate histogram with respect to the estimation error specified for the given 
sequence of values and number of buckets in O (n) time. The HistConst algorithm is 
illustrated in Fig. 7.   
 
HistConst Algorithm. This algorithm takes in input the approximate frequencies of 
the attribute values and the number of permitted buckets. The HistConst algorithm 
proceeds as follow. First, there will be a call to the procedure Find( ) to determine the 
highest values to store them separately in singleton buckets. Then, the procedure 
maxdiff( ) takes care to partition the rest of values, over the remaining buckets in a 
maxdiff fashion, by inserting a bucket boundary between two adjacent values that 
differ the max. In the optimization phase, we try to reduce the height of the 
exceptional buckets to guarantee accurate estimations. This phase proceeds as 
follows:  

We consider the height of an equi-depth bucket as a threshold.  
Migrate, from each exceptional bucket, the minimum values in their order in the 

bucket range to the previous bucket while the height of this latter is lower than the 
threshold and the height of the exceptional bucket remains greater than the threshold. 
Once the previous bucket reach the threshold and the exceptional bucket is still higher 
than the threshold, then migrate all possible maximum values in the bucket range to 
the next bucket without that this latter exceeds the threshold.  
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Values from the previous bucket (respectively next bucket) can be migrated, if 
necessary, in their turn to its previous (respectively its next) bucket in order to respect 
the maximum tolerated height for a bucket.   

 

Fig. 7. The HistConst algorithm 

Finding Highest Values. We present in the Fig. 8 a pseudo code to find the high 
frequent values among those actually present in the relation.   

 
Fig. 8. Code of the procedure Find 

Algorithm HistConst 
Objective: Construct an optimal histogram with respect to the estimation error specified for the given sequence of 

values and number of buckets.  
Input:B:Number of permitted buckets (b1, b2, …,bB)  
threshold: maximum tolerated height for a bucket  
check: booleanvariable that receive True if the actual bucket is an exceptional one. 
Output: compressed-v2 histogram 
begin 

1. Find (F, V,B, V’) 
2. Maxdiff(L, F, B’, maxdiff) 
Optimization phase     
3. Repeat 

check :=false 
4. Fori := 1 toB’do { 
5. If (exceptional_bucket(bi)) then { 
6. check:=true 
7. While ( h(prev_bucket(bi)) < threshold) and (h(bi) > threshold) do {  // h(bi):determines the height of bi 
8. migrate (min_val(bi), bi, prev_bucket(bi)) // min_val(bi):determinesminimum value in the range of bi 
9. } 
10. If h(prev_bucket(bi) ≥ threshold) then // prev_bucket(bi): determines the previous bucket of bi  
11. While ( h(next_bucket(bi)) < threshold) and (h(bi) > threshold) do { // next_bucket(bi): determines the 

successive bucket of bi 
12. migrate (max_val(bi), bi, next_bucket(bi)) //max_val(bi):determines maximum value in the range of bi 
13. } 
14.   } 
15.  } 
16. Until (check = false) 
17. Result:return compressed-v2  
end 

 
Procedure Find (F, V, B, V’) 
Inputs:V: set of values of the attribute that are present in the relation, V= {vi ǀ 1 ≤ i ≤ N} 

F: frequency vector of the attribute, F= {f(vi) ǀ 1 ≤ i ≤ N} 

Output: V’: set of the high frequent values, V’ = {vi ǀ f(vi) ˃  , 1 ≤  i ≤ N} 
begin 

1. fori: = 1to Ndo{ 

2.    if ( f(vi) > ) then 
3. Add(vi, V’) 
4. } 
5. Result: return V’ 
end 
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Having the approximated values and the corresponding approximated frequencies, 
the procedure Find( ) takes care to determine the highest values to store them 
separately in singleton buckets. Each value is compared to the sum of all source 
values divided by the number of total buckets. If the value exceeds this quotient, then 
is considered a high frequent value.  
 
Constructing Maxdiff Histogram. After finding the highest values and storing each 
one separately in a singleton bucket, we propose an algorithm of the procedure 
maxdiff presented in Fig. 9 to partition the remaining values following the technique 
that consists in separating vastly different values into different buckets. 

 

Fig. 9. Code of the procedure maxdiff 

The procedure Maxdiff begins first by calculating the differences between all the 
adjacent values. Then, it inserts bucket boundaries between the pairs of adjacent 
values that differ the most in their frequencies with respect to the number of buckets 
permitted to partition the remaining values.  

 

 

Fig. 10. Code of the function Exceptional_bucket 

Procedure Maxdiff(L,F, B’,maxdiff) 
Inputs:L:set of the remaining values (low frequent values) that are present in the relation, L= {vj ǀ f(vj) ≤ 

, 1 ≤ j ≤ M < N} 
B’:number of the remaining buckets (non singleton buckets) for grouping the low frequent values 
Output:maxdiff:max-diff histogram partitioning the remaining values 
begin 

1. fori:= 1to(B’-1)do { 
2. [max_area := 0]for j :=1 to (M-1) do { 
3. Δ Area := [f(vj+1)*Sj+1 ] – [f(vj)*Sj] 
4. If (Δ Area >max_area) then { 
5. max_area := Δarea 
6. bound :=j 
7. } 
8. } 
9. Insert bucket_boundary (vbound, vbound+1) 
10. } 
11. Result: return maxdiff 
end 

Procedure Exceptional_bucket(bM) 
Input:bM:maxdiff bucket  
begin 

1. If (h (bM) > threshold) then 
2. Exceptional_bucket:= True 
3. ElseExceptional_bucket := False 
4. Result: return Exceptional_bucket 
end 
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Finding Exceptional Buckets. We propose in this section a boolean function to 
determine the exceptional buckets (Fig. 10). We remind that the threshold is the 
height of an equi-depth bucket partitioning the same values which is approximately 

equal to 
∑ ௙ሺ௩௜ሻ஻′  with 1 ≤ i ≤ M. We remind also that B’ is the number of buckets used 

to partition the remaining values.   
After approximating the low frequent values and their frequencies in each bucket 

according to the maxdiff partitioning technique, this function returns true for each 
exceptional bucket, false else. In the affirmative, the corresponding bucket undergoes 
the change of the optimization phase described above in order to adjust its height with 
respect to the height of an equi-depth bucket.      

In Table 2., we describe the complexity of the HistConst main components. 

Table 2. HistConst time complexity 

 
 

Where N is the number of attribute values, M is the number of low frequent values 
and B’ is the number of non-singleton buckets. 

4 Running Example 

Suppose we have the following values from an integer-valued attribute with their 
corresponding low frequencies (see Table 3).  

Table 3. Set of integer values with their frequencies 

 

Following the HistConst algorithm steps to partition these values over four buckets 
as in a maxdiff histogram, the three pairs of adjacent values that differ the most in 
their frequencies are (5, 6), (2, 3) and (7, 8). Thus, the bucket boundaries are placed 
between these adjacent values (see Fig. 11). 

According to HistConst algorithm, the bucket with a range [3, 5] and a height equal 
to 9 is considered an exceptional bucket. In the context of approving exceptional 
buckets in a compressed-v2 histogram, the procedure Exeptional_bucket( )migrates 
the value 3 from the second bucket to the first bucket, as shown in Fig. 12, since the 
two adjacent values 2 and 3 are contiguous and grouping them into the same bucket 
doesn’t affect the accuracy of frequency approximation inside a bucket.  

Algorithm Time Complexity 

Procedure Find O(N) 
Procedure Maxdiff O(M) 
Algorithm HistConst O(N) 
Procedure Exceptional_bucket  O(B’) 

Value 1 2  3 4 5 6 7 8 9 
Frequency 2 1 2 3 4 1 2 3 2 
∆Frequency 1 1 1 1 3 1 1 1  
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The result of the optimization phase is a histogram that discards vastly different 
values and then partitions them like in an equi-depth histogram such that the sum of 
frequencies in each bucket is approximately the same. This is in contrast to the equi-
depth histograms that permit vastly different values to be stored in the same bucket. 
The resulting histogram is illustrated in Fig. 13.  

 

  

Fig. 11. Partitioning of 
low frequent values in
a maxdiff fashion 

Fig. 12. Improvement
phase 

 

Fig. 13. Partitioning
the rest of values after
optimization 

 

Fig. 14. Partitioning
infrequent values in 
equi-depth fashion 

 
4.1 Selectivity Estimation of Low Frequent Values with Compressed and 

Compressed-v2 Histograms 

The accuracy of estimates of range query result sizes obtained through maintained 
histograms depends heavily on the partitioning rules used to group attribute values 
into buckets [9, 11]. Here, we compare the average errors incurred when estimating 
the selectivity only of low frequent values based on compressed and compressed-v2 
histograms. The same highest values are chosen for the two types of histograms and 
hence their frequencies are similarly approximated in both histograms.  

The compressed histogram approximating, over four buckets, the frequencies of 
these values is illustrated in Fig. 14. To investigate the accuracy of query result size 
estimates obtained from compressed and compressed-v2 histograms, we choose to 
compare the accuracy of the selectivity estimation of the values 5 and 6 obtained from 
the two types of histograms described as follows: 

- Compressed: The value 5 falls in the third bucket (Fig. 14). Then, SEL (SALARY 
= 5) is estimated by the average of frequencies in this bucket which is 2. The true 
fraction of tuples with salary equal to 5 is 4, then this estimate is wrong by 0.5. 
Similarly, the value 6 falls into the same bucket and its selectivity is estimated on 
average by 2. The true fraction of tuples with salary equal to 6 is 1 and hence this 
estimate is wrong by 0.5. 

- Compressed-v2: The value 5 falls in the second bucket (Fig. 13) and SEL 
(SALARY = 5) is estimated by 3. The true fraction of tuples with salary equal to 5 
is 4 which mean that the estimate is wrong by 0.25. Contrary to the compressed 
histogram, the value 6 is separated from the value 5 and is stored in the third 
bucket (Fig. 13) since they are judged as two large different values. SEL 
(SALARY = 6) is estimated on average by 1 where the real frequency is 1.  
The error in the estimate in this case is equal to 0.  
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  5              
   3          3                         

 
1     2 3     5 6     7 8    9 

 

                 9                                
                                     5             
       3                 3                       

1     2 3     5 6     7 8    9 

                 7                                
        5 
                            3       5             

1     3 4     5 6     7 8    9 

                            7 

         3       5                 5              

1     2 3     4 5     7 8    9 



 Improving Range Query Result Size Estimation Based on a New Optimal Histogram 53 

 

Comparing the errors in the estimates based on the two types of histograms, we see 
clearly that the compressed-v2 approximates much better the frequency of the values 
5 and 6 than the compressed histogram. The frequencies of the other values are almost 
equally approximated in the two histograms since each group contains contiguous 
values which are stored in approximately equal height buckets in both histograms.  

5 Experimentation Results 

We investigated the effectiveness of the different histogram types cited above for 
estimating range query result sizes. The average errors due to the different 
histograms, as a function of the number of buckets, are computed each time when 
estimating based on histograms the result size of a selection query where the 
selectivity conditions are related each time to values with different frequencies like 
infrequent values, balanced values and very frequent values.  

The experiments were conducted on six different histogram algorithms including 
equi-width, equi-depth, v-optimal, maxdiff, compressed and compressed-v2 in three 
specified histogram data-frequency category including low, balanced and very high, 
while using two different distributions of the attribute Salary from the American 
League Baseball Salaries (Albb) and National League Baseball Salaries (Nlbb) 
databases respectively for the years 2003 and 2005. The values in the attribute Salary 
vary from 300 000$ to 22 000 000$ in the two databases.  

The frequencies of the values in the attribute Salary in the database of Albb 
(respectively Nlbb) vary from 1 to 44 (respectively from 1 to 25). We consider [1..9] 
(respectively [1..8]) to be the range of low frequencies, [10..30] (respectively [9..15]) 
the range of balanced frequencies and [31..44] (respectively [16..25]) to be the range 
of very high frequencies.  

In the following experiment, we studied the performance of the different 
histograms by comparing through several graphs the typical behavior of the 
histograms errors in approximating the frequencies of different values with varying 
the number of buckets. For an efficient study of the effectiveness of these histograms, 
we select randomly three values from each database: an infrequent value, a balanced 
value and a very frequent value. The errors in approximating the frequency of a given 
value are represented in a graph separately. The x-axis of each graph shows the 
number of buckets and the y-axis shows the average error of each histogram for 
different number of buckets. 

 

Fig. 15. Average error as a function of the number of buckets of approximating, in Nlbb, the 
frequency of a) an infrequent value, b) a balanced value, and c) a very frequent value 

  



54 W. Labbadi and J. Akaichi 

 

We select from the database of Nlbb the following values with their corresponding 
real frequencies (1000000, 1), (500000, 10) and (316000, 25). The errors of the six 
histograms in approximating the frequencies of these values are illustrated 
respectively in Fig. 15.a, Fig.15.b and Fig. 15.c.   

We select from the database of Albb the following values with their corresponding 
real frequencies (7500000, 1), (600000, 10) and (300000, 25). The errors of the six 
histograms in approximating the frequencies of these values are illustrated 
respectively in Fig. 16.a, Fig.16.b and Fig. 16.c.  

 

Fig. 16. Average error as a function of the number of buckets of approximating, in Albb, the 
frequency of a) an infrequent value, b) a balanced value, and c) a very frequent value 

Looking at the different figures, we observe that the error generated is monotony 
proportional to the number of buckets. As shown in the two figures, the accuracy can 
be reached when increasing the number of buckets for all histogram types and the 
compressed-v2, compressed, max-diff and v-optimal histograms are significantly 
better than the others that they show the least error for different number of buckets. 
Moreover, the equi-width histogram exhibits the worst accuracy.  

Based on the different figures, we distinguish clearly, by comparing the average 
errors generated by the entire set of histograms when estimating the selectivity of 
infrequent values, balanced or very frequent values, a set of effective histograms, i.e. 
compressed-v2, compressed, V-optimal and Max-diff, where the compressed-v2 
presents each time the least approximation error for different number of buckets. The 
same behavior of compressed-v2 errors in all the figures improves the victory of this 
histogram over the other ones that it gives 100% accurate approximation of the 
frequencies the highest values since their actual frequencies are stored separately in 
individual buckets.  

In conclusion, the comparison between the different histograms presented above 
based on the average error generated when estimating range query result sizes shows 
that the histograms based on the new partition constraints and on their heads the 
compressed-v2 performs always significantly better than those based on trivial 
constraints. 

6 Conclusion and Future Work 

The problem of minimizing the error in estimating range query result sizes remains a 
real challenge despite the serious research done on identifying classes of optimal 
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histograms that generate least errors in the estimations of sizes and value distributions 
especially in the results of queries with high complexity, e.g., multi-join queries.  

In this paper, we provided an overview of several earlier and some more recent 
classes of histograms that are close to optimal and effective in many estimation 
problems. In addition to that, we have introduced a new algorithmic technique, 
HistConst, for constructing a more accurate histogram called compressed-v2.  An 
experimental comparative study was proposed to study the effectiveness of the 
different classes of optimal histograms reported in the literature and our proposed 
histogram in estimating sizes and value distributions especially in the results of 
complex queries, e.g., multi-join queries. The experiments show that estimations 
based on our histogram are always better than those based on the other remaining 
types of histograms.     

The identification of the optimal histogram remains an open field. As several new 
research opportunities appear, we will try to identify optimal histograms for different 
types of queries to limit not only the average estimation error but also other metrics of 
error, to determine the appropriate number of buckets to build the optimal histogram 
and to find the histogram that can handle uncertain data.    

An important direction for research is to focus on the problem of data stream which 
is the transmission of the flow of data that changes over time. Existing database 
systems do not process data streams efficiently and this makes this area a popular 
search field [23, 24]. 
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Abstract. The increasing population of elders in the near future, and
their expectations for a independent, safe and in-place living require new
practical systems and technologies to fulfil their demands in sustainable
ways. This paper presents our own reflection on the great relevance of
FQAS’ main topics for recent developments on the context of Home
Assistance. We show how those developments employ several techniques
from the FQAS conference scope with the aim of encouraging researchers
to test their systems in this field.

1 Introduction

Flexible Query Answering Systems (FQAS) is a conference focusing on the key
issue in the information society of providing easy, flexible, and intuitive access to
information to everybody. In targeting this issue, the conference draws on several
research areas, such as information retrieval, database management, information
filtering, knowledge representation, soft computing, management of multimedia
information, and human-computer interaction.

The theoretical developments on those areas have traditionally be applied to a
wide range of fields with the aim of improving performance, data representation,
and interaction with users, among other aspects.

With the occasion of the tenth edition of the FQAS conference, we feel the
necessity of reflecting on how the conference has contributed to several areas
of interest for both the research community and the general population, with
the aim of putting in value some of the practical applications that the topics
of the conference might have. In particular, we focus in this paper on assisting
technologies for elderly people at their own home.

Successful ageing has indeed become one of the most important problems in
our society in recent years. According to a recent study from Eurostat [1], by
2060, most European countries are likely to have a proportion of oldest-old of
more than 10%, against the 1-2% from 1960 (a hundred years before).

Past, and still current, approaches to provide these people with an appropriate
quality of life are mainly based on increasing resources such as nursing homes
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and caregivers. To the date, those efforts have been proved insufficient, and the
approach is hardly scalable and manageable, as more and more people demand
assistance. What is more important, elders are not very receptive to the fact of
moving out to a new home, leaving their previous life behind.

In light of this situation, new solutions have been proposed to handle it by
means of developing suitable tools for home assistance, that is, by assisting
elders at their own homes with the help of technologies. In devising those tools,
we believe that the aforementioned FQAS’ research areas have a lot to say.

In fact, these developments are not only aimed at elders enjoying a good
health and conditions, but also to a wide range of people who suffer from cog-
nitive impairments, memory deficiencies, or other diseases such as Alzheimer’s.
Without the aid of those systems, those people could hardly live independently
at their own homes.

Therefore, the present paper highlights some of the most relevant proposals
found in the recent literature in the field of home assistance, specially focusing
on elders and ageing in place. As said, we believe this is a topic of growing in-
terest that should be carefully addressed by several agents (Governments, fam-
ilies, caregivers, patients) involving people from several disciplines (Medicine,
Robotics, Artificial Intelligence, Sociology). The European Commission thinks
also in this way and considers this as one of its research priorities [2].

The paper describes how several of those systems are related with the topics
addressed at the FQAS conference; in particular, we will focus on Information
Retrieval, Knowledge Representation, Domain and User Context Modelling, Ap-
proximate Reasoning, and Human Computer Interaction.

By means of the present review, we also aim to encourage researchers to
apply their developments into the field of Home Assistance. Surprisingly for us,
contributions to the conference focusing on Home Assistants are very scarce. In
fact, we were only able to find the work by Tablado et al. on Tele-assistance[3].

2 Knowledge Representation and Information Retrieval

Within the broad area of Assisted Living, systems aimed at monitoring patients
are the most numerous. Their general goal is to maintain registers of the vital
constants of the patients, their movements and other variables, taking samples
at small time intervals. This way, users are continuously monitored and if some-
thing goes wrong, and alarm could be fired and emergency bodies, or family, be
notified.

To do so, the systems need an appropriate process of data gathering, infor-
mation retrieval and knowledge representation. All of those, are topics of inter-
est for the FQAS community. In Assisted Living applications, those processes
are general applied in controlled and known environments called Smart Homes
[4,5], houses equipped with special structured wiring to provide occupants with
different applications to control their own environment. For instance, remotely
controlling or interacting with different devices, monitoring their activities, or
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offering guidelines to improve them, are a few examples of the kind of applica-
tions and services that can be easily found in a Smart Home.

Miskelly [6] presented an interesting overview on different devices that can be
embedded in a home environment, such as electronic sensors, fall detectors, door
monitors or pressure mats in order to gather the data.

Several projects have been proposed to build Smart Homes for people with
some kind of impairment. One of those is the Center for Eldercare and Rehabili-
tation Technology (CERT) [7] focused on the TigerPlace facility [8,9]. TigerPlace
is an elderly residence where multiple sensing technologies has been installed in
order to monitor the residents. This project implied an interdisciplinary collab-
oration between electrical and computer engineers, gerontological nurses, social
workers and physical therapists at the University of Missouri.

With the availability of intelligent mobile devices, more and more projects
are incorporating them as the way of gathering sensing data [10]. Winkler and
colleagues [11] have studied the feasibility of a remote monitoring system based
on telemonitoring via a mobile phone network. Several portable home devices
for ECG, body weight, blood pressure and self-assessment measurements are all
connected to a PDA by means of a local Bluetooth network. Users are then
continuously monitored, and their vital constants forwarded to central servers
where electronic records are available to telemedical centres. Additionally, the
system is able to provide efficient detection of home emergencies, contacting
with the corresponding service (ambulance, general practitioner, specialist or
local hospital depending on the case).

Also, there are projects that take advantage of mobile devices as the tool to
interface with users. For instance, MASPortal is a grid portal application for
the assistance of people for medical advice at their homes. It provides remote
access to medical diagnostic and treatment advice system via Personal Digital
Assistants (PDA).

Other studies have employed the monitored data to extract behavioural pat-
terns that could be extrapolated to other people with the aim of detecting po-
tential changes in health status. In one of such studies [12], the authors reported
the extraction of a dozen of behavioural patterns after monitoring 22 residents
in an assisted living facility. They were able to model circadian activity rhythms
(CARs) and their deviations, and to use these data, together with caregiver in-
formation about monitored resident, to detect deviations in activity patterns.
The system would warn the caregivers, if necessary, allowing them to intervene
in a timely manner.

Other efforts of building Smart Homes include the iDorm [13,14], CASAS
[15,16] and the Georgia Tech Aware Home [17], as well as another eight projects
reviewed by Droes et al. [18].

These projects increase their utility and relevance when we refer to houses in
which elders live alone. In those situations, the virtual assistant acquires the role
of caregiver and should be able to respond to special situations and emergencies,
such as falls or dismays, as soon as they are identified from the available data.
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3 Domain and User Context Modelling

Most systems we have already cited make use of proper knowledge representa-
tion. However, there are some which specifically focus on representing the user
and his context in an accurate way. Not in vain, Aging in Place applications
make extensive use of Context-aware services, in order to better represent the
surrounding conditions of users and to personalise their functioning by means of
adjusting their behaviour to changes.

Sanchez-Pi et al. [19] proposed a set of categories that might be adapted to
the user’s preferences and to the environmental conditions. Elders are then ex-
pected to specify their relevant activities according to three categories: comfort
(temperature control, light control or music control), autonomy enhancement
(medication, shopping or cooking) and emergency assistant (assistance, predic-
tion, and prevention of emergencies). The authors also proposed a prototype of
system, taking advantage of the context.

A different system, a context-aware pervasive healtcare for chronic conditions
system, H-SAUDE, was proposed in [20]. It was based on a decision-level data fu-
sion technique and aimed for monitoring and reporting critical health conditions
of hypertensive patients while at home.

Helal et al. [21] described an indoor precision tracking system taking advan-
tage of available context-aware services. It was developed as an OSGi-based
framework, integrating the different tracking services into an standard platform.
They also employed ultrasonic sensor technology to monitor the environment.
The system has been tested at House of Matilda (an in-laboratory mock up
house) in the Pervasive Computing Laboratory at the University of Florida.

The MavHome (Managing An Intelligent Versatile Home) project [4] at the
University of Texas at Arlington aimed to develop a home capable of offering
personalized services to their inhabitants. Authors also control the ambiance of
the environment, including temperature, ventilation and lighting and the effi-
ciency of the cost of utilities, such as gas and electricity. To achieve such a goal,
an appropriate representation of those concepts and the knowledge involved were
needed.

The CARA (Context Aware Real-time Assistant) project [22] is a pervasive
healthcare system specifically oriented to elders with chronic diseases. It aims at
remotely monitoring patients and notifying caregivers if necessary. To do that, it
employs context-aware data fusion and inference mechanisms using both fuzzy
representation and fuzzy reasoning. The context is described and modelled as a
set of fuzzy rules, and processed by a related context-aware reasoning middle-
ware.

Graf et al. [23] described a robotic assistant able to lead users to specific rooms
in the house and to manipulate objects. In particular, it had the capability to
navigate autonomously in indoor environments, be used as an intelligent walking
support, and execute manipulation tasks. The system was tested with elderly
users from an assisted living facility and a nursery home, and in a sample home
environment. The authors reported good results achieving those tasks.
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Another interesting system that takes full advantage of user context mod-
elling is the one presented in [24]. Autominder assists the elderly in creating
daily plans, decision making and execution of plans. It is able to cover user’s
preferences and adjust its knowledge accordingly to user’s history. Besides, tem-
poral information is also included as constraints that the system should follow
to provide appropriate reminders.

In [25], authors propose a health care web information system for assisting
living of elderly people at Nursing Homes. They developed a tool with the aim
of helping doctors and nurses to have a more realistic health status of patients
and their contexts. With such information, doctors could also be provided with
reports about management outputs such as medical supplies.

In this kind of projects, besides the employment of a domain and user context
model, an appropriate Human-Computer Interaction is an issue of particular
importance. As seen, both are within the scope of the FQAS conference.

4 Approximate Reasoning Models

When talking about systems that monitor users’ lives, one of the areas involved
is that of Approximate Reasoning. Probabilistic systems offer great flexibility to
control alternatives of behaviour realisation in different environments. A study
about the advantages and drawbacks of employing stochastic techniques for rec-
ognizing human behaviours was done by Naeem and Bigham [26]. On the other
hand, Singla et al. [27] tested various probabilistic modelling methods that eval-
uate situations in which user has not performed the sequence correctly, and the
activities are interrupted and interwoven. The conclusion was that models should
be flexible but, at the same time fixed enough, to be able to recognize activities
in which users make some irregular actions.

Even though, other techniques such as Data mining and Fuzzy systems have
been used in several projects obtaining good results in the detection of abnormal
ADL [28].

Our previous experience in the issue involve a method for detecting and rec-
ognizing behaviours by means of inductive learning and based on the detection
of temporal relations between actions using Data Mining techniques[29,30]. Ad-
ditionally, in [31] we presented some learning and matching methods for models
of behaviours based on Learning Automata. They were tested at the iSpace, a
real test-bed developed by the University of Essex.

Project CARA [22], already mentioned, uses the continuous contextualization
of the user activities as input to a reasoning system based on Fuzzy logic to
predict possibly risky situations.

4.1 Activity Recognition

One of the most challenging issues within Ambient Assisted Living (AAL) is,
without doubt, the activity recognition process[18]. The goal here consists of
designing models and systems to label the different activities that inhabitants
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perform in a controlled environment, and providing some personalized support
services to those activities.

In general, there are two main trends in the field of Activity Recognition.
Firstly, a low level activity recognition process, in which researchers focus their
attention on basic activities, such as, walking, running, or crouching [32]. Sec-
ondly, an abstract level activity recognition process. In this level, authors manage
high level activities known as Activities of Daily Living (ADL) [33,34], a sequence
of atomic actions within user’s daily routine, such as toileting, making a meal,
or leaving home.

In the literature, a variety of studies can be found proposing solutions to the
different aspects within this area. For example, the underlying sensor network
for user data acquisition is the main focus of works such as [33,35]; whereas
the representation and modelling is studied in [36,13,14]. Precisely, Hagras et al.
propose a fuzzy control system to detect user activities in a ambient intelligent
environment known as iDorm[14]. Concretely, they propose a type-2 rule based
system to control lighting and temperature accordingly to multiple users profiles.

5 Human Computer Interaction

Within the area of Home Assistance, an appropriate Human-Computer Interac-
tion is an issue of particular importance, due to the particular characteristics
of their target users: mainly elderly or disabled people. Natural interfaces and
spoken language should not be nice additions, but required components, in these
systems.

Dingli and Lia [37] proposed a home butler system to help with common
activities at home. What makes this project special is its ability of generating
dialogues. The system was able to create them by using television series scripts,
looking for syntactical repetitive structure. The dialogues were structured as
networks, with nodes representing possible situations/questions, and arcs repre-
senting potential answers.

However, what we can extensively find in literature are works focusing on
robotics, manly embedding computational capabilities to common appliances.
Acting this way, the capabilities of objects already known by users are extended
by means of reasoning and communication. In any case, users do not need to learn
how to use new objects, because the old ones keep their traditional behaviour.

The overview by Pineau and colleagues [38] is still a relevant document despite
the time passed since its publication. In it, the authors introduced the challenges
that robotic assistants pose in nursing homes, and described several attempts
on developing such systems. In general, on top of those elements, a central and
virtual assistant is often build as interface and manager.

Service robotics cover a wide range of applications and tasks such as: vac-
uuming and cleaning, gardening and lawnmowers, personal robotic assistants,
telepresence, teleassistance and health, entertainment, and home security and
privacy [39].
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Among those, there are some specially aimed at people with some type of
disabilities such as the portable five-degree-of-freedom manipulator arm (ASI-
BOT) [40]. It is useful for helping in successfully deal with Activities of Daily
Living (ADL) (eating, shaving, drinking) performance. The arm is able to climb
to different surfaces, providing a portable and friendly interface.

5.1 Social Networks

Apart from connecting users with the computer, one of the transversal goals of
the systems we are describing is the ability to connect users with other users,
family and caregivers. To achieve such aims, the concept of Social Network is of
relevance; and in particular, there is one application in which Social Networks
are heavily employed: conferencing.

The ACTION project [41] was a pioneer on using information and communi-
cation technology to support frail elders and their family carers, by connecting
homes and call centres through a videoconferencing system. The aims were to en-
hance elder’s quality of life, independence and preparedness, and to break social
isolation. Reduction on both the sense of loneliness and isolation were reported
by users.

6 Conclusions

The increasing population of elders in the near future, and their expectations
for a independent, safe and in-place living, require new practical systems and
technologies to fulfil their demands in sustainable ways. Research and projects
in the context of Home Assistance are experimenting a incredible growth, and
many funding bodies have them among their priorities.

On the other hand, the Flexible Query Answering Systems (FQAS) confer-
ence focuses on providing easy, flexible, and intuitive access to information to
everybody. To do so, the conference draws on several research areas, such as
information retrieval, database management, information filtering, knowledge
representation, soft computing, management of multimedia information, and
human-computer interaction.

With the occasion of its Tenth edition and the aim of highlighting the valuable
contributions that FQAS could be offering to the Home Assistance field, our
paper presented an overview on how different projects in this field are related
with the main topics of the FQAS conference.

Paradoxically, few contributions to the FQAS conference have directly ad-
dressed the area of Home Assistance so far. Therefore, we encourage researchers
to test their theoretical developments on this interesting field for future editions
of the conference.

From our perspective, we can only anticipate a even deeper integration in the
following years between the research contributions within the scope of FQAS and
the developments in home assistance, as the later gain in maturity and intelligent
behaviours.
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Abstract. Question analysis is an important task in Question Answering Sys-
tems (QAS). To perform this task, the system must procure fine-grained infor-
mation about the question types. This information is defined by the question 
taxonomy. In the literature, factual question taxonomies were the object of 
many research works. However, opinion question taxonomies did not get the 
same attention because they are more complicated. Besides, most QAS were fo-
cusing on monologal texts, while dialogues have rarely been explored by in-
formation retrieval tools. In this paper, we investigate the use of dialogue data 
as an information source for opinion QAS. Hence, we propose a new opinion 
question taxonomy in the context of an Arabic QAS for political debates and we 
propose then an approach to classify these questions. Obtained results were re-
levant with a precision of around 91.13% for the opinion classes’ classification. 

Keywords: question taxonomy, opinion question classification, sentiment  
analysis, Question Answering Systems. 

1 Introduction 

Nowadays, information sources are becoming much larger. As a result, finding the 
appropriate piece of information using the least effort is becoming more difficult. 
Question Answering Systems (QAS) are information retrieval tools designed to make 
this task easier; they offer the user the possibility to formulate his queries in natural 
language and to get concise and precise answers.  

Question analysis is considered as an important task in QAS. To perform this task, 
the system must procure fine-grained information about the question types. This  
information is defined by the question taxonomy. In the literature, factual question 
taxonomies were the object of many research works. However, opinion question tax-
onomies did not get the same attention. 

Dialogues, as the main modality of communication in human interaction, make an 
essential part of information sources. They occur either directly (i.e. professional 
meetings, TV programmes and political debates) or virtually (i.e. social networks or 
blogs). During dialogues, interlocutors perform different interactive actions: they 
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exchange information, express opinions, make decisions, etc. Nevertheless, dialogues 
have rarely been explored by information retrieval tools such as QAS. This is due to 
the lack of linguistic resources, in particular annotated oral corpora, as well as the 
complexity of processing related to the specific aspects of oral conversations. 

The current research is part of a framework aiming to implement an Arabic QAS 
for political debates. In this paper, we investigate the use of dialogue data as an in-
formation source for a QAS and we propose a new opinion question taxonomy in this 
context. We propose also an approach to classify these questions, based on opinion 
extraction and machine learning techniques. The rest of this paper is organized as 
follows. In section 2, we review a selection of previous works related to the opinion 
question classification. In section 3, we propose our opinion question taxonomy in 
QAS for dialogues. In section 4, we illustrate our classification approach, report and 
discuss the obtained results. Finally, we conclude and provide some perspectives in 
section 5. 

2 Related Works 

In this section, we present a brief overview of the question type taxonomies, opinion 
extraction techniques and automatic question classification in the QAS. 

2.1 Question Type Taxonomies 

Question type taxonomy refers to the set of categories into which questions have to be 
classified [1]. In the literature, most of the proposed taxonomies concern factual ques-
tions. Their architecture can be flat [2] or hierarchical [3]. The taxonomy of Hovy et 
al. [4] and that of Li and Roth [5] are the most used ones for factual questions. On the 
other hand, we find few works proposing taxonomies for opinion questions. We cite 
in this context the works of Ku et al. [6] which deal with the analysis of questions and 
the retrieval of answer passages for opinion QAS. The training corpus is gathered 
from conferences question data and Internet Polls, and includes the authors’ own cor-
pus called OPQ corpus (created using the NTCIR-2 and NTCIR-31 topic data col-
lected from news article).The proposed taxonomy classifies the questions into factual 
and opinion questions, and then subdivides the opinion questions into six fine-grained 
types: Holder, Target, Attitude, Reason, Majority and Yes/No. Besides, we cite the 
works of Moghaddam and Easter [7] addressing the problem of answering opinion 
questions about products by using reviewers’ opinions. The adopted taxonomy, in-
spired from the works of Ku et al. [6], has dropped out the type Holder since it is 
irrelevant in mining product reviews domain. Moreover, the type Majority has been 
replaced by the question form attribute.  

                                                           
1 http://research.nii.ac.jp/ntcir/permission/ 
perm-en.html#ntcir-3-qa 
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2.2 Opinion Extraction Techniques 

Opinion extraction is an emerging research area in the opinion mining domain. It 
aims at extracting the main components of a subjective expression such as the  
opinion holder, the target towards whom or which the opinion is expressed, and the 
opinion polarity. The used techniques are based on supervised learning [8] and unsu-
pervised learning [9]. In this context, we cite the model of Paroubek et al. [10]  
proposed for the evaluation of the opinion mining annotations performed in the in-
dustrial context of the DOXA project2. This model represents opinion expression 
within eight attributes: 

─ Opinion marker: the linguistic elements which express an opinion. 
─ Opinion polarity: the more or less positive impression felt while reading an opinion 

expression. 
─ Source: the opinion holder. 
─ Target: the object, issue or person towards which the opinion is expressed. 
─ Intensity: the strength of the expression. 
─ Theme/Topic: reference of the addressed topic in the document containing the opi-

nion expression. 
─ Information: the more or less factual aspect of the opinion expression. 
─ Engagement: the relative implication that the opinion holder is supposed to have to 

support his opinion expression. 

2.3 Question Classification Approaches 

In the literature, we distinguish three different approaches for the question classifica-
tion: rule based approach, machine learning approach and hybrid approach. 

─ Rule based approach: it consists in associating to the question a number of ma-
nually defined rules, called hand-crafted rules [11]. This approach is generally 
based on interrogative words used in questions. The disadvantages of this approach 
are linked to the overabundance of the rules to define. 

─ Machine learning approach: it consists of extracting a set of features from the 
questions themselves and using them to build a classifier that allows predicting the 
adequate type of the question. In effect, works adopting this approach differ ac-
cording to: i) the type of the classifier in use such as Naive Bayes [12], SVM clas-
sifiers [13], and decision trees [14], ii) the selected classification features that can 
be symbolic [15], morpho-syntactic using Part-of-speech tags [16], semantic using 
hypernyms relations of WordNet [17] or statistical [6]. 

─ Hybrid approach: it consists in combining the two previous approaches using as 
learning features manually defined rules [1], [18]. 

                                                           
2 DOXA is a project supported by the numeric competitiveness center CAP DIGITAL of Ile-

de-France region which aims at defining and implementing an OSA semantic model for opi-
nion mining in an industrial context.  
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3 Proposed Taxonomy for Opinion Question Classification 

In order to identify the different question types in a QAS for dialogues, we have built 
a study corpus of questions. In this section, we start by explaining the construction 
steps of the study corpus and presenting its specification details. Then, we argue some 
question specificities in QAS designed for dialogue data. Finally, we describe our 
proposed taxonomy for the question classification and we provide some discussion 
notes. 

3.1 Building the Study Corpus 

We have built the study corpus COPARQ (Corpus of OPinion ARabic Questions) in 
order to determine the question types that can be asked in the QAS for political de-
bates. The corpus (Table 1) was built after collecting 14 episodes of political debates 
broadcast on Aljazeera satellite channel. Starting from these manually transcribed 
episodes, we have prepared 14 questionnaires containing for every episode: the title, 
the subtitles, the date, the interlocutors and their affiliations. The questionnaires are 
distributed to 14 volunteers of different profiles (students, teachers, workers, etc.) so 
that they contribute with questions relative to the discussed topics. The total number 
of gathered questions is 620. 

Table 1. Specifications of the study corpus COPARQ 

Corpus specification Value 

Number of episodes 14 
Total number of words in episodes 80,151 
Number of participants 14 
Total number of questions 620 
Average number of questions per episode 44.28 
Total number of words in gathered questions 7,549 
Average number of words per question 12.176 

3.2 Question Specificities of QAS for Dialogues 

In a QAS for dialogues, question types differ from those in a QAS for texts in many 
issues.  

First, users in QAS for dialogues tend to ask questions especially about the subjec-
tive aspect of the utterances. These questions, generally identified through opinion 
markers (i.e. opinion verbs, adjectives and adverbs), are hard to classify if the subjec-
tive aspect of the question is implicit. That’s why, using the existing taxonomies 
(originally designed for QAS for texts) may not provide efficient results in the classi-
fication of questions in QAS for dialogues. For example, the question " من المسؤول عن
-Who is responsible for the snipers’ crimes during the revolu") "جرائم القناصة إبان الثورة
tion?") will be most likely classified as a factual question since it does not contain any 
explicit subjective information. However, the user asked this question to know the 
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feedbacks of all the dialogue participants in the question issue. He wanted to say 
" من المسؤول عن جرائم القناصة إبان الثورة ؟حسب الضيوف  " (According to the guests, who is 
responsible for the snipers’ crimes during the revolution?), and this is an opinion 
question. Therefore, a question taxonomy in QAS for dialogues must have flexible 
type definitions and must be provided with adaptation techniques to support implicit 
subjective questions.  

Second, Yes/No questions are classified according to the existing taxonomies as 
objective or subjective questions. But in our case, Yes/No questions, which have the 
form of "Q X according to P?" where Q is a Yes/No question form (i.e. is, do, have), 
X is a statement and P is a person, can be written into the form of "Does P believes 
that X?". For example, the question " هل نجحت الحكومة الحالية في قيادة البلاد في المرحلة
"الانتقالية؟  (Did the current government succeed in leading the country during the transi-

tional period?) can be written into the form of "أن الحكومة الحالية نجحت في  ضيوفهل يعتبر ال
"لاد في المرحلة الانتقالية؟قيادة الب  (Do the guests consider that the current government suc-

ceeded in leading the country during the transitional period?). Therefore, we consider 
that all Yes/No questions, in our QAS for dialogues, are opinion questions.  

Third, asked questions in a QAS for dialogues concern the interlocutors’ feelings 
and attitudes as well as their beliefs and arguments (i.e. How does a specific action 
happen according to a given interlocutor). They may directly query information about 
what an interlocutor feels or thinks such as the question " ما هو رأي قيس سعيد في تسليم
-What does Qais Saiyed think about the extradition of Bagh)  "البغدادي المحمودي إلى ليبيا؟

dadi Mahmoudi to Libya?). Also, they may query information about the discussed 
topic according to the opinion of a given interlocutor such as the question " آيف تم تسليم
 How was Baghdadi Mahmoudi extradited)  "البغدادي المحمودي إلى ليبيا حسب رأي قيس سعيد؟

to Libya according to Qais Saiyed?). However, the existing taxonomies do not make 
distinction between these two types of opinion questions despite the fact that they do 
not share the same answering strategies. 

3.3 Proposed Taxonomy for Opinion Questions 

Since the existing taxonomies are not completely convenient for questions in QAS for 
dialogues, we propose, after a deep study of the corpus, a new question taxonomy 
within the framework of an Arabic QAS for political debates. This taxonomy, unlike 
the Ku et al. taxonomy for instance (addressed to news articles which are more struc-
tured than dialogues), allows us to solve the issues raised from the specificities of 
dialogue data by making some reformulations to the questions and setting more pre-
cise question type definitions. To define this taxonomy, we are essentially inspired 
from the model proposed by Paroubek et al. [10], since this model gives a synthetic 
view of the main opinion mining models (20 models) listed in the literature. It was 
also successfully used to automatically detect and annotate topics, feelings and opi-
nions in English and French texts. 

In order to differentiate between objectivity/subjectivity levels and fine-grained 
opinion information, we propose a two level hierarchical taxonomy. The first level 
namely question categories describes high level classes depending on the degree of 
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the subjective aspect; the second level namely opinion question classes describes 
opinion question types according to the requested information and the expected answer. 

First Level: Question Categories. With reference to the Paroubek et al. model for 
annotating opinion expressions [10], we propose, at a first stage, three main categories 
to classify questions within the framework of an Arabic QAS for political debates. 
The categories are: Thematic, Informational and Opinionated (Table 2). 

─ Thematic: it is the category of questions asking for the discussed topics and the 
involved interlocutors. These questions can be answered using classic techniques 
of information extraction (e.g. bag of words, TF-IDF) and they do not require deep 
semantic analysis. This category contains questions asking whether a given interlo-
cutor has participated in the discussion of a given topic, or asking to report the 
communication of a given interlocutor in a given topic. 

─ Informational: it is the category of questions in which the factual aspect dominates 
the subjective aspect. It contains questions asking information about an event, a 
person, an object or an issue according to a given interlocutor. This information 
can be named entities or any other type of non factual questions such as reason, 
manner or definition. 

─ Opinionated: it is the category of questions asking for an opinion expression 
attribute such as attitude, opinion holder or target. The extraction of these attributes 
is one of the issues dealt with in the opinion extraction domain [8]. 

Table 2. Examples for the question categories  

Question category Example 

Thematic هل قال نور الدين البحيري شيئا عن قانون الأحزاب الجديد؟ 

Did Noureddine Beheiri say anything about the new political parties 
Act? 

Informational ؟آيف استطاع الرئيس المخلوع مغادرة البلاد حسب رأي محمد الغنوشي  
According to Mohamed Ghannouchi, How did the ousted president 
manage to leave the country? 

Opinionated  المخلوع؟الرئيس ما هو موقف راشد الغنوشي من السعودية بعد استقبالها  
What does Rached Ghannouchi think of Saudi Arabia after it re-
ceived the ousted president? 

Second Level: Opinion Question Classes. Since our QAS is designed for opinion 
questions, we are interested in the current work in the Opinionated category. In fact, 
giving the opinion QAS more fine-grained information about the question types will 
improve its performance more than simply distinguishing between subjective and 
factual information [19]. That’s why, we have proceeded, at a second stage, with a 
supplementary level of classification that concerns the category Opinionated. Inspired 
by the model of Paroubek et al. [10] and the classification of Ku et al. [6], we define 
seven opinion classes for this category (Table 3). 
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• Attitude: asks about the attitude of the given holder towards the given target. 
• Yes/No: asks whether the given holder has adopted the specified attitude towards 

the given target. 
• Holder: asks about who expressed the specified attitude towards the given target. 
• Target: asks about toward whom or what the given holder has the given attitude. 
• Reason: asks about the reasons for which the given holder has expressed the speci-

fied attitude towards the given target. 
• Majority: asks about which of the opinions (listed or not) is the one of the given 

holder toward the given target. 
• Intensity: Asks about how far the given holder has the specified attitude toward the 

given target. 

Table 3. Examples of the opinion classes 

Opinion class Example 

Attitude ؟ سهام بن سدرين من وضعية حقوق الإنسان في تونس قبل الثورة ماهو موقف  
What’s the attitude of Sihem Bensedrine about human rights situation in 
Tunisia before the revolution? 

Yes/No هل يظن عصام الشابي أنه بالفعل هناك أياد خفية تعبث بالثورة ؟ 
Does Issam Chebbi think that there are actually unknown forces trying to 
sabotage the revolution? 

Holder من من الحاضرين يعتقد أن الثورة التونسية هي بداية ثورة عربية عامة ستمتد لبقية الدول العربية؟ 
Among those present people, who thinks that the Tunisian revolution is the 
beginning of a general Arab revolution that will be widespread in the re-
maining Arab countries? 

Target فيمن تشك سهام بن سدرين أن يكون المسؤول عن جرائم القناصة إبان الثورة ؟ 
Who does Sihem Ben Sedrine suspect for being responsible of the snip-
ers’crimes during the revolution? 

Reason  الخارجي يهدد مستقبل الديمقراطية في تونس ؟لماذا يرى منصف المرزوقي أن التمويل  
Why does Moncef Marzougui think that foreign funding can threaten the 
future of democracy in Tunisia? 

Majority   هل يعتبر محمد الأحمري أن التجربة الديمقراطية الغربية تجربة مثالية نموذجية أم أنها تشكو
 النقائص رغم ما حققته من إنجازات ؟العديد من 

Does Muhammad Alahmari consider that the occidental democratic experi-
ence is a perfect and typical one, or that it is suffering from a number of 
flaws in spite of its accomplishments? 

Intensity  المنصوري أن شباب الثورة في تونس قادر على المشارآة في إدارة إلى أي حد يعتبر أمان االله
 البلاد في المرحلة القادمة ؟

How far does Amen-Allah Almansouri believe that the revolution youth in 
Tunisia are able to take part in running the country during the coming 
period? 

3.4 Discussions about the Proposed Taxonomy 

In the context of QAS for text data, most researches on opinion question classification, 
similarly to sentence classification, addressed the problem of subjectivity classification. 
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Nevertheless, seeing that the subjective aspect is quite dominant over the factual aspect 
in the questions of QAS for dialogues, we consider that this problem should be diffe-
rently addressed in our context. Indeed, factual aspect exists only as minor information 
parts of the question. Therefore, we have proposed, instead of the factual class, the In-
formational category to include opinionated question which have a more or less factual 
aspect. Besides, the category Informational allows discriminating opinion questions 
asking about beliefs or arguments among those asking about attitudes or feelings. Pre-
vious researches [6] [7] omitted this distinction despite the fact that answering strategies 
to these questions are completely divergent. This was stated especially by Somasunda-
ran et al. [19] who developed an automatic classifier for recognizing sentiment and 
arguing attitudes.  

In the matter of the opinion classes, we note that the class Intensity was not taken 
into account in the classification of Ku et al. [6]. But, we have noticed after observing 
our study corpus that users’ questions in political debates focus sometimes on the 
opinion intensity of an interlocutor (5% of opinionated questions in the study corpus). 
Thus, we have added the class Intensity to our taxonomy. 

In addition, Moghaddam et al. [7] considered that questions belonging to the class 
Majority defined in [6] can be expressed as Target, Reason, Attitude and Yes/No, and 
therefore it is not an independent class of question. In this way, they did not consider 
the class Majority and add instead an attribute called question form. This attribute is 
an additional description defined for every class and it allows distinguishing between 
the simple form and the comparative form of questions. In accordance with this hypo-
thesis, we enrich our taxonomy with the attribute question form (Table 4). Despite the 
fact that values of this attribute do not still cover all question forms, we believe that 
they are sufficient to resolve most of cases we are dealing with.  

Table 4. Examples of the two question forms for the class Attitude 

Question form Example 

Simple ما هو رأي الحزب الديمقراطي التقدمي في قانون الأحزاب الجديد ؟ 
What does the Democratic Progressive Party think of the new Political 
Parties Act? 

Comparative  ما هو رأي سهام بن سدرين في أن انتهاآات حقوق الإنسان في حكم بن علي أآثر بكثير منها في
 حكم بورقيبة ؟

What does Sihem Bensedrine think of the assertion that the violation of 
human rights was far greater during the rule of Ben-Ali than during the rule 
of Bourguiba? 

Nevertheless, we maintain the class Majority because we believe that this class has 
an independent answer type, conversely to Moghaddam et al. [7]. In fact, Moghaddam 
et al. consider that, for example, in the question "Why is Canon X better than Sam-
sung Y?", there is confusion between the class Majority and the class Reason. How-
ever, we consider that the question belongs only to the class Reason, since it asks 
about reason and does not list options as recommended by the class majority such as 
the question "What do you prefer better, Canon X or Samsung Y?". In addition, we 
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confirm that the illustrated question is of a comparative form, in accordance with the 
proposition of Moghaddam et al. [7] of using the question form attribute. This 
attribute would be very useful in the information extraction task. 

4 Proposed Approach for the Opinion Question Classification 

Our approach of question classification is inspired from the techniques of opinion 
extraction and it is based on supervised machine learning methods. It consists of two 
main phases: the extraction of learning features and the automatic question classifica-
tion. This approach requires different resources and linguistic tools such as a morpho-
syntactic tagger, lexical resources and an annotated training corpus. 

4.1 Extraction of Classification Features 

With reference to the works presented in section 2.2, we have chosen to adopt lexical, 
morpho-syntactic and statistic features. Extraction of these features is performed in 
four steps: 

1. Extraction of POS tags and verbs tense: extracts POS tags by using an Arabic POS 
tagger. This step enables also to detect the tense of the verb if the question contains 
a verbal phrase. 

2. Extraction of interrogative words: extracts interrogative words (lexical features) by 
using exhaustive lists of interrogative words such as "من" (who), interrogative 
words attached to prepositions such as "لأي" (for what), and imperative verbs used 
in an interrogation context of as "اذآر" (list). 

3. Extraction of opinion markers: extracts question opinion markers (lexical features) 
by using lists of opinion verbs, nouns, adjectives or adverbs such as "اعتقد" (think), 
 .(better) "أفضل" and (positive) "إيجابي" ,(opinion) "رأي"

4. Extraction of statistic features: extracts statistic features by calculating the number 
of words in the question. This extraction is performed after removing punctuation 
and stop words such as "و" (and), "في" (in) and "من" (from). In addition, this step 
allows calculating the probabilities of unigrams and bigrams such as "أآد" (confirm) 
 Unigrams and bigrams are .(about the subject of) "حول موضوع" ,(comment) "علق"
used mainly to identify the Thematic category. 

4.2 Training Corpus 

Our training corpus (Table 5) is collected from three sources: i) the COPARQ corpus 
(see section 4.1); ii) extracts from Polls created by some TV channels (Aljazeera, Al-
Alam, Russia Today); iii) Selected questions from international conferences corpus 
(TREC, TAC and CLEF) after their translation to Arabic. The training corpus was 
annotated by two linguistic experts according to our proposed taxonomy. 

To evaluate disagreement degree between the two annotators, we have calculated 
the kappa coefficient which allows measuring agreement between the annotators. The 
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Average kappa value obtained is around 0.97 (0.96 for the question categories annota-
tions and 0.99 for the opinion classes annotations), which allows to judge that our 
training corpus is quite homogenous. 

Table 5. Specifications of the training corpus 

Source Total number  
of questions 

Total size  
(number of words) 

Average question length 
(number of words) 

COPARQ 620 7,531 12.146 
Conferences 723 6,000 8.298 
Polls 596 5,915 9.942 
Total 1,939 19,446 10.028 

4.3 Results and Discussions 

We have evaluated our classification approach in terms of precision (2) which meas-
ures the ability to classify the question into the appropriate category or class. The 
precision is calculated after applying the 10-fold cross validation evaluation method. 

 Precision ൌ  N୳୫ୠୣ୰ ୭୤ ୵ୣ୪୪ ୡ୪ୟୱୱ୧f୧ୣୢ ୯୳ୣୱ୲୧୭୬ୱT୭୲ୟ୪ ୬୳୫ୠୣ୰ ୭୤ ୯୳ୣୱ୲୧୭୬ୱ  (1) 

Table 6 illustrates the results of the classification into question categories and into 
opinion classes according to four algorithms: the three most common learning algo-
rithms Naïve Bayes, decision trees and SVM, and the Zero-R as a baseline algorithm. 
In particular, SVM provided the best performance with a rate of 87.9% for the  
question categories’ classification and 91.13% for the opinion classes’ classification. 

Table 6. Results of the question classification  

Algorithms Precision of the question 
categories’ classification (%) 

Precision of the opinion 
classes’ classification (%) 

Rule based 75.65 63.34 
Naïve Bayes 81.05 90.67 
Decision tree 86.58 90.03 
SVM 87.9 91.13 

Concerning the opinion classes’ classification, the results are good and show that 
the selected classification features are relevant. Hence, we consider that shallow fea-
tures that we have used are sufficient to get a good opinion question classification for 
Arabic. We note that Ku et al. [6] have also used, to classify Chinese opinion ques-
tions, shallow features compound of heuristic rules and scores calculated based on 
unigrams and bigrams. They obtained a nearly similar average performance around of 
92.5%. The little difference might be due to the nature of the selected topics. While they 
used news articles data, we have used political debates data which have much more 
fuzzy and irregular structure. 
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Besides, precision obtained for the classification into question categories reached 
87.9% (87.8% by Ku et al. using a sentiment lexicon of over 10,000 words). The 
main difficulty encountered in our classifier is due to the ambiguity in recognizing 
factual information in the question to discriminate between Informational and Opi-
nionated categories. Indeed, this task, already considered difficult for texts, is more 
for a question whose content is shorter and therefore contains less lexical information. 
In addition, the limits of used Arabic linguistic tools reduced the performance of the 
classifier. For example, the ambiguity due to non-vowel words causes confusion be-
tween the preposition "من" (from) and the interrogative word "من" (who). 

5 Conclusion and Perspectives 

In this paper, we have proposed a new taxonomy for the question classification in an 
opinion QAS for political debates, inspired by opinion mining and sentiment analysis 
models. This taxonomy, composed of two classification levels, provides a wider and 
more comprehensive description of opinion questions. In addition, we have proposed 
an approach for the automatic classification of opinion questions based on different 
shallow features. To evaluate the proposed approach, we have developed a classifica-
tion tool using four different learning algorithms. The results were encouraging and 
reached an average accuracy of 91.31% for the opinion classes’ classification. These 
results show that the shallow features are sufficient enough to build a satisfactorily 
accurate classifier for opinion question. 

As perspectives, we intend to evaluate our question classification tool within each 
training corpus source separately. The aim is to compare the obtained results per cor-
pus source dataset in order to evaluate the affect of the question topic domain on the 
classification performance. Moreover, we intend to build a sentiment lexicon to col-
lect opinion markers and to assign degrees of subjectivity to them. The lexicon will 
allow us to solve the problem of detecting the subjective nature of the questions and 
subsequently to improve the results obtained in the question category classification. In 
addition, it can be used to define polarity and calculate its intensity in the information 
extraction of our opinion QAS.  
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Abstract. In this paper, we discuss our novel, open-domain question answering 
(Q/A) system, R/quest. We use web page snippets from Google™ to extract 
short paragraphs that become candidate answers. We performed an evaluation 
that showed, on average, 1.4 times higher recall and a slightly higher precision 
by using a question expansion method. We have modified the Cosine Coeffi-
cient Similarity Measure to take into account the rank position of a candidate 
answer and its length. This produces an effective ranking scheme. We have a 
new question refinement method that improves recall. We further enhanced per-
formance by adding a Boolean NOT operator. R/quest on average provides an 
answer within the top 2 to 3 paragraphs shown to the user. We consider this to 
be a considerable advance over search engines that provide millions of ranked 
web pages which must be searched manually to find the information needed. 

Keywords: Question answering systems, candidate answers, information re-
trieval, web crawling, question expansion, question refinement, modified cosine 
similarity measure, system evaluation. 

1 Introduction and Related Work 

Suppose that you want to know the ingredients contained in Coca Cola. If you use 
Google™ to find the answer you will get over 5 million ranked web pages in less than 
a second. However, you will have to search through the pages to find the actual an-
swer. In contrast, with our question answering system, R/quest, the first answer re-
turned to the user is “The primary ingredients of Coca-Cola syrup include either high 
fructose corn syrup or sucrose derived from cane sugar, caramel color, caffeine, phos-
phoric acid, coca extract, lime extract, vanilla and glycerin”. R/quest saves users’ time 
and effort by giving them a correct, short answer rather than a ranked list of web pag-
es. In this paper, we describe how R/quest works and comment on its novel features.  

A great deal of research is being done in the area of Question Answering. Most 
systems are based on either Nature Language Processing (NLP) or Information Re-
trieval (IR) techniques. Using these technologies, various non open-domain Q/A sys-
tems have been developed for different purposes. In [1-5], researchers present some 
Q/A systems which process medical information and knowledge. They assert that 
their systems produce more accurate answers in comparison to Google™. Depending 
on the system, knowledge was grouped by such categories as symptoms, causes, 
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treatments, and other relevant areas. The queries were subjected to a semantic analy-
sis in order to determine the answer. There are also interactive Q/A systems. Here, 
dialogue is used to help users build more specific queries and, thus, get better an-
swers. In [6-7], some dialogue is introduced. Users are limited in that they can only 
ask certain types of questions. The systems will recommend some existing question 
patterns to them. Next, users can fill in the blanks with their own words to create sys-
tem-readable questions. In [8-13], researchers focus their work on monolingual and 
multilingual Q/A systems. They came up with different strategies to process users’ 
questions written in languages such as Chinese, German, French, Arabic and others, 
based on the specific language structure. Monolingual Q/A systems usually work with 
some syntactic and semantic analysis functions, thesauri and other knowledge. The 
multilingual Q/A systems discussed in [14-16] profess to work with more than one 
individual language. They make use of machine translation systems to convert the 
users’ questions into the same language used in their databases. The answer is also 
translated back into the original language, if necessary. Thus, users can obtain infor-
mation from a wider collection of data and are more likely to get a correct answer.  

Essentially, most IR systems are based on matching index terms in the question 
with those in the stored documents. This works very well, for the most part. However, 
such systems lack any type of semantic information. Thus, the question “what is AI” 
will not match a document containing the phrase “Artificial intelligence is 
the intelligence of machines and robots and the branch of computer science that aims 
to create it”. This happens because the document shares no terms with the question. 
The semantic connection between “AI” and “Artificial intelligence” is missed. This is 
known as the vocabulary mismatch problem.  

Working on this issue, Sahami and Heilman [17] came up with an improved re-
trieval strategy. They utilized results from Google™ to expand their questions and 
documents to increase the probability that the question and document would share 
some common terms. The documents and the question were sent as independent que-
ries to Google™. Then they made use of webpage snippets [17] to expand the original 
documents and question. Snippets are text segments selected from web pages returned 
by Google™. The authors analyzed a number of snippets and saved the 50 terms with 
the highest TF-IDF weights [18]. These new terms were added to each question and 
every document. Hence, the probability that the document and question would share 
terms was greatly increased. In addition, the problem of missing semantic information 
was decreased to some extent.  

Sahami and Heilman [17] also claim that their retrieval strategy is suitable for a 
query suggestion system. Here, a number of short existing queries are saved for future 
use. Those stored queries are small enough to be sent to Google™ for expansion. 
Once the system finishes expanding the entire query collection, it only needs to ex-
pand each new query by sending it to Google™ once.      

However, their strategy is extremely expensive for IR systems which have dynamic 
databases. For instance, if an IR system imports 200 documents to answer a particular 
question, then it has to perform 201 expansions and Google™ searches. The time 
needed is prohibitive. Moreover, their retrieval strategy [17] relies on systems only 
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the paragraphs as documents in this paper, because they are saved as documents. In 
truth, they are short paragraphs. The two terms are used interchangeably in this paper.  

All documents are then indexed using traditional Information Retrieval (IR) tech-
niques [18]. This includes the elimination of very high frequency words, stemming 
and conflation. We also used TF-IDF [18] term weighting. 

After getting a question, R/quest retrieves a small number of candidate answers for 
the user to view. If the user is not satisfied with the answers then they can refine their 
question. This new question will be sent to Google™ with the goal of obtaining a 
better answer. This process may be repeated until the user is satisfied.  

Traditional term-based IR systems, in simple words, detect the terms shared by the 
question and documents and generally use weights to rank documents to present to the 
user. However, one important disadvantage is that the semantic information is miss-
ing. Hence, important answers may be missed because the question does not have any 
terms in common with a document. Using the previous example, the question “What 
is AI” will not retrieve the answer “Artificial intelligence is the intelligence of ma-
chines and robots and the branch of computer science that aims to create it”. There are 
no common terms so the perfect answer is missed. This is an example of the vocabu-
lary mismatch problem.   

To overcome this issue, we make use of information that Google™ provides, 
namely web page snippets. A snippet gives the reason why the web page was chosen 
as a potential answer. It contains the web page text segments which share terms with 
the question. For example, if a user enters the question “what is AI” the first snippet 
returned is “what is artificial intelligence (AI)? ... This article for the layman answers 
basic questions about artificial intelligence”.  

In addition, snippets also contain other terms which are strongly related to the 
question. These terms are used to expand the question in order to retrieve similar doc-
uments from our collection, namely, the documents retrieved while processing the 
original question. Based on the snippet shown above, the question “what is AI” can be 
expanded with the phrase “artificial intelligence”. Therefore, the document “Artificial 
intelligence is the intelligence of machines and robots and the branch of computer 
science that aims to create it” will now be retrieved as an answer. With this approach, 
we overcome the vocabulary mismatch problem.   

We expand each question with the top 50 snippet terms based on their TF-IDF [18] 
weights. We match the expanded question with our initial results. Hence, documents 
that originally did not share any terms with the question are a good deal more likely to 
match the question and be retrieved.  

The use of snippets in query expansion is not uncommon. However, a goal of our 
work was to improve on the Sahami and Heilman [17] solution to the vocabulary 
mismatch problem. We believe that, in their snippet based approach, too much time is 
required to send more than 200 documents to Google™ in order to answer one ques-
tion. However, the documents stored by R/quest are collected from the internet by 
Google™ based on each question received. Thus, the documents and the question are 
absolutely connected from the beginning. As a consequence, if R/quest were to ex-
pand its documents using terms from Google™ then more non-relevant documents 
would be returned. For example: Consider document ݀ହ that is a paragraph from the 
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web page ݓଵ although it is not relevant to the question q. However, ݓଵwas retrieved 
by Google™ based on q. Therefore, q will get expanded with snippets from w1. We 
assume that w1 has several snippets. However, snippet s1 is relevant to q and snippet 
s2, which shares some terms with s1, is not. If we expand ݀ହ by sending it back to 
Google™ then ݀ହ will almost certainly be expanded by ݏଶ. Consequently, it is very 
likely that the non-relevant document dହ will be returned as an answer although it 
should not be. As a result of our methodology, our snippet based expansion technique 
retrieves less non-relevant documents than the Sahami and Heilman method [17]. 

2.2 Candidate Answer Ranking 

R/quest ranks retrieved documents based on the similarity between each document 
and the question. To perform ranking, a document is assigned a numeric value indi-
cating its similarity to the question. Documents with the highest rank are expected to 
be the most relevant and most likely to contain the correct answer. Documents are 
presented to the user in decreasing rank order.  

We use the Cosine Coefficient Similarity Measure (CCSM) [18] to calculate the 
similarity between the question and the retrieved text documents. CCSM is defined 
as: 

 similarity (j, q)  =  
∑ ௪೔ೕכ௪೔೜೙೔సభට∑ ௪೔ೕమ೙೔సభ ∑ටכ ௪೔೜మ೙೔సభ       (1) 

In the formula, q represents the question and j is document. Furthermore, i indicates a 
term shared by the document j and the question q. There are n common terms. There-
fore, ݓ௜௝  is the weight of the term i in the document j and ݓ௜௤  is the weight of the term 
i in the question q. In R/quest, before refinement, each term in the question has a 
weight of 1 during the first ranking of candidate answers.  

However, R/quest is not dealing with traditional IR text documents such as journal 
papers. It ranks paragraphs returned by Google™. Therefore, we have modified the 
original CCSM to work with these paragraphs. 

The quality of the web page is treated as an important factor in our Modified Co-
sine Coefficient Similarity Measure (MCCSM). Since R/quest receives a list of 
ranked links from Google™, R/quest treats that rank information as an indication of 
the web page’s quality. A highly ranked web page is more likely to contain good 
quality text to construct a high-quality answer. If R/quest retrieves the top 10 web 
pages from Google™, then there will be 10 sets of paragraphs saved in its document 
collection. The rank information for each document is also stored. The rank informa-
tion is incorporated into the modified similarity measure as follows: 

 similarity (j, q)  =  
∑ ௪೔ೕכ௪೔೜೙೔సభට∑ ௪೔ೕమ೙೔సభ ∑ටכ ௪೔೜మ೙೔సభ *

ଵඥ௥ೕ   (2) 
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In this formula, ݎ௝ is the rank of the web page from which the document j was ex-
tracted. Because the range of the original CCSM is from 0 to 1, the rank information 
is first normalized as 

 
1ට(3)  ݆ݎ 

Thus, if the web page rank is 1, then the original similarity will be multiplied by 1. 
However, if the document is from the second ranked page then the similarity will be 
multiplied by 0.87. Thus, the higher the rank, the higher the similarity.  

The rank position is only one factor we consider. We also take into account the 
length of the retrieved paragraph from a web page. Based on our experimental obser-
vations, a longer paragraph from a web page typically contains more valuable infor-
mation. In the same way as the rank information was incorporated, we normalize the 
length factor to effectively integrate it into our similarity measure. 

 similarity (j, q) =  
∑ ௪೔ೕכ௪೔೜೙೔సభට∑ ௪೔ೕమ೙೔సభ ∑ටכ ௪೔೜మ೙೔సభ *

ଵඥ௥ೕ*(1- 
ଵ௟ೕ)   (4) 

Here ௝݈ is the length of the document j. However, duplicate terms are counted as one 
term. Hence, taking into account both the rank position and the length of a document, 
R/quest calculates similarity as: 

 similarity (j, q)  =  
ሺ௟ೕିଵሻכሺ∑ ௪೔ೕכ௪೔೜೙೔సభ ሻට∑ ௪೔ೕమ೙೔సభ ∑ටכ ௪೔೜మ೙೔సభ  ௟ೕ     (5)כඥ௥ೕכ

2.3 Question Refinement 

In R/quest, after a user obtains a ranked list of candidate answers, they will be asked 
if they are satisfied with the result. If the answer is yes, that means they have found a 
high quality answer in an acceptable time. If the answer is no, then the user may re-
fine their question. This is resubmitted to Google™ and new candidate answers are 
displayed to the user. These are likely to answer the user’s question.   

There are three steps in refinement. No step is mandatory. All three steps are inde-
pendent and affect the result differently. First we ask the user to edit their question. 
They can add and eliminate terms. R/quest is different to other search engines in that 
users of our Q/A system have the previous search results visible on the page where 
they refine their questions. We believe this helps them understand the effect of each 
term in their last question and helps them to improve it. If the question has not been 
revised, R/quest will not send it to Google™ again. If the user did opt to make some 
changes then the new question will be sent to Google™ and a new set of candidate 
answers will be presented to the user.  

The second step is to allow the user to add weights to the terms in their question. 
Weights vary from 1 to 10. The weight is the user’s estimation of how important a 
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term is in the question. R/quest will use these new weights to re-rank the documents. 
Term weighting does not change the list of candidate answers; it re-ranks them.  

The third and last step in refinement is the addition of the Boolean operator “NOT”. 
Traditional IR systems just match terms using a similarity measure to rank documents. 
However, users can not say that they do not want documents that contain a particular 
term. IR systems do not filter out documents that users do not want to see. Hence, we 
incorporated the Boolean operator “NOT” to allow users to indicate the terms that they 
do not want to see in the answer. Question refinement may be executed repeatedly, until 
a user is satisfied that they have a correct answer to their query.   

3 Evaluation  

To formally evaluate R/quest’s overall performance, we submitted 50 English ques-
tions from the Text REtrieval Conference (TREC) [19]. Based on the standard an-
swers TREC provided, we recorded the rank position of the correct answer produced 
by R/quest for each test question. The x-axis shows the number of the TREC ques-
tion; the y-axis shows the shows the rank of the paragraph where the answer was 
found.  

 

 

Fig. 2. Answer Ranking 

The average rank was 2.18. This implies R/quest finds the correct answer in the top 
2 to 3 ranked documents. This means that R/quest users only need to look at 2 to 3 
text paragraphs on average to find a correct answer. We consider this to be a consi-
derable improvement over search engines, such as Google™, where users often have 
to visit a large number of web pages to find an answer.  

We also evaluated the effectiveness of our question expansion methodology using 
the ADI SMART test collection [20]. It consists of 82 documents, 35 questions and 
the correct answers. During evaluation, we submitted the 35 questions to R/quest, 
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once with expansion and once without. In each case, we compared our answers with 
the answers provided with the test collection. We then produced precision and recall 
graphs [18] for the 35 questions. The results are shown below.  

 

Fig. 3. Recall with and without Expansion 

 

Fig. 4. Precision with and without Expansion 

In Fig. 3 and Fig. 4, the dotted lines represent the 35 recall and precision values 
produced without question expansion. The solid lines signify the recall and precision 
values produced with question expansion. The x-axis indicates the number of each 
test question. The y-axis is the recall or precision value, ranging from 0 to 1.The aver-
age recall with expansion was approximately 0.80. The average recall without expan-
sion was around 0.56. Hence, expansion means that the system retrieves about 1.4 
times more relevant documents. Furthermore, the average precision with expansion 
was roughly 0.05 and with none was around 0.048. This shows that our expansion 
retrieves less non-relevant documents. Therefore we get both higher recall and higher 
precision. This result is counter-intuitive. Classically, higher recall correlates with 
lower precision. However, in our expansion method we almost always retrieve rele-
vant documents. However, without expansion sometimes no relevant documents are 
retrieved. This explains why we get both higher recall and precision. By and large, we 
can say that expansion retrieves more relevant documents and less non-relevant doc-
uments than with no expansion. We conclude that query expansion is important and 
that our method works well. 
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With R/quest, users use less effort to find the answer to their question. They have 
less candidate answers to read. Hence, we redefine precision as follows:  

 

 
Fig. 5. Calculating Precision  

With this new method, we obtain the precision values shown in Fig. 6. The average 
new precision was about 0.081. The average precision produced with no refinement 
was around 0.07. The difference is not very significant but shows promise for our 
query refinement method.  
 

 

Fig. 6. New Precision Values 

4 Conclusion 

In this paper, we presented our open-domain Q/A system, R/quest. We used web page 
snippets from Google™ to expand users’ questions. We addressed the vocabulary 
mismatch problem in section 2.1. The use of snippets to expand queries is not un-
common, however we chose to focus on improving the method used by Sahami and 
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IF all the relevant documents in the collection have been retrieved by the sys-
tem then 

o Record the rank number of the lowest ranked retrieved docu-
ment 

o Calculate precision as: 

Precision =  
୬୳୫ୠୣ୰ ୭୤ ୰ୣ୪ୣ୴ୟ୬୲ ୢ୭ୡ୳୫ୣ୬୲ୱ ୰ୣ୲୰୧ୣ୴ୣୢ୲୦ୣ ୪୭୵ୣୱ୲ ୰ୟ୬୩ ୭୤ ୲୦ୣ ୰ୣ୪ୣ୴ୟ୬୲ ୢ୭ୡ୳୫ୣ୬୲ୱ  

 ELSE 
o Calculate precision as: 

 

Precision =  
୬୳୫ୠୣ୰ ୭୤ ୰ୣ୪ୣ୴ୟ୬୲ ୢ୭ୡ୳୫ୣ୬୲ୱ ୰ୣ୲୰୧ୣ୴ୣୢ୬୳୫ୠୣ୰ ୭୤ ୢ୭ୡ୳୫ୣ୬୲ୱ ୰ୣ୲୰୧ୣ୴ୣୢ  
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Heilman [17]. Our expansion technique retrieves less non-relevant documents than 
theirs and is very efficient in comparison. Thus, our work is an improvement on that 
of Sahami and Heilman [17]. We performed an evaluation, using the ADI SMART 
test collection [20], that showed, on average, our query expansion technique resulted 
in a 1.4 times higher recall and a slightly higher precision. Before performing an ob-
jective overall evaluation of R/quest, we submitted approximately 200 very different 
queries. In the vast majority of cases we retrieved a short, correct answer within the 
top three ranked answers returned. This was very encouraging and led us to compare 
R/quest, as a Q/A system, with 50 English questions from a Text REtrieval Confe-
rence (TREC) test collection [19].  This work shows that R/quest finds the correct 
answer in the top 2 to 3 ranked documents. This means that R/quest users only need to 
look at 2 to 3 text paragraphs on average to find a correct answer. We modified the 
Cosine Coefficient Similarity Measure [18] to take into account the rank position and 
length of a document. This produces an improved ranking of our candidate answers. 
Because our query expansion method retrieves more relevant documents and less non-
relevant documents than when no expansion is used, we redefined the definition of 
precision when query expansion is used. Precision values are improved, reflecting the 
fact that users’ have less paragraphs to review with query expansion. Thus, literally, 
the retrieval of an answer is a more precise process.  

We further enhanced performance by adding a question refinement process that in-
cludes the addition of a Boolean NOT operator. This allows users to indicate the 
terms that they do not want to see in the answer. Traditional, non-Boolean IR systems 
do not allow users to say that they do not want documents that contain a particular 
term. R/quest allows a user to do so.  

In conclusion, R/quest is an effective Q/A system which is able to answer users’ 
questions on any topic. It has a very efficient ranking scheme given that, on average, 
it provides an answer within the top 2 to 3 short paragraphs shown to the user. In this 
respect, R/quest is a great improvement over current search engines, such as 
Google™. Users can now find an answer to a question by reading, on average, at most 
3 short paragraphs. We consider this to be a significant advance over search engines 
that provide millions of ranked web pages which must be searched manually to find 
the information needed. 

5 Future Work 

R/quest is a simple but efficient system that works. Our goal was to produce a system 
that would effectively and quickly provide a user with a short and correct answer to 
their query. We also wanted this answer to be one of the first retrieved by our ranking 
method. We believe that we have achieved this goal.  

However, work remains to be done. Our next step is to evaluate R/quest against an 
existing similar, open-domain Q/A system. The TREC [19] and ADI [20] collections 
are small. Nevertheless, evaluating R/quest against them suggests we are progressing 
in the right direction.  However, proper, large scale benchmarking is a very important 
part of this research area. This is our next important goal.  
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The Cosine Coefficient Similarity Measure [18] is a measure used to evaluate the 
similarity between two text documents. Although many other similarity measures can 
be used [18], we found that in our initial testing of R/quest, with Google™, it pro-
duced good results and chose not to investigate other similarity measures. After prop-
er benchmarking of R/quest, we may find we have to investigate other similarity 
measures such as Dice and Jaccard [18] to explore if improvements can be found. 

The use of snippets is not uncommon. We chose to concentrate on their use by Sa-
hami and Heilman [17]. A future goal is to study other uses of snippets, specifically in 
the area of passage retrieval in IR, again with the objective of obtaining improve-
ments in R/quest.  

We have already introduced the Boolean NOT operator into R/quest. We are cur-
rently implementing a full Boolean interface that would offer a choice of interfaces to 
users. Our motivation is our understanding that Boolean interfaces can be extremely 
efficient in practice. An example is Westlaw [21], one of the biggest legal databases 
available that supports the use of a Boolean interface. 
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Abstract. The aim of this paper is to introduce a set of algorithms able to 
configure an automatic answer from a proposed question. This procedure has 
two main steps. The first one is focused in the extraction, filtering and selection 
of those causal sentences that could have relevant information for the answer. 
The second one is focused in the composition of a suitable answer with the 
obtained information in the previous step.  

Keywords: Causal questions, Causality, Causal Sentences, Causal Representation. 

1 Introduction 

Causality is a fundamental notion in every field of science, in fact there is a great 
presence of causal sentences in scientific language [1]. Causal links are the basis for the 
scientific theories as they permit the formulation of laws. In experimental sciences, such 
as physics or biology, causal relationships only seem to be precise in nature. But in 
these sciences, causality also includes imperfect or imprecise causal chains.   

There have been many works related to causal extraction in text documents, like 
Khoo and Kornfilt [2], who developed an automatic method for extracting causal 
information from Wall Street Journal texts, or Khoo and Chan [3] who developed a 
method to identify and extract cause-effect information explicitly expressed without 
knowledge-based inference in medical abstracts using the Medline database. 

On the other hand, the ability to synthesize information losing as little information 
as possible from a text has been studied in various disciplines throughout history. In 
this area the work of linguistics, logic and statistics [4] are the most relevant issues to 
take into consideration to propose a suitable answer to a given question. 

Taking these works as inspiration, this paper deals with two algorithms. The first 
one is focused on the extraction of causal sentences from texts belonging to different 
genres or disciplines, using them as a database of knowledge about a given topic. 
Once the information has been selected, a question is proposed to choose those 
sentences where this concept is included. These statements are treated automatically 
in order to achieve a graphical representation of the causal relationships with nodes 
labeled with linguistic hedges that denote the intensity with which the causes or 
effects happen, and the arcs marked with fuzzy quantifiers that show the strength of 
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the causal link. In turn, nodes are divided into cells denoting location, sub location or 
other contextual issues that must permit a better understanding of the meaning of the 
cause. The node ‘cause’ includes also a special box indicating the intensity with 
which the cause occurs. 

The second algorithm is in charge of the generation of an answer by reading the 
information represented by the causal graph obtained in the previous step. Redundant 
information is removed, and the most relevant information is classified using several 
algorithms such as collocation algorithms like SALSA or classical approaches like 
keywords depending on the context, TF-IDF algorithm. 

The answer is generated in natural language thanks to another algorithm which is 
able to build phrases using a generative grammar. 

2 Selection of the Input Information 

In [5], Puente, Sobrino, Olivas & Merlo described a procedure to automatically 
display a causal graph from medical knowledge included in several medical texts. 

A Flex and C program was designed to analyze causal phrases denoted by words 
like ‘cause’, ‘effect’ or their synonyms, highlighting vague words that qualify the 
causal nodes or the links between them. Another C program receives as input a set of 
tags from the previous parser and generates a template with a starting node (cause), a 
causal relation (denoted by lexical words), possibly qualified by fuzzy quantification, 
and a final node (effect), possibly modified by a linguistic hedge showing its 
intensity. Finally, a Java program automates this task. A general overview of the 
extraction of causal sentences procedure is the following: 

 

Fig. 1. Extraction and representation of causal sentences 
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Once the system was developed, an experiment was performed to answer the 
question What provokes lung cancer?, obtaining a set of 15 causal sentences related 
to this topic which served as input for a causal graph representation. The whole 
process was unable to answer the question directly, but was capable of generating a 
causal graph with the topics involved in the proposed question as shown in figure 2. 

 

Fig. 2. Causal representation related to the question What provokes lung cancer? 

With this causal graph, we want to go a step further in this paper to generate the 
answer to the proposed question by means of a summary, processing the information 
contained in the causal nodes and the relationships among them. 

3 Summarizing the Content of the Causal Graph 

The ideal representation of the concepts presented in Fig. 2 would be a natural 
language text. This part of the article presents the design of a possible approach to do 
so. Main problems are discussed and the general ways to solve them are introduced. 

The size of the graph could be bigger than the presented one as not all the causal 
sentences are critical to appear in the final summary. It is necessary to create a 
summary of the information of the graph in order to be readable by a human as if it 
was a text created by other human. 

The causal graph presented in Fig. 2 has the problem that the concepts represented 
could have a similar meaning in comparison to other concepts. For example, 
“smoking” and “tobacco use” have the similar meaning in the graph so one of these 
concepts could be redundant. 

Not only is this relationship of synonymy but other semantic relations such as 
hyperonymy or meronymy are important as well. 
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It is possible to create a process to read the concepts of the graph sending them to 
an ontology like Wordnet or UMLS and retrieving different similarity degrees 
according to each relation [6]. 

Several analysis and processes need to be executed to obtain a summary by means 
of an automatic algorithm. The following diagram shows the design of the summary 
system that is created to solve this issue, including the main processes and the main 
tools needed. 

 

Fig. 3. Basic design of the summarization process 

This procedure is not simple, due to the fact that the meaning of the words has to 
be discovered with help of the context. A polysemic word is one that has several 
meanings referring to its written representation.  

A redundancy analysis process is created to solve this problem, taking into account 
the multiple synsets of every word of the concepts that is been analyzed. It is also 
taken into account the context of the text having keywords of every context and other 
measures.  

To do so, Wordnet synsets are queried from Java thanks to Jwnl and RiWordnet 
tools to find out the meaning of these terms. The output of the process will consist of 
the possible relations between all pairs of entities compared, declaring the type and 
intensity of this relationship. 

The degree of their similarity with other concepts is computed as well, being a 
measure to take into account in the relevance analysis. Different algorithms of 
similarity between concepts such as Path Length, Leacock & Chodorow [7] or Wu 
Palmer [8], are executed through platforms like Wordnet::Similarities. 



 Answering Questions by Means of Causal Sentences 95 

A comparison matrix is then created with all this information, showing the 
similarity between terms according to different semantic relations. Those concepts 
with higher similarity degrees with others are the redundant ones. 

 

Fig. 4. Comparison matrix built by the semantic redundancy algorithm 

After running the whole process, a list of semantic relations between entities is 
obtained. This list contains all the information of the relations and a list of semantic 
entities containing the entities which are going to be deleted. This is the entry for the 
graph reconstruction algorithm. Additionally, a report is obtained on this first version 
with the final results: 

 
Fig. 5. Final results 

Once a relation has been found, the problem is choosing which term is the most 
relevant. In the example mentioned above, the question would be, what is the most 
important concept, “smoking” or “tobacco use”. In [9] we proposed a mechanism that 
gives the answer to that question performing an analysis of the relevance of each 
concept. To do so, classical measures that analyses the appearance of the concepts in 
the text like TF-Algorithm are used. Connective algorithms that analyses the graph as 
SALSA or HITS [10] are also used. 
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When a causal relation is going to be moved to other concept due to the fact that 
this concept is going to be erased according to the semantic redundancy or relevance 
ranking algorithm, if the causal relation also exists in the concept which is not going 
to be erased then two different grades exists. In order to see which implication degree 
is the resultant one an expression is proposed: 

NGa = (1-s)*Ga + s*(relA/(relA+relB)*Ga + relB/(relA+relB)*Gb); 
/ NGa [0,1] ∀ {s,relA,relB,Ga,Gb} [0,1] 

Being NGa the new degree of the concept A and being the concept B the one which is 
going to be erased, s [0,1] the semantic similarity between the two concepts, Ga and 
Gb  [0,1] the implication degree of the concepts, relA and relB [0,1] the relevance of 
both terms according to the relevance ranking algorithm. Using this expression the 
new implication degree is calculated in function of all of the parameters of both 
nodes. 

If the implication does not exist in the node which is not going to be erased then 
the expression of the new degree is the following one: 

NGa = s*(relB/(relA+relB)*Gb); 
/ NGa [0,1] ∀{s,relA,relB,Gb} [0,1] 

After these analysis, the information of the graph has been summarized obtaining the 
following graph: 

 

Fig. 6. Causal graph summarized 



 Answering Questions by Means of Causal Sentences 97 

The summary process has a configuration module depending on the user’s 
preferences and the nature and context of the text to be analyzed. All the modules and 
measures can be parameterized by means of a weight-value algorithm. In order to 
have a better reading of the graph, the information needs to be expressed in natural 
language. The last process consists of an algorithm that generates natural language 
given the top ranked causals by the semantic redundancy analysis and relevance 
analysis. We have performed two experiments varying the compression rate to 
evaluate the obtained results and check the configuration of the algorithm. In the first 
experiment, we used a compression rate of 0.3, obtaining as a result the following 
summary: 

“Cigarettes smoking causes die lung cancer occasionally and lung cancer 
normally.Tobacco use causes lung cancer constantly and die lung cancer 
infrequently.Lung cancer causes die lung cancer seldom and fluid collect sometimes. 
It is important to end knowing that lung cancer sometimes causes severe 
complication.” 

The original text length is 1497 characters and the summary length is 311 so the 
system has been able to achieve the compression rate, being the summary less than 
the 30% of the original text. In this case, the main information has been included, 
removing redundant information. The system has chained sentences with the same 
causes to compose coordinate sentences and reduce the length of the final summary. 
As seen, the grammatical and semantic meaning is quite precise and accurate, without 
losing relevant information. In the second experiment, the compression rate was the 
lowest, to remove all the redundant and irrelevant information, it was set so the 
summary represents a 10% of the original text, so the result was the following:  

“Lung cancer is frequently caused by tobacco use. In conclusion severe complication 
is sometimes caused by lung cancer.” 

In this case, the system just takes the information of the three most relevant nodes, 
one cause, one intermediate node, and an effect node, creating a summary with the 
most relevant nodes included in the graph. As it can be seen, the length of the 
summary is of 118 characters, what represents less than a 10% of the length of the 
original text, the system is able to modify its behaviour according to different 
configurations of the weights of the redundance and relevance algorithms and the 
compression rate. We made experiments with other texts which passes essential 
quality tests such as measuring the syntax of the texts or assuring the compression 
ratio, precision and recall are generally good in these experiments. Having this 
original text we can see the logic of the summary: 

“This is a text inspired by the famous case discussed in Ethic class Ford Pinto. When 
a CEO introduces a new product in the industry it has several options, new product 
options rarely are doing no quality test and unfrequently a fast manufacturing test is 
done. New product options normally imply doing a normal manufacturing process. If 
the organization is not meeting standards then incidents are occasionally caused by 
this behavior. No quality tests may produce incidents but no quality tests often imply 
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being the first in the market. A fast manufacturing process rarely produces incidents 
but there are cases. Fast manufacturing processes often implies being first in the 
market. A fast manufacturing process is hardly ever the cause of losses because of 
things that are not done. Incidents are constantly the cause of jail or prison by the 
CEO''s that do not follow the security standards, but the temptation is the following 
condition: If company is being the first in the market then it will always earn profits 
for a short time. But jail or prison is always the cause of losses and human lifes, 
CEO''s have to be aware of the ethics of not following the security standards.”  

Having a compression rate of 0.2 and using the configuration by default the obtained 
summary is the following one: 

“What is discussed is that being first in the market is implied hardly ever by new 
product options.Loss is never caused by being first in the market. Prison is constantly 
implied by incident.Eventually, prison always produces loss.” 

The original length of this text was of 1180 characters, and using a compression rate 
of 0.2, the length of the obtained summary has been 231 characters, which is actually 
a 19,58% of the original text. The degrees are logical according to the original text 
and the most important semantic content of the text is contained in the summary. 

4 Conclusions and Future Works 

The massive amount of information, growing constantly, is a problem that should be 
treated using systems like the one proposed in this paper. This system is able to 
extract the most relevant knowledge contained in texts to create a causal database 
related to a given topic. 

Using this database, the representation algorithm is able to create a causal graph 
containing the main concepts of a proposed question. With this graph, we have 
developed a procedure to remove the irrelevant information for an automatic answer. 
By removing the redundancy, we are able to compose an answer suitable to the 
proposed question, with different levels of compression. 

As future works, we would like answer more complex questions, like how 
questions, which require for a more complex mechanism to be answered. 

Acknowledgments. Partially supported by TIN2010-20395 FIDELIO project, MEC-
FEDER, Spain. 
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Abstract. Question analysis is a central component of Question An-
swering systems. In this paper we propose a new method for question
analysis based on ontologies (QAnalOnto). QAnalOnto relies on four
main components: (1) Lexical and syntactic analysis, (2) Question graph
construction, (3) Query reformulation and (4) Search for similar ques-
tions. Our contribution consists on the representation of generic struc-
tures of questions and results by using typed attributed graphs and on
the integration of domain ontologies and lexico-syntactic patterns for
query reformulation. Some preliminary tests have shown that the pro-
posed method improves the quality of the retrieved documents and the
search of previous similar questions.

Keywords: Question-Answering systems, ontology, lexico-syntactic
patterns, typed attributed graphs.

1 Introduction

With the rapid growth of the amount of online electronic documents, the classic
search techniques based on keywords have become inadequate. Question Answer-
ing systems are considered as advanced information retrieval systems, allowing
the user to ask a question in natural language (NL) and returning the precise
answer instead of a set of documents. The search process in a Question An-
swering system is composed of three main steps: question analysis, document
search and answer extraction from relevant documents. Generally, Question An-
swering (QA) systems aim at providing answers to NL questions in an open
domain context and can provide a solution to the problem of response accu-
racy. This requirement has motivated researchers in the QA field to incorporate
knowledge-processing components such as semantic representation, ontologies,
reasoning and inference engines. Our work hypothesis is that, if the user starts
with a well-formulated question, answers will be more relevant; this is why, in
this work, we focus on question analysis. So, the aim of this paper is to design and
implement a new method dedicated to question analysis in a QA system. Indeed,
our goals consist on improving the representation of the question’s structure by
using typed attributed graphs and improving the results of query reformulation
by using domain ontologies and lexico-syntactic patterns.
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In this method, first of all, lexical and syntactic analyses are applied to the
user’s question. Second, a question graph, containing all the information about
the question, is constructed based on a generic question graph using knowledge
from WordNet and from a question ontology. Then the question is reformulated
based on lexico-syntactic patterns and the domain knowledge represented in an
ontology. Finally, the method stores the question graph and the reformulated
question in a question base in order to extract analysis results for similar ques-
tions later. Our method is dedicated to QA systems as it deals with NL queries
asked in a question form, considered as a particular case of information retrieval
systems. The evaluation is conducted using information retrieval metrics such
as precision and MAP.

The remaining of this paper is organized as follows. Section 2 presents an
overview of works related to question analysis techniques. Section 3 describes
our method of question analysis based on ontologies. Section 4 presents and
discusses some experimental results of our proposal. Finally, section 5 concludes
and proposes directions for future research.

2 Related Works

The question analysis component is the first step of the search process in a
question-answering system. This analysis aims to determine the question’s struc-
ture as well as the significant information (expected answer type, terms’ gram-
matical functions, etc.) that are considered as clues for identifying the precise
answer. Question analysis methods can be classified depending on their level of
linguistic analysis: (i) Lexical analysis: The lexical level of NL processing is
centered on the concept of a word, and the techniques used for lexical analysis
are generally a pre-treatment for the following analysis. The most used tech-
niques are the following: tokenization (division of the question into words) and
keyword extraction [1], lemmatization [2](considering the root to group words
of the same family) and removing stop words [1] (the elimination of common
words that do not affect the meaning of the question to reduce the number of
words to be analyzed). (ii) Syntactic analysis: Information extracted from the
question analysis component is the basis for answer extraction. This component
constructs a representation of the question, which differs from one system to the
other and contains various types of information and knowledge. The purpose of
this analysis is to preserve the syntactic structure of the question by exploiting
the syntactic functions of words in the questions [3]. Question-answering systems
use different techniques of NL processing, including the following: Part-of-speech
tagging or POS tagging [4] (giving each word a tag that represents information
about its class and morphological features), named entity recognition (identify-
ing objects as classes that can be categorized as locations, quantity, names, etc.)
and the use of a syntactic parser. (iii) Semantic analysis: In some question-
answering systems, analyzing the question goes beyond vocabulary and syntax
up to semantics and query reformulation. This phase includes the extraction
of semantic relations between the question words [5] to make a semantic rep-
resentation as in the Javelin system [6]. The purpose of semantic analysis is
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to detect and represent semantic knowledge in order to use it for inference or
matching when extracting the answer. To do this, several systems rely on se-
mantic techniques in order to have a better analysis of the question. In the case
of query reformulation and enrichment, most systems use tools and semantic
knowledge such as WordNet [7] or ontologies to extract other semantic forms for
the question keywords. In fact, ontology-based question-answering systems such
as QuestIO [8], AquaLog [9] and QASYO [12] use an internal representation of
knowledge in the form of an ontology. The purpose of using an ontology as a
knowledge representation is either to extract the answer directly as in Querix [10]
or to reformulate the query by rewriting the user’s question using the ontology
concepts.

In general, the purpose of question analysis is to collect information on the
subject of the question, to represent it and to formally submit a request to the
search engine. The previous study allows identifying the following limits on the
different levels of linguistic analysis: (i) Lexical analysis: Question analysis
in many question-answering systems is reduced to the lexical analysis, and ex-
tracted keywords are used as search queries for the information retrieval system
without any reformulation. This method does not represent the question and
does not extract the terms’ grammatical functions. (ii) Syntactic analysis:
with only a syntactic analysis, the query reformulation problem is still not re-
solved. In addition, the question’s representation has only the terms used in it
and their morpho-syntactic classes; therefore, it does not represent the question’s
semantic knowledge.(iii) Semantic analysis: Query reformulation at this level
focuses only on retrieving potentially relevant documents, not answer-bearing
ones.

Our main objective is to improve the question analysis component in QA
systems in order to improve their performance. During the study of the state of
the art we identified the following items to address: finding similar questions from
a question base, representing analyzed questions and reformulating the queries.

1. The process of finding similar questions in a question base is a computa-
tionally expensive, and most similarity measures are designed to deal with
concepts not with questions. We therefore applied a filtering on the question
base in order to lighten the process and we combined statistic and semantic
similarity measures suitable for questions.

2. During the question analysis process, we are confronted with the problems
of determining its structure and the lack of expressiveness of representation
formalisms that do not respect the granularity of the concepts used in the
question. Therefore, we used a generic graph (in fact, a typed attributed
graph) to represent the structure of the question

3. Query reformulation is not rich enough. It lacks external knowledge such
as ontologies to bring new concepts and terms. It is also oriented towards
relevant documents not answer-bearing ones. Through our method, we tried
to solve the problems of query reformulation by using a domain ontology
combined with lexico-syntactic patterns.
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3 Question Analysis Method

The proposed method relies on four main components: (1) Lexical and syntactic
analysis, (2) Question graph construction,(3) Query reformulation and (4) Search
for similar questions. These components will be detailed in the following sections.

3.1 Proposed Method’s Description

Figure 1 provides a general view of the proposed method for analyzing NL ques-
tions. The goal is to identify all the terms of a question and their grammatical
functions in the question and to obtain useful information for the answer’s ex-
traction. First, the user submits a question in NL. The method performs a lexical
and syntactic analysis (1). The syntactic analysis is based on POS tagging in
order to identify the grammatical morpho-syntactic class for each term used in
the question. These results are interpreted by the question ontology, synonyms
for each term are extracted from WordNet and the structure of the question
is defined using the generic graph that contains all the general structures of
questions. The method builds a typed attributed graph (2) that contains all
the information available in the question. Then, the question is reformulated
(3) using lexico-syntactic patterns and the concepts of a domain ontology. The
patterns required in this reformulation process are retrieved from the question
ontology. Concepts that are semantically related to the terms of the question are
extracted from a domain ontology to enrich the question. Using a question base,
all questions are recorded along with their analysis results, that is to say, the
typed attributed graph of the question and the result of query reformulation.
Thus the method can search for similar questions (4) and the user has the option
to extract directly the results of analysis of a stored similar question. The output
of the method is a reformulated query ready to be submitted to a search engine
and a set of useful, well-structured questions that will be used by the answer
extraction component.

3.2 Lexical and Syntactic Analysis Component

The first step is lexical analysis which includes the following two processes:

– Tokenization: It’s the division of the text into words that can be managed
in the next steps of the analysis.

– Lemmatization: This process considers the root of a word. For example,
all verbs are reduced to the infinitive (eaten, ate -> eat), plural nouns are
reduced to singular, etc. In this way, a search using any of the word’s variants
will lead to the same result.

The second step is syntactic analysis. At this level of analysis, POS tagging
is applied to the question. This is the process of associating a tag to each word
in the question that represents information about its class and morphological
features.
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Fig. 1. General architecture of QAnalOnto

3.3 Question Graph Construction Component

The question graph is a representation of the user’s question in an intuitive and
understandable form that contains all the information included in the question
necessary to search for its answer.

Generic Question Graph. The main advantage of using graphs resides in
its capability to represent relations, even multiple ones, between objects. The
generic question graph contains all forms of predefined questions. It is used to
identify the question’s structure. It is a typed attributed graph. This type of
graph is a pair (NG;EG)where NG is a set of attributed nodes and EG is a set
of attributed edges. An attributed node n ∈ NG = (Tn,AV n) has a type Tn and
a set of attribute values AV n. An attributed edge e ∈ EG = (Te;AV e;Oe,De)
has a type Te, a set of attribute values AV e, an attributed node that represents
the origin of the edge Oe and an attributed node that represents the destination
of the edge De.

Figure 2 shows a generic graph of a simple question: WH + Verb + Subject.
The nodes ”WH”,”Verb” and ”Subject” are subgraphs composed of ”Term”

nodes that represent, respectively, the kind of a WH-question, the main verb in
the question and its subject.

A node ”Term” (Ti) is the smallest conceptual unit representing a term in a
question. The node ”Term” consists of the following attributes: type (”Term”),
value (question term), POS tag, lemma, category (WH, verb, subject) and syn-
onyms (extracted from WordNet).
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Fig. 2. Example of generic question graph

Each node ”WH”, ”Verb” and ”Subject” is itself a typed attributed graph
C = (TC;RTC) where TC is the list of attributed ”Term” nodes and RTC is
a set of typed edges between terms which represent the relation ”followed by”
which specifies the order of the different terms of the question.

Construction Steps. In the first component, we performed a lexical and syn-
tactic analysis on the question in order to extract the terms used in the question
and their tags. Using these results, the system constructs the question graph.
The construction process is divided on three steps:

1. Detection of the question’s structure: Using the parsed question and the
question ontology we can extract the question’s structure from the generic
question graph (that contains the structures of all types of questions allowed
in the system). The system passes the parsed question by the question on-
tology in order to interpret the tags and determine the answer type. The
question ontology is a manually constructed ontology that contains all the
tags classified by category, so, tags are recognized and returned to the generic
graph to identify and extract the question’s structure. In fact, in the ques-
tion ontology each kind of question has different answer types. From the
results of the tagging, the ontology defines the expected answer type for the
question. The ontology also contains lexico syntactic patterns for each type
of question, that can be used to reformulate it.
Part of the question ontology focused on the question ”where” is represented
in Figure 3.

The ellipsis boxes represent classes, the rectangular ones represent the
tags returned by POS tagger. Their super classes represent their grammati-
cal functions (WH, verb, subject, etc.) and their subclasses represent the NL
terms used in the question (When, Where, etc.). The solid edges represent
the relation ”subClassOf” and the dotted lines represent object properties.
NL concepts are linked to their types through the ”has type” property and
to their patterns through the ”has pattern” property. These elements are
themselves subclasses of the concepts Types and Patterns respectively.
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Fig. 3. Part of the question ontology

2. Instantiation of the generic graph: Using the parsed question, we instantiate
the part of the generic question graph that contains the structure determined
in the previous step. The result is a question graph that has the determined
structure and contains the question’s information. In fact, this graph is an
instantiation of the generic graph that contains filled nodes of type ”Term”
containing the question’s words. The terms of the same category form a graph
and belong to the same type node: ”WH”, ”Verb” or ”Subject” (according
to the example shown in Figure 2).Edges between these nodes are of type
”followed by” which specify the order of words in the user’s question.
Example: Figure 4 is a question graph applied to the question ”where is
the tallest monument in the world?”. This graph is an instantiation of the
generic question graph shown in figure 2.

Fig. 4. Example of question graph
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3. Synonym detection: WordNet is used in this step to extract the terms’ se-
mantics. We complete the question graph with the terms’ synonyms in order
to create a complete graph which contains the words, their grammatical
functions, the structure of the question and synonyms. Adding synonyms to
the graph is crucial for future search in the question base. In fact, the same
question can be asked in several ways or expressed with different words and
have the same meaning, in which case the system must be able to identify
the different forms using the various synonyms stored in the question graph.

3.4 Query Reformulation Component

The analysis process requires query reformulation which consists on adding terms
related to the question’s keywords and expanding it. The resulting reformulated
query will be submitted to the search engine that will return a set of documents
from which the answer is extracted. The query reformulation is based, in our
method, on two techniques which are the use of lexico-syntactic patterns and of
a domain ontology. The aim is to guide the search engine to relevant documents
for the search topic (using a domain ontology) and to answer-bearing documents
(using patterns that define the answer’s structure).

Query Reformulation Based on Patterns. The patterns used in this method
are intended to reconstruct the user’s question in order to guide it to the answer.
Therefore, these answer patterns are applied to extract the candidate passage
and locate the correct answer.

For each question type (what, where, who) there is an associated set of an-
swer patterns. According to the question type of the submitted query, answer
patterns are retrieved from the question ontology and instantiated with ques-
tion terms. For instance, for the question: ”where is the tallest monument in
the world?”, the method identifies from the question ontology the following pat-
terns: Subject Verb in, Subject Verb near et Subject Verb located. The method
reformulates the query using these patterns and obtains the following questions:
”the tallest monument in the world is in”, ”the tallest monument in the world
is near”, ”the tallest monument in the world is located”.

Query Reformulation Based on a Domain Ontology. In order to add
more semantic information to guide the search towards relevant documents, we
use a domain ontology from which the method extracts, for the terms of the
query that correspond to an ontology concept, its sub-classes and its related
concepts. The method specializes the query by adding more specific concepts
extracted from the ontology. This refinement increases the number of specific
concepts and subsequently, increases the precision.

Let’s take for example the question ”where is the tallest monument in the
world?” After the reformulation based on patterns in the previous section, we en-
rich the reformulated query with concepts related to the concept ”monument” ex-
tracted from a domain ontology. We use the subclasses of this concept (”statue”,
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”arch ”, ”memorial”) to enrich the reformulated query. We obtain three final re-
formulated queries: ”the tallest monument/statue/arch/memorial in the world
is in”, ”the tallest monument/statue/arch/memorial in the world is near” and
”the tallest monument/statue/arch/memorial in the world is located”.

3.5 Search for Similar Questions

This module of QAnalOnto retrieves similar questions stored in the question
base. The method lists the similar questions ordered by similarity to the one
asked by the user and, if the user chooses one, the corresponding analysis re-
sult and the reformulated query will be returned. However, the question base
can be large, and the direct application of similarity measures can slow down
the search process. To overcome this problem, we apply a filtering process that
selects candidate questions from the base and removes questions that have to-
tal dissimilarity with the one asked by the user. In fact, the chosen questions
from the base have the same expected answer type and at least one common
keyword. On these questions, we will apply the similarity measures in order to
classify them by their relevance to the user’s question.

Several measures of semantic similarity, with different properties and results
exist in the literature. The similarity measure we propose is based on the work
of [11]. It combines the statistic similarity and the semantic similarity between
the user’s question and the questions stored in the question base. The statistic
similarity is based on dynamically formed vectors: the two compared questions
are represented with two vectors formed by their words instead of considering
all the words in the question base and then their cosine product is computed
to obtain the statistic similarity. The semantic similarity is calculated using the
distance between two words w1 and w2 in WordNet as follows:

minDistT oCommonParent

DistFromCommonParentT oRoot+minDistT oCommonParent

In this formula minDistT oCommonParent indicates the shortest path be-
tween two words to the common parent and DistFromCommonParentT oRoot
indicates the path length from the common parent to the root.

The overall similarity is an average of statistical and semantic similarities.

4 Experimental Evaluation

A prototype has been developed to show that the proposed method can improve
the performance of the retrieval task. It provides a user interface that allows
these main functionalities: search for similar questions from the question base,
construction of the question graph and reformulation of the user’s query. Since
the proposed method provides an analysis of the question and reformulates the
query to be submitted to the search engine, we experimentally evaluate its per-
formance by testing its capacity for (1) retrieving relevant documents after query
reformulation and (2) retrieving similar questions from the question base.
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4.1 Search Results Evaluation

To evaluate the query reformulation component, we computed: (1) Exact pre-
cision measures P@10, P@30, P@50 and P@100 representing respectively, the
mean precision values at the top 10, 30, 50 and 100 returned documents; (2)
MAP representing the Mean Average Precision computed over all topics.

Two main scenarios have been tested:

– The first scenario represents the baseline which is a classic search using
keywords without performing any query reformulation.

– The second scenario represents results obtained after reformulating using
both lexico-syntactic patterns and ontologies.

The improvement value is computed as follows:

Improvement =
Reformulation-result− Baseline-result

Baseline-result

Table 1. Improvement in average precision at top n documents and MAP

P@10 P@20 P@30 P@50 P@100 MAP

Baseline 0.60 0.32 0.212 0,171 0.065 0,273

QAnalOnto 0.783 0.39 0.256 0,206 0.078 0,341

Improvement 30,5% 21,87% 20.75% 20,46% 20% 24,90%

The evaluation results are calculated using the LEMUR 1 tool for Informa-
tion Retrieval evaluation. Besides, we rely on the INEX 2010 2 collection of
documents. We measured the precision for several queries using the INEX top-
ics and then we averaged these results. The evaluation results shown in table
1 represent the precision obtained according to the number of retrieved docu-
ments (10, 20, 30, 50 and 100), and we observe a significant improvement of
the relevance of the retrieved information. In Table 1, we outline the computed
MAP and the average precision at the top n documents and their percentages of
improvement. We observe that reformulating queries using both lexico-syntactic
patterns and a domain ontology improves the retrieval precision by 24,9%. In
fact, using lexico-syntactic patterns guides the search towards answer-bearing
documents and specifying the question’s keywords and enriching it using the
domain ontology improves the precision.

4.2 Similar Question Search Evaluation

To evaluate the search for similar questions, we used a set of queries (20 WH-
questions from different domains). For each of them we created manually:(1) a
set of questions containing the same words with different meanings, (2) a set

1 http://www.lemurproject.org/
2 https://inex.mmci.uni-saarland.de/about.html

http://www.lemurproject.org/
https://inex.mmci.uni-saarland.de/about.html
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of questions with different words but with the same structure and answer type
and (3) one question with different words and the same meaning. In fact, this
question is the only one considered similar to the tested question.

This set of questions is inserted into the question base. During the experi-
mentations, we calculate the similarities between the user’s question and each
question extracted from the question base after filtering. We extract the most
similar questions to the user’s question and we return an ordered set of ques-
tions. To evaluate our method, the statistic, semantic and overall similarities
have been calculated. For performance evaluation, we use the measures:

– Success at n (S@n), which means the percentage of queries for which we
return the correct similar question in the top n (1, 2, 5, and 10) returned
results. For example, s@1=50% means that the correct answer is at rank 1
for 50% of the queries.

– Mean Reciprocal Rank (MRR) calculated over all tested questions. The re-
ciprocal rank is 1 divided by the rank of the similar question. The MRR is
the average of the reciprocal ranks of results for the tested questions.

Table 2. s@n and MRR

s@1 s@2 s@5 s@10 MRR

Semantic Similarity 15% 30% 60% 70% 0,338

Statistic Similarity 40% 70% 85% 95% 0,604

Overall Similarity 55% 95% 100% 100% 0,76

Table 2 represents s@n and the MRR measures that consider the rank of the
correct similar question. The experimental results show that the overall similarity
gives the best results and achieves a good performance. In fact, s@2=95%, that
is to say for 95% of the questions, the similar question is extracted in 55% of
the cases in the first position and 40% of the cases in the second.

5 Conclusion

This paper presents a new question analysis method based on ontologies. Our
contribution can be summarized in: (1) representing the questions’ structures by
a generic graph; (2) representing the question by a typed attributed graph to
ensure the representation of knowledge based on different levels of granularity;
and (3) using lexico-syntactic patterns and domain ontologies to improve the
query reformulation process and guide the search towards relevant (using do-
main ontologies) and answer-bearing documents (using patterns that define the
structure of the answer).

Experiments were conducted and showed an improvement of the precision of
information returned after the query reformulation and good similar questions
extraction results.
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As perspectives, we plan to develop automatic learning techniques to update
the generic question graph and complete this work by adding an answer extrac-
tion method to search for answers in documents automatically.

Acknowledgments. This work has been supported by the Spanish-Tunisian
AECIDprojectA/030058/10,AFrameworkfor the Integration of OntologyLearn-
ing and Semantic Search.
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Abstract. The goal of this research is to design a fuzzy multidimen-
sional model to manage learning object repositories. This model will
provide the required elements to develop an intelligent system for infor-
mation retrieval on learning object repositories based on OLAP multidi-
mensional modeling and soft computing tools. It will handle the uncer-
tainty of this data through a flexible approach.
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1 Introduction

In recent years, one of the major challenges in e-learning is the standardiza-
tion of content. The Learning Objects technology allows contents that comply
with certain standards, such as those indicated in the rules of the Sharable Con-
tent Object Reference Model - SCORM[3,16], to be reused in different distance
learning platforms, making interoperability possible. Unfortunately, there are
still shortcomings in the management and evaluation of content.

In the literature, there are many definitions for the term Learning Object
(LO). One of the most accepted is established by the IEEE Standards Commit-
tee: a LO is any digital or other entity that can be used, reused or referenced
during a learning process supported by technology[9]. The focus of LO technology
is the encapsulation of content, so that it becomes an autonomous unit, i.e. a
LO is self-contained and devoted to present a concept or idea. This has been
established to be structured as a combination of educational content: lecture
notes, presentations, tutorials, etc., and their respective metadata: title, author,
rank, age, etc. These LOs and their metadata are stored in Learning Object
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Repositories (LORs), which correspond to stores that provide the mechanisms
for searching, exchanging and reusing LOs.

The Learning Object Metadata (LOM) is a model formally approved by IEEE
and widely accepted in the e-learning field[13]. LOM is based on previous efforts
made to describe educational resources on projects ARIADNE, IMS and Dublin
Core[6]. Its aim is to create structured descriptions of educational resources. Its
data model specifies which aspects of learning object should be described and
what vocabularies may be used in that description. The model consists of a hier-
archical description of nine major categories that group the other fields: General,
Lifecycle, Meta-metadata, Technical, Educational Use, Rights, Relation, Anno-
tation and Classification. This standard aims to ensure interoperability between
repositories from various sources.

In order to manage knowledge coming from LOs, we can take advantage of a
Data Warehouse and techniques for online analytical processing (Online Analyt-
ical Processing - OLAP)[2] appropriately adapted for the management of LORs.
Though OLAP systems and related intelligent management tools (Business In-
telligence - BI) are really targeted to the business, in this paper, we propose
their use in education, specifically to handle LO repositories.

Data Warehousing technology, due to their analytic orientation, proposes a
different way of thinking within the information system area, which is supported
by a specific data model, known as multi-dimensional data model, which seeks to
provide the user with an interactive high-level vision of the business operation.
In this context, the dimensional modeling is a technique for modeling under-
standable views to friendly support end user operations. The basic idea is that
users easily visualize the relationships between the various components of the
model.

In general, multidimensional models are oriented to the generation of ad-hoc
reports that enable business decisions based on more accurate data[5]. How-
ever, data usually are incomplete and, in many repositories, they are expressed
in natural language and are often affected by the inherent imprecision of this
language. As Molina et al. [15] indicated, it is possible to model multidimen-
sional data cubes based on fuzzy set theory and thus allow the management of
uncertainty and imprecision in the data. In learning object repositories we can
find the presence of uncertainty in the expressions of a LO metadata such as
”Neuroscience for Kids”; in this expression we have the presence of the word
kid, which is a categorization regarding the age of the target users of the LO,
understood by any person but not easily managed by machines, that is what we
do by applying fuzzy logic.

In this work, the idea is to provide an intelligent system that allows users
to analyze the learning object type that best fits their way of learning or the
learning of their students in any field of knowledge, developing and implementing
a DW OLAP technique to integrate the fuzzy sets theory to ease the extraction
of knowledge [12]. The main contribution is the flexible design of datacubes for
the management of a Learning Object Repository (G-LOR).
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The paper is organized as follows: Section 2 briefly describes the previous
concepts related to learning objects, repositories and data warehouses, and states
the problem we face in this paper. Section 3 is devoted to explain the LOM IEEE
standard. Section 4 develops the proposed solution to the problem using a fuzzy
multidimensional model of learning object repositories. We include a use case
that exemplifies this proposal. Finally, we end the paper with some conclusions
and guidelines for future work.

2 Background and Motivation

2.1 LOs, LORs and LO Metadata

There are many definitions of learning objects (Learning Object, LO). As we
have mentioned in the introduction, we use as reference the IEEE standard,
which defines a learning object as any digital or other entity that can be used,
reused or referenced during learning process supported by technology[9]. LOs are
usually organized in Learning Object Repositories (LORs), that are repositories
that allow us to store, search, retrieve, view and download LOs from all areas of
knowledge. Hence the object and the repository are complementary.

In particular, the Learning Object Repositories can be classified into the ob-
ject repositories containing learning to download and incorporate into a learning
platform, and metadata repositories that contain the object information and a
link to its location on the Internet.

The search and retrieval of LOs is guided through the use of metadata that
describe these learning objects. In this sense, LOM (Learning Object Metadata)
is the IEEE standard e-learning, formally approved and widely accepted [9].
LOM is based on previous efforts made to describe educational resources on
projects ARIADNE, IMS and Dublin Core[6]. The aim of LOM is the creation
of structured descriptions of educational resources. Its data model specifies which
aspects of a learning object should be described and what vocabularies may be
used in that description. The model consists of a hierarchical description of nine
major categories that group the other fields: General, Lifecycle, Metametadata,
Technical, Educational Use, Rights, Relation, Annotation and Classification.

2.2 Datawarehousing, OLAP and OLTP

Data Warehousing is the design and implementation of processes, tools, and
facilities to manage and deliver complete, timely, accurate, and understandable
information for decision making[1].

The OLAP techniques (Online Analytical Processing) develop a multidimen-
sional analysis, also called analysis of data hypercubes. The data handled by
this technique are imported both from external sources and from production
databases. These databases are feeding production systems based on OLTP (On-
line Transactional Processing).
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For the sake of decision-making, it is necessary to have a large amount of infor-
mation organized and with specific characteristics. Thus there is a consensus that
data warehouses are the ideal structure for this. We recall the definition made by
WH Inmon [10], a pioneer in the field, A data warehouse is a set oriented data
by topic, integrated, time-varying and non-volatile which is used to support deci-
sion making. There are four main categories of OLAP tools. These are classified
according to the architecture used to store and process multidimensional data,
these are: Multidimensional OLAP (MOLAP), Relational OLAP (ROLAP), Hy-
brid OLAP (HOLAP) and Desktop OLAP (Dolap, Desktop OLAP).

2.3 Fuzzy Sets Theory and OLAP

In classical data warehouses (DWH), classification of values takes place in a
sharp manner; because of this real world values are difficult to be measured and
smooth transition between classes does not occur. According to [14] a Fuzzy
Data Warehouse (FDWH) is a data repository which allows integration of fuzzy
concepts on dimensions and facts. Then, it contains fuzzy data and allows the
processing of these data. Data entry with lack of clarity in data storage systems,
offers the possibility to process data at higher level of abstraction and improving
the analysis of imprecise data. It also provides the possibility to express business
indicators in natural language using terms such as high, low, about 10, almost
all, etc., represented by appropriate membership functions.

Different approaches have been proposed for integrating fuzzy concepts in
Data Warehouses. For example, Delgado et al. [8] present dimensions where
some members can be modeled as fuzzy concepts. Additionally, different fuzzy
aggregation functions are used in this approach, which have been developed for
different OLAP (Online Analytical Processing) operations, such as roll-up, drill,
dice, among others, applying fuzzy operations [7].

Castillo et al. [4] also use fuzzy multidimensional modelling, proposing two
methods for linguistically describing time series data in a more natural way,
based on the use of hierarchical fuzzy partition of time dimension. This ap-
proach introduces two alternative strategies to find the phrases that make up
an aggregate. In summary, it is possible to develop a DW and OLAP techniques
applied to integrate fuzzy set theory to ease the extraction of knowledge[12].

2.4 Need for DW Techniques in LORs

Learning Objects are developed and stored in various repositories on the web.
They involve an enormous potential for the benefit of e-learning. However, there
are many technical issues to be considered so that they can be reusable, inter-
changeable or manageable.

The most widely used standard for learning object repositories is called LOM
(Learning Object Metadata) defined by the IEEE (Institute of Electrical and
Electronics Engineers, Inc.). This standard, has different sections and fields to
describe in detail a learning object and its characteristics through a series of
metadata grouped into categories. The proposed metadata are of generic type:
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title, description of the subject, format, language. Other LOM model elements,
education related, are the least densely populated: the duration of the learning
activity, difficulty, structure, granularity, etc. [11]. Therefore we are in a scenario
with incomplete data, usually affected by imperfections of different types such
as imprecision, inconsistencies, etc.

The information associated with these fields is usually stored in natural lan-
guage. This feature provides good expression but does not facilitate or enable a
setting for the automatic inference and reasoning on the metadata records[18].
In conclusion, current models suggest very rigid structures for the representation
of the domains[15].

The storage and retrieval of learning objects can benefit from the use of Data
Warehouse System and OLAP techniques [2] that allow flexible intelligent man-
agement on learning object repositories. The multidimensional model is highly
appropriate to represent complex metadata models and OLAP operations could
serve as basis for a friendly querying of the repositories. Additionally, the use of
fuzzy subsets theory together with these tools, permits to handle data imperfec-
tions produced by the use of natural language when inserting LOs metadata.

This paper seeks to add flexibility and uncertainty management by designing
a multidimensional model where we will apply fuzzy sets for that goal in fact and
dimensions tables. The objective is to design a flexible model for the intelligent
management of learning object repositories (G-LOR).

3 Learning Object Metadata Standards

As we have commented before, LOM (IEEE Learning Object Metadata) is the
standard for e-learning formally approved and widely accepted [5]. LOM is based
on previous efforts made to describe educational resources on projects ARI-
ADNE, IMS and Dublin Core [2]. The aim of LOM is the creation of structured
descriptions of educational resources. Its data model specifies which aspects of
a learning object should be described and what vocabulary may be used in that
description.

This model proposes a hierarchical description in nine major categories that
group the other fields: General, Life Cycle, Meta-Metadata, Technical, Educa-
tional, Rights, Relation, Annotation and Classification. Table 1 describes each
category of the LOM model.

We have used the LOM model to design a database to store the learning
objects. The database is described in figure 1 presented below, where we can see
that the general entity which controls access to the data for each learning object
based in LOM.

This database was generated in the Database Management System (DBMS)
Oracle express 11g. This is a repository of LO as proof of concepts. And that is
the base of our proposal for fuzzy multidimensional modelling of learning object
repositories.
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Table 1. Categories of the LOM model

Category Description

General Information that describes the learning object as a whole. It describes

the purpose of education. Identifier includes fields such as IT, title,

description, etc.

Life Cycle Characteristics related to the history and present state of the learning

object and those who have affected this object during its evolution.

Meta-Metadata About the metadata themselves, not regarding the learning object be-

ing described. It contains information such as who has contributed to

the creation of metadata and the kind of contribution he has made.

Technical Technical requirements and technical characteristics of the learning

object, such as size, location or format in which it is located. Addi-

tionally, this element stored potential technical requirements to use

the object referred to metadata.

Educational Uses Policies educational use of the resource. This category includes differ-

ent pedagogical features of the object. Typically, includes areas such

as resource type - exercise, diagram, figure - and level of interactivity

between the user and the object-high, medium, low-, or the context of

resource use - college, primary education, doctorate- among others.

Rights Terms rights that concern the resource exploitation. Details on the

intellectual property of the resource. It also describes the conditions

of use and price when applicable.

Value Value of the resource described with other learning objects. Explains

the type of relationship of the learning resource to other LOs. It has

a name-value detailing the name of the LO-related and type of rela-

tionship, is part of, is based on, etc.

Annotation Includes comments on the educational use of the learning object, as

well as its author and date of creation.

Classification Description subject of the appeal in a classification system. It reports

if the LO belongs to some particular subject. For example, physics or

history. It allows as much detail as you want by nesting of topics.

Fig. 1. The LOM model
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4 A Fuzzy Multidimensional Model of Learning Object
Repositories

The database described in the previous section is the basis for the design of
a multidimensional model whose objective is to allow the flexible querying of
learning objects from this repository.

A dimensional model can be expressed as a table with a composite primary
key, called the fact table, and a set of additional tables called dimension tables.

In our application domain, the fact table is called Learning Objects (LO) and
we propose a set of 12 dimension tables, namely: typical range of age, degree
of difficulty, length, creation date, type of interactivity, level of aggregation,
contribution and life cycle, localization, path taxonomic classification, context
or scope, level of interactivity and finally, semantic density. Figure 2 describes
this star model.

Fig. 2. M-LOR. Learning Object Repository Multidimensional Model.

4.1 The Fuzzy Dimensions

Some of the dimensions of the model depicted in figure 2 are related to fuzzy
concepts. In this work, in order to be able to model this kind of fuzzy dimen-
sions, we have considered to use the fuzzy multidimensional model introduced
by Molina et al. [15].

The model proposed by Molina et al. is founded on the use of dimensions
where the hierarchies of members are defined through the use of a fuzzy kinship
relation. The use of this type of hierarchies make the modelling of dimensions
related to fuzzy concepts possible, because membership functions of labels can
be used to set out the mentioned kinship relation.
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Fig. 3. Age partition

Fig. 4. Difficulty partition

Fig. 5. Duration partition
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In our fuzzy model for learning object repositories, we have used fuzzy con-
cepts like Age, Difficulty, and Duration to define fuzzy hierarchies. See figures
3, 4, and 5.

For each of these concepts, we have developed a dimension in our model with
at least three levels (basic domain, fuzzy partition and all).

4.2 An Example Datacube

We have considered a datacube to resolve questions concerning the analysis of
community contributions. Figure 6 depicts a diagram that shows the star model
of learning object provider.

Fig. 6. Star Model about Analysis Community Contribution

The datacube is build in order to solve queries aimed at the measurement
of the productivity of a community that provides learning objects and study
the relationships between these four variables of the LOM model. An example
query could be to find the amount of free radicals prepared in 2010 for large
communities of adults, which difficulty degree is very difficult and duration is
medium.

The fuzzy scheme of the data warehouse may be more complicated than the
crisp one due to additional dimensions, fact tables, and relationships[17].

The dimensions by extension, are:

– Contribution role type: short, medium, and large community
– Creation Date: day, month, and year
– Age: child, adolescent, young, adult, and elderly
– Difficulty: very easy, easy, medium, difficult, and very difficult
– Duration: very short, short, medium, long, and very long

See Figure 7 in order to see the levels of the hierarchy developed for each
dimension.
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Fig. 7. Datacube Scheme for the Analysis of LO contributions

Table 2. Facts

#LO Degree Difficulty Degree Contribution Duration Age Range

2 0,6 5 (very difficult) Provider 1 (large community) 75 min (verylarge) 23 (Young)

3 0,7 4 (difficult) Provider 2 (medium community) 20 min (short) 18 (Teen)

1 0,8 4 (difficult) Provider 2 (medium community) 36 min (medium) 15 (Teen)

3 0,3 1 (very easy) Provider 4 (short community) 10 min (very short) 7 (Child)

3 0,5 5 (very difficult) Provider 5 (large community) 30 min (medium) 48 (Adult) t

Some example facts are shown in the table 2.
The operations to be performed to respond to the query are:

– Dice on Age dimension with the condition ”adult” at the group level.
– Dice on Contribution role type on the condition ”large community”
– Dice on the condition Difficulty Degree dimension ”very difficult”
– Dice on Duration on the condition ”medium”.
– Roll-up on the scale Creation Date to define level Year 2010.

5 Conclusions and Future Work

In this paper we describe and apply concepts of Learning Objects, Repositories,
Precise and Fuzzy Data Warehouses. We show how to use concepts and tools used
in business intelligence to the area of management of learning object repositories
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widely used in educational communities and e-learning. It raised issues related to
the standardization and management of learning object repositories and proposes
a solution through the use of fuzzy multidimensional modelling that can ease the
management at the e-learning. The main scientific contribution is the design of
buckets for the flexible management of Learning Objects Repositories.

Currently we are working in the proposal of new multidimensional models to
analyze content demand, quality of content, user profiles in the various com-
munities and in the development of data mining techniques to define models
containing grouping rules and regulations prediction. These prediction models
could be used to automatically perform sophisticated analysis of data to iden-
tify trends that will help to identify new opportunities and choose the best for
learning object repositories.
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Abstract. This paper describes some possible uses of Formal Concept
Analysis in the detection and monitoring of Organised Crime. After de-
scribing FCA and its mathematical basis, the paper suggests, with some
simple examples, ways in which FCA and some of its related disciplines
can be applied to this problem domain. In particular, the paper proposes
FCA-based approaches for finding multiple instances of an activity asso-
ciated with Organised Crime, finding dependencies between Organised
Crime attributes, and finding new indicators of Organised Crime from
the analysis of existing data. The paper concludes by suggesting that
these approaches will culminate in the creation and implementation of
an Organised Crime ‘threat score card’, as part of an overall environ-
mental scanning system that is being developed by the new European
ePOOLICE project.

1 Introduction

Efficient and effective scanning of the environment for strategic early warning of
Organised Crime (OC) is a significant challenge due to the large and increasing
amount of potentially relevant information that is accessible [5, 18]. The types
of question and analysis required are not always clear-cut or of a straightfor-
ward numerical/statistical nature, but rather necessitate a more conceptual or
semantic approach. New developments in computational intelligence and ana-
lytics, have opened up new solutions for meeting this challenge. A theoretical
development of particular interest for this purpose is Formal Concept Analy-
sis (FCA), with its faculty for knowledge discovery and ability to intuitively
visualise hidden meaning in data [3, 19]. This is particular important in envi-
ronmental scanning, where many of the signals are weak, with information that
may be incomplete, imprecise or unclear.

The potential for FCA to reveal semantic information in large amounts of
data is beginning to be realised by developments in efficient algorithms and
their implementations [1,13] and by the better appropriation of diverse data for
FCA [2,4].
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This paper describes some possible approaches for detecting and monitoring
OC using these advances in FCA.

2 Formal Concept Analysis

Formal Concept Analysis (FCA) was introduced in the 1990s by Rudolf Wille
and Bernhard Ganter [8], building on applied lattice and order theory developed
by Birkhoff and others in the 1930s. It was initially developed as a subsection of
Applied Mathematics based on the mathematisation of concepts and concepts
hierarchy, where a concept is constituted by its extension, comprising of all ob-
jects which belong to the concept, and its intension, comprising of all attributes
(properties, meanings) which apply to all objects of the extension. The set of
objects and attributes, together with their relation to each other, form a formal
context, which can be represented by a cross table.
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Air Canada × × × × × × × ×
Air New Zealand × × ×
Nippon Airways × × ×
Ansett Australia ×
Austrian Airlines × × × × × ×

2.1 Formal Contexts

The cross-table above shows a formal context representing destinations for five
airlines. The elements on the left side are formal objects; the elements at the top
are formal attributes. If an object has a specific property (formal attribute), it
is indicated by placing a cross in the corresponding cell of the table. An empty
cell indicates that the corresponding object does not have the corresponding
attribute. In the Airlines context above, Air Canada flies to Latin America (since
the corresponding cell contains a cross) but does not fly to Africa (since the
corresponding cell is empty).

In mathematical terms, a formal context is defined as a triple K := (G,M, I),

with G being a set of objects, M a set of attributes and I a relation defined

between G and M. The relation I is understood to be a subset of the cross

product between the sets it relates, so I ⊆ G×M . If an object g has an attribute

m, then g ∈ G relates to m by I, so we write (g,m) ∈ I, or gIm. For a subset of

objects A ⊆ G, a derivation operator ′ is defined to obtain the set of attributes,

common to the objects in A, as follows:

A′ = {m ∈ M | ∀g ∈ A : gIm}
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Similarly, for a subset of attributes B ⊆ M, the derivation operator ′ is defined
to obtain the set of objects, common to the attributes in B, as follows:

B′ = {g ∈ G | ∀m ∈ B : gIm}

2.2 Formal Concepts

Now, a pair (A, B) is a Formal Concept in a given formal context (G,M, I) only
if A ⊆ G, B ⊆ M, A′ = B and B′ = A. The set A is the extent of the concept
and the set B is the intent of the concept. A formal concept is, therefore, a
closed set of object/attribute relations, in that its extension contains all objects
that have the attributes in its intension, and the intension contains all attributes
shared by the objects in its extension. In the Airlines example, it can be seen
from the cross-table that Air Canada and Austrian Airlines fly to both USA and
Europe. However, this does not constitute a formal concept because both airlines
also fly to Asia Pacific, Canada and the Middle East. Adding these destinations
completes (closes) the formal concept:

({Air Canada, Austrian Airlines}, {Europe, USA, Asia Pacific, Canada,
Middle East}).

2.3 Galois Connections

Another central notion of FCA is a duality called a ‘Galois connection’, which is
often observed between items that relate to each other in a given domain, such
as objects and attributes. A Galois connection implies that “if one makes the
sets of one type larger, they correspond to smaller sets of the other type, and
vice versa” [15]. Using the formal concept above as an example, if Africa is added
to the list of destinations, the set of airlines reduces to {Austrian Airlines}.

2.4 Concept Lattices

The Galois connections between the formal concepts of a formal context can be
visualized in a Concept Lattice (Figure 1), which is an intuitive way of discovering
hitherto undiscovered information in data and portraying the natural hierarchy
of concepts that exist in a formal context.

A concept lattice consists of the set of concepts of a formal context and the
subconcept-superconcept relation between the concepts. The nodes in Figure
1 represent formal concepts. It is conventional that formal objects are noted
slightly below and formal attributes slightly above the nodes, which they label.

A concept lattice can provide valuable information when one knows how to
read it. As an example, the node which is labeled with the formal attribute ‘Asia
Pacific’ shall be referred to as Concept A. To retrieve the extension of Concept
A (the objects which feature the attribute ‘Asia Pacific’), one begins at the node
where the attribute is labeled and traces all paths which lead down from the
node. Any objects one meets along the way are the objects which have that



Using Formal Concept Analysis to Detect and Monitor Organised Crime 127

Fig. 1. A lattice corresponding to the Airlines context

particular attribute. Looking at the lattice in Figure 1, if one takes the attribute
‘Asia Pacific’ and traces all paths which lead down from the node, one will collect
all the objects. Thus Concept A can be interpreted as ‘All airlines fly to Asia
Pacific’. Similarly, the node which is labeled with the formal object ‘Air New
Zealand’ shall be referred to as Concept B. To retrieve the intension of Concept
B (the attributes of ‘Air New Zealand’), one begins at the node where the object
is labeled and traces all paths which lead up from the node. Any attributes one
meets along the way, are the attributes of that particular object. Looking at the
lattice once again, if one takes the object ‘Air New Zealand’ and traces all paths
which lead up from the node, one will collect the attributes ‘USA’, ‘Europe’,
and ‘Asia Pacific’. This can be interpreted as ‘The Air New Zealand airline
flies to USA, Europe and Asia Pacific’. The concept that we formed previously
by inspecting the cross-table, is the node in the center of the lattice; the one
labeled with ‘Middle East’ and ‘Canada’. It becomes quite clear, for example,
that although Air New Zealand and Nippon Airways also fly to Europe, USA
and Asia Pacific, only Air Canada and Austrian Airlines fly to Canada and the
Middle East as well.

Although the Airline context is a small example of FCA, visualising the formal
context clearly shows that concept lattices provide richer information than from
looking at the cross-table alone. This type of hierarchical intelligence that is
gleaned from FCA is not so readily available from other forms of data analysis.

2.5 Representing Organised Crime with FCA

To represent Organised Crime (OC) with FCA it is necessary to consider what
are suitable as the objects of study and what are attributes of those objects.
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For example, the objects could be instances of crime or types of crime and the
attributes could be properties of these crimes. A formal context can be created
from recorded instances of crime or from domain knowledge regarding the types
of OC. Alternatively, for horizon scanning or situation assessment purposes,
objects could be represented by activities or events that may be associated with
OC. From appropriate data sources, formal contexts can be created using existing
software tools and techniques [2, 4, 20]. Then, using the formalisms and tools
available in FCA and its related disciplines, it will be possible to carry out
analyses to detect and monitor OC:

– Finding multiple instances of an activity associated with OC based on Fre-
quent Itemset Mining [10].

– Finding dependencies between OC attributes based on association rules
[11, 12].

– Finding new OC indicators from existing data based on Machine Learn-
ing/Classification methods [6].

– Developing and using an OC ’threat score card’, based on association rules
(strength of association between an indicator and an OC).

The following sections illustrate these possibilities using simple examples.

3 Detecting OC Activities

Let us say that the purchasing of a certain type of fluorescent light tube is
common in the cultivation of cannabis plants. An OC gang does not want to
make its presence known by making large numbers of purchases from the same
location/web site, so they make an effort to spread their purchases over several
locations/sites. However, it may still be possible to detect this activity using
Frequent Itemset Mining (FIMI) [9, 10]. This uses the notion of frequency of
occurrence of a group of items (the so-called item-set). It is akin to FCA with
objects being represented by instances. If we monitor the purchasing of tubes,
FIMI can be used to automatically highlight possible clusters, thus alerting the
possibility of OC. The itemset (attributes) need to be carefully considered and
may be a combination of quantity of tubes purchased, location of purchase (stores
or towns/areas for delivery from web sites) and time frames. Thus we may be
automatically alerted of a number of purchases occurring in a particular time
frame and in a particular geographical area.

Although the computation required to carry out the analysis is intensive,
recent developments in high-performance concept mining tools [1,13] mean that
this type of monitoring could be carried out in real-time situation assessment.
The outputs of the analysis would be suitable for visualising on a map (see figure
2) and end-users can be provided with the ability to alter parameters such as
geographical area size and time frame, as well as being able to select different
OC activities to analyse.
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Fig. 2. Visualisaing OC Activities from Frequent Itemsets

4 Finding OC Dependencies

By creating a formal context of Organised Crime using information such as
that from the EU survey [16] it may be possible to reveal hidden dependencies
between types of OC or between certain OC activities. Such dependencies are
often called association rules and are inherent in FCA, being the ratio of the
number of objects in concepts that have Galois connections. Using the simple
airlines example above, one can say that if an airline flies to the USA (Air New
Zealand, Nippon Airways, Austrian Airlines and Air Canada) then there is a
50% chance that it will also fly to Canada (Austrian Airlines and Air Canada).
Similarly, if an airline flies to Africa then there is 100% chance it will also fly to
the Middle East.

Now, if we take OC, we could investigate the association between drugs traf-
ficking and the use of violence by OC gangs. Taking information from the same
survey, FCA produces the lattice in figure 3. The numbers represent the number
of OC gangs. Thus, perhaps surprisingly, in this sample of gangs at least, there
is little difference in the use of violence by gangs who traffic drugs and those
who do not. The profile of violence use is similar in both cases.

Using FCA tools such as ConExp [20] (which was used to produce the lattices
in this paper), it is possible to investigate all associations between attributes in
a formal context by calculating and listing the association rules. Typically, if we
are carrying out an exploratory analysis of attributes, we will be interested in
rules that show a strong association and that involve a (statistically) significant
number of objects. The list below is a number of association rules generated by
the information from the same OC gang (OCG) survey. The numbers in between
angle brackets are the number of gangs involved and the percentages show the
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Fig. 3. A concept lattice showing the association between trafficking in drugs and the
use of violence

strength of the association. Thus, for example from rule 1, the use of violence
is usually essential for gangs with multiple criminal activities; from rules 2 and
3, there appears to be a strong link between a low level of trans-border activity
and lack of cooperation between OC gangs; from rules 6 and 10, local/regional
political influence and extensive penetration into the legitimate economy usually
imply that OCGs find the use of both violence and corruption essential.

1. <13>Activity-multiple =[85%]=><11>Violence-essential;
2. <12>OCG Cooperation-none =[83%]=><10>Trans-border Activity-1-2 counties;
3. <12>Trans-border Activity-1-2 counties =[83%]=><10>OCG Cooperation-none;
4. <10>Economy Penetration-none/limited =[90%]=><9>Political Influence-none;
5. <10>Political Influence-local/regional Economy Penetration-extensive =[90%]=>

<9>Violence-essential;
6. <11>Violence-essential Political Influence-local/regional =[82%]=>

<9>Economy Penetration-extensive;
7. <9>Structure-Rigid hierarchy Economy Penetration-extensive =[89%]=>

<8>Corruption-essential;
8. <9>Corruption-essential Political Influence-local/regional =[89%]=>

<8>Economy Penetration-extensive;
9. <9>Structure-Rigid hierarchy Corruption-essential =[89%]=>

<8>Economy Penetration-extensive;
10. <10>Political Influence-local/regional Economy Penetration-extensive =[80%]=>

<8>Corruption-essential;
11. <10>Violence-occasional =[80%]=><8>Activity-1 primary plus others;
12. <10>Activity-2-3 activities =[80%]=><8>Economy Penetration-extensive;
13. <10>Structure-Devolved hierarchy =[80%]=><8>Violence-essential;

5 Finding New Indicators for OC

The notions of dependency and association can be taken a step further by
analysing the links between situations, events and activities and the occurrence
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or emergence of OC. There are many known indicators of OC [5, 17] but FCA
may provide a means of discovering new, less obvious ones. The problem may be
considered akin to a classification problem, either classification instances as OC
or not OC, or by classifying instances as particular types of OC. Whilst there
exist several well-known techniques of classification (such as those automated in
the field of Machine Learning [6]), FCA has shown potential in this area [7] and,
with the evolving of high-performance algorithms and software [1,13] FCA may
provide an approach that can be applied to large volumes of data in real time
situation assessment. To illustrate the possibility an example is taken here using
the well-known (in Machine Learning) data set of agaricus-lepiota mushroom,
some of which are edible and some poisonous, with no obvious indicator for each.
The data set contains a number a physical attributes of the mushrooms, such as
stalk shape and cap colour and the issue is to find a reliable method of classify-
ing the mushrooms as poisonous or edible. The concept lattices in figure 4 were
produced from the data set and show some strong associations between various
combinations of attributes and the classes edible and poisonous. The numbers
are the number of mushrooms. The poisonous class also shows an interesting fea-
ture with zero mushrooms in the bottom concept - indicating that there appears
to be two distinct and disjoint groups of poisonous mushroom, classified by two
different sets of attributes. It is important to note that no single attribute (such
as a foul odor) is a reliable indicator of a class. It is only in combination with
other attributes (such as bulbous root and chocolate spore colour) that reliable
sets of indicators are found.

With appropriate existing data (to be used as training data), a similar analysis
should be possible for OC, to reveal possible sets of indicators for OC that can
be used as part of a ‘horizon scanning’ system to detect or predict the emergence
of OC.

Fig. 4. Concept lattices showing indicators for edible and poisonous mushrooms
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6 Conclusion: Developing an OC ‘Threat Score Card’

Although the work presented here is mainly of a propositional nature, it shows
potential for FCA to be applied in the domain of detecting and monitoring OC.
The culmination of the FCA for OC may be in the creation and implementa-
tion of an OC ‘threat score card’. Using known and newly discovered indicators,
association rules can be used to provide a weighting of the indicators. The re-
sulting ‘score card’ can be implemented as part of an horizon scanning system
for the detection of OC and OC types and situation assessment of the possible
emergence of OC (OC types) if certain environmental conditions (indicators)
pertain. Indeed, this is the proposed role of FCA in the new European ePOO-
LICE project [14] (grant agreement number: FP7-SEC-2012-312651), where it
will play a part as one of several data analysis tools in a prototype pan-European
OC monitoring and detection system.
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Abstract. In this paper we perform a preliminary analysis of semantic
networks to determine the most important terms that could be used to
optimize a summarization task. In our experiments, we measure how the
properties of a semantic network change, when the terms in the network
are removed. Our preliminary results indicate that this approach provides
good results on the semantic network analyzed in this paper.
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1 Introduction

Automatic text summarization is a computer processing task that consists in
selecting those sentences within a text that best represent its contents. One
way to perform summarization is by assigning a score to each of document’s
sentences, according to its importance.

Many approaches have been explored in the past to perform automatic text
summarization. Among these are the application of TF-IDF1 to assign impor-
tance scores or the use of more elaborated algorithms based on fuzzy logic,
genetic algorithms, neural networks, semantic role labeling, and latent semantic
analysis.

Automatic text summarization can be applied not only to full documents but
also to a group of phrases or sentences contained in a document. The goal is to
extract those keywords or terms that best summarize sentences’ contents. After
these sentences have been extracted from a document, they can be represented
as a semantic network.

In general a semantic network is one form of knowledge representation that
depicts how terms or concepts are inter-related. Different types of semantic net-
works are used for different purposes. For instance, semantic networks can be
used in defining concepts, representing beliefs or causality, or in performing
inferences.

1 Term frequency-inverse document frequency.

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 134–142, 2013.
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We use a broad definition of what semantic networks are to represents not
only relationships between concepts but how words or terms used in phrases or
sentences are inter-related. In particular we use certain word properties, such as
their position within a sentence or their frequency of co-occurrence with other
words. Other properties that can be used to create a semantic network from
sentences are its syntactical structure, or the grammatical category to which the
words in them belong.

In these semantic networks the words within sentences are the nodes in the
graph and the syntactical or grammatical relationship existing between words
represent the edges. This type of semantic network is described in [5] and will
be used in this paper.

Previous studies [6] have shown that semantic networks have some of the
properties that complex networks possess.

Complex networks are networks that are neither random2 nor regular. Com-
plex networks have some non-trivial topological properties that differentiate
them from random and regular networks.3 The discovery of these properties
has produced an exponential growth of interest in these networks during the last
years.

Some of the well known properties of complex networks are scale-free degree
distribution and small-world effect. In a scale-free network, the degree distribu-
tion of the nodes follows a power-law. This basically means that a few nodes
in the network have connections to many other nodes, but most nodes in the
network have just a few connections with the rest of the nodes. An example of
a network with scale-free degree distribution is the Internet. Its scale-free prop-
erty explains why the Internet network is resilient to the random failures that
may occur in some of the nodes. The probability that a random failure occurs in
one of the few of the nodes that have a large number of connections is smaller
compared to the probability that a node with few connections fails.

The power-law describes probability distributions that also commonly occur
in other phenomena in nature and society. An example is the Pareto distribution.
This distribution describes how wealth is distributed within society i.e. that a
few percentage of a population owns most of wealth of a country and that most
population owns little of that wealth.

Another property that characterizes complex networks is the small-world ef-
fect. This effect characterizes complex networks that have a high global clustering
coefficient. This means that nodes in a complex network tend to lay at relatively
short geodesic distances4 between each other, compared to how nodes are clus-
tered in a random network. In social networks this property commonly occurs
in the form of closing triads that describe fact that “the friends of my friends
are also commonly my friends”.

2 Random Networks are also called Erdos-Renyi networks.
3 In this paper we will use as synonyms the terms graph and network, node and vertex,
and edge and link.

4 Geodesic distances are also called shortest paths.
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The small-world effect is also known as the “six-degrees” of separation, a
metric that describes the average number of links that separates two persons in
a social network. A similar effect has been observed in networks extracted from
bibliographic cites in mathematical papers (called the Erdos number) or from
movie actors (called the Bacon number). In these networks the average degree
of separation between authors or actors is even smaller than six.

The scale-free power-law distribution can be used to build synthetic models
of complex networks, using a preferential attachment process. In the preferential
attachment process, a network is built iteratively by connecting new nodes with
higher probability to nodes in the network that are already highly connected.

Complex networks have multiple applications in a wide variety of fields such
as the Internet, energy, traffic, sociology, neural networks, natural language etc.

Interestingly, the distribution of words in natural languages show some of the
known properties of complex networks. For instance, the well known Zipf’s law,
states that the frequency of words follows a power-law distribution. This fact has
been used to compress text documents efficiently by assigning shortest codes to
most frequently used words.

In this paper we use semantic networks extracted from sentences and methods
from complex networks to find the terms within these sentences that best sum-
marize its contents. We compare the experimental results obtained by applying
two different methods from complex networks. Our preliminary results indicate
that this approach shows good results in the experiment we have performed.

This paper is organized as follows. Section 2 presents a brief summary of
related work. Section 3 describes the methods we used and the intuitions behind
them. Section 4 presents the preliminary results of our experiments and section
5 concludes the paper and describes future work.

2 Related Work

There is a plethora of research work in automatic summarization systems and
complex networks. In this section we will provide a brief summary of the research
work that is directly related to the approach presented in this paper.

Many approaches have been proposed in the literature to perform automatic
summarization. Among these are supervised and unsupervised machine learning-
based methods.

In [7] both methods were applied to the summarization task. Classifiers were
constructed using supervised methods such as J48, Naive Bayes, and SVM5. In
the same work, classifiers were also induced using the HITS algorithm in an un-
supervised way. Results of the experiments reported in [7] show that supervised
methods work better when large labeled training sets are available, otherwise
unsupervised methods should be used.

In [5] an approach to extract keyphrases from books is presented. Phrases are
represented as semantic networks and centrality measures are applied to extract
those phrases that are the most relevant. The method employs an unsupervised

5 Support Vector Machine.
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machine learning method and the concepts of betweeness centrality and relation
centrality as feature weights to extract keyphrases. Relation centrality measures
dynamically, the contribution of a node to the connectedness of the network.
Relation centrality counts statically, how many routes betweeness centrality is
actually shortening.

On the side of complex networks, the communication efficiency of a network
is defined in [3] as a function that is inversely proportional to the length of
the shortest path between any two nodes. The effect that one node has on the
overall efficiency of a network is found by calculating how the network’s efficiency
changes when that node is removed. Those nodes that have a larger, detrimental
effect on network’s communication efficiency, are considered the most important
since their removal will force network’s communication to happen through larger
paths. This approach was employed to find the importance of the members of a
terrorist organization in [3].

In [1] an approach to find sets of key players within a social network was
presented. The method consists in selecting simultaneously k players via combi-
natorial optimization.

In [6] it was shown that several types of semantic networks have a small-world
structure with sparse connectivity. Authors found that these semantic networks
have short average path lengths between words, and a strong local clustering
that is typical in structures that have the small-world property. The distribution
of the number of connections observed, indicates that these networks follow a
scale-free pattern of connectivity.

In a related work described in [4], we found that the concept of entropy can
be applied to find sets of key-players within a social network. This approach
works well in networks that have a sparse number of edges. The reason is that
the removal of a node in dense networks will still keep the network very dense,
making the changes in entropy very small.

Shannon’s definition of entropy used as a metric to identify important nodes
in a network has been previously reported in a diversity of research work. For
instance, in analyzing social networks extracted from a corpus of emails [2], in
finding key players in social networks [4], and in other very different application
domains such as city planning [8]. However, the definition of the probability dis-
tributions used in these works to calculate entropy changes slightly. For instance
in [8] the probability distribution employs all shortest paths that pass through
certain node and [4] includes all shortest paths that originate from a node.

3 Finding the Most Important Terms in a Semantic
Network

The main objective of this paper is to determine if some of the concepts applied
in complex networks and social network analysis are useful to find the most
important terms within the phrases or sentences of a document, that best sum-
marize its content.
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In this approach, the terms used in phrases are represented as a semantic
network. The semantic network may be obtained in different ways. One way is
by using the relative position of words within a phrase or group of phrases. Other
methods analyze the syntactic relation of the terms among each other and/or
using the grammatical category to which they belong.

In our experiments we have used the semantic network that represents the
phrases extracted from a book that best represent its content as is described in
[5]. The method used in that work to generate the semantic network, employs
neighboring relations and the co-occurrence of terms within phrases.

In our analysis we have used the concept of centrality entropy. Centrality
entropy represents the uncertainty that nodes could be able to reach other nodes
in the network through shortest paths when a node is removed from the network.

Centrality entropy can be calculated using Shannon’s definition of entropy:

Ce(G) = −
n∑

i=1

pg(i)log(pg(i)) (1)

where Ce(G) is the centrality entropy of graph G and pg(i) represents the prob-
ability distribution of the shortest paths from node i to all other nodes in the
network. This probability distribution is defined as:

pg(i) =
gp(i)∑n
j=1 gp(j)

(2)

where the numerator gp(i) is the number of shortest paths that communicate
node i with all other nodes in the network and the denominator is the total
number of shortest paths that exist in the network. Note that the actual length
of the shortest paths6 is not used to calculate centrality entropy. Entropy, defined
in this way, changes as nodes are deleted from the graph, disconnecting some
nodes and reducing as a consequence, the number of shortest paths available in
the network to communicate the rest of the nodes in the graph.

A similar method has been proposed in [3] to detect important nodes in a
network. The method determines how the communication efficiency of a network
changes when nodes are removed. In this case communication efficiency may be
interpreted as how important a node is to establish a semantic link between the
terms in the network. Communication efficiency is measured using the equation
described in [3]:

E(G) =
1

n(n− 1)

∑
i�=j

1

lsij
(3)

where E(G) is the efficiency of graph G, n the total number of nodes in the
graph, and lsij is the length of the shortest path between nodes i and j. The
equation shows that communication efficiency is inversely proportional to the
length of the shortest path.

6 Shortest paths are also called geodesic paths.
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Fig. 1. An example of a syntactic semantic network extracted from 2 sentences

To procedure used in both cases, to measure the efficiency of a network and to
find centrality entropy, consists in disconnecting nodes one by one and measuring
the efficiency or entropy of the resulting network.

4 Experimental Results

In our preliminary experimental results we used two sentences that were ex-
tracted from a book and analyzed syntactically as is described in [5]. The sen-
tences are:

“The import price elasticities remain less than one for both wheat and rice
and decline over the entire period. This pattern again tends to support the no-
tion that import demand is inelastic”

Arguably the main subject of these two sentences is “the notion of how import
of wheat and rice behaves”. Therefore, we could conclude that the terms in the
semantic network that may be used to summarize the main topic of these two
sentences are {notion, import, wheat and rice}

The semantic network generated from these two sentences was taken from [5]
and is shown in Fig. 1. As is described in [5], the sentences were pre-processed
using stop word removal and stemming. Then, sentences were selected and the
network was created using an unsupervised machine learning method that em-
ploys as feature weights, two different centrality measures.

We apply our method to analyze how the entropy of the semantic network
changes when nodes in the semantic network are removed. First, we calculate
the total entropy of the network using Eq. 1. Afterwards, nodes are removed
one by one, recalculating in each iteration, the probability distributions and the
total entropy of the graph.

Using this method we obtained a plot that shows how entropy changes in Fig. 2.
The entropy defined in Eq. 1 provides a measure of the probability that a node

could be reached from any other node in the graph through shortest paths. In a
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Fig. 2. Drop in total entropy when nodes in the semantic network are removed one by
one

fully connected graph, the probability is 1 since a node can reach any other node
in the graph through a single edge. Hence, no matter which node is removed the
entropy will be the same since the remaining nodes will still keep the graph fully
connected.

As graphs become more sparse, some nodes could be reached through shortest
or non-shortest paths. However, in centrality entropy only shortest paths are
used since we are interested in finding the nearest related terms. In the semantic
network that we will analyze, the shortest paths represent how semantically close
are the terms in the network.

When nodes are removed from the graph, these nodes that produce the largest
drop in entropy are considered the most important since their removal will reduce
the number of shortest paths that the remaining nodes in a graph could use to
reach the rest of nodes in the graph.

A threshold value can be used to determine how many of these important
terms will be included in the summarization task.

The centrality entropy drop graph obtained in Fig. 2, indicates that the nodes
that have most effect, when removed from the network are {notion, import, wheat
and rice, } and to a lesser degree {decline, period, elastic, price, demand, support,
inelastic, pattern}. By changing the threshold value more or less terms could be
included as the most important ones.

Interestingly, the {price} term was not detected as an important term by the
centrality entropy calculation. This is firstly due to the fact that, as can be seen
in Fig. 2, the {import} term works as a hub for terms {notion} and {demand},
making it important since its removal will reduce the number of shortest paths
that will be available in the graph compared to the effect that the term {price}
may produce on entropy when removed.

We could ask why our method finds that terms such as {wheat and rice} are
more important than other terms such as {elastic} or {decline}. These terms
seem to have similar importance judged by their position in the network.
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Fig. 3. Drop in network’s communication efficiency when nodes in the semantic net-
work are removed one by one

The reason is that when the term {decline} is removed, the node {period}
becomes isolated from the graph and the number of shortest paths available in
the graph decreases proportionally for the rest of the nodes. However, that single
isolated node does not contribute to the total shortest paths available.

When node {elastic} is removed, the original graph is split into two graphs.
The one containing nodes { period, decline, wheat and rice} and the one con-
taining {price, import, demand, inelastic, notion, support, pattern}. In this case
when node {elastic} is removed, the number of shortest paths will be reduced
since the larger graph will not be able to reach the smaller graph. However, the
smaller graph with 3 nodes still provides some local shortest paths to reach these
local nodes i.e. there will be 6 shortest paths within the smaller network.

Finally, when node {wheat and rice} is removed, the graph is again split
into two graphs, but in this case the smaller graph consisting of only two nodes
{period, decline}, provides only 2 shortest paths in the smaller network, decreas-
ing the total amount of shortest paths available and with this the probability
that some node in the network could reach any other node.

Fig. 3 shows how network’s communication efficiency, defined in Eq. 3, changes
when nodes are removed one by one from the network. The plot shows that the
terms that produce the maximum drop in efficiency are firstly {import, price}
and then {elastic, wheat and rice, notion} with the rest of terms having a lesser
degree on the drop in efficiency. Arguably, these first two terms {import, price},
do not fully capture the “the notion of how import of wheat and rice behaves”.
However, if we increase the threshold value, other terms such as {elastic, wheat
and rice, notion} will be included in the set of most important terms.

Our preliminary results indicate that centrality entropy is a metric that pro-
duces good results when applied to select the most important terms in a semantic
network. These terms can be used to summarize the content of the two sentences
used in the example.

Given that the terms in the semantic network were selected as the most im-
portant ones in the phrase extraction phase described in [5], our method can
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be used to perform a further optimization by selecting from the terms in the
semantic network, those that best summarize the contents of a group of phrases
or sentences.

5 Conclusions

We have presented some preliminary results on the usefulness of applying graph
entropy to summarize the subject of a group of phrases or sentences. The se-
mantic network used in our experiments was obtained from [5].

Our method’s results depend on the structure of the semantic network used.
Therefore, in future work we plan to investigate efficient ways to extract semantic
networks from documents, additionally to a more extensive set of experiments
to evaluate the real potential of our approach, comparing its results with other
summarization systems.

Finally, a more extensive analysis of semantic networks using other methods
from complex networks is also planned in future work.

Acknowledgements. The research leading to the results has received funding
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Abstract. Association rules is a data mining technique for extracting
useful knowledge from databases. Recently some approaches has been
developed for mining novel kinds of useful information, such us pecu-
liarities, infrequent rules, exception or anomalous rules. The common
feature of these proposals is the low support of such type of rules. There-
fore, finding efficient algorithms for extracting them are needed.

The aim of this paper is three fold. First, it reviews a previous formu-
lation for exception and anomalous rules, focusing on its semantics and
definition. Second, we propose efficient algorithms for mining such type
of rules. Third, we apply them to the case of detecting anomalous and
exceptional behaviours on credit data.

Keywords: Data mining, association rules, exception rules, anomalous
rules, fraud, credit.

1 Introduction

Association rules are one of the frequent used tools in data mining. They allow to
identify novel, useful and comprehensive knowledge. The kind of knowledge they
try to extract is the appearance of a set of items together in most of the transac-
tions in a database. An example of association rule is “most of transactions that
contain hamburger also contain beer”, and it is usually noted hamburger → beer.
The intensity of the above association rule is frequently measured by the support
and the confidence measures [1]. The support is the percentage of transactions
satisfying both parts of the rule and the confidence measures the proportion of
transactions that satisfying the antecedent, also satisfies the consequent. That
is, the confidence gives an estimation of the conditional probability of the con-
sequent given the antecedent [1]. There also exist many proposals imposing new
quality measures for extracting semantically or even statistically different asso-
ciation rules [11]. In this line, the certainty factor [4] has some advantages over
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the confidence as it extracts more accurate rules and therefore, the number of
mined rules is substantially reduced.

There are few approaches dealing with the extraction of unusual or exceptional
knowledge that might be useful in some contexts. We focus in those proposals
that allow to obtain some uncommon information, specially on exception and
anomalous rules [20,3]. In general, these approaches are able to manage rules
that, being infrequent, provide a specific domain information usually delimited
by an association rule.

Previous approaches using data mining techniques for fraud detection try to
discover the usual profiles of legitimate customer behaviour and then search the
anomalies using different methodologies such us clustering [10]. The main scope
of this paper is to apply such kind of “infrequent” rules to the case of detecting
exceptional or anomalous behaviour automatically that could help for fraud
detection, obtaining the common customer behaviour as well as some indicators
(exceptions) that happen when the behaviour deviates from an usual one and
the anomalous deviations (anomalies). For this purpose, we will perform several
experiments in financial data concerning credits.

The structure of the paper is the following: next section offers a brief descrip-
tion of background concepts and related works on this topic. In section 3, we
review previous proposals for mining exception and anomalous rules. Section 4
describes our proposal for mining exception and anomalous rules using the cer-
tainty factor. Section 5 presents the algorithm for extracting these kinds of rules
and its application to the real dataset German-statlog about credits in a certain
bank in section 6. Finally, section 7 contains the conclusions and some lines for
future research.

2 Background Concepts and Related Work

2.1 Association Rules

Given a set I (“set of items”) and a database D constituted by a set of trans-
actions, each one being a subset of I, association rules [1] are “implications” of
the form A → B that relate the presence of itemsets A and B in transactions of
D, assuming A,B ⊆ I, A ∩B = ∅ and A,B �= ∅.

The support of an itemset is defined as the probability that a transaction
contains the itemset, i.e. supp(A) = |{t ∈ D |A ⊆ t}| / |D|.

The ordinary measures to assess association rules are the support (the joint
probability P (A ∪B))

Supp(A → B) = supp(A ∪B) (1)

and the confidence (the conditional probability P (B|A))

Conf(A → B) =
supp(A ∪B)

supp(A)
. (2)

Given the minimum thresholds minsupp and minconf , that should be imposed
by the user, we will say that A → B is frequent if Supp(A → B) ≥ minsupp,
and confident if Conf(A → B) ≥ minconf .
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Definition 1. [4] An association rule A → B is strong if it exceeds the mini-
mum thresholds minsupp and minconf imposed by the user, i.e. if A → B is
frequent and confident.

An alternative framework was proposed in [4] where the accuracy is measured
by means of Shortliffe and Buchanan’s certainty factors [17], as follows:

Definition 2. [5] Let supp(B) be the support of the itemset B, and let Conf(A →
B) be the confidence of the rule. The certainty factor of the rule, denoted as
CF (A → B), is defined as⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Conf(A → B)− supp(B)

1− supp(B)
if Conf(A → B) > supp(B)

Conf(A → B)− supp(B)

supp(B)
if Conf(A → B) < supp(B)

0 otherwise.

(3)

The certainty factor yields a value in the interval [-1, 1] and measures how our
belief that B is in a transaction changes when we are told that A is in that trans-
action. Positive values indicate that our belief increases, negative values mean
that our belief decreases, and 0 means no change. Certainty factor has better
properties than confidence and other quality measures (see [6] for more details),
and helps to solve some of the confidence drawbacks [4,5]. In particular, it helps
to reduce the number of rules obtained by filtering those rules corresponding to
statistical independence or negative dependence.

Analogously, we will say that A → B is certain if Supp(A → B) ≥ minCF ,
where minCF is the minimum threshold for the certainty factor given by the
user. The definition for strong rules can be reformulated when using CF as a
rule which must be frequent and certain.

Definition 3. [4] An association rule A → B is very strong if both rules A → B
and ¬B → ¬A are strong.

In addition, the certainty factor has the following property CF (A → B) =
CF (¬B → ¬A), which tell us that when using the certainty factor, a strong rule
is also very strong [4].

2.2 Related Works

The common denominator when mining association rules is their high support.
Usually the mining process, as for instance Apriori [1], uses a candidate gener-
ation function which exploits the downward closure property of support (also
called anti-monotonicity) which guarantees that for a frequent itemset all its
subsets are also frequent. The problem here is that exception and anomalous
rules are infrequent rules, and therefore such property cannot be used. In the
literature we can find different approaches utilizing infrequent rules for capturing
a novel type of knowledge hidden in data.
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Peculiarity rules are discovered from the data by searching the relevant data
among the peculiar data [26]. Roughly speaking, peculiar data is given by the
attributes which contain any peculiar value. A peculiar value will be recognized
when it is very different from the rest of values of the attribute in the data set.
Peculiarity rules are defined as a new type of association rule representing a kind
of regularity hidden in a relatively small number of peculiar data.

Infrequent rules are rules that do not exceed the minimum support thresh-
old. They have been studied mainly for intrusion detection joint with exceptions
[25,27]. There exists some approaches for mining them: in [19] the authors mod-
ify the known Lambda measure for obtaining more interesting rules using some
pruning techniques. In [27] infrequent items are obtained first and then some
measures are used for mining the infrequent rules. In particular, they used cor-
relation and interest measures together with an incremental ratio of conditional
probabilities associated to pairs of items. In [8] the infrequent rules are extracted
using a new structure called co-occurrence transactional matrix instead of new
interest measures.

Exception rules were first defined as rules that contradict the user’s common
belief [20]. In other words, for searching an exception rule we have to find an
attribute that changes the consequent of a strong rule [23,12,22].

We can find two different ways of mining exception rules: direct or indirect
techniques. The formers are in most of the cases highly subjective as the set
of user’s beliefs is compared to the set of mined rules [18,15,13]. The indirect
techniques use the knowledge provided by a set of rules (usually strong rules)
and then the exception rules are those that contradict or deviate this knowl-
edge [22,25]. Good surveys on this topic can be found in [9,24,7].

Anomalous rules are in appearance similar to exception rules, but semantically
different. An anomalous association rule is an association rule that appears when
the strong rule “fails”. In other words, it is an association rule that complement
the usual behaviour represented by the strong rule [3]. Therefore, the anomalous
rules will represent the unusual behaviour, having in general low support.

3 Previous Approaches for Discovering Exception
and Anomalous Rules

Exception rules were first defined as rules that contradict the user’s common
belief [20]. For mining this type of rules we will follow the notation by means
of a set of rules which has been considered in [2]. An exception rule is defined
joint with the strong rule that represents the common belief. Formally we have
two rules noted by (csr,exc) where csr stands for common sense rule which is
equivalent to the definition of strong rule; and exc represents the exception rule:

X strongly implies the fulfilment of Y , (and not E) (csr)
but, X in conjunction of E implies ¬Y . (exc)

For instance, if X represents antibiotics, Y recovery and E staphylococcus, it
could be found the following exception rule [3]:
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“with the help of antibiotics, the patient tends to recover,
unless staphylococcus appears”,

in this case the combination of staphylococcus with antibiotics leads to death.
This example shows how the presence of E changes the usual behaviour of rule
X → Y , where the value of Y is the patient recovery meanwhile ¬Y is the
patient death.

The problem description for exception rules extraction were first presented as
obtaining a set of pairs of rules (common sense rule + exception rule) by Suzuki
et al. in [21] composed by (X → y,X ∧E → y′) where y and y′ are two different
values of the same item, and X,E are two itemsets. But for mining them they
define a third rule for achieving more reliable results. This rule is called reference
rule, ref for short, and setted as E → y′ that must have low confidence.

Hussain et al. present a different approach also based on a triple (csr, ref, exc)
as we show in Table 1 but instead of using the confidence for the exception rule
X∧E → ¬Y they define a measure based on the difference of relative information
of exc respect to csr and ref . Although the reference rule is defined in [12] as
E → ¬Y with low support and/or low confidence, they check whether E → Y
is a strong rule [12], which is an equivalent condition.

Table 1. Schema for mining exception rules given by Hussain et al.

X → Y Common Sense rule (high supp and high conf)
X ∧E → ¬Y Exception rule (low supp and high conf)

E → ¬Y Reference rule (low supp and/or low conf)

There are other proposals [24,13] that differ from those presented by Suzuki
and Hussain et al. but we focus on these because their formulation are nearer
to our proposal. In addition these two approaches not only find the unusual
or contradictory behaviour of a strong rule, but also the ‘agent’ that causes it,
represented by E.

Following the schema in Table 1, several types of knowledge can be discovered
by adjusting the three involved rules in the triple (csr,exc,ref). This is the case
of Berzal et al. approach in [3] and [2], where they capture anomalous knowledge.

An anomalous rule is an association rule that is verified when the common rule
fails. In other words, it comes to the surface when the dominant effect produced
by the strong rule is removed [3]. Table 2 shows its formal definition, where
the more confident the rules X ∧ ¬Y → A and X ∧ Y → ¬A are, the stronger
the anomaly is. In this approach, there is no imposition over the support of the
anomalous and the reference rules.

An example of anomalous rule will be: “if a patient have symptoms X then he
usually has the disease Y ; if not, he has the disease A”. Anomalous rules have
different semantics than exception rules, trying to capture the deviation from
the common sense rule (i.e. from the usual behaviour). In other words: when X ,
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Table 2. Schema for mining anomalous rules given by Berzal et al.

X → Y Common Sense rule (high supp and high conf)
X ∧ ¬Y → A Anomalous rule (high conf)
X ∧ Y → ¬A Reference rule (high conf)

then we have either Y (usually) or A (unusually). In this case A is not an agent
like E, but it is the alternative behaviour when the usual fails.

In both cases, exception and anomalous rules, the reference rule acts as a
pruning criterion to reduce the high number of obtained exceptions or anoma-
lies. On the contrary, our approach will reduce the number of exceptions and
anomalies by means of a stronger measure than the confidence.

4 Our Proposal for Mining Exception and Anomalous
Rules

This section presents alternative approaches for mining exception and anomalous
rules.

4.1 Our Approach for Exception Rules

For the case of exceptions, we offer an alternative approach that does not need
the imposition of the reference rule, and we use the certainty factor instead of
the confidence for validating the pair of rules (csr,exc).

The first reason which motivates to reject the use of the reference rule is that
it does not offer a semantic enrichment when defining exception rules. Second
reason is that the reference rule should be defined in the csr antecedent’s domain,
because the definition of the exception rule does not make sense out of the
dominance of X (the csr antecedent). Then, we reformulate the triple as follows.

Definition 4. [7] Let X, Y and E be three non-empty itemsets in a database D.
Let DX = {t ∈ D : X ⊂ t}, that is, DX is the set of transactions in D satisfying
X. We define an exception rule as the pair of rules (csr, exc) satisfying the
following two conditions:

• X → Y is frequent and certain in D (csr)
• E → ¬Y is certain in DX (exc)

where ϕ → ψ is a certain rule if it exceeds imposed threshold for the certainty
factor.

With Definition 4 we achieve two important issues when mining exception
rules: (1) to reduce the quantity of extracted pairs (csr, exc); (2) to obtain
reliable exception rules.
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We want to remark that we restrict to DX when defining exc because we
want that the exception rule is true in the dominance of the common sense rule
antecedent. If we look again to the previous example, we can see that searching
for exception rules is focused on finding the ‘agent’ E which, interacting with
X , changes the usual behaviour of the common sense rule, that is, it changes
the csr consequent. In addition, our definition can be formulated as the pair
(X → Y , X ∧ E → X ∧ ¬Y ), but this choice for the exc is not allowed in
usual definitions of association rules because antecedent and consequent are not
disjoint. Nevertheless, by restricting to DX our proposal coincides with the pre-
vious approach (without restricting to DX) when using the confidence measure,
i.e., Conf(X ∧ E → ¬Y ) = ConfX(E → ¬Y ).

4.2 Our Approach for Anomalous Rules

Our approach for extracting anomalous rules is based on the same two ideas we
used for exception rules:

1. To define anomalous rules using the domain DX .
2. To use the certainty factor instead of the confidence. The certainty factor

reduces the number of common sense rules since it discards non-reliable rules
and, as a consequence, the number of anomalous rules is also reduced.

In [7] there is an analysis of the reference rule taken in the approach of Berzal
et al. This analysis concludes affirming that the increasing of Conf(X∧Y → ¬A)
is higher as Supp(X → Y ) increases. This leads to affirm that the reference rule
condition depends on the following supports Supp(X → Y ) = supp(X ∪ Y ) and
supp(X ∪ Y ∪ A). This gives reason to propose an alternative formulation for
anomalous rules changing the reference rule for a stronger condition (as we prove
in Theorem 1) than the one given in [3,2].

Definition 5. Let X,Y be two non-empty itemsets and A an item. We define an
anomalous rule by the triple (csr, anom, ref) satisfying the following conditions:

• X → Y is frequent and certain (csr).
• ¬Y → A is certain in DX (anom).
• A → ¬Y is certain in DX (ref).

Comparing our formulation with the one of Berzal et al., our approach is
equivalent to that from a formal point of view if anom and ref are defined in
DX , because A → ¬Y is equivalent to ¬¬Y → ¬A ≡ Y → ¬A.

The following theorem shows a relation between our definition for anomalous
rules and the definition given by Berzal et al. [3], in other words, it shows that
our approach is more restrictive than the one proposed in [3].

Theorem 1. [7] Let X,Y and A be arbitrary itemsets. The following inequality
holds

Conf(X ∧ A → ¬Y ) ≤ Conf(X ∧ Y → ¬A) (4)

if and only if
supp(X ∪ A) ≤ supp(X ∪ Y ).
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Our proposal is similar and logically equivalent to that of Berzal et al. but it
does not have the disadvantage that the confidence of the rule X ∧ Y → ¬A is
affected by an increment when the support of X ∪ Y is high (see [7] for more
details).

It can be proven that ConfX(A → B) = Conf(X ∧ A → B), but this is
not true when using the certainty factor. This is due to the appearance of the
consequent’s support in D or DX in the computation of certainty factor:

CF (X ∧ ¬Y → X ∧ A) �= CFX(¬Y → A)

CF (X ∧ A → X ∧ ¬Y ) �= CFX(A → ¬Y )
(5)

because

supp(X ∧ A) =
|X ∩ A|

|D| �= |X ∩A|
|X | = suppX(A). (6)

5 Algorithm

We have proposed new approaches using the certainty factor for mining exception
rules as well as anomalous rules. Mining exceptions and anomalies associated to
a strong rule offers a clarification about the agents that perturbs the strong
rule’s usual behaviour, in the case of exceptions, or the resulting perturbation,
if we find anomalies.

The algorithm 1, called ERSA (Exception Rule Search Algorithm), is able to
mine together the set of common sense rules in a database with their associated
exceptions. For anomalous rules, ERSA can be modified into ARSA (Anoma-
lous Rule Search Algorithm) only by changing step 2.2.1. The process is very
similar, in this case we take A ∈ I (we do not impose not to have attribute
in common with the items in the csr), and then we compute the CFs for the
anomalous and the reference rule.

In our implementation we only consider exceptions and anomalies given by
a single item, for a simpler comprehension of the obtained rules. To mine the
association rules we have used an itemset representation by means of BitSets.
Previous works [14,16] have implemented the Apriori algorithm using a bit-string
representation of items. Both obtained quite good results with respect to time.
One advantage of using a bit-string representation of items is that it speeds up
logical operations such as conjunction or cardinality.

The algorithm complexity depends on the total number of transactions n and
the number of obtained items i having in the first part a theoretical complexity
of O(n2i), but in the second part it also depends on the number of csr obtained
(r). So, theoretically both ARSA and ERSA have O(nri2i). Although this is
a high complexity, in the performed experiments with several real databases,
the algorithm takes reasonable times. In fact, the two influential factors in the
execution time are the number of csr extracted.

The memory consumption in both algorithms, ARSA and ERSA, is high
because the vector of BitSets associated to the database is stored in memory, but
for standard databases this fact does not represent any problem. For instance,



Detecting Anomalous and Exceptional Behaviour on Credit Data 151

Algorithm 1. ERSA (Exception Rule Search Algorithm)

Input: Transactional database, minsupp, minconf or minCF
Output: Set of association rules with their associated exception rules.

1. Database Preprocessing
1.1 Transformation of the transactional database into a boolean database.
1.2 Database storage into a vector of BitSets.

2. Mining Process
2.1 Mining Common Sense Rules

Searching the set of candidates (frequent itemsets) for extracting the csr.
Storing the indexes of BitSet vectors associated to candidates and their supports.
csr extraction exceeding minsupp and minconf/minCF thresholds

2.2.1 Mining Exception Rules
For every common sense rule X → Y we compute the possible exceptions:
For each item E ⊂ I (except those in the common sense rule)

Compute X ∧E ∧ ¬Y and its support
Compute X ∧E and its support
Using confidence:

If Conf(X ∧E → ¬Y ) ≥ minconf then we have an exception
Using certainty factor:

Compute suppX(¬Y )
If CFX(E → ¬Y ) ≥ minCF then we have an exception rule

database Barbora1 used in the PKDD99 conference held in Prague [16] consists
in 6181 transactions and 12 attributes (33 items). The required memory in this
case for the vector of BitSets is 107 kb, and for 61810 transactions is 1.04 MB.
More details about the algorithm can be found in [7].

6 Experimental Evaluation

The benchmark data set German-statlog, about credits and the clients having a
credit in a German bank, from the UCI Machine Learning repository has been
used to empirically evaluate the performance of ERSA and ARSA algorithms.
It is composed of 1000 transactions and 21 attributes, from which 18 are cate-
gorical or numerical, and 3 of them are continuous. The numerical continuous
attributes have been categorized into meaningful intervals.

For the experiments, we used a 1.73GHz Intel Core 2Duo notebook with
1024MB of main memory, running Windows XP using Java. Tables 3 and 4 show
respectively the number of rules and the employed time when mining exception
and anomalous rules using our algorithm. In this collection of experiments we
impose as 3 the limit of the maximum number of items in the antecedent or the
consequent of the csr in order to obtain more manageable rules.

Once the rules are obtained, an expert should clarify if some of them are
really interesting. We highlight here some of them, that we think they are in
some sense remarkable.
1 http://lispminer.vse.cz/download
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Table 3. Number of csr, exc and anom rules found for different thresholds in
German-statlog database

minsupp minCF = 0.8 minCF = 0.9 minCF = 0.95
csr exc anom csr exc anom csr exc anom

0.08 674 66 326 309 11 39 270 6 10
0.1 384 27 208 137 4 12 123 3 5

0.12 226 11 142 62 1 3 57 0 2

Table 4. Time in seconds for mining exception and anomalous rules for different
thresholds in German-statlog database

minsupp minCF = 0.8 minCF = 0.9 minCF = 0.95
ERSA ARSA ERSA ARSA ERSA ARSA

0.08 137 139 116 116 115 116
0.1 73 71 64 63 63 64

0.12 43 43 38 38 38 38

“IF present employment since 7 years AND status & sex = single male

THEN people being liable to provide maintenance for = 1(Supp=0.105&CF =0.879)
EXCEPT when Purpose = business (CF = 1)”.

Previous exception rule tell us that when the Purpose = business the previous
csr changes its behaviour. We have also found anomalous rules as for instance

“IF property = real estate AND number of existing credits on this bank = 1

THEN age is in between 18 and 25 (Supp = 0.082 & CF = 0.972)
OR property = car (unusually with CF1 = 1, CF2 = 1)”.

This common sense rule has an anomalous rule introduced by the clause OR
indicating that this is the unusual behaviour of the csr. Like in this example, we
have observed that many anomalous rules contain items that are complementary
to the common sense rule consequent, that is, A and Y has the attribute in
common, but they differ in the value. This is very useful in order to see what is the
usual behaviour (strong association) and their anomalous or unusual behaviours.

7 Conclusions and Future Research

Mining exception or anomalous rules can be useful in several domains. We have
analysed their semantics and formulation, giving a new proposal that removes the
imposition of the reference rule for the case of exceptions. Relative to anomalous
rules our approach uses a more restrictive reference rule. Our approaches are also
sustained in using the certainty factor as an alternative to confidence, achieving
a smaller and a more accurate set of exceptions or anomalies. We also provide
efficient algorithms for mining these kinds of rules. These algorithms have been
run in a database about credits, obtaining a manageable set of interesting rules
that should be analysed by an expert.
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For future works we are interested in the development of a new approach for
searching exceptional and anomalous knowledge with uncertain data. The first
idea is to smooth the definitions presented here by means of fuzzy association
rules. Other interesting task concerns the search of exception or anomalous rules
in certain levels of action.
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Abstract. This paper clarifies privacy challenges related to the EU
project, ePOOLICE, which aims at developing a particular kind of open
source information filtering system, namely a so-called environmental
scanning system, for fighting organized crime by improving law enforce-
ment agencies opportunities for strategic proactive planning in response
to emerging organized crime threats. The environmental scanning is car-
ried out on public online data streams, focusing on modus operandi and
crime trends, not on individuals. Hence, ethical and technical issues –
related to societal security and potential privacy infringements in public
online contexts – are being discussed in order to safeguard privacy all
through the system design process.
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1 Introduction

In this paper we set out to analyze preliminary issues of informational privacy in
relation to the development of an efficient and effective environmental scanning
system [1], ePOOLICE, for early warning and detection of emerging organized
crime threats. Our ambition here is to develop privacy enhancing security tech-
nology by incorporating privacy considerations from the outset of the system
development process in order to safeguard both the technological implementa-
tion as well as the use procedures surrounding the system. In Sect. 2 we present
the overall aims of the ePOOLICE project followed by a discussion of national
security versus citizens’ right to privacy (Sect. 3). Here, it is argued that core
issues should not be addressed as a strict dichotomy of realms, formulated in a
clash between citizens right to privacy as opposed to national security; rather
we have to strike a balance between two dimensions of security at a national and
individual level [2]. Likewise, ethical issues of privacy have traditionally been con-
ceptualized in a dichotomy between public versus private or intimate spheres,
and approached by implementing solutions, which protect personal sensitive in-
formation from public disclosure. However, the increasing use of open source
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public data streams in flexible query-answering systems, calls for a reframing of
privacy in order to account for privacy issues in public spheres (Sect. 4). Hence,
this paper emphasizes privacy challenges in relation to environmental scanning
of public accessible on line sources, and roughly outlines preliminary technical
solutions as well as illustrates how a justificatory framework based on concep-
tual integrity [3] offers an adequate account for issues of informational privacy
in public online accessible sources.

2 Aims of the ePOOLICE Project

In dealing with the challenges posed by organized crime, law enforcement agen-
cies (LEAs) are faced with a field continuously progressing with widespread ac-
tivities and means for easily adapting to new crime markets. Hence, the project
aims at developing an efficient and effective environmental scanning system as
part of an early warning system for the detection of emerging organized crime
threats and changes in modus operandi, particularly focusing on illegal immi-
gration, trafficking and cybercrime.

The environmental scanning takes departure in a structured framework in-
cluding a number of societal domains, which divide the environment into polit-
ical, economic, social, technical, environmental and legislative domains, coined
with an acronym as PESTEL domains [4, 489 ff.]. Changes in PESTEL domains
might lead to changes in organized crime modus operandi. Hence, ePOOLICE
sets out to refine a methodology to monitor heterogeneous information sources
in PESTEL domains, identifying and prioritizing indicators to outline a strategic
early warning process. Central to the solution is the development of an environ-
mental knowledge repository of all relevant information and knowledge, including
scanned information and derived, learned or hypothesized knowledge, as well as
the metadata needed for credibility and confidence assessment, traceability, and
privacy protection management. For effective and efficient utilization, as well as
for interoperability, the repository will apply a standard representation form for
all information and knowledge. For effective and efficient scanning of the raw
information sources, the project will develop an intelligent environmental radar
that will utilize the knowledge repository for focusing the scanning. A key part
of this process is semantic filtering for identification of data items that constitute
weak signals of emerging organized crime threats, exploiting fully the concept of
crime hubs, crime indicators, and facilitating factors, as understood by our user
partners.

This way, the monitoring system has knowledge about a number of organized
crime types, their facilitators, identifying signatures and indicators. For each
crime type, it “knows” what to look for and the relevant information sources to
scan. More important sources are scanned more frequently. For instance, from
electricity consumption and medical treatment statistics combined with some
information from police narratives and other sources, the system may recognize
a pattern that is likely to be caused by emerging home-grown cannabis activity in
some area. The analyst is alerted about the finding. If confirmed by the analyst,
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the system will start a more detailed scanning for known indicators and signals
of this organized crime type. An indicator, like medical treatment statistics, may
be a “necessary”, but not “sufficient”, indicator of several organized crime types;
only certain patterns of indicators can provide a sufficiently strong recognition
of an organized crime type. The system can also be set to alarm in cases where
an abnormal and unexplainable behavior in some indicator, e.g., immigration or
financial transactions, is observed.

Consequently, the overall aims of the system are to alert LEAs to potentially
significant changes in organized crime modi operandi before they mature. This
will improve the situation in fighting organized crime by ensuring that law en-
forcement agencies are well armed, use proactive planning for countering threats
and are able to detect and deal with discontinuities or strategic new situations,
i.e. discover “weak signals” [5] which can be sorted out as important discontinu-
ities in the environment and interpreted as early signs of an emerging organized
crime menace.

3 Balancing Security and Privacy

After the end of the Cold War, the classical state-oriented security concept has
undergone a change towards a more individual-centered approach, emphasizing
the integrity and security of the individual and protection from threats. Similarly,
in the context of security technology, security can be defined as nonattendance
of danger at a state level, as well as at a societal level with reference to the citi-
zens forming the society. Likewise, the EU Security Strategy (2003) emphasizes
the need to act proactively in dealing with key security threats, among which
terrorism and organized crime are to be found [2, 16 ff.]. As such, it is generally
acknowledged that trust is essential for a flourishing society and that relations
of trust are easily maintained and better preserved in moral communities [6] [7];
or in Smith’s sarcastic formulation thereof: “if there is any society among rob-
bers and murderers, they must at least... abstain from robbing and murdering
one another.”[8]. At the same time, societal trust basically rest on the ability of
citizens to rely on that in interacting with others, including government author-
ities, their integrity and autonomy will be respected [9]; and to provide for this,
privacy is a highly held value, which has to be properly protected. Hence, as
citizens, we are reluctant towards any kinds of surveillance technologies, which
may potentially restrict our privacy and thereby constrain our freedom and pos-
sibilities for acting as autonomous individuals in the formation of our identities.
But privacy is not only important for individuals; privacy also has to be recog-
nized as a societal good or collective value of crucial importance to economic
and societal development in democratic liberal societies. If citizens fear intrusive
agents of government in ordinary life contexts, they may start to adjust their ac-
tions in order not to contrast with mainstream behavior [10] [11, 221 ff.]. Within
this kind of panoptic setting, creativity and drive in society may be hindered, if
individuals feel an urge to carry out performance-oriented “as-if” behavior.

Accordingly, in order to balance societies’ overall security needs without
compromising citizens’ right to privacy and democracy, different legal sources
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underscore the importance of protecting privacy against government intrusion.
Hence, ePOOLICE has to be developed in legal compliance with EU member
states privacy legislation. At the international level, the European Convention
for the Protection of Human Rights and Fundamental Freedom (ECHR), which
the European charter of Human Rights is based on, stresses the importance of
the citizens’ right to privacy and protection of personal data and feeds into the
local laws of EU member states. Likewise, the Convention for the Protection
of Individuals with right to Automatic processing of Personal Data (Council of
Europe, 1981) positions data protection as a fundamental right, subsequently
backed up by the Data Protection Directive (Directive 95/46/EC), to which
member states national legislations are aligned. This directive is currently un-
dergoing transformation and the status of the new directive is not yet settled.
Also, the non-binding OECD Guidelines of Protection of Privacy and Transbor-
der Flows of Personal Data (1980, revised in 1999) codifies eight internationally
agreed upon principles related to fair information practices (regarding collection,
use, purpose and disclosure of personal information). Consequently, from a tech-
nological perspective, privacy issues in ePOOLICE may to a certain extent be
handled by employing techniques of anonymization of person names and identi-
fiers, access control via logging of all access, as well as techniques for statistical
privacy security in order to avoid identification of data-subjects through small
and special statistical populations.

Nevertheless, there still seems to be a dichotomous clash between citizens’
right to privacy as opposed to national security, implying that more security is
necessarily followed by more surveillance, which may give raise to civil society
concerns regarding privacy rights in ePOOLICE. But given that security is also
an intrinsic value for human well-being at a fundamental level, we might move
beyond the dichotomy between citizens’ right to privacy and national security
and instead conceptualize security in terms of interacting and mutual dependent
dimensions of security; i.e., as individual security and national security. This is
also reflected in the EU Security Strategy; and from this viewpoint, we are faced
with the challenge of striking a balance between two sides of security; formulated
as absence of organized crime threats and preservation of individual autonomy
as a presumption for democracy.

From a public point of view, an example of European citizens’ opinion on pri-
vacy and security issues can be found in a participatory technology assessment,
which concludes that citizens are open to legitimate security measures for crime
prevention, whereas reference to terror treats does not justify privacy limitations
for most citizens [2, 26 ff.]. Consequently, it seems to be the case that people are
prepared to value security over legitimate restrictions of informational privacy
in specific contexts reflecting individual dimensions of security. To elaborate on
this from a legal point of view, any limitation to fundamental rights of privacy
and personal data protection has to respect some basic principles in order to be
legitimate and ensure that privacy is not violated. Hence, limitations have to
rest on a legal basis and must be formulated with such a degree of precision that
it enables citizens to understand how their navigation and conduct in society are
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affected by the given limitation. Moreover, a restriction must pursue a legitimate
aim, i.e., be in accordance with listed legitimate aims, formulated within each
article of rights in the ECHR, as aims that justify interference. Furthermore,
any limitation must correspond to a real need of society and must be seen as
an efficient instrument (for instance in relation to crime reduction and security).
Finally, the principle of proportionality seeks to guarantee that the limitation is
balanced to the aim pursued. In order to minimize the infringement of privacy
rights and to assess the proportionality of a restriction, the main issues to settle
are whether the overall effect of the constraint is reasonable and whether it is
the least intrusive mean available. Here, to ensure that privacy is not violated,
the ePOOLICE project must see to that the requirement of proportionality of
the privacy restriction is satisfied. Given these circumstances, the ePOOLICE
project strives to enhance both privacy and security by introducing pro-active
privacy enhancing design principles throughout all stages of the development
process – for instance in relying on the well-established Privacy by Design prin-
ciples by the Canadian information and privacy commissioner Cavoukian [12].
In this way, the project seeks to develop technological solutions that support
privacy compliant use.

Yet, even in the presence of both legal and general public back-up to privacy
restricting technologies such as ePOOLICE, a problem still resides in the fact
that an assessment of proportionality is not easy to deal with in a precise manner.
Judging whether the privacy interference caused by ePOOLICE is a suitable,
necessary and adequate means for fighting organized crime on a strategic level,
implies, among other things, a measurement of security gains. However, security
advantages are not easy to calculate – neither ahead nor ex-post. Hence, from the
fact that security technologies have proved to be effective, we cannot presuppose
this outcome for ePOOLICE in advance. Also, if it turns out to be the case,
ex-post, that we observe a decline in organized crime after the implementation
of ePOOLICE, we still need to carry out a thorough evaluation to justify if and
how ePOOLICE contributed to this outcome.

4 Privacy Issues in ePOOLICE

Within the last decade, advancements in data mining and environmental scan-
ning techniques have exacerbated privacy concerns. As a consequence thereof,
individual citizens have become more and more transparent to a variety of ac-
tors; including, amongst others, government authorities as well as fellow citizens,
corporations and online data vendors. Furthermore, at the same time they have
experienced a reduction in transparency with right to knowledge of what is be-
ing known about them, where and by whom. On top of this, as Web users, we
contribute to our own potential de-privatization by spreading information about
ourselves on the Web, i.e., by being present at social networking platforms, or
by enjoying the convenience of seamless internet transactions based on person-
alized services in exchange for personal data. Needless to say, that this might
raise privacy concerns associated with lack of autonomy in controlling the flow
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of information about oneself across different contexts, as well as lack of confi-
dentiality and trust in relying on that intended or unintended information-based
harm will not occur.

In ePOOLICE, environmental scanning is carried out as an ongoing process of
monitoring various open source public data streams. Within PESTEL domains,
key open sources are scanned for information – i.e. research reports, the Web,
social media, news media, and national statistics, public online databases, and
digital libraries. In principle, personal data are not relevant in the information
collection context of ePOOLICE. As such, the system will not make use of or
aggregate personal data or maintain a database for storing or managing personal
data or other kinds of sensitive information, and the environmental scanning
techniques developed cannot trace back to individuals. Moreover, by means of a
broad-spectrum scan of open sources, the system functions as a tool for tactical
planning focusing on modus operandi, hotspot locations, crime patterns and
trends. Hence, the use context of the envisioned system is situated at the strategic
level, implying that the system does not support the operational level at all, but
serves a pure preventive purpose in scaffolding sense-making activities carried
out by law enforcement agents and analysts engaged in countering threats and
acting proactively in dealing with upcoming trends in organized crime. Within
the overall framework of the ePOOLICE project, one might assume that privacy
is well protected; both from a legal as well as from an ethical perspective, since
– and in accordance with the acknowledged general view that privacy protection
has to be applied to personal information – no data subject is identified or
under surveillance, and no personal and intimate information per se is involved
in the identification of relevant data and interpretation of relevant patterns of
information and knowledge. However, ePOOLICE gives raise to privacy concerns
precisely due to the scan of online open sources, which may introduce new ethical
and legal issues.

Privacy is typically characterized as an instrumental value of great importance
for the promotion of a variety of intrinsic values; particularly autonomy [13], [14],
integrity and development of personality [13], and freedom from intrusion into
intimate spheres [15], as well as friendship [16], and more broadly, intimate re-
lationships [17]. In the context of ePOOLICE, we refer to informational privacy
as individuals’ ability to control the flow of personal information, including how
information is exchanged and transferred [18] [19]. From this perspective, we are
faced with two scenarios in which environmental scanning may raise informa-
tional privacy concerns:

1. Environmental scanning of open source documents.
2. Environmental scanning of social networking platforms and media, includ-

ing reports relying on social network analyses in order to disclose trends in
communication, which combined with other indicators, support prediction
of developments in organized crime.

Since personal (and often also sensitive) information is highly accessible on-
line, the inherent risk of unintentionally identifying data-subjects during the
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raw data scanning process of open source documents is fairly high. Here, we
have to bear in mind that personal data include information, which may iden-
tify an individual indirectly by means of different fragments of sources. This
challenge to privacy can be met by syntactic data protection techniques, such
as de-identification of micro data from sources containing identifiers [20]. Hence,
metadata needed for privacy protection should be included in the knowledge
repository in order to ensure that personal data, as well as data streams, which
enable indirect identification, are excluded from data streams used in the subse-
quent process of environmental monitoring, which, by means of relevant fusion
approaches, allows for automated detection of relevant organized crime types
and anomalies. Consequently there seem to be solutions at hand to ensure non-
disclosure of data subjects. On the other hand, the environmental monitoring
of the environment may come up with patterns of information and point to in-
dicators that hold the potential to sort groups by race, belief, gender or sexual
orientation, etc. Still, when based on objective statistical analysis, the use of
criminal profiling, by LEAs, is legal. Nevertheless, following the precautionary
principle, we need to stress the importance of avoiding potential discrimination,
which affords categorization of people into damaging stereotypes.

From a legal point of view, personal information in social networking platforms
is protected by the Data Protection Directive (Directive 95/46/EC). As such,
the environmental scanning of social networking sites provides a systematic ap-
proach for exploring and mapping patterns of communication and relationships
among networks at a general level without singling out actors, i.e. unique data
subjects. Nevertheless, public environmental scanning may slip under the radar
of privacy restrictions, but still imply privacy discomfort among people, due to
privacy concerns regarding information traffic across contexts representing dis-
tinctive spheres in life. A justificatory conceptual framework, for the systematic
exploration of people’s reactions to technology can be found in Nissenbaum [3],
who has coined the term “contextual integrity” in order to explain for and tie
adequate protection against informational moral wrongdoing. Information flows
always have to be seen according to context-sensitive norms, representing a func-
tion of: the types of information in case, the respectively roles of communicators,
and principles for information distribution between the parties. Consequently,
contextual integrity is defined, not as a right to control over information, but
as a right to appropriate flows of personal information in contexts with right to
two norms [3, 127 ff.]: Norms of “appropriateness” and norms of “distribution”,
i.e., the moment of transfer of information from part X to Y1...n. Violations of
one of these norms represent a privacy infringement [3].

In the case of ePOOLICE, new flows of information are established and may
cause a potential violation of contextual integrity, since information gathering
via environmental scanning of communication streams on social networking sites
may possibly be judged inappropriate to that context and violate the ordinary
governing norms of distribution within it. In this case, ePOOLICE would be
framed as a pure panoptic technology, giving raise to surveillance concerns and
self-censorship among citizens. On the other side, organized crime is a growing
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threat to society, which has to be proactively dealt with, and it is in fact possible
that these new flows of information will not violate contextual integrity, since,
as discussed above (Sect. 3), people might be willing to accept new flows of in-
formation caused by environmental scanning if these are judged to be valuable
in the context of achieving safety and security against organized crime. Fur-
thermore, whether civic society will embrace or reject new strategic intelligence
practices depends on peoples’ ability to gain insight into the working of environ-
mental scanning technologies. Hence, it takes an effort to ensure dissemination
of research results to the public in order to allow for a public dialogue on an
informed background.

5 Concluding Remarks

Privacy issues in ePOOLICE may be adequately dealt with from a legal perspec-
tive and still yield privacy concerns due to the fact that alterations in flows of
information may lead to violation of contextual integrity. Hence, the overall judg-
ment of ethical implications related to ePOOLICE goes beyond the scope of a
standalone privacy evaluation of the system, implying that the context-sensitive
tradeoff between privacy and security has to be taken into consideration as well.
Consequently, we have to ensure that the new flows of information effected by
ePOOLICE respect the integrity of social life by representing adequate means to
achieve values of security and safety in a balanced way that does not compromise
citizens’ right to privacy and democracy.
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Abstract. The formal language of acyclic recursion Lλ
ar (FLAR) has

a distinctive algorithmic expressiveness, which, in addition to compu-
tational fundamentals, provides representation of underspecified seman-
tic information. Semantic ambiguities and underspecification of informa-
tion expressed by human language are problematic for computational
semantics, and for natural language processing in general. Pronominal
and elliptical expressions in human languages are ubiquitous and ma-
jor contributors to underspecification in language and other informa-
tion processing. We demonstrate the capacity of the type theory of Lλ

ar

for computational semantic underspecification by representing interac-
tions between reflexives, non-reflexive pronominals, and VP ellipses with
type theoretic, recursion therms. We present a class of semantic under-
specification that propagates and presents in question-answering inter-
actions. The paper introduces a technique for incremental presentation
of question-answer interaction.

1 Background and Recent Developments

1.1 Algorithmic Intensionality in the Type Theory Lλ
ar

Moschovakis developed a class of formal languages of recursion, as a new ap-
proach to the mathematical notion of algorithm, for computational semantics of
artificial and natural languages (NLs), e.g., see Moschovakis [10]-[11]. In particu-
lar, the theory of acyclic recursion Lλ

ar in Moschovaki [11] models the concepts of
meaning and synonymy. For initial applications of Lλ

ar to computational syntax-
semantics interface in Constraint-Based Lexicalized Grammar (CBLG) of natu-
ral language, see Loukanova [8]. The formal system Lλ

ar is a higher-order type the-
ory, which is a proper extension of Gallin’s TY2, (Gallin [3]), and thus, of Mon-
tague’s Intensional Logic (IL). Lλ

ar extends Gallin’s TY2, by adding a second kind
of variables, recursion variables, to its pure variables, and by formation of recur-
sive terms with a recursion operator, which is denoted by the constant where, and
used in infix notation. I.e, for any Lλ

ar-terms A0 : σ0, . . . , An : σn (n ≥ 0), and
any pairwise different recursion variables (locations) of the corresponding types,
p1 : σ1, . . . , pn : σn, such that the set of assignments {p1 := A1, . . . , pn := An}
is acyclic, the expression (A0 where {p1 := A1, . . . , pn := An}) is an Lλ

ar-term.
The where-terms represent recursive computations by designating functional re-
cursors: intuitively, the denotation of the term A0 depends on the denotations
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of p1, . . . , pn, which are computed recursively by the system of assignments
{p1 := A1, . . . , pn := An}. In an acyclic system of assignments, these computa-
tions close-off. The formal syntax of Lλ

ar allows only recursive terms with acyclic
systems of assignments. The languages of recursion (e.g., FLR, Lλ

r and Lλ
ar)

have two semantic layers: denotational semantics and referential intensions. The
recursive terms of Lλ

ar are essential for encoding two-fold semantic information.
Denotational Semantics: For any given semantic structure A, a denotation
function, den, is defined compositionally on the structure of the Lλ

ar-terms. In any
standard structure A, there is exactly one, well-defined denotation function, den,
from terms and variable assignments to objects in the domain of A. Thus, for any
variable assignment g, a Lλ

ar-term A of type σ denotes a uniquely defined object
den(A)(g) of the sub-domain Aσ of A. Lλ

ar has a reduction calculus that reduces
each term A to its canonical form cf(A) ≡ A0 where {p1 := A1, . . . , pn := An},
which is unique modulo congruence, i.e., with respect to renaming bound vari-
ables and reordering of assignments. Intensional Semantics: The referential
intension, Int(A), of a meaningful term A is the tuple of functions (a recursor)
that is defined by the denotations den(Ai) (i ∈ {0, . . . n}) of the parts of its
canonical form cf(A) ≡ A0 where {p1 := A1, . . . , pn := An}. Intuitively, for each
meaningful term A, the intension of A, Int(A), is the algorithm for computing
its denotation den(A). Two meaningful expressions are synonymous iff their ref-
erential intensions are naturally isomorphic, i.e., they are the same algorithms.
Thus, the algorithmic meaning of a meaningful term (i.e., its sense) is the infor-
mation about how to “compute” its denotation step-by-step: a meaningful term
has sense by carrying instructions within its structure, which are revealed by
its canonical form, for acquiring what they denote in a model. The canonical
form cf(A) of a meaningful term A encodes its intension, i.e., the algorithm for
computing its denotation, via: (1) the basic instructions (facts), which consist of
{p1 := A1, . . . , pn := An} and the head term A0, that are needed for computing
the denotation den(A), and (2) a terminating rank order of the recursive steps
that compute each den(Ai), for i ∈ {0, . . . , n}, for incremental computation of
the denotation den(A) = den(A0).

1.2 Restricted β-reduction in Lλ
ar and Pronominal

Underspecification

In addition to Moschovakis [11], Loukanova [7] provides more evidence for re-
stricted β-reduction, by using NL expressions with pronominal noun phrases
(NPs), some of which can be in anaphora-antecedent relations with other NPs.
In linguistic syntactic theories, the syntactic co-occurrence distribution of re-
flexive pronouns is handled by various versions of the so called, Binding Theory.
An elegant version of a Binding Theory for handling anaphoric relations of re-
flexives, in contrast to non-reflexives, is given in Sag et al. [13], which assumes
a grammar system with potentials for syntax-semantics interface, and is used
in Loukanova [7]. Reflexive pronouns have genuine, strict co-reference semantic
relations with their antecedent NPs, and are subject to special syntax-semantics
restrictions: e.g., a reflexive pronoun has to be co-referential with a preceding
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syntactic argument of the same verb to which it is an argument. On the other
hand, non-reflexive pronouns are typically open for ambiguity, depending on
the context of using the expressions in which they occur. There are two dis-
tinctive cases for non-reflexives: (i) While a non-reflexive pronoun can have an
antecedent expression that occurs in the larger expression, the non-reflexive and
its antecedent, are not strictly co-referential: typically, the non-reflexive pronoun
refers “secondarily” to the object that is already obtained (i.e., calculated) as
the referent of its antecedent. Thus, in contrast to reflexives, the semantic re-
lation between a non-reflexive pronoun and its antecedent is not reflexive. (ii)
In addition, in a given context, a non-reflexive can be used to refer directly to
some object, without the use of any antecedent, by an agent1, technically called
a speaker, that uses the entire, encompassing expression in the context.

Outside of any specific context of use, NL expressions that include non-
reflexive pronouns, e.g., “John visits his GP and he honors her.”, are ambiguous
with respect to (i) and (ii), and do not have any specific interpretation. Never-
theless, such NL expressions are meaningful, by having underspecified, abstract
linguistic meaning. Loukanova [7] demonstrates that the type theory Lλ

ar, by
its two levels of denotational and intensional semantics, with the restricted β-
reduction, is highly expressive and can represent simultaneously linguistic dis-
tinctions of pronominal NPs and semantic underspecification of NL expressions
that have occurrences of pronominal NPs. The semantic phenomena of pronom-
inal expressions exhibit: (1) the semantic distinctions between reflexives and
non-reflexives; (2) the semantic underspecification of non-reflexives between us-
ages with or without NP antecedents; (3) propagation of the interactions be-
tween pronominal NPs and VP ellipsis, in many modes of language usage, and
in particular, in questions-answers.

Reflexives vs. Repeated Names: A sentence like (1a) is naturally rendered
to the Lλ

ar term (1a), as in any typical λ-calculus, and distinctively for Lλ
ar, to

the Lλ
ar term (1c). The terms (1a), (1b), and (1c) are referentially, i.e., algorith-

mically, equivalent by the the Referential Synonymy Theorem of Lλ
ar (i.e., by

the algorithmic synonymy criteria):

Mary likes herself.
render−−−→ λx like(x, x)(mary) (1a)

⇒cf λx like(x, x)(m) where {m := mary} (1b)

≈ like(m,m) where {m := mary} (1c)

On the other hand, (2a), a simple example for a sentence with repeated occur-
rences of the same naming expression, is more naturally rendered to the Lλ

ar

term (2a), or directly to its canonical form (2b):

Mary likes Mary.
render−−−→ like(mary)(mary) (2a)

⇒cf like(m1)(m2)where {m1 := mary , m2 := mary} (2b)

1 The agent can be an automatic system involving language processing.
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Corollary 1. The Lλ
ar-terms (1a), (1b), and (1c) are not referentially, i.e.,

algorithmically, equivalent to the terms (2b), i.e.:

λx like(x, x)(mary) �≈ like(mary ,mary) (3)

Proof. The canonical terms (1b) and (2b) do not have corresponding parts that
are denotationally equivalent. Therefore, (3) follows by the Referential Synonymy
Theorem of Lλ

ar.

Thus the sentences (1a) and (2a) properly do not have the same meaning in Lλ
ar,

as they do not convey the same information in NL.

2 VP Ellipsis and Underspecification

The systematic ambiguities of VP ellipses and their alternative interpretations
were originally classified by Geach [4], who coined the terms strict and sloppy
readings. For example,

John visits his GP, and Peter does too. (4a)

John likes his wife, and Peter does too. (4b)

John likes himself, and Peter does too. (4c)

By limiting the sentence (4a) to readings where John visits his own GP, (4a)
has a strict reading, where Peter visits the same person (i.e., John’s GP), and a
sloppy reading, where Peter visits his own GP. Similarly, the sentence (4c) has
a strict reading, where Peter likes that same John, and a sloppy reading, where
Peter likes himself.

Various type-logic grammars have been used to analyse VP ellipses in the
above paradigm. For example, Carpenter (see [1]) exploits Lambek calculus for
derivations of λ-terms, as representations of VP meanings that can be used
as antecedent of the elided VP. The intensional (algorithmic) semantics of the
type theory Lλ

ar provides semantic representation of VP ellipses and underspec-
ification related to them, at its object level, which is further evidence for the
restricted β-reduction rule. Recursive Lλ

ar-terms can represent the alternative
semantic readings of NL sentences that have occurrences of VP ellipses. Even
more importantly, Lλ

ar can be used to represent, at its object level language, the
abstract linguistic meanings of such NL sentences, which, in absence of sufficient
context information, are underspecified. Furthermore, the syntax-semantics char-
acteristics of pronominal NPs interact with VP ellipses. We use the Lλ

ar facilities
for semantic representation of VP ellipses, which incorporate the semantic dis-
tinctions between reflexives and non-reflexives, and semantic underspecification
of non-reflexives.

By the linguistic Binding Theory, the non-reflexive pronoun “his” in (4a) is
not constrained to strictly co-refer with the preceding, subject NP “John”, as
is the reflexive “himself” in (4c). Nevertheless, depending on specific contexts
of usage of (4a), “his” can refer secondarily to the individual that is provided
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as the referent of the preceding NP “John”. Alternatively, “his” can directly
denote some object, via the speaker’s references. Thus, in fact the sentence (4a)
has two strict readings, in both John and Peter visit the same person: in one,
John visits his own GP, and Peter visits the same person; and in another, John
visits the GP of the person that is the speaker’s denotation of “his” (and she is
not necessarily his own GP), and Peter visits the same person.

In this work, we extend the technique for semantic analysis of pronominal
NPs, introduced in Loukanova [7], to the semantic analysis of VP ellipses, by
using Lλ

ar-terms that represent underspecified, abstract linguistic meanings of NL
expressions having occurrences of VP ellipses. The alternative strict and sloppy
renderings of VP ellipses, can be obtained from the underspecified renderings.

For example, the sentence (4a) provides a pattern for semantic underspecifi-
cation, when it is out of any context of use. It can be rendered into the recursive
Lλ
ar-term in (5b)-(5f), where h1 and h2 are free recursion variables:

John visits his GP, and Peter does too.
render−−−→ (5a)[

p1 & p2
]
where {p1 := L(h1)(j), (5b)

p2 := L(h2)(p), (5c)

L := λ(x)visit (H(x)), (5d)

H := his(D), D := GP , (5e)

j := john , p := peter} (5f)

In (5b)-(5f), by the “currying” order, den(his(D)(a)) = den([λ(x)his(D)(x)])(a)
and expresses ‘den(a) has the particular relationship to the value den(D), where
the relationship is specified by the specification of the recursion variable D’. In
this example, D := GP , with GP being an abbreviation for a more complex Lλ

ar

term that renders the common noun “general practitioner”. Thus,

den
((

his(D)
)
(h)
)
= den

(
the
(
provide(medical(care))(h)

))
(6a)

den(D) = general(practitioner) (6b)

In this paper, we ignore the additional semantic information that is carried
by the pronouns for personification and gender, which will add more parts and
components to the rendering terms. In (6a), the recursion variable his is assigned
a specific denotation, which in his(D)(h) expresses the relationship association
of the value den(his(D)(h)) = d to den(h) as the medical doctor assigned to pro-
vide medical care to den(h). I.e., the denotational value of the recursion variable
his is parametric relationship between two objects. The pronominal “his” and
its rendering can denote belonging, ownership, or other association relationships,
which depend on the noun that is its complement and on the context. A term
his(X)(h) is parametric with respect to the association relationship of h with the
unique object that would be the denotational value of the his(X)(h) after speci-
fying the property den(X). In addition, den(X), can be context dependent, even
after specification of X . E.g., the NP “his book” may be rendered to his(book )



Algorithmic Semantics for Processing Pronominal Verbal Phrases 169

and depending on context, den(his(book ))(a) may denote a book that is either
owned by a or written by a.

From a computational perspective, for semantic rendering of the sentence
(5a), it is better to take the sub-term his(D) in (5b)-(5f) to be an abbreviation
for the term (7a)-(7c), which is in canonical form.

H := his(D) ≡ λ(y)the(B(y)) where (7a)

{B := λ(y)λ(x)(P (x)(y) & D(x)), (7b)

P := provideto (A), A := D(C ), C := care } (7c)

The canonical term (7a)-(7c) provides the same denotation den[his(D)(h)] as
the terms in (6a)-(6b) and (8a)-(8b).

den[his(D)(h)] = den[the(λ(x)(provideto (medical(care))(x)(h) (8a)

& general(practitioner)(d)))] (8b)

It is an advantage to use the canonical term (7a)-(7c) because, unlike the
terms in (6a)-(6b) and (8a)-(8b), it provides a computational pattern, i.e., an
algorithms for computation of the denotations of a class of expressions of the
form “his X”, where X is a nominal expression of the noun (N) category, for
various professions, e.g., medical specialists and other civil care. The recursion
variable D in the canonical term (7a)-(7c) can be instantiated with specific term
depending on X in “his X”, with some appropriate adjustments of the terms in
the assignments. E.g., by varying the assignments for the recursion variables P ,
A, C, D := administration(assistant), D := director , etc., and as in (5b)-(5f),
D := GP , D := cardiologist , etc. If, in an oversimplified manner, we would have
taken his for pronominal constant his(D) ≈ λ(z)his(D)(z). On the contrary the
explanation above provides justification that the possessive pronoun2 his is not
a constant even by ignoring personification from semantic information. In virtue
of h1 and h2 being free recursion variables, (5b)-(5f) represents underspecified,
abstract linguistic meaning of the sentence (5a). All the alternative readings
of (5a) can be obtained by extending the system of assignments in (5b)-(5f),
respectively by:

1. h1 := j, h2 := h1

The result is a term representing a strict reading, where John visits his own
GP, and Peter visits the same person.

2. h2 := h1, and h1 is a free recursion variable.
The result is a term for another strict reading, where John visits the individ-
ual that would be denoted by the free recursion variable h1, via the speaker’s
references, and Peter visits the same individual, denoted by h2 not by direct
denotation, but by picking it from the value of h1.

3. h1 := j, h2 := p
This is for a sloppy reading, where each of the men, John and Peter, visits
his own GP.

2 There are other possibilities for rending possessive pronouns and other possessives,
which can not be covered by this paper for sake of space.
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In the above cases, the assignment h1 := j is a computational step having
the effect of non-reflexive co-denotation, which is not strictly algorithmic co-
reference. We consider the notion of reference in Lλ

ar computationally, as the
algorithmic steps prescribed by the assignments in order to compute, i.e., to
“obtain” the denotation. This respects the non-reflexive lexical form of the pro-
noun “his”.

Corollary 2. The term (5b)-(5f) (and each term obtained from it by adding the
additional assignments (1), (2), and (3)) is not intensionally (i.e., algorithmi-
cally) equivalent to any explicit3 λ-term; and thus, it is not intensionally (i.e.,
algorithmically) equivalent to any term of Gallin’s TY2.

Proof. It is by one of the fundamental theorems of Lλ
ar, Theorem §3.24 given

in Moschovakis [11], because: (i) the term (5b)-(5f) (and each of the extended
terms) is in a canonical form, and (ii) the recursion variable L occurs in more
than one part of (5b)-(5f).

3 Question-Answer Interaction with Underspecified
Answers

In this section we extend the application of the higher-order theory of algorithms
Lλ
ar to interactive question-answer semantic representation. We demonstrate the

interactive technique by using a representative example. This example has been
selected because it combines several semantic phenomena (1) the nature of in-
formation accumulation; (2) the interactive contribution of question-answering
to information update; (3) specification of underspecified semantic parameters;
(4) answers that provide partial specification by leaving semantic parameters
underspecified. In particular, the example shows that a prominent class of se-
mantic underspecification, the elliptic verbal phrases, propagates and presents
in question-answering interactions.

The example (5a) provides a pattern for a broad pronominal VP underspeci-
fication in question-answering interactions:

John visits his GP. (9a)

What about Peter? (9b)

He does so too. (9c)

Now:

John visits his GP.
render−−−→ (10a)

p1 where {p1 := L(h1)(j), (10b)

L := λ(x)visit (H(x)), (10c)

H := his(D), D := GP , (10d)

j := john} (10e)

3 A term A is explicit if the constant where does not occur in it.
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The added question extends the rendering with prompting:

John visits his GP. What about Peter?
render−−−→ (11a)[

p1 & p0?
]
where {p1 := L(h1)(j), (11b)

p0 := [what(V )](p) (11c)

L := λ(x)visit (H(x)), (11d)

H := his(D), D := GP , (11e)

j := john , p := peter} (11f)

In terms like (11a)-eqrefGP-st-t5-qa, the sub-term p0 in the head expression
[p1 & p0?] is marked by “?” and is not per se Lλ

ar term interpreted as a
statement. We call a marked sub-expression p0? of an expression E a prompt
for instantiation of p0. Since p0 := [what(V )](p) is in (11f), an instantiation
of the free recursion variable V can provide the prompt. We call p0 and V
prompted recursion variables. In this case, p0 is called a primary prompt, and
the assignment V := L(h2)(h) in (12e) an instantiation of the prompted recursion
variable V .

John visits his GP. What about Peter? He does so too. (12a)

(What he does is the same.)
render−−−→ (12b)[

p1 & p0
]
where {p1 := L(h1)(j), (12c)

p0 := [what(V )](p) (12d)

V := L(h2)(h), (12e)

L := λ(x)visit (H(x)), (12f)

H := his(D), D := GP , (12g)

j := john , p := peter} (12h)

In (12a)-(12h), the expression “does so too” is rendered as pronominal VP by
“sloppy” co-reference with the term rendering the VP in the sentence “Peter
[visits his GP]vp”. This is achieved via instantiation of the prompted recursion
variable V := L(h2)(h) by the term L(h2)(h) that shares the same form pattern
as that of the canonical form that renders the antecedent VP, L(h1)(h). This in-
stantiation leaves the arguments of L fully underspecified because of the pronoun
“He”adds ambiguity, with respect to its denotation, either as free for setting by
the speaker’s perceptual references, or by co-reference to the denotation of the
antecedent NP Peter, by adding the assignment h := p to the term (12a)-(12h).

4 Ongoing and Future Work

The above analysis demonstrates the elegance of Lλ
ar. By its new theory of in-

tensionality, as algorithmic sense, the Lλ
ar offers, at its object level, Lλ

ar-terms
that grasp interactions between semantic properties of different kinds of struc-
tures in artificial and natural languages, and combinations of such languages.
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In human languages various lexical and syntactic components express and con-
tribute to propagation of ambiguities and underspecification, e.g., pronominal
NPs, VP ellipses, various syntactic categories expressing quantifiers and atti-
tudes. The theory Lλ

ar offers representation of ambiguity and underspecification
at the object level of its formal language, without the use of external recourses.
Aside pronominal underspecification, possessive constructs in NL also involve
various kinds of ambiguities on their own. We plan semantic analysis of the
classes of possessives and their interaction with linguistic and extralinguistic
factors, such as contexts and users. E.g., pronominal underspecification inter-
acts with underspecification and ambiguities of possessives. Human language
processing, in general, and especially in the environment of interactions should
be based on more essential, intrinsically semantic, information, not only on pure
lexical and phrasal syntax, for reliable language and information processing. In
addition, while expressing core informational components, different languages,
and different language communities withing the same languages, can express or
suppress different additional components of semantic information. What kinds
of intrinsically semantic information is at disposal to language users depends
on the domain areas of information. When translating between languages, the
canonical terms that present semantic information may need to be modified. For
example, to express information that presents semantically in the lexical units
of one language may need to be expressed by extra phrases in another language.

Generating human language expressions based on semantic information, uses
techniques for presenting semantic components by expressions of some formal
logic language, typically called logic forms (LFs).

Machine translation (MT) systems target presenting and preserving all se-
mantic information expressed by the languages they handle. Presenting semantic
information is most reliable when using logic for its model-theoretic and infer-
ence techniques. Semantic transfer approaches to MT, like generation systems,
have been using varieties of logic forms. Classical semantic transfer approaches to
MT, typically constitute stages that involve: (1) parsing a source NL expression,
which produces (2) semantic representation of the input language expressions,
e.g., in LFs, (3) a transfer component, which converts the source LF into a target
semantic representation, also a LF. (4) a generator, which converts the target LFs
into expression(s) of a target language. It has been understood that semantic
approaches to translation and generation is better carried out algorithmically
when logic forms consists of basic, atomic (or literal) formulae. The so called
“flat semantic representation” has been proposed in MT systems that use lists
of atomic formulas for representations of the parts of the human language. Such
methods have been encountering problems of information distortion with respect
to ambiguities, in particular for quantifier scopes. Various formal language have
been used, from first order to varieties of higher-order logic languages. Spurious
and real ambiguities have been exhibiting serious problems.

A technique, Minimal Recursion Semantics (MRS), has been implemented
for semantic representation in HPSG grammares, see Copestake et al. [2]. MRS
employs unification methods in feature-value structure descriptions, presented
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in Sag et al. [13]. While MRS has been extensively used in well-developed
and rich large-scale systems, it has been lacking strict mathematical formal-
ization. The theory of Lλ

ar provides MRS with the necessary formalization, see
Loukanova [6,5]. Independently, Lλ

ar has been directly used in generalized CBLG
approach, for syntax-semantics interfaces, see Loukanova [8].

The development of multilingual grammatical framework GF, see Ranta [12],
has introduced a new approach for simultaneous translation between multiple
languages, by using syntax based on type theory of dependent type. GF is devel-
opment of reliable automatic system for language processing, which is based on
solid formal mathematics for expressing syntax of human language. It captures
in a uniquely expressive way the distinctions between abstract, corresponding to
representation of core semantic information, and concrete syntax, which presents
the details of “external” syntax, specific to different human language. These
distinctions grasp in a novel, computational way the classic ideas of deep and
surface structure levels. GF’s abstract syntax grasps more adequately concepts
of universal syntax of human languages. We consider that GF can be developed
further by specialized components for semantic information, in particular by
syntax-semantics interfaces.

Semantic information can be presented reliably in Lλ
ar terms. In addition, the

generation process can be better carried on from logical forms presenting seman-
tic information into human language expression on the basis of terms in canoni-
cal forms. The recursion terms in canonical forms present all the basic semantic
components expressed lexically and by phrases, and in addition they provide
the computational steps and information that compose together the basic facts.
There is ongoing work to define render translations from NL to Lλ

ar, by compu-
tational syntax-semantics interface in Constraint-Based Lexicalized Grammar
(CBLG), e.g., by the technique in Loukanova [8]. Furthermore, underspecifica-
tion and ambiguity are signature features of natural languages and, in general, of
information. The theory Lλ

ar offers representation of such phenomena in reliable,
mathematically founded, way. The work in this paper is a part of extended work
on computational syntax-semantics interface in information transfers between
languages, which can be artificial, natural, or combined.

More specifically, VP ellipses, like that in (4c), are subject to restrictions
by the Binding Theory, e.g., as expressed in Sag et al. [13], and, while having
less alternative readings, are very interesting, especially for the combination of
reflexives with VP-ellipsis underspecification. For example, “John likes himself”,
the reflexive pronoun “himself”, which fills the complement argument of the verb
“likes” is constrained to co-refer with the subject NP “John”. Such constraint can
be formalized by a version of the Binding Theory similar to that in Sag et al. [13].
An extensive classification of VP-ellipsis is outside of the space and scope of this
paper and will be presented in an extended work. Syntax-semantics interface that
covers respective formalization of Binding Theory is also a topic of upcoming
work.

Further work is necessary to put the theory Lλ
ar in applications for repre-

senting and processing semantic information. E.g., various documentation forms
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are structured according to common patterns, e.g., in administrative records in
education and health systems. Such forms may use predefined structures to be
filled with specific information in human language, which is often domain re-
stricted. Syntax-semantics interface technics can be developed for representing
the information in such documents in reliable, mathematical form, by using Lλ

ar,
without loss of information. Different health systems use document forms that
vary in structure, but compile the same, or at least similar information. The for-
mal language Lλ

ar and its theory can be used for reliable transfer and exchange
of information between documents in the same or different systems. That can
be done by a technique for syntax-semantics interfaces, as in Loukanova [8],
specially formulated depending on the domains of applications.

The theory of Lλ
ar is strictly functional by using currying types and terms,

as an extension of TY2 Gallin [3]. Such a theory of recursion is beneficial to
functional systems for language processing including for proving improvements
of type-theoretic systems are based on Montagovian computational semantics.
A prospective work is on relational variant of Lλ

ar closer to semantic models that
use situation theory, see Loukanova [9]. Relational models are more native to
many contemporary applications, e.g., visualization with incorporated language
interactions, information systems with ontological basis, etc.

5 Conclusions

One of the fundamental features of human language, even when used in specific
context, is that the information it expresses is parametric. Often human lan-
guage expressions are semantically meaningful and carry partly known informa-
tion with parametric components, i.e., the language expressions are well-formed
and meaningful, but with underspecified meanings. Specific interpretations can
be obtained by assigning values of certain types to the parameters. A distinc-
tive cognitive feature of humans is that they tend to interpret such semantically
parametric expressions depending on their state of mind and by being in specific
contexts. Systems that use partly or fully human language can include com-
ponents that are underspecified or partial due to ambiguous or underspecified
human language, e.g., by being brief, missing informational pieces of context, or
in other ways. Where information is underspecified, it should be kept as such,
in clear form, without forcibly presented by specific interpretations, without suf-
ficient facts and justification. The formal language of type theory of recursion
provides typed terms, with free and bound recursion variables as components,
to represent partly known information in an algorithmic way.

Human language is fundamentally prone to ambiguity and underspecifica-
tion. Rendering such documents by a formal language such as that of the typed
recursion Lλ

ar provides algorithmic way of representing underspecification and
ambiguities. Recursion Lλ

ar terms come with recursion variables, which are re-
stricted to be of certain types and to satisfy ‘known’ restrictions expressed by
the recursion parts, in an algorithmic and faithful way. The acyclicity over re-
cursive terms provide reliable computations that end and provide results. It is
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important to refrain from cyclic computations when they are unnecessary, and
to add full recursion, for modeling genuinely partial information that requires
it. Pronominal and elliptical expressions are a class of language constructions
across interactions between humans. Their presentation by type-theoretic terms
of Lλ

ar, given in this paper, introduces algorithmic handling of widely spread,
and often inevitable, underspecification. The contribution of this paper belongs
to new methodological and theoretical development with potentials for multiple
applications, including question-answer systems.
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Abstract. Everyday methods providing managers with elaborated in-
formation making more comprehensible the results obtained of queries
over OLAP systems are required. This problem is relatively recent due
to the huge amount of information they store, but so far there are few
proposals facing this issue, and they are mainly focused on presenting
the information to the user in a comprehensible language (natural lan-
guage). Here we go further and introduce a new mathematical formalism,
the Semantic Interpretations, to supply the user not only understandable
responses, but also semantically meaningful results.

Keywords: Queries interpretation, OLAP, Fuzzy Logic, Semantic
Interpretation.

1 Introduction

Nowadays more enterprises and big organizations require advanced methods pro-
viding managers with elaborated and comprehensible information. It is especially
relevant in the cases of organizations working over OLAP systems due to the
immense amount of information that is stored using datacubes.

This problem is relatively recent so there are not a lot of proposals that
face this problem. Most of the existing techniques are focused on presenting the
information to the user in a comprehensible language for him/her; i.e. in natural
language. This is the case of the linguistic summary methods, that analyze great
amount of data to provide the user with results of the “Q of the X verify the
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property Y” structure, where Q is a quantifier. However this is not enough when
the user needs the result of the query to be semantically meaningful.

An example of this situation takes place when a manager of a group of health
centers has to evaluate the performance of the medical doctors. This manager
may query about the number of patients that are attended by a given doctor,
obtaining, as a result the number of 15 patients per day. This value does not
show whether this doctor works a lot or, otherwise, attends to very few patients.
Therefore, it would be necessary to perform the query comparing the results with
the attendance values of the other medical doctors working at the same center.
With it the manager may get the conclusion that all the staff at the same center
have a similar productivity; however, he/she still does not know if it is a good
productivity or not: the value obtained does not have the same meaning if the
health center attends to a small population than if it is at a big crowded city.
Hence, to know if this number is appropriated, it would be necessary to perform
a query comparing this value with the ones of the medical doctors working at
other health centers with similar characteristics. In other words: 15 patients/day
may be a good rate in a small center (where the productivity uses to be medium)
but a bad rate in a big hospital (where the average productivity uses to be high
or very high).

In this example the same user has performed three different queries over the
same data but with distinct purposes, each requiring a different interpretation
according to the granularity of the information with which this data is compared.

The research field closer to the problem of the meaning of the queries is, as
mentioned above, the linguistic summary field. According to Bouchon-Meunier,
B. & Moyse [2], proposals in this scope can be categorized in two groups.
On the one hand can be found the proposals using fuzzy logic quantifiers
[14,17,15,7,9,1,12,11]. On the other hand, proposals base on nature languages
generation (NLG) [16,13,6,8,4,5].

Nevertheless, all of these techniques doesn’t take into account the granularity
of the information and just tell the user “how many of the X verify Y”, when what
the user really wants is to analyze the same data item from different points of
view (alone, compared with a small set or with a bigger set) each with a different
meaning.

This is why in this paper we introduce the concept of Semantic Interpretation
of the results of queries on a datacube. To this purpose in section 2 we present
the multidimensional model used as reference, whereas in section 3 we describe
then notion of semantic interpretations. Next section presetns the adapted mul-
tidimensional model including the Semantic Interpretations. In Section 5 an
ilustrative example is shown. The last section presents the main conclusions.

2 Multidimensional Model

The base for the semantic interpretation is a multidimensional model to store
the data and query it. In this section we briefly present the model. A detail
definition can be found in [10].
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2.1 Multidimensional Structure

In this section we present the structure of the fuzzy multidimensional model.

Definition 1. A dimension is a tuple d = (l,≤d, l⊥, l�) where l = li, i = 1, ..., n
so that each li is a set of values li = {ci1, ..., cin} and li∩lj = ∅ if i �=j, and ≤d is
a partial order relation between the elements of l so that li ≤d lk if ∀cij ∈ li ⇒
∃ckp ∈ lk/cij ⊆ ckp. l⊥ and l� are two elements of l so that ∀li ∈ l l⊥ ≤d li ≤d l�.

We denote level to each element li. To identify the level l of the dimension
d we will use d.l. The two special levels l⊥ and l� will be called base level and
top level respectively. The partial order relation in a dimension is what gives the
hierarchical relation between levels.

Definition 2. For each pair of levels li and lj such that lj ∈ Hi, we have the
relation μij : li × lj → [0, 1] and we call this the kinship relation.

If we use only the values 0 and 1 and we only allow an element to be included
with degree 1 by an unique element of its parent levels, this relation represents
a crisp hierarchy. If we relax these conditions and we allow to use values in the
interval [0,1] without any other limitation, we have a fuzzy hierarchical relation.

Definition 3. We say that any pair (h, α) is a fact when h is an m-tuple on
the attributes domain we want to analyze, and α ∈ [0, 1].

The value α controls the influence of the fact in the analysis. The imprecision
of the data is managed by assigning an α value representing this imprecision.
Now we can define the structure of a fuzzy DataCube.

Definition 4. A DataCube is a tuple C = (D, lb, F, A,H) such that D =
(d1, ..., dn) is a set of dimensions, lb = (l1b, ..., lnb) is a set of levels such that lib
belongs to di, F = R∪ ∅ where R is the set of facts and ∅ is a special symbol, H
is an object of type history, A is an application def ined as A : l1b× ...× lnb → F ,
giving the relation between the dimensions and the facts defined.

For a more detailed explication of the structure and the operations over then,
see [10].

2.2 Operations

Once we have the structure of the multidimensional model, we need the opera-
tions to analyse the data in the datacube. In this section we present the elements
needed to apply the normal operations (roll-up, drill-down, pivto and slice).

Definition 5. An aggregation operator G is a function G(B) where B =
(h, α)/(h, α) ∈ F and the result is a tuple (h′, α′).

The parameter that operator needs can be seen as a fuzzy bag ([3]). In this
structure there is a group of elements that can be duplicated, and each one has
a degree of membership.
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Definition 6. For each value a belonging to di we have the set

Fa =

{ ⋃
li∈Hli

Fb/b ∈ lj ∧ μij(a, b) > 0 if li �= lb

{h/h ∈ H ∧ ∃a1, ..., anA(a1, ..., an) = h} if li = lb
(1)

The set Fa represents all the facts that are related to the value a.

With this structure, the basic operations over datacubes are defined: roll-up,
drill-down, dice, slice and pivot (see [10] for definition and properties).

3 Semantic Interpretation

In this section we present the inclusion of semantic interpretations in the fuzzy
multidimensional model and the query process using those. Next section presents
the structure of the semantic interpretations. Section 3.2 studies the aggregations
functions related to the semantic of the results. The last section presents the
process of the query.

3.1 Structure

A Semantic Interpretation (SI ) is a structure associated to each fact. Elements:

– L = L1, ..., Lm: a set of linguistic labels over the basic domain. The set has
not to be a partition but this characteristic is desirable.

– fa(L, c): a function to adapt the labels in L to a cardinality c. As c can be
a fuzzy set the function has to be able to work with this kind of data. The
function fa has to be continue and monotone.

– G = G1, ..., Gn: a set indicating the aggregation functions that keep unal-
tered the meaning.

Multiple SI can be associated to each measure. On each fact we have to
store as a metadata the cardinality associated to the value. This value means
the number of values that were aggregated to obtain this value but depends on
the aggregation function used. Next section present the study about this value
according the the type of aggregations applied.

When a value is going to be shown, the system applies the semantic interpre-
tation to translate the value into a label. In this process we can differentiate two
different approaches:

– Independence interpretation. In this situation each value is studied without
considering the context (the rest of the values) so we obtained an indepen-
dence interpretation of the value. In this case, the cardinality to adapt the
labels is the one store in the value.

– Relative interpretation. In this case, the values are compared with the other
facts in the query so the interpretation is relative to the complete query so
the cardinality to adapt the labels depends on the complete set of values. In
this case, the system calculates the average cardinality of all the values and
uses this value to adapt the labels.
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3.2 Aggregation Functions

Aggregation functions have an important role in the query process and in the
semantic of the results. In this section we will study the different aggregation
function type we can find according to the cardinality of the results and if a
change of semantic occurs.

Let be a set of value V = v1, ..., vm, which set of cardinality is C = n1, ..., nm,
considering these two factors, we can classify the functions in three categories:

– Aggregators. These functions aggregate the values and the cardinality is the
sum of the cardinalities of each value

c =

m∑
i

ni (2)

The only aggregation function that satisfies this behaviour is the sum.
– Summaries. In that case, the functions take a set of values and obtain a value

that summaries the complete set. Then the cardinality has to represent the
average cardinality of the values.

c =

∑m
i ni

m
(3)

Most of the statistic indicators are in this category (maximum, minimum,
average, median, percentiles, etc.).

– Others. These functions represent a complete change of the semantic of the
values so the result has to be considered in a new domain. In that case, the
cardinality should be established to 1.

c = 1 (4)

In this category we found functions like the variance or the count.

Once we have studied the aggregation functions we have all the elements to
show the query process with the SIs in datacubes

4 Semantic Interpretations for DataCubes

One we have define the formalism for SI, we introduce this concept in the mul-
tidimensional model previously define. To be able to use the SI we need to add
information to each fact that represent the cardinality for the concrete value.
So, we have to redefine the fact (definition 3) including the metadata.

Definition 7. We say that any tuple (h, α,m) is a fact when h is an m-tuple
on the attributes domain we want to analyze, α ∈ [0, 1] and m the metatada for
these values.

In the m element of the structure we introduce the cardinality c needed for the
SI. This value is updated each time we query the datacube so, the aggregators
have to work with this metadata.

Definition 8. An aggregation operator G is a function G(B) where B =
(h, α,m)/(h, α,m) ∈ F and the result is a tuple (h′, α′,m′).
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4.1 Query Process

In this section we present the query process considering the use of the SI. We
can differentiate two phases on the query process: the OLAP query over the
DataCube and the report with the results. In both phases the SI are involved
in a different way. Let show the process on each one:

– Query over the DataCube. In this phase is where the values are calculated.
Inside this process we have to calculate the metatada of each one so, in the
next phase, the values can be shown using the SI. The cardinality is cal-
culated over each value considering the aggregation function used as shown
in section 3.2. In this process the system has to control if the semantic has
changed. On each value the system check if the aggregation function used is
in the set G of each SI. If the function is not included, then this SI is deleted.
In next phase (the report) the user can used only the SI s that satisfies this
restriction.

– Report. Once the query has finished the result is shown to the user in a
report. In this process the user has to choose the way to represent the values
(the SI to use) and the interpretation (independence or relative as shown
in section 3.1). After these steps, the system adapts the labels of each value
using the fa functions and the right cardinality (the absolute or the average).

4.2 Learning the fa Functions

In previous section we have presented the query process using SI. One of the
phase adapts the labels in L so the labels are fitted to the new cardinality. This
process is carried out using the fa function. The quality of the result will depend
on this function, so an important point is the process to define it. Asking the
user for that function is not always possible because most of the times the user is
not able to use a mathematic expression to define his/her interpretations. So, we
propose to learn the functions. The learn process will have the followings steps:

1. First we ask the user for an interpretation over the basic domain so we can
define the set L of labels over it.

2. To learn the function now the system runs some queries over the DataCube
showing the results.

3. For each query the system ask the user to associate a label of L to the value.
The system stores the associations and the cardinalities of each value.

4. With these associations the system tries to fit a function that satisfies the
interpretation with the corresponding cardinality. In this process, the system
will try continue and monotone functions to adapt the labels. If the fitted
function has good quality (the adapted labels correspond to the labels asso-
ciated by the user) the process end. In other case, the process go but to point
2 to show more queries so the system have more data to fit the function.
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5 Example

In this section we will present a small example to show in details the propose
method. Let suppose we have a simple datacube only with two dimensions (time
and centre) and only one measure (number of patients). The hierarchies for both
dimensions are shown in Figure 1.

Fig. 1. Example datacube

For the measure we define a SI indicating if the number of patient attended
by a doctor is Low, Normal or High. At base level (doctor and day) the fuzzy
partition is shown in Figure 2.

Fig. 2. Fuzzy partition over the measure Number of Patients

The SI is valid for aggregations like sum and average. The last aspect to define
is the fa function. In this example we suppose is lineal and just we multiply the
points of the fuzzy label by the new cardinality (e.g. if Low is define as (0, 0, 5, 10)
for one doctor in a day, for two doctors the label will be (2 · 0, 2 · 0, 2 · 5, 2 · 10) =
(0, 0, 10, 20)). Let suppose that we have two centres with different size. One (C1)
is placed in a city and there are 500 medical doctors in the staff. The second one
(C2) is placed in a small village and only 10 doctors are working in that centre.
If a manager asks the system to calculate the number of patients attended by
both centres each month we can get the Table 1.

The result shows very different results for each centre and it is not easy in-
terpretable due to differences in the size of each one. Let apply our proposal
and obtain the label that best represent each value. For centre C1 we have to
calculate the cardinality of the result so we can adjust the labels. We have the
datacube defined in the granularity doctor by day, so, for each month we have
aggregate the values for 500 medical doctors a 20 working days for month, so
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Table 1. Query results

Centre Month Patients

C1 January 125,000

C1 February 130,000

... ... ...

C2 January 4,200

C2 February 5,000

... ... ...

the cardinality is 500 · 20 = 10.000. We adjust the fuzzy partition for this new
cardinality as shown in Figure 3. In the case of centre C2 then the cardinality is
10 · 20 = 200 (Figure 4).

Fig. 3. Labels adaptation for query for centre C1

Fig. 4. Labels adaptation for query for centre C2

Table 2. Query results using Semantic Interpretation

Centre Month Patients Label

C1 January 125,000 Normal

C1 February 130,000 Normal

... ... ... ...

C2 January 4,200 High

C2 February 5,000 High

... ... ... ...
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In the figures we have indicated the values for the Table 1, so we have the
labels associated to each result. In Table 2 we have added the label associated
to each value.

If we use the SI in the example we see how the values are adapted so the user
has the interpretation of the values directly.

6 Conclusions

In this paper we have introduced the new concept of Semantic Interpretation,
that provides the OLAP systems with the new capability of querying about the
same given item with different purposes obtaining in each case a result with a
different meaning. With our proposal, the semantic of the results of the query
can be distinct and adapted to the needs of the user, by taking into account the
granularity of the information considered.
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11. Castillo-Ortega, R., Maŕın, N., Sánchez, D.: A fuzzy approach to the linguistic
summarization of time series. Journal of Multiple-Valued Logic and Soft Comput-
ing 17(2,3), 157–182 (2011)

12. Rasmussen, D., Yager, R.R.: Finding fuzzy and gradual functional dependencies
with summarysql. Fuzzy Sets Syst. 106(2), 131–142 (1999),
http://dx.doi.org/10.1016/S0165-0114(97)00268-6

13. Sripada, S., Reiter, E., Davy, I.: Sumtime-mousam: Configurable marine weather
forecast generator. Tech. rep. (2003)

14. Yager, R.R.: A new approach to the summarization of data. Information Sci-
ences 28, 69–82 (1982)

15. Yager, R.R.: Fuzzy summaries in database mining. In: Proceedings the 11th Con-
ference on Artificial Intelligence for Applications (1995)

16. Yseop: Faire parler les chiffres automatiquement,
http://www.yseop.com/demo/diagFinance/FR/

17. Zadeh, L.: A computational approach to fuzzy quantifiers in natural languages.
Computers & Mathematics with Applications 9, 149–184 (1983)

http://dx.doi.org/10.1016/S0165-0114(97)00268-6
http://www.yseop.com/demo/diagFinance/FR/


Semantic Interpretation of Intermediate

Quantifiers and Their Syllogisms�
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Abstract. This paper is a contribution to the formal theory of inter-
mediate quantifiers (linguistic expressions such as most, few, almost all,
a lot of, many, a great deal of, a large part of, a small part of ). The
latter concept was informally introduced by P. L. Peterson in his book
and formalized in the frame of higher-order fuzzy logic by V. Novák.
The main goal of this paper is to demonstrate how our theory works
in an intended model. We will also show, how validity of generalized
intermediate syllogisms can be semantically verified.

Keywords: Generalized quantifiers, intermediate quantifiers, fuzzy
type theory, evaluative linguistic expressions, generalized Aristotle’s
syllogisms.

1 Introduction

The linguist and philosopher P. L. Peterson in his book [13] introduced informally
the concept of intermediate quantifier. This is a linguistic expression such as
most, few, almost all, a lot of, many, a great deal of, a large part of, a small
part of, etc. Moreover, using informal tools he also suggested several concrete
quantifiers and demonstrated that 105 generalized Aristotelian syllogisms should
be valid for them. This original and well written book inspired V. Novák in [10] to
suggest a formalization of Peterson’s concept in the frame of higher-order fuzzy
logic. Namely, the intermediate quantifiers are modeled by means of a special
formal theory T IQ of the �Lukasiewicz fuzzy type theory (�L-FTT) introduced by
in [8]. The formal theory of intermediate quantifiers was further developed in
[7] where we formally proved that all the syllogisms analysed in [13] are valid
in T IQ. moreover, since all the proofs proceed syntactically, the syllogisms are
valid in all models.

In view of the classical theory of generalized quantifiers, the intermediate
quantifiers are special generalized quantifiers of type 〈1, 1〉 (cf. [6,14,15]) that
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are isomorphism-invariant (cf. [4,5]). This property immediately follows from
model theory of higher order fuzzy logic introduced in [12].

The semantics of intermediate quantifiers is modeled using the concept of
evaluative linguistic expressions that are special expressions of natural language,
for example, small, medium, rather big, very short quite roughly strong, etc.
Each nontrivial intermediate quantifier is taken as a classical quantifier “all” or
“exists” whose universe of quantification is modified using a proper evaluative
expression. Since the semantics of the latter is modeled by means of a special
theory TEv of �L-FTT, the theory T IQ is obtained as an extension of TEv.

Let us emphasize that the meaning of each evaluative expression is construed
as a specific formula representing intension whose interpretation in a model is
a function from the set of possible worlds1 into a set of fuzzy sets. Intension
thus determines in each context a corresponding extension that is a fuzzy set
in a universe determined in the given context. The fuzzy set is constructed as a
horizon that can be shifted along the universe. For the details of the theory TEv

including its special axioms and the motivation — see [9]. From it follows that
we can easily construct also intensions of the intermediate quantifiers.

The main goal of this paper is to give examples of syllogism in a specific
intended model. After a brief introduction of the basic concepts of �L-FTT we
present the basic concepts of the theory of intermediate quantifiers and their syl-
logisms. In Section 4, we construct a model of the theory T IQ and give examples
of syllogisms for each of four possible figures.

2 Basic Concepts of the Fuzzy Type Theory

The basic syntactical objects of �L-FTT are classical — see [1], namely the con-
cepts of type and formula. The atomic types are ε (elements) and o (truth values).
General types are denoted by Greek letters α, β, . . .. The set of all types is de-
noted by Types. The language of �L-FTT denoted by J , consists of variables
xα, . . ., special constants cα, . . . (α ∈ Types), the symbol λ, and brackets.

The truth values form an MV-algebra (see [2]) extended by the delta opera-
tion. It can be seen as the residuated lattice

L = 〈L,∨,∧,⊗,→,0,1, Δ〉, (1)

where 0 is the least and 1 is the greatest element, L = 〈L,⊗,1〉 is a commutative
monoid, the → is residuation fulfilling the adjunction property

a⊗ b ≤ c iff a ≤ b → c,

and a ∨ b = (a → b) → b holds for all a, b, c ∈ L. The Δ is a unary operation
fulfilling 6 special axioms (cf. [3,8]). A special case is the standard �Lukasiewicz
MVΔ-algebra

L = 〈[0, 1],∨,∧,⊗,→, 0, 1, Δ〉 (2)

1 In our theory, we prefer to speak about contexts.
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where

∧ = minimum, ∨ = maximum,

a⊗ b = max(0, a+ b− 1), a → b = min(1, 1− a+ b),

¬a = a → 0 = 1− a, Δ(a) =

{
1 if a = 1,

0 otherwise.

We will also consider the operation of �Lukasiewicz disjunction a ⊕ b =
min(1, a+ b).

For the precise definitions of formulas, axioms, inference rules and properties
of the fuzzy type theory — see [8,11].

3 Theory of Intermediate Quantifiers

As mentioned, the formal theory of intermediate quantifiers T IQ is a special
theory of �L-FTT extending the theory TEv of evaluative linguistic expressions.

Definition 1. Let R ∈ Formo(oα)(oα) be a formula. Put

μ := λzoα λxoα (Rzoα)xoα. (3)

We say that the formula μ ∈ Formo(oα)(oα) represents a measure on fuzzy sets
in the universe of type α ∈ Types if it has the following properties:

(i) ΔΔΔ(xoα ≡ zoα) ≡ ((μzoα)xoα ≡ �) (M1),
(ii) ΔΔΔ(xoα ⊆ zoα)&&&ΔΔΔ(yoα ⊆ zoα)&&&ΔΔΔ(xoα ⊆ yoα)⇒⇒⇒ 2

((μzoα)xoα ⇒⇒⇒ (μzoα)yoα)(M2),
(iii) ΔΔΔ(zoα �≡ ∅oα)&&&ΔΔΔ(xoα ⊆ zoα)⇒⇒⇒

((μzoα)(zoα − xoα) ≡ ¬¬¬(μzoα)xoα) (M3),
(iv) ΔΔΔ(xoα ⊆ yoα)&&&ΔΔΔ(xoα ⊆ zoα)&&&ΔΔΔ(yoα ⊆ zoα)⇒⇒⇒

((μzoα)xoα ⇒⇒⇒ (μyoα)xoα) (M4).

Note that the measure is normed with respect to a distinguished fuzzy set zoα.
Using μ we will characterize size of the considered fuzzy sets.

For the following definition, we have to consider a set of selected types S to
which our theory will be confined. The reason is to avoid possible difficulties with
interpretation of the formula μ for complex types which may correspond to sets
of very large, possibly non-measurable cardinalities. This means that our theory
is not fully general. We do not see it as a limitation, though, because one can
hardly imagine the meaning of “most X ’s” over a set of inaccessible cardinality.
On the other hand, our theory works whenever there is a model in which we can
define a measure in the sense of Definition 1. The theory T IQ defined below is
thus parametrized by the set S. Below, we will work with formulas of types α

2 This implication is interpreted using �Lukasiewicz implication which was defined
above.
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(arbitrary objects), oα (fuzzy sets of objects of type α) and possibly formulas of
more complicated types that will be explained in the text.

Let us introduce the following special formula representing a fuzzy set of all
measurable fuzzy sets in the given type α:

Mo(oα) := λzoα (ΔΔΔ(μzoα)zoα&&&(∀xoα)(∀yoα)
((M2)&&&(M4))&&&(∀xoα))(M3) (4)

where (M2)–(M4) are the respective axioms from Definition 1.

Definition 2. Let S ⊆ Types be a distinguished set of types and
{R ∈ Formo(oα)(oα) | α ∈ S} be a set of new constants. The theory of intermedi-
ate quantifiers T IQ[S] w.r.t. S is a formal theory of �L-FTT defined as follows:

(i) The language of T IQ[S] is JEv ∪ {Ro(oα)(oα) ∈ Formo(oα)(oα) | α ∈ S}.
(ii) Special axioms of T IQ[S] are those of TEv and (∃zoα)Mo(oα)zoα, α ∈ S.

In the following definition, we introduce two kinds of intermediate quantifiers.

Definition 3. Let T IQ[S] be a theory of intermediate quantifiers in the sense
of Definition 2 and Ev ∈ Formoo be intension of some evaluative expression.
Furthermore, let z ∈ Formoα, x ∈ Formα be variables and A,B ∈ Formoα be
formulas, α ∈ S, such that

T IQ � Mo(oα)Boα

holds true. Then a type 〈1, 1〉 intermediate generalized quantifier interpreting the
sentence “〈Quantifier〉 B’s are A” is one of the following formulas:

(Q∀
Ev x)(B,A) := (∃z)((ΔΔΔ(z ⊆ B)&&&(∀x)(z x ⇒⇒⇒ Ax)) ∧∧∧ Ev((μB)z)), (5)

(Q∃
Ev x)(B,A) := (∃z)((ΔΔΔ(z ⊆ B)&&&(∃x)(zx∧∧∧ Ax))∧∧∧ Ev((μB)z)). (6)

In some cases, only non-empty subsets of B must be considered. This is a
special case of intermediate quantifiers with presupposition.

Definition 4. Let T IQ[S] be a theory of intermediate quantifiers in the sense of
Definition 2 and Ev , z, x, A,B be the same as in Definition 3. Then an interme-
diate generalized quantifier with presupposition is the formula

(∗Q∀
Ev x)(B,A) ≡ (∃z)((ΔΔΔ(z ⊆ B)&&&(∃x)zx&&&(∀x)(z x⇒⇒⇒ Ax))∧∧∧ Ev((μB)z)).

(7)

We will now introduce definitions of several specific intermediate quantifiers
based on the analysis provided by Peterson in his book [13]. We can see that
all the intermediate quantifiers are defined using specific evaluative expressions.
Shapes of their extensions, i.e., of the corresponding fuzzy sets in the context
[0, 1] are depicted in Fig. 1 below.
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A: All B are A :=Q∀
BiΔΔΔ(B,A) ≡ (∀x)(Bx⇒⇒⇒ Ax),

E: No B are A :=Q∀
BiΔΔΔ(B,¬¬¬A) ≡ (∀x)(Bx⇒⇒⇒¬¬¬Ax),

P: Almost all B are A :=Q∀
Bi Ex(B,A) ≡

(∃z)((ΔΔΔ(z ⊆ B)&&&(∀x)(zx⇒⇒⇒ Ax))∧∧∧ (Bi Ex)((μB)z)),

B: Few B are A (:=Almost all B are not A) := Q∀
Bi Ex(B,¬¬¬A) ≡

(∃z)((ΔΔΔ(z ⊆ B)&&&(∀x)(zx⇒⇒⇒¬¬¬Ax))∧∧∧ (Bi Ex)((μB)z)),

T: Most B are A :=Q∀
Bi Ve(B,A) ≡

(∃z)((ΔΔΔ(z ⊆ B)&&&(∀x)(zx⇒⇒⇒ Ax))∧∧∧ (Bi Ve)((μB)z)),

D: Most B are not A :=Q∀
Bi Ve(B,¬¬¬A) ≡

(∃z)((ΔΔΔ(z ⊆ B)&&&(∀x)(zx⇒⇒⇒¬¬¬Ax))∧∧∧ (Bi Ve)((μB)z)),

K: Many B are A :=Q∀
¬¬¬(Sm ν̄νν)(B,A) ≡

(∃z)((ΔΔΔ(z ⊆ B)&&&(∀x)(zx⇒⇒⇒ Ax))∧∧∧¬¬¬(Sm ν̄νν)((μB)z)),

G: Many B are not A :=Q∀
¬¬¬(Sm ν̄νν)(B,¬¬¬A) ≡

(∃z)((ΔΔΔ(z ⊆ B)&&&(∀x)(zx⇒⇒⇒¬¬¬Ax))∧∧∧¬¬¬(Sm ν̄νν)((μB)z)),

I: Some B are A :=Q∃
BiΔΔΔ(B,A) ≡ (∃x)(Bx∧∧∧Ax),

O: Some B are not A :=Q∃
BiΔΔΔ(B,¬¬¬A) ≡ (∃x)(Bx∧∧∧¬¬¬Ax).

4 Generalized Intermediate Syllogisms

A syllogism (or logical appeal) is a special kind of logical argument in which
the conclusion is inferred from two premises : the major premise (first) and
minor premise (second). The syllogisms will be written as triples of formulas
〈P1, P2, C〉. The intermediate syllogism is obtained from any traditional syllo-
gism (valid or not) when replacing one or more of its formulas by formulas
containing intermediate quantifiers.

We say that a syllogism 〈P1, P2, C〉 is valid in a theory T if T � P1&&&P2 ⇒⇒⇒ C,
or equivalently, if T � P1 ⇒⇒⇒ (P2 ⇒⇒⇒ C). Note that this means that in every model
M |= T the inequality

M(P1)⊗ M(P2) ≤ M(C) (8)

holds true. Suppose that Q1, Q2, Q3 are intermediate quantifiers and X,Y,M ∈
Formoα are formulas representing properties. Then the following figures can be
considered:
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Figure I

Q1 M is Y

Q2 X is M
Q3 X is Y

Figure II

Q1 Y is M

Q2 X is M
Q3 X is Y

Figure III

Q1 M is Y

Q2 M is X
Q3 X is Y

Figure IV

Q1 Y is M

Q2 M is X
Q3 X is Y

4.1 Interpretation

In this section we will present examples of syllogisms of every figure and show
their validity in a simple model with a finite set Mε of elements. The frame of
the constructed model is the following:

M = 〈(Mα,=α)α∈Types ,LΔ〉 (9)

where Mo = [0, 1] is the support of the standard �Lukasiewicz MVΔ-algebra.
The fuzzy equality =o is the �Lukasiewicz biresiduation ↔. Furthermore, Mε =
{u1, . . ., ur} is a finite set with a fixed numbering of its elements and =ε is
defined by

[ui =ε uj ] = (1−min

(
1,

|i− j|
s

)
)

for some fixed natural number s ≤ r. This a separated fuzzy equality w.r.t.
the �Lukasiewicz conjunction ⊗. It can be verified that all the logical axioms of
�L-FTT are true in the degree 1 in M (all the considered functions are weakly

extensional w.r.t. M(≡)). Moreover, M is nontrivial because 1 − |i−j|
s ∈ (0, 1)

implies |i−j|
s ∈ (0, 1) and thus, taking the assignment p such that p(xε) = ui,

p(yε) = uj and considering Ao := xε ≡ yε, we obtain Mp(Ao ∨∨∨¬¬¬Ao) ∈ (0, 1).
To make M a model of TEv and T IQ, we must define interpretation of ∼;

namely, we put M(∼) =↔2, M(†) = 0.5 and put M(ννν) equal to a function νa,b,c
which is a simple partially quadratic function given in [9]. In Fig. 1, extensions
of several evaluative expressions used below are depicted. It can be verified that
M |= TEv.

The distinguished set S ⊂ Types is defined as follows: α ∈ S iff α does not
contain a subtype of the form βo. As follows from the analysis in [12], all sets
Mα for α ∈ S are finite.

Let A ⊂∼ Mα, α ∈ S be a fuzzy set. We put

|A| =
∑

u∈Supp(A)

A(u), u ∈ Mα. (10)

Furthermore, for fuzzy sets A,B ⊂∼ Mα, α ∈ S we define

FR(B)(A) =

⎧⎪⎨⎪⎩
1 if B = ∅ or A = B,
|A|
|B| if B �= ∅ and A ⊆ B,

0 otherwise.

(11)

Interpretation of the constants R ∈ Formo(oα)(oα), α ∈ S is defined by
M(R) = FR where FR : F(Mα) × F(Mα) → L is the function (11). It can be
verified that axioms (M1)–(M4) are true in the degree 1 in M. Thus, M |= T IQ.
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Fig. 1. Shapes of the extensions of evaluative expressions in the context [0, 1] used in
the examples below

4.2 Examples of Strongly Valid Syllogisms of Figure I

Below, we will demonstrate on concrete examples, how some of the syllogisms,
whose validity was syntactically proved in [7], behave in the model constructed
above. In the examples below we will suppose that the truth values of the major
and minor premises in the above considered model are equal to 1. By (8), the
truth value of the conclusion must also be equal to 1.

We will now analyze what kinds of sets fulfil these requirements. First, we will
consider the following syllogism.

ATT-I:
P1: All men are bigheaded.
P2: Most politicians are men.
C: Most politicians are bigheaded.

Let M be a model in (9). Let Mε be a set of people. Let Menoε be a formula
representing “men”. We will suppose that its interpretation is a classical set
M(Menoε) = M ⊆ Mε. Furthermore, let Poloε be a formula representing “politi-
cians” interpreted by M(Poloε) = P ⊆ Mε where P is a classical set. Finally, let
BHoε be a formula interpreted by a classical set M(BHoε) = H ⊆ Mε.

Major premise: “All men are bigheaded.” Note that this is the classical general
quantifier and so, by the assumption

M((∀xε)(Menoε(xε) ⇒⇒⇒ Humoε(xε))) =∧
m∈Mε

(M(Menoε)(m) → M(BHoε)(m)) = 1

we conclude that M ⊆ H .
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Minor premise: “Most politicians are men.” This is a non-classical intermediate
quantifier. By the assumption, its interpretation in the above model

M((∃zoε)((ΔΔΔ(zoε ⊆ Poloε)&&&(∀xε)(zoεxε ⇒⇒⇒ Menoε))

∧ (Bi Ve)((μPoloε)zoε))) = 1 (12)

leads to the requirement to find the greatest subset M(zoε) = M ′ ⊆ P such
that:

M(ΔΔΔ(zoε ⊆ Poloε)) = 1, (13)

M((∀xε)(zoεxε ⇒⇒⇒ Menoε) = 1, (14)

M((Bi Ve)((μPoloε)zoε)) = 1. (15)

One can verify that this holds if M ′ = M .
From (15) and the interpretation of evaluative expressions (see Figure 1) it

follows that M((μPoloε)zoε) = FR(P,M) ≥ 0.91. Thus, for example, if |P | = 100
then |M | ≥ 91.

Conclusion: “Most politicians are bigheaded.” This is the non-classical interme-
diate quantifier. Its interpretation in the above model is

Q∀
Bi Ve(Menoε,BHoε) :=

(∃zoε)((ΔΔΔ(zoε ⊆ Menoε)&&&(∀xε)(zoεxε ⇒⇒⇒ BHoε)) ∧ (Bi Ve)((μMenoε)zoε)). (16)

Because we are dealing with classical sets, we conclude that to find a truth value
of (16) requires to find a set M(zoε) = H ′, where H ′ ⊆ M and H ′ ⊆ H , which
maximizes the truth value

M((Bi Ve)((μMenoε)zoε)). (17)

But from the first premise we know that M ⊆ H . From the fact that FR(P,M)
provides the truth value 1 in (15) and from H ′ ⊆ H we conclude that M ⊆
H ′. Hence, M((μMenoε)zoε) = FR(P,H

′) provides the truth value 1 in (17).
Consequently, M(Q∀

Bi Ve(Menoε,Humoε)) = 1. Since the syllogism is strongly
valid, it means in our model that M(P1)⊗ M(P2) ≤ M(C).

For example, if |P | = 100 then the quantifier “most” means at least 91 people.
By the discussed syllogism, if we know that “All men are humans” and “Most
politicians are men”, we conclude that at least 91 politicians are humans.

Analogously we can demonstrate validity of the following syllogisms:

EPD-I:
P1 : No homework is fun.
P2: Almost all writting is homework.
C : Most writting is not fun.

ATT-I:
P1 : All women are well dressed.
P2 : Most people in the party are women.
C : Most people in the party are well dressed.
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4.3 Examples of Strongly Valid Syllogisms of Figure II

Below we introduce only examples of strongly valid syllogisms in T IQ. The va-
lidity can be verified by the same construction as in the previous subsection.

AEO-II:
P1 : All birds have wings.
P2 : No humans have wings.
C : Some humans have not wings.

AGG-II:
P1 : All informative thinks are useful.
P2 : Many website are not useful.
C: Many website are not informative.

4.4 Examples of Strongly Valid Syllogisms of Figure-III

Let us consider the syllogism of Figure-III as follows:

PTI-III:
P1: Almost all small children go to the basic school.
P2: Most small children drive bicycle.
C: Some children driving bicycle go to the basic school.

Suppose the same frame as above. LetMε be a set of “children”. Let Childoε be
a formula “small children” with the interpretation M(Childoε) = C ⊆ Mε where
C is a classical set. Furthermore, let Basicoε be a formula representing “children
go to the basic school” with the interpretation M(Basicoε) = B ⊆ Mε where B is
a classical set. Finally, let Bicycleoε be a formula representing “children driving
bicycle” with the interpretation M(Bioε) = I ⊆ Mε where I is a classical set.

Major premise “Almost all small children go to the basic school.” This is non-
classical intermediate quantifier. By the assumption, its interpretation in the
above model

M((∃zoε)((ΔΔΔ(zoε ⊆ Childoε)&&&(∀xε)(zoεxε ⇒⇒⇒ Basicoεxε))

∧∧∧ (Bi Ex)((μChildoε)zoε))) = 1 (18)

means to find the biggest subset M(zoε) = B′ ⊆ C such that:

M(ΔΔΔ(zoε ⊆ Childoε)) = 1, (19)

M((∀xε)(zoεxε ⇒⇒⇒ Basicoε)) = 1, (20)

M((Bi Ex)((μChildoε)zoε)) = 1. (21)

It can be verified that this holds if B′ = B. From (21) and Figure 1 it follows
that M((μChildoε)zoε) = FR(C,B) ≥ 0.97. This means that if |C| = 100, then
|B| ≥ 97.
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Minor premise “Most small children drive bicycle.” This is non-classical inter-
mediate quantifier. By the assumption, its interpretation in the above model

M((∃zoε)((ΔΔΔ(zoε ⊆ Childoε)&&&(∀xε)(zoεxε ⇒⇒⇒ Bicycleoεxε))

∧∧∧ (Bi VR)((μChildoε)zoε))) = 1 (22)

means to find the biggest subset M(zoε) = I ′ ⊆ C such that:

M(ΔΔΔ(zoε ⊆ Childoε)) = 1, (23)

M((∀xε)(zoεxε ⇒⇒⇒ Bicycleoε)) = 1, (24)

M((Bi Ve)((μChildoε)zoε)) = 1. (25)

It can be verified that this holds if I ′ = I.
From (25) and Figure 1 it follows that M((μChildoε)zoε) = FR(C, I) ≥ 0.91.

This means that if |C| = 100, then |I| ≥ 91.

Conclusion “Some children driving bicycle go to the basic school.” This is the
classical general quantifier and so, its interpretation in the above model is

Q∃
BiΔΔΔ(Bicycleoε,Basicoε) := (∃xε)(Bicycleoε(xε)∧∧∧ Basicoε(xε)) (26)

which is interpreted by

M(Q∃
BiΔΔΔ(Bicycleoε,Basicoε)) =

∨
m∈Mε

(M(Bicycleoε(m)) ∧M(Basicoε(m))).

(27)

The interpretation M(Bicycleoε(xε)∧Basicoε(xε)) = I ∩B. From both premises
we have that I ′ ⊆ C and B′ ⊆ C thus I ′ ∩ B′ ⊆ C. From validity of the
syllogism we know that M(Q∃

BiΔΔΔ(Bicycleoε,Basicoε)) = 1 and so, we conclude
that I ′ ∩B′ �= ∅.

Analogously we may verify the validity of the following syllogisms:

PPI-III:
P1 : Almost all parliamentarian are men.
P2 : Almost all parliamentarian have driver.
C : Some drivers are men.

TTI-III:
P1 : Most people on earth eat meat.
P2 : Most people on earth are women.
C : Some women eat meat.

4.5 Example of Invalid Syllogism

Peterson in his book gave also an example of invalid syllogism of Figure-III. We
will show that this syllogism is invalid also in our theory.
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TAT-III:
P1 : Most good jokes are old.
P2 : All good jokes are funny.
C : Most funny jokes are old.

Suppose the same model as above. LetMε be a set of “jokes”. Let GJokeoε be a
formula “good jokes” with the interpretation M(GJokeoε) = J ⊆ Mε where J is
a classical set. Furthermore, let Oldoε be a formula “old” with the interpretation
M(Oldoε) = O ⊆ Mε where O is a classical set. Finally, let Funnoε be a formula
“funny” with the interpretation M(Funoε) = F ⊆ Mε where F is a classical set.

Major premise “Most good jokes are old.” The assumption

M((∃zoε)((ΔΔΔ(zoε ⊆ GJokeoε)&&&(∀xε)(zoεxε ⇒⇒⇒ Oldoεxε))

∧∧∧ (Bi Ve)((μGJokeoε)zoε))) = 1 (28)

means to find the biggest subset M(zoε) = O′ ⊆ J such that:

M(ΔΔΔ(zoε ⊆ GJokeoε)) = 1, (29)

M((∀xε)(zoεxε ⇒⇒⇒ Oldoε)) = 1, (30)

M((Bi Ve)((μGJokeoε)zoε)) = 1. (31)

It can be verified that this holds if O′ = O.
From (31) and Figure 1 it follows that M((μGJokeoε)zoε) = FR(J,O) ≥ 0.91.

This means that if |J | = 100, then |O| ≥ 91.

Minor premise “All good jokes are funny.” The assumption

M((∀xε)(GJokeoε(xε) ⇒⇒⇒ Funnoε(xε))) =∧
m∈Mε

(M(GJokeoε(m) → M(Funnoε(m))) = 1 (32)

means that J ⊆ F and hence O′ ⊆ F .

Conclusion “Most funny jokes are old.” The conclusion is the following formula:

Q∀
Bi Ve(Funnoε,Oldoε) :=

(∃zoε)((ΔΔΔ(zoε ⊆ Funnoε)&&&(∀xε)(zoεxε ⇒⇒⇒ Oldoεxε))∧∧∧ (Bi Ve)((μFunnoε)zoε)).
(33)

From the first premise forM(zoε) = O′ we have thatM((∀xε)(zoεxε ⇒⇒⇒ Oldoε)) =
1. From the second one we obtain that

M(ΔΔΔ(zoε ⊆ Funnoε)) = 1.

From Figure 1 and from M((μFunnoε)zoε) = FR(F,O
′) = 0.83 we obtain that

M((Bi Ve)((μFunnoε)zoε)) < 1. Consequently, we conclude that

M(Q∀
Bi Ve(Funnoε,Oldoε)) < 1

which means that M(P1) ⊗ M(P2) > M(C) and so, the syllogism TAT-III is
invalid.
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5 Conclusions

In this paper, we briefly introduced a formal theory of intermediate quantifiers
and constructed an intended model of it. In this model we demonstrated on
several examples how validity of generalized syllogisms works.

Let us emphasize that our theory is very general because validity of all the
syllogisms was proved syntactically. This means that the following holds in every
model M: a truth value of the conclusion C is greater or equal to a truth value
of the strong conjunction of the premises P1&&&P2, i.e. M(P1)⊗M(P2) ≤ M(C).
The considered measure and the concept of context included in the theory of
evaluative expressions makes it possible also to estimate sizes of the (fuzzy)
sets of elements characterized using intermediate quantifiers with respect to the
concrete context, i.e., what does it mean, for example “most” when speaking
about a set of 100 elements.
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Abstract. In this paper we describe an approach for defining customized color
descriptors for image retrieval. In particular, a customized fuzzy dominant color
descriptor is proposed on the basis of a finite collection of fuzzy colors designed
specifically for a certain user. Fuzzy colors modeling the semantics of a color
name are defined as fuzzy subsets of colors on an ordinary color space, filling
the semantic gap between the color representation in computers and the subjec-
tive human perception. The design of fuzzy colors is based on a collection of
color names and corresponding crisp representatives provided by the user. The
descriptor is defined as a fuzzy set over the customized fuzzy colors (i.e. a level-2
fuzzy set), taking into account the imprecise concept that is modelled, in which
membership degrees represent the dominance of each color. The dominance of
each fuzzy color is calculated on the basis of a fuzzy quantifier representing the
notion of dominance, and a fuzzy histogram representing as a fuzzy quantity the
percentage of pixels that match each fuzzy color. The obtained descriptor can be
employed in a large amount of applications. We illustrate the usefulness of the
descriptor by a particular application in image retrieval.

Keywords: Customized Fuzzy Color, Dominant color descriptor, Fuzzy Quan-
tification, Image retrieval.

1 Introduction

The use of visual descriptors, which describe the visual features of the contents in im-
ages, has been suggested for image retrieval purposes [9,13], among many other ap-
plications. These descriptors describe elementary characteristics such as color, texture
and shape, which are automatically extracted from images [1,7]. Among these charac-
teristics, color plays an important role because of its robustness and independence from
image size and orientation [4,12,5].

In this paper we focus on the dominant color descriptor, one of the most impor-
tant descriptors in the well-known MPEG-7 standard [15]. A dominant color descriptor
must provide an effective, compact, and intuitive representation of the most representa-
tive colors presented in an image. In this context, many approaches to dominant color
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extraction have been proposed in the literature [16,6]. Our objective in this paper is to
develop a dominant color descriptor able to cope with the following aspects:

1. to fill the semantic gap between the color representation in computers and its human
perception, i.e., the color descriptors must be based on colors whose name and
semantics, provided by (and understandable for) the users, is far from the set of
colors represented by color spaces employed by computers, like RGB for instance.

2. the fuzziness of colors. Colors as perceived by humans correspond to subsets of
those colors represented in computers. However, these perceived colors don’t have
clear, crisp, boundaries. Hence, perceived colors can be better modeled as fuzzy
subsets of crisp colors.

3. the subjectivity in the set of colors. The collection of colors to be employed in the
indexing of images is different for every user and/or application. We may also have
a different number of colors, the same color may be given different names, and
the same color name may have a different semantics, depending on the user and/or
application. Hence, we need a customized set of colors, both in name and modeling,
for each case.

4. the imprecision in the human’s perception of dominance. It is usual to consider
degrees of dominance, that is, colors can be clearly dominant, clearly not dominant,
or can be dominant to a certain degree.

The first two requirements can be fulfilled by using the notions of fuzzy color and
fuzzy color space [11]. In order to fulfil the third one, and to obtain customized fuzzy
color spaces, we shall employ a methodology for developing a fuzzy color space on
the basis of a collection of color names and corresponding crisp representatives, to be
provided by the user for the specific application. Finally, in order to fulfil the fourth
requirement, we introduce in this paper a fuzzy descriptor for dominant colors as a
level-two fuzzy set on the fuzzy colors comprising the customized fuzzy color space
modelling the imprecise concept of dominance.

In order to obtain this descriptor we use a histogram of fuzzy colors, as the domi-
nance is related with the frequency of the colors in the image. The frequency will be
represented by a fuzzy cardinality measure. A fuzzy quantifier will be employed in or-
der to represent the semantics of dominant on the basis of the amount of pixels having
a certain color, in a natural way. The final degree of dominance for a certain fuzzy color
will be obtained as the accomplishment degree of a quantified sentence, calculated as
the compatibility between the quantifier and the fuzzy cardinality of the set of pixels
with the fuzzy color.

The rest of the paper is organized as follows. In section 2 the fuzzy color modelling
is presented. The dominance-based color fuzzy descriptor is defined in section 3, and an
inclusion fuzzy operator for image retrieval is described in section 4. Results are shown
in section 5, and the main conclusions and future work are summarized in section 6.

2 Fuzzy Modelling of Colors

In this section, the notions of fuzzy color (section 2.1) and fuzzy color space (sec-
tion 2.2) we presented in a previous work [11] are summarized.
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2.1 Fuzzy Color

For representing colors, several color spaces can be used. In essence, a color space is
a specification of a coordinate system and a subspace within that system where each
color is represented by a single point. The most commonly used color space in practice
is RGB because is the one employed in hardware devices (like monitors and digital
cameras). It is based on a cartesian coordinate system, where each color consists of
three components corresponding to the primary colors red, green, and blue. Other color
spaces are also popular in the image processing field: linear combination of RGB (like
CMY, YCbCr, or YUV), color spaces based on human color term properties like hue or
saturation (HSI, HSV or HSL), or perceptually uniform color spaces (like CIELa*b*,
CIELuv, etc.).

In order to manage the imprecision in color description, we introduce the following
definition of fuzzy color:

Definition 1. A fuzzy color C̃ is a normalized fuzzy subset of colors.

As previously explained, colors can be represented as a triplet of real numbers cor-
responding to coordinates in a color space. Hence, a fuzzy color can be defined as a
normalized fuzzy subset of points of a color space. From now on, we shall note XYZ
a generic color space with components X, Y and Z1, and we shall assume that a color
space XYZ, with domains DX , DY and DZ of the corresponding color components is
employed. This leads to the following more specific definition:

Definition 2. A fuzzy color C̃ is a linguistic label whose semantics is represented in a
color space XYZ by a normalized fuzzy subset of DX ×DY ×DZ.

Notice that the above definition implies that for each fuzzy color C̃ there is at least
one crisp color r such that C̃(r) = 1.

In this paper, and following [11], we will define the membership function of C̃ as

C̃(c;r,S,Ω) = f
(∣∣−→rc
∣∣ ;tc

1, . . . , t
c
n

)
(1)

depending on three parameters: S = {S1, . . . ,Sn} a set of bounded surfaces in XYZ veri-
fying Si∩S j = /0 ∀i, j (i.e., pairwise disjoint) and such that Volume(Si)⊂Volume(Si+1);
Ω = {α1, . . . ,αn} ⊆ (0,1], with 1 = α1 > α2 > · · · > αn = 0, the membership degrees
associated to S verifying C̃(s;r,S,Ω) = αi ∀s ∈ Si; and r a point inside Volume(S1) that
is assumed to be a crisp color representative of C̃.

In Eq.1, f :R→ [0,1] is a piecewise function with knots {tc
1, . . . , t

c
n} verifying f (tc

i )=
αi ∈ Ω , where these knots are calculated from the parameters r, S and Ω as follows:
tc
i =
∣∣−→rpi

∣∣ with pi = Si ∩rc being the intersection between the line rc (straight line con-
taining the points r and c) and the surface Si, and

∣∣−→rpi

∣∣ the length of the vector −→rpi.

1 Although we are assuming a three dimensional color space, the proposal can be easily extended
to color spaces with more components.
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2.2 Fuzzy Color Space

For extending the concept of color space to the case of fuzzy colors, and assuming a
fixed color space XYZ, with DX , DY and DZ being the domains of the corresponding
color components, the following definition is introduced:

Definition 3. A fuzzy color space X̃YZ is a set of fuzzy colors that define a partition of
DX ×DY ×DZ.

As we introduced in the previous section (see Eq.1), each fuzzy color C̃i ∈ X̃YZ will
have associated a representative crisp color ri. Therefore, for defining our fuzzy color
space, a set of representative crisp colors R = {r1, . . . ,rn} is needed.

For defining each fuzzy color C̃i ∈ X̃YZ, we also need to fix the set of surfaces Si and
the associated memberships degrees Ωi (see Eq.1). In this paper, we have focused on
the case of convex surfaces defined as a polyhedra (i.e, a set of faces). Concretely, three
surfaces Si = {Si

1,S
i
2,S

i
3} have been used for each fuzzy color C̃i with Ωi = {1,0.5,0}∀i.

To obtain Si
2 ∈ Si ∀i, a Voronoi diagram has been calculated [10] with R as centroid

points . As results, a crisp partition of the color domain given by convex volumes is
obtained (each volume will define a Voronoi cell). The surfaces of the Voronoi cells
will define the surfaces Si

2 ∈ Si ∀i. Once Si
2 is obtained, the surface Si

1 (resp. Si
3) is

calculated as a scaled surface of Si
2 with scale factor of 0.5 (resp. 1.5). For more details

about the parameter values which define each polyhedra, see [11].

3 Dominance-Based Fuzzy Color Descriptor

For describing semantically an image, the dominant colors will be used. In this section,
a Fuzzy Descriptor for dominant colors is proposed (section 3.2) on the basis of the
dominance degree of a given color (section 3.1).

3.1 Dominant Fuzzy Colors

Intuitively, a color is dominant to the extent it appears frequently in a given image.
As it is well known in the computer vision field, the histogram is a powerful tool for
measuring the frequency in which a property appears in an image. The histogram is a
function h(x) = nx where x is a pixel property (grey level, color, texture value, etc.) and
nx is the number of pixels in the image having the property x. It is common to normalize
a histogram by dividing each of its values by the total number of pixels, obtaining an
estimate of the probability of occurrence of x.

Working with fuzzy properties suggests to extend the notion of histogram to “fuzzy
histogram”. In this sense, a fuzzy histogram will give us information about the fre-
quency of each fuzzy color. In this paper, the cardinality h(x) of the fuzzy subset of
pixels having property x, Px, will be measured by means of the fuzzy cardinality ED [2]
divided by the number of pixels in the image, which is a fuzzy subset of [0,1] calculated
as follows:

h(x) = ∑
αi∈Λ(Px)

(αi −αi+1)

|(Px)αi |/N
(2)
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with Λ(Px) = {1 = α1 > α2 > · · ·> αn > 0} the level set of Px union {1} in case Px is
not normalized, and considering αn+1 = 0.

Using the information given by the histogram, we will measure the “dominance” of
a color fuzzy set. Dominance is an imprecise concept, i.e., it is possible in general to
find colors that are clearly dominant, colors that are clearly not dominant, and colors
that are dominant to a certain degree. On the other hand, the degree of dominance
depends on the percentage of pixels where the color appears. Hence, it seems natural
to model the idea of dominance by means of a fuzzy set over the percentages, i.e.,
a fuzzy quantifier defined by a non-decreasing subset of the real interval [0,1]. More
specifically, we define the fuzzy subset “Dominant”, noted as Dom, as follows:

Dom(α) =

⎧⎨⎩
0 α ≤ u1
α−u1
u2−u1

u1 ≤ α ≤ u2

1 α ≥ u2

(3)

for each α ∈ [0,1], where u1 and u2 are two parameters such that 0 ≤ u1 < u2 ≤ 1.
Finally, in order to know whether a certain color is dominant in the image, we have to

calculate the compatibility between its frequency and the quantifier defining the notion
of “Dominant”. For instance, in the case of a crisp color, its frequency is a crisp number
x and its dominance is Dom(x). In the case of a fuzzy color C̃, its frequency is a fuzzy
subset of the rational numbers calculated as in Eq. (2) and noted h(C̃). In order to obtain
the dominance of a fuzzy color C̃ in an image the compatibility between the fuzzy
cardinality of the fuzzy set of pixels PC̃ with color C̃ in the image, and the quantifier
Dom, corresponds to the evaluation of the quantified sentence “Dom of pixels in the
image are PC̃”. We shall use the method GD introduced in [3] as follows:

GDDom(PC̃) = ∑
α∈Supp(h(C̃))

h(C̃)(α)×Dom(α) (4)

3.2 Dominance-Based Fuzzy Descriptors

On the basis of the dominance of colors, a new dominance image descriptor is proposed.

Definition 4. Let C a finite reference universe of color fuzzy sets. We define the Fuzzy
Dominant Color Descriptor as the fuzzy set

FDCD = ∑̃
C∈C

GDDom(C̃)/C̃ (5)

with GDDom(C̃) being the dominance degree of C̃ given by Eq. 4.

4 Matching Operators

Fuzzy operators over fuzzy descriptors are needed in many practical applications. In
this section, a “Fuzzy inclusion operator” (section 4.1) is proposed.
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4.1 Fuzzy Inclusion Operator

Given two Fuzzy Dominant Color Descriptors, FDCDi and FDCD j, the operator pre-
sented in this section calculates the inclusion degree of FDCDi in FDCD j. The calculus
is done using the Resemblance Driven Inclusion Degree introduced in [8], which com-
putes the inclusion degree of two fuzzy sets whose elements are imprecise.

Definition 5. Let FDCDi and FDCD j be two Fuzzy Dominant Color Descriptors de-
fined over a finite reference universe of fuzzy sets P , FDCDi(x) and FDCD j(x) the
membership functions of these fuzzy sets, S the resemblance relation defined over the
elements of P , ⊗ be a t-norm, and I an implication operator. The inclusion degree of
FDCDi in FDCD j driven by the resemblance relation S is calculated as follows:

ΘS(FDCD j|FDCDi) = min
x∈P

max
y∈P

θi, j,S(x,y) (6)

where

θi, j,S(x,y) =⊗(I(FDCDi(x),FDCD j(y)),S(x,y)) (7)

In this paper we use the minimum as t-norm, the compatibility as the resemblance
relation S, and as implication operator the one defined in equation 8.

I(x,y) =

{
1 if x ≤ y
y/x otherwise

(8)

5 Results

In this section, we will use the proposed Fuzzy Dominant Color Descriptor (FDCD)
and the inclusion operator (section 4.1) in order to define image retrieval queries based
on dominant colors. Specifically, query refinement on results provided by the Flickr
system using FDCD over an user customized fuzzy color space.

5.1 Customized Color Space: An Example

We have used an user customized fuzzy color space for fruit colors, designed on the
basis of a collection of crisp colors and color names provided by the user, following
the methodology described in section 2. A user outlined regions in several images and
labeled each regions with the color name of a fruit. The crisp color corresponding to
each region has been obtained as the centroid of all the colors in the corresponding
regions in the RGB color space. For each fruit, 10 images have been used and one or
more regions in each image considered as representative of each fruit have been outlined
by the user. The results of this experiment are shown in table 1. (only two images for
each fruit, not regions chosen by the user, are shown).
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Table 1. Collection of images and corresponding representative colors. Selected regions for every
image are not shown.

Color Name Images
Representative

RGBcolor

banana [254.0,213.0,0.0]

blackberry [38.0,42.0,41.0]

green apple [188.0,227.0,60.0]

lemon [254.0,234.0,101.0]

orange [255.0,115.0,1.0]

plum [145.0,145.0,197.0]

raspberry [253.0,108.0,128.0]

red apple [162.0,29.0,34.0]

strawberry [204.0,12.0,11.0]
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(a)

(b)

Fig. 1. Retrieval results on Flickr using keyword “banana”: (a) results from Flickr only with
keyword and (b) query refinement using FDCDquery = 1/banana
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(a)

(b)

Fig. 2. Retrieval results on Flickr using keyword “green apple”: (a) results from Flickr only with
keyword and (b) query refinement using FDCDquery = 1/greenapple
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5.2 Query Refinement Examples

In this illustrative application we have used the Flickr online image database. We have
performed queries using color names as keywords. Then, we have refined the result
of these queries using the Fuzzy Dominant Color Descriptor (FDCD) for each image
and the fuzzy inclusion operator on the basis of the customized fuzzy color space just
mentioned. Nowadays, there are more than 6 billion images hosted in Flickr, and our
query has been applied to a collection of around 100000 images provided by the Flickr
API [14] as the most interesting photos for a certain month.

Figure 1a shows the retrieval results for the query banana, ranked by relevance by
Flickr. Figure 1b shows the result of the query refinement by ranking the previous re-
sult on the basis of our inclusion operator taking as criterion the dominance of the
customized fuzzy color banana in the image. More specifically, we calculate the in-
clusion degree of the descriptor 1/banana. This is equivalent in this particular case to
calculate the degree of dominance of the color banana in the whole image. We have
employed a definition of dominance based on a linguistic quantifier with parameters
u1 = 0.1 and u2 = 0.25. Using this approach, the subjectivity of the color banana and
the imprecision of the dominance in an image are considered and in our opinion, the
refinement provides a better ranking of images.

A similar experiment has been performed using the color name green apple. Figure
2a shows the retrieval results for the query green apple, ranked by relevance by Flickr.
Figure 2b shows the result of the query refinement using the dominance of the cus-
tomized fuzzy color green apple in the image, using the same procedure employed for
the previous case. Again, we consider that the refinement provides a better ranking of
images than that of Flickr.

Please note that we do not claim that dominance of the previous customized fuzzy
colors is enough on its own in order to recognize the presence of certain fruits in im-
ages. Other objects than bananas and/or green apples, but having the same colors, may
be recognized when dominance is consider alone. However, they are very good for re-
fining queries based on color labels, as those performed by Flickr and many other image
retrieval systems.

6 Conclusions

In this paper, a new Fuzzy Dominant Color Descriptor has been proposed. This de-
scriptor has been defined as a fuzzy set over a finite universe of fuzzy colors, in which
membership degrees represent the dominance of each color. The color fuzzy sets have
been defined taking into account the relationship between the color representation in
computers and its human perception. In addition, fuzzy operators over the new descrip-
tor have been proposed. We have illustrated the usefulness of our proposals with an
application in image retrieval, specifically query refinement on results provided by the
Flickr system.

Several future work related to this will be to apply the descriptor in the linguistic de-
scription of images, and the combination with other customized fuzzy concepts related
to color as well as other basic features of images.
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Abstract. In this paper, we provide a brief survey of the main the-
oretical and conceptual principles of methods that use the, so called,
linguistic descriptions and thus, belong to the broad area of methods en-
capsulated under the term modeling with words. The theoretical frame is
fuzzy natural logic — an extension of mathematical fuzzy logic consist-
ing of several constituents. In this paper, we will deal with formal logical
theory of evaluative linguistic expressions and the related concepts of lin-
guistic description and perception-based logical deduction. Furthermore,
we mention some applications and highlight two of them: forecasting and
linguistic analysis of time series and linguistic associations mining.

1 Introduction — Necessity to Learn from Linguists and
Logicians

This is an overview paper focusing on linguistic descriptions and expressions
forming them, discussion of inference method on the basis of linguistic descrip-
tion, learning linguistic descriptions from data and demonstration of few appli-
cations in time series analysis and mining linguistic associations.

There are more meanings of the term “linguistic description”. In linguistics,
it is the task to analyze and describe objectively how language is spoken by a
group of people. In this paper, we understand by it a piece of text taken as a
set of sentences of natural language that characterizes some situation, strategy
of behavior, control of some process, etc., and that provides rules (instructions)
on how to decide or what to do. People are able to understand such text and
follow practically the rules contained in it. Of course, such wide understanding
assumes detailed analysis of natural language as a whole. For technical purposes,
however, we do not need to consider arbitrary sentences but only a special part
that includes linguistic expressions used for description of a certain kind of data.

To be able to work and apply linguistic descriptions in technical applications,
we need a mathematical model of their meaning. We argue that this requires a
careful analysis of the class of used expressions and their syntactical structure
and also a logical analysis of their semantical properties. What are the linguistic
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expressions used in linguistic descriptions? In the literature, one can meet the
term “linguistic label” (c.f. [1,2,3]). A careful reading reveals that the class of
linguistic expressions in concern is covered by a quite wide and very interesting
class of evaluative linguistic expressions. This class, on one hand, does not have
too complicated structure to be formalized but, on the other hand, it is a pow-
erful constituent of natural language that enables us to express many kinds of
evaluations of phenomena occurring in the surrounding reality.

Below, we will briefly characterize evaluative expressions from a linguistic
point of view and outline a mathematical model of their meaning that is based
on logical analysis and that proved to have many successful applications. We
focus especially on the results obtained on the basis of the theory of the fuzzy
natural logic that is extension of mathematical fuzzy logic in narrow sense (FLn)
(cf. [4,5]).

2 Theory of Evaluative Linguistic Expressions

2.1 Grammatical Structure of Evaluative Expressions

Simple evaluative linguistic expressions (possibly with signs) have the general
form

〈linguistic hedge〉〈TE-adjective〉 (1)

where 〈TE-adjective〉 represents a class of special adjectives (TE stands for “tri-
chotomous evaluative”) that includes gradable adjectives (big, cold, deep, fast,
friendly, happy, high, hot, important, long, popular, rich, strong, tall, warm,
weak, young), evaluative adjectives (good, bad, clever, stupid, ugly, etc.), but
also adjectives such as left, middle, medium, etc. For the TE-adjectives it is
characteristic that they can be grouped to form a fundamental evaluative tri-
chotomy consisting of two antonyms and a middle member, for example low,
medium, high; clever, average, stupid ; good, normal, bad, etc. The triple of ad-
jectives small, medium, big will further be taken as canonical.

The 〈linguistic hedge〉 represents a class of adverbial modifications that in-
cludes a class of intensifying adverbs such as “very, roughly, approximately, sig-
nificantly”, etc. Two basic kinds of linguistic hedges can be distinguished in (1):
narrowing hedges, for example, “extremely, significantly, very” and widening
ones, for example “more or less, roughly, quite roughly, very roughly”. Note that
narrowing hedges make the meaning of the whole expression more precise while
widening ones have the opposite effect. Thus, “very small” is more precise than
“small”, which, on the other hand, is more precise (more specific) than “roughly
small”. The situation when 〈linguistic hedge〉 is not present at the surface level
is dealt with as a presence of empty linguistic hedge. In other words, all sim-
ple evaluative expressions have the form (1), including examples such as “small,
long, deep”, etc.

Simple evaluative expressions of the form (1) can be combined using logical
connectives (usually “and” and “or”) to obtain compound ones. Let us empha-
size, however, that they cannot be formed according to rules of boolean logic,
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i.e. we cannot form compound evaluative expressions as special boolean normal
forms since the resulting expressions might loose their meaning. Combination of
syntactic and semantic rules makes the class of evaluative expressions narrower.
This concerns also the use of linguistic hedges since, e.g. “very medium” has no
meaning. Even more difficult is the use of negation not where one faces a special
linguistic phenomenon called topic-focus articulation (c.f. [6]). For example, not
very small has (at least) two different meanings: either “(not very) small” or
“not (very small)”.

Evaluative linguistic expressions occur in the position of adjectival phrases
characterizing features of some objects and are used either in predicative or
attributive role. Example of the first use is “ The man is very stupid”. Example
of the second one is “ The very stupid man climbed a tree”. The purpose of
the first sentence is simply to communicate a particular quality of the sentence
subject. However, the purpose of the second sentence is primarily to tell us what
the subject did, i.e., climbed a tree; that the subject is very stupid is a secondary
consideration.

In this paper, we will consider only predicative use and, therefore, expressions
of the form “〈noun〉 is A” where A is an evaluative expression will be called
evaluative (linguistic) predications ; for example “temperature is high, speed is
very low”, etc.. The 〈noun〉 is in technical applications often replaced by some
variable to form a linguistic predication of the form “X is A”.

2.2 Semantics of Simple Evaluative Expressions

In any model of the semantics of linguistic expressions, we must distinguish their
intension and extensions in various possible worlds (cf. [7]). A possible world is a
state of our world at a given time moment and place. A possible world can also
be understood as a particular context in which the linguistic expression is used.
In this paper, we will prefer the term linguistic context (or simply context).

Intension of a linguistic expression is an abstract construction which conveys
a property denoted by the linguistic expression. Thus, linguistic expressions are
names of intensions. Intension is invariant with respect to various contexts.

Extension of a linguistic expression is a class of objects determined by its
intension in a given context (possible world). Thus, it depends on a particular
context of use and it is changed whenever the context (time, place) is changed.
For example, the expression “deep” is the name of an intension being a certain
property of depth, which in a concrete context may mean 1 cm when a beetle
needs to cross a puddle, 3 m in a small lake, but 3 km or more in the ocean.

To construct the meaning of evaluative linguistic expressions, we must follow
several principles. First, we must realize that their extensions are classes of
elements delineated on nonempty, ordered and bounded scales. The scale is in
each context vaguely partitioned to form the fundamental evaluative trichotomy.
Thus, any element from the scale is contained in the extension of at most two
neighboring expressions from this trichotomy. Each scale is determined by three
distinguished points: leftmost, central and rightmost.
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Evaluative expressions form pairs of antonyms characterizing opposite sides
of scales. Sets of simple evaluative expressions differing in hedges are linearly
ordered in the following sense: if an element of the scale falls in the extension of
the “smaller” evaluative expression then it falls in the extension of all “larger”
ones (provided that they exist). For example, each very small value is at the
same time small, and at the same time roughly small, etc.

Finally, for each evaluative expression and in each context there exists a limit
typical element. Extension of the expression falls inside a horizon running from
it in the sense of the ordering of the scale. The horizon is determined in analogy
with sorites paradox (c.f. [5,8]).

The set of contexts (possible worlds) for evaluative expressions can be math-
ematically modeled as

W = {〈vL, vC , vR〉 | vL, vC , vR ∈ [0,∞) and vL < vC < vR}. (2)

If w ∈ W is a context, w = 〈vL, vC , vR〉, then u ∈ w means that u ∈ [vL, vR] and
we say that u belongs to the context w. Let us mention that extensions of the
evaluative expressions characterizing small values lay between the points vL, vC
and those characterizing big values lay between vC , vR. The point vC is the
“most typical” medium value and it need not lay in the middle of the interval
[vL, vR].

Let A be an evaluative expression (i.e. abstract expression or evaluative pred-
ication). Then its intension is a function

Int(A) : W → F(R) (3)

where F(R) denotes a set of all fuzzy sets over R. Given a context w ∈ W , an
extension of A is a fuzzy set A(w) on R, i.e. A(w) ⊂∼ R. Thus, the extension of

an evaluative expression A in a context w is a fuzzy set (cf. Figure 1)

Extw(A) = Int(A)(w) ⊂∼ [vL, vR] ⊆ R. (4)

Extensions of evaluative expressions A are fuzzy sets the shapes of which are
determined on the basis of logical analysis of their meaning. The consequence is
the following: given a context w = 〈vL, vS , vR〉 ∈ W . Then Extw(A) = ν ◦H(w)
where H is one of the linear functions L,R,M : W × R → [0, 1] representing
a left (right, middle) horizon in each context w ∈ W , and ν : [0, 1] → [0, 1]
represents a hedge (for the details, see [8]). Hence, we obtain three classes of
intensions:

(i) S-intensions: Smν : W → F(R) where Smν(w) = L(w) ◦ ν ⊂∼ [vL, vS ] for each
w ∈ W ,
(ii) M-intensions: Meν : W → F(R) where Meν(w) = M(w) ◦ ν ⊂∼ (vL, vR) for

each w ∈ W ,
(iii) B-intensions: Biν(w) = R(w)◦ν ⊂∼ [vS , vR] for each w ∈ W . For the detailed

justification of this model of the meaning of evaluative expressions — see [8].
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Fig. 1. Extensions of evaluative predications “X is extremely small”,
“X is very small”, “X is small”, “X is medium”, “X is big” and “X is roughly big”
in the context 〈0, 4, 10〉. Part (a) shows intuitive understanding of these expressions;
(b) shows mathematical model of their extensions using fuzzy sets; (c) demonstrates
incorrect model of their extensions using triangular fuzzy sets. Indeed, for example
the value 0.1 is “extremely small” in a degree close to 1, but “very small” in a degree
close to 0 and for sure not small at all. But this is apparently wrong.

Example 1. Let us consider “age” which is a typical feature of people. Then
its context in Europe can be w = 〈0, 45, 100〉 where people below 45 years are
“young” in some degree, those around 45 are “middle aged”, and those over 100
are surely “old”. Ages below 45 are “young” in various degrees, those around
45 are “middle aged” in various degrees, and those over 45 are “old” in various
degrees. Of course, there are different contexts in different areas and also periods
of time (e.g., age of people in Europe in medieval times was different from the
above one).

Shapes of few possible extensions are drawn in Figure 1. One can see in part
(a) that, for example, small are values on the left part of the scale (of course,
relative to the given context). Then very small is proper subclass of small values
and extremely small a proper subclass of the latter. But surely, every extremely
small value is both very small as well as small and similarly for very small values.
For precise definitions and explanation see [8].

We argue that extensions of all evaluative expressions can be constructed on
the basis of the same principle (though, of course, they may differ for various
expressions). In other words, we argue that for each kind of evaluative expression
and in each context there exists a linearly ordered scale, inside which extensions
of the characteristic shapes as in Figure 1(b) can be constructed. In case that the
TE-expression is an abstract evaluative adjective, such as “good, smart, ugly”,
etc., the scale is formed by certain abstract degrees that can in mathematical
model be formed, e.g., by the interval [0, 1]. Derivation of values in the scale can
be in specific cases quite complicated, determined by many factors. For example,
“good car” can be result of several factors, such as speed, comfort, size, reliability,
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etc. But still, an abstract scale of “degrees of goodness” exists; we can obtain it
mathematically, using, e.g., some aggregation operator (cf. [9]).

3 Linguistic Descriptions and Their Semantics

3.1 The Concept of a Linguistic Description

People usually express their knowledge using natural language. They form a lin-
guistic description which consists of conditional clauses specifying a certain kind
of relation among various phenomena. When we want to formalize we realize,
however, that the genuine natural language is unnecessarily complicated to be
employed in its full form. Luckily, the contained knowledge can be expressed in
a simplified form using the following fuzzy/linguistic rules:

IF X is A THEN Y is B (5)

where A,B are evaluative linguistic expressions. The antecedent variable X at-
tains values from some universe U and the consequent variable Y values from
some universe V . Of course, the antecedent of (5) may consist of more evaluative
predications joined by “AND”. Let us emphasize that (5) is a conditional clause
of natural language and, therefore, we will call it fuzzy/linguistic IF-THEN rule.

We will make the concept of linguistic description even narrower. Namely, a
linguistic description is defined as a finite set of fuzzy/linguistic IF-THEN rules
with common X and Y :

IF X is A1 THEN Y is B1

. . . . . . . . . . . . . . . . . . . . . . . . . . . (6)

IF X is Am THEN Y is Bm

Note that the linguistic description (6) is, in fact, a special piece of text. Then
one or more linguistic descriptions may form a knowledge base which contains
a complex knowledge about a situation such as decision one, characterization of
behavior of some system, etc.

3.2 Semantics of Linguistic Description

Let R be a fuzzy IF-THEN rule (5) and Int(X is A), Int(Y is B) be intensions
(cf. (3)). Then the intension of R is a function Int(R) : W × W → F(R × R)
assigning to each couple of contexts w,w′ ∈ W a fuzzy relation

Int(R)(w,w′) = Int(X is A)(w) ⇒ Int(Y is B)(w′), w, w′ ∈ W, (7)

where the formula on the right-hand side of (7) represents a fuzzy relation com-
posed pointwise from the extensions Int(X is A)(w), Int(Y is B)(w′) using some
implication operator ⇒. Extensive practical experiences and various theoret-
ical considerations lead to the assumption that ⇒ is the �Lukasiewicz impli-
cation. Formula (7) provides rules for computation of the extension of R in
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the contexts w,w′ which is a fuzzy relation defined by Ext〈w,w′〉(R)(x, y′) =
Int(X is A)(w, x) ⇒ Int(Y is B)(w′, y) for all x ∈ w, y ∈ w′.

An important linguistic phenomenon that cannot be ignored is that of topic-
focus articulation (c.f. [6]). In the case of linguistic descriptions, the topic is
formed by a set of intensions {Int(X is Aj) | j = 1, . . . ,m} and focus by
{Int(Y is Bj) | j = 1, . . . ,m}. The phenomenon of topic-focus articulation plays,
besides others, an important role in the inference method called perception-based
logical deduction described below.

3.3 Learning of Linguistic Description from Data

The idea of learning linguistic description is based on the concept of perception
as considered by L. A. Zadeh. It must be emphasized, however, that we do not
consider a psychological term but rather a simple technical term: by perception
we understand an evaluative expression assigned to the given value in the given
context. It can be understood as a linguistic characterization of certain kind
of “measurement” done by people in a concrete situation. Mathematically, we
define a special function of local perception assigning to each value u ∈ w for
w ∈ W an intension

LPercLD(u,w) = Int(X is A) (8)

of the sharpest evaluative predication where by sharper we mean that the mean-
ing of a sharper evaluative expression is more specific than that of less sharp
expression. For example, the meaning of very small is sharper than that of
small. Details can be found in [8]. Moreover, the value u ∈ w must be the most
typical element for the extension Extw(X is EvXν,j). This principle enables us to
generate linguistic descriptions (6) from data. Possible ways, how to apply it,
are described below.

3.4 Perception-Based Logical Deduction

Both perception and linguistic description provide us with enough information
and so, we can derive a conclusion on the basis of them. The procedure is called
perception-based logical deduction (PbLD). It was in detail described in [10,11]
and elsewhere and so, we will recall here only the very basic principles.

Let us consider a simple example of linguistic description:

R1 := IF X is small THEN Y is big

R2 := IF X is medium THEN Y is very big

R3 := IF X is big THEN Y is small.

Furthermore, let contexts of the respective variablesX,Y be w = w′ = 〈0, 0.4, 1〉.
Then small values are some values around 0.2 (and smaller) and big ones some val-
ues around 0.7 (and bigger). We know from the linguistic description that small
input values correspond to big output ones and vice-versa. Therefore, given an in-
put, e.g. X = 0.2, we expect the result Y ≈ 0.7 due to the rule R1. The reason
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is that with respect to the above linguistic description, our perception of 0.2 (in
the given context) is “small”, and thus, in this case the output value of Y should
be “big”. Similarly, for X = 0.75 we expect the result Y ≈ 0.15 due to the rule
R3. For the value of X around 0.4 (a typical medium), the value of Y should be
close to 1 because we expect “very big” output. Let us emphasize that conclu-
sion is independent on the chosen context, i.e. when changing it, the conclusion in
general will be the same. Of course, the output values will be different but again
corresponding to perceptions of big, roughly big, medium, and very small in the
new context. It is important to emphasize that PbLD works locally. This means
that though vague, the rules are distinguished one from another one because they
bring different local information about the phenomena which must be complied
with. PbLD works very well in many kinds of applications.

4 Linguistic Descriptions in the Analysis and Forecasting
of Time Series

There are plenty of applications of linguistic descriptions in various areas, such
as automatic control [12], managerial decision making [13] and elsewhere. In
this section, we will briefly describe a recent application to time series analysis
and forecasting. The fundamental method is the fuzzy transform (F-transform)
introduced in [14]. It is a technique that transforms a given real bounded contin-
uous function f : [a, b] → [c, d] into a space of finite n-dimensional vectors
F[f ] = (F1[f ], . . . , Fn[f ]) of real values called components. The vector F[f ]
represents the original function and may replace it in complex computations.
The inverse transform transforms F[f ] back into a continuous function f̂ that
approximates the original function f .

The given time series X(t), t ∈ Q where Q is a finite set of natural numbers,
is decomposed into a trend-cycle TC, a seasonal component S(t) and an error
component. The F-transform enables us to extract the trend-cycle TC with high
fidelity (see [14,15,16]).

As noted in [17], the most important contribution of fuzzy systems is inter-
pretability and transparency. A natural step to this goal are automatically gen-
erated linguistic descriptions from the data applied to the vector of components
(F1[X ], . . . , FT [X ]). On the basis of it and using the perception-based logical de-
duction, we can predict future components FT+1[X ], . . . , FT+h[X ]. Then, apply-
ing the inverse F-transform to the latter, we obtain forecast of the trend-cycle.

Let us remark that the learned linguistic description contains autoregressive
rules consisting of the components as well as of their first- and/or second-order
differences: ΔFi[X ] = Fi[X ] − Fi−1[X ] and Δ2Fi[X ] = ΔFi[X ] − ΔFi−1[X ].
For example, a linguistic description generated from the well-known pigs series
related (numbers of pigs slaughtered in state Victoria — R.J. Hyndman’s Time
Series Data Library) contained the following fuzzy rule:

IF Yi is big AND ΔYi is quite roughly small AND ΔYi−1 is extremelly small

THEN ΔYi+1 is very roughly small
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It may be read as follows: “If the number of pigs slaughtered in the current
year is big and the biannual increment is quite roughly small and the previous
biannual increment was also positive with extremely small strength then the up
coming biannual increment will be very roughly small.” We argue, that such an
understandable description may be very beneficial for further decision-making
processes.

Furthermore, using the perception-based logical deduction and a generated
linguistic description, we may forecast future F-transform components. The sea-
sonal components may be forecasted either statistically [15,16] or with help of
advanced computational intelligence methods [18].

5 Mining Linguistic Associations

Evaluative linguistic expressions can be effectively applied also in mining of
associations among data characterized linguistically. Therefore, we will call them
linguistic associations. Our method (originally published in [19]) allows us to
search for linguistic associations from (usually two-dimensional) numerical data
set.

5.1 The Original Method

Consider a data-set D of the following form

X1 X2 . . . Xk

o1 a11 a12 . . . a1k
o2 a21 a22 . . . a2k
...

...
...

. . .
...

om am1 am2 . . . amk

where any real number aij ∈ R is a value of jth attribute (property) Xj on
ith object (observation, transaction) oi. To apply our method it is necessary
to specify a meaningful context wj of every attribute Xj . Then, according to
Section 2, suitable evaluative linguistic expressions can be considered for all
attributes.

Example 2. Let us consider a data set of medical records with an attribute
Xj representing ”age”. Then as in Example 1 we can take w = 〈0, 45, 100〉
as its context. This choice seems to be suitable for patients oi currently living in
Europe.

When contexts of all attributes are specified, we are able to work with lin-
guistic predications of the form (Xj is Aj), where Aj is any simple evaluative
expression, and to combine them among attributes by using conjunctions. Fi-
nally, for two disjoint sets of attributes {Y1, . . . , Yp}, {Z1, . . . , Zq}, our goal is to
search for associations of the form C ∼ D, where

C = ANDp
j=1 (Yj is Aj), D = ANDq

j=1 (Zj is Bj),
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and ∼ expresses a relationship between the antecedent C and consequent D (for
details and references see the text below).

To find linguistic associations in D, two steps were proposed in the original
method. In the first step, the function LPerc in (8) assigning the most typical
linguistic evaluative predication Ai,j to a pair (aij , wj) is applied. By using
this function, the numerical data set D is transformed into a set containing
(evaluative) linguistic expressions instead of numbers:

X1 X2 . . . Xk

o1 A1,1 A1,2 . . . A1,k

o2 A2,1 A2,2 . . . A2,k

...
...

...
. . .

...
om Am,1 Am,2 . . . Am,k

.

As the second step, any associations mining method dealing with categorical
values can be used. In [19], the GUHA method was used. Recall that GUHA
is the first data-mining method [20]1. As a result we obtain a set of linguistic
associations that can be further studied. It should be emphasized that every
found linguistic association should be considered just as a hypothesis about
possible validity between sets of attributes.

The set of found linguistic associations can be further studied both from
semantic as well as syntactic point of view. Among other results, we can reduce
the number of found associations without loosing the discovered information.
The most important feature of this approach is that the discovered knowledge
is easily interpretable and hence understandable to experts from various fields.

When analyzing the meaning of evaluative expressions in the given context,
we realize that what we obtained is a certain crisp decomposition of intervals
carrying contexts of attributes Xj . It is necessary to have in mind the correct
interpretation of linguistic expressions. The basic meaning of, e.g., the linguistic
expression more or less small includes also all small values. In special cases, we
want distinguish the values more subtly and so, we may consider the expression
more or less small but not small (cf. [22]).

The use of fuzzy quantifiers instead of crisp (non-fuzzy) ones may produce
better results (e.g. [23] and references therein) although the model of evaluative
linguistic expressions is not used. This motivated us to work with slightly dif-
ferent model of linguistic expressions ([22]) (extending the model of evaluative
linguistic expressions) and to study their properties ([24]). For completeness, we
would like to point out that the model of evaluative linguistic expressions can
also be used together with the F-transform ([25]) to detect (functional) depen-
dencies among attributes.

1 In that time, the term “data-mining” was not used and the authors spoke about
“exploratory data analysis”. The term “data-mining” was introduced in ninetieths
in connection with works of R. Agrawal and R. Srikant; cf. [21].
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6 Other Applications and Conclusion

In this paper, we gave overview of an important class of linguistic expressions
called evaluative linguistic expressions and discussed a well working mathemat-
ical model of their semantics. We mentioned applications in time series analysis
and prediction and mining linguistic associations. There are many more appli-
cations of linguistic descriptions, for example in control, where the linguistic
description is taken as expert characterization of the control strategy of a given
system [12,26,27]. This opens interesting possibilities, for example, learning lin-
guistic description during monitoring successful control [28], modification of the
context and there are many real applications of this method (c.f., e.g., [29]).
There are also applications in decision making [13] and elsewhere.
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Abstract. Cellular automata models are used in ecology since they per-
mit integrate space, ecological process and stochasticity in a single pre-
dictive framework. The complex nature of modeling (spatial) ecological
processes has made linguistic summaries difficult to use within the tradi-
tional cellular automata models. This paper deals with the development
of a computational system capable to generate linguistic summaries from
the data provided by a cellular automaton. This paper shows two pro-
posals that can be used for this purpose. We build our system by combin-
ing techniques from Zadeh’s Computational Theory of Perceptions with
ideas from the State Machine Theory. This paper discusses how linguistic
descriptions may be integrated into cellular automata models and then
demonstrates the use of our approach in the development of a prototype
capable to provide a linguistic description of ecological phenomena.

Keywords: cellular automata, linguistic descriptions, machine state
theory, computing with words.

1 Introduction

A landscape results from a succession of states evolving over a period of time [1].
Consequently, its constant evolution can lead to remarkable changes that may
produce enormous ecological impacts. Hence, to better understand the landscape
changes, landscape ecologists have focused on the development of dynamic sim-
ulation models, which attempt to replicate the possible paths of a landscape
evolution and thereby evaluate future ecological implications [2].

Cellular automata models are increasingly used in ecology due to their eas-
iness of implementation, ability to replicate spatial forms, and capacity to be
quickly readapted to reproduce several types of dynamic spatial phenomena.
Key factors to the explanation of biological interactions, stochasticity and the
explicit consideration of space are easily incorporated in this models, increasing
their ecological realism.
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Cellular automata model consists of a regular n-dimensional array of cells that
interact within a certain vicinity, according to a set of transition rules. Thus,
in a cellular automata model, the state of each cell in an array depends on its
previous state and the state of cells within a defined cartographic neighborhood,
all cells being updated simultaneously at discrete time steps. The algorithm used
to make the cells interact locally is known as the cellular automata local rule [3].

In cellular automata models information from different sources can be trans-
lated into a set of transition rules which defines the behavior of the system [4].
But the description of the landscape is not as simple as might be expected. A
number of assumption and decisions regarding the data to be analyzed are re-
quired and the transition rules are not enough to provide a global view of the
landscape evolution. For the correct definition and analysis of landscape many
other aspects have jointly to be considered and at the community level of ecology
any phenomena are complex and open to multiple interpretation. Consequently,
the indicators-based description of the landscape can be unintelligible.

The work presented here is an example of a soft computing-based application
capable to generate linguistic summaries of the evolution of a landscape modeling
by a cellular automaton. There are several approaches to address the linguistic
summarization of data, with a particular focus on fuzzy logic [5] and protoforms
[6]. Linguistic summaries of time series [7] is another field increasingly explored
for generating natural language-based reports.

Linguistic summaries are natural language-based description of data sets,
which capture the core trends of the data[8]. These summaries are not meant
to be a replacement for classical statistical analysis but rather an alternative
mean of analyzing and describing complex systems in linguistic terms instead of
numerical values

For this purpose, we extract certain relevant attributes from the cellular au-
tomaton and we used these attributes as input variables of two models: a State
Machine-based model used for describing the behavior of each individual in the
landscape and a linguistic model that represents the landscape (similar to [9].
We also used a fuzzy logic algorithm to obtain a set of sentences that is presented
to the user as a linguistic description.

The main contributions of this paper are the two proposed models to create
the linguistic description of a landscape phenomenon. The first model allows the
designer to interpret the landscape and allows to make meaningful sentences for
a final user, and the second model is a method to subsume the past, being more
specific the past actions of an individual by presenting results in a very human
consistent way, using natural language sentences.

The rest of the work is developed in the following way: Section 2 includes a
concise description of cellular automata models and the linguistic summaries of
data. Section 3 describes our method to obtain linguistic descriptions of the local
events and in section 4 our method to obtain a global linguistic description of
the landscape is explained. Finally, our conclusions and future work are outlined
in Section 5.



Landscapes Description Using Linguistic Summaries 223

2 Background

In this section, the fundamental concepts supporting our approach are explained
beginning with the notion of cellular automata. Later, the main features of lin-
guistic summaries and its applications are included.

2.1 Cellular Automata

According to [10] conventional cellular automata (CA) model consists of:

1. a Euclidean space divided into an array of identical cells (regular lattice);
2. a cell neighborhood of a defined size and shape;
3. a set of discrete cell states;
4. a set of transition rules, which determine the state of a cell as a function of

the states of cells in a neighborhood;
5. discrete time steps with all cell states updated simultaneously.

A CA can be also described as a finite-state machine on a regular lattice. The
input to the machine is the states of all cells in its neighborhood, the change of
its state is based on the rules or transition functions. The states of all cells in
the lattice are updated synchronously in discrete time steps. Each cell evolves
according to the same rules which depend only on the state of the cell and a
finite number of neighboring cells, and the neighborhood relation is local and
uniform.

The simple cellular automata as defined above are capable of surprisingly
complex behavior-complex both in the formal and in the intuitive sense. Thus,
CA as a computational methodology has been applied to various science fields,
such as numerical analysis, computational fluid dynamics, traffic analysis, growth
phenomena modeling, etc.

Some features of CA are very useful for simulating biological and ecological
systems [11]:

– the number of variables is huge but
– the number of states of each of the variables is typically small (thus allowing

for a qualitative rather than a quantitative description),
– the interactions are often a set of rules expressed on a non algebraic form
– the locality of variables and of the interactions.
– the multilevel modeling (”the variables in which the model is formulated are

different from those which are to be observed in the model"’) [11].

There are several examples of CA used to simulate the behavior of a landscape
with multi-species (ants, foxes, rabbits, etc.) interactions in a food chain hier-
archy, for example the work presented in [12]. Another example is the work [13]
which use CA to analyze the regeneration of endemic species of long-lived trees.
Complex models of CA are also developed, for example, in [14] the CA presents
multi-scale vicinity-based transitional functions, incorporation of spatial feed-
back approach to a stochastic multi-step simulation engine, and the application
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of logistic regression to calculate the spatial dynamic transition probabilities.
Finally, the work of Mantelas et al. [15] presents a combination between cellular
automata and fuzzy logic. The proposed model is based on a fuzzy system that
incorporates cellular automata techniques and is used for urban modeling which
accesses the multi-level urban growth dynamics and expresses them in linguistic
terms.

2.2 Linguistic Summaries of Data

Linguistic summaries are meant to be a general, human consistent description
of data sets, which capture the core trends of the data. These summaries are not
meant to be a replacement for classical statistical analysis but rather an alterna-
tive means of representing the data focused on quick human understandability
and interpretability; the summaries are brief descriptions of trends in the data
stated in natural language.

The basic Yager’s [16] approach to the linguistic summarization of sets of data
set consist of : a summarizer, S (e.g. strong); a quantity in agreement, Q (e.g.
most) and a validity degree (e.g. 0.8); as, e.g., T(“most of the ants are strong”)
= 0.8

Given a set of data D, it is possible to fine a summarizer S and a quantity
in agreement (Q) and the assumed measure of truth (validity) will indicate
the truth (validity) of the statement that Q data items satisfy the statement
(summarizer) S.

In summary, we consider a fuzzy linguistic summary [9] as a set of sentences
which express knowledge about a situation in the world through the use of
linguistic variables, fuzzy linguistic summarizers and fuzzy linguistic quantifiers.

3 Linguistic Summary of Individual Behavior

The process of obtaining a linguistic summary consists in two steps: (1) Firstly
it is inferred what happened in order to describe an evolution (Sec. 3.1). To do
this, a variation of the Finite State Machine (FSM) proposed by Chen [17] is
used. (2) The linguistic summary is derived from the inferred FSM (Sec. 3.2).

3.1 Inferring an Instance of a State Machine Instance

Due to some limitations of FSM, we will use Finite State Machine with Param-
eters (FSMwP) [17] to model the behavior of the system. Modeling in FSM has
the problem of state explosion. For example, to model a buffer of n capacity
using FSM would require at least n states [17], while by using an integer param-
eter to describe the content of the buffer the number of states required can be
reduced. Furthermore, if the capacity of the buffer changes only the range of the
parameter must be changed, without remodeling the system.

Chen and Lin [17] proposed to employ both FSM and sets of parameters in
modeling discrete event systems (FSMwP). FSMwP is similar to the Extended
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Finite State Machines [18], but FSMwP is more general and was designed for
modeling general discrete event systems.

Formally, an FSM is described using Equation 1.

FSM = (
∑

, Q, δ, q0, Qm) (1)

where
∑

is the event set, Q is the state set, δ :
∑

×Q → Q is the
transition function, q0 is the initial state, and Qm is the final state.

Formally, an FSMwP is described using Equation 2.

FSMwP = (
∑

, Q, δ, P,G, (q0, p0), Qm) (2)

where
∑

is the event set, Q is the state set, δ :
∑

×Q×G×P → Q×P
is the transition function, P is the vector of parameters, G is the set of
guards, (q0, p0) are the initial state and parameters respectively, and Qm

is the final state.

Fig. 1. A transition in FSMwP: q and q′ are states, σ is an event, g is a guard and p
a parameter

Now the way that the parameters are introduced into an FSM is explained
[18]. Let p ∈ P be a vector of parameters. Chen and Lin also introduced guards
g ∈ G that are predicates on the parameters p. δ was defined as a function from∑

×Q ×G × P to Q × P as illustrated Figure 1. The transition shown can be
interpreted as follows:

If at state q the guard g is true and the event σ occurs, then the next
state is q′ and the parameters will be updated to f(p).

As you can see, FSMwP is appropriated for describing the individual behav-
ior since our model works with two parameters that describe the position of the
individual: x and y coordinates. The event notation notation must be expanded
with two parameters to indicate the coordinates. For example, Chen represents an
event like E, while our notation is E(x1, y1), that is, two parameters are added.

The FSMwP of our problem (Figure 2) is formally described using the notation
in [17] as follows:

–
∑

= {B(x1, y1), E(x1, y1),M(x1, y1),WT (x1, y1), F (x1, y1), R(x1, y1),
D(x1, y1)}.

– Q = {W,FE,D}.
– δ is described in Figure 2.
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Fig. 2. The State Machine for Ants

– P = {x, y}.
– G = { [Neighbor(x1, y1)], [Plant(x1, y1)], [Empty(x1, y1)] }, where:

• Neighbor(x1, y1) is [[x1 = x − 1] ∨ [x1 = x] ∨ [x1 = x + 1]] ∧ [[y1 =
y−1]∨ [y1 = y]∨ [y1 = y+1]]. This predicate means that the coordinates
(x1, y1) and (x, y) are neighbors coordinates.

• Plant(x1, y1) is true if there is a plant in (x1, y1).
• Empty(x1, y1) is true if the coordinate (x1, y1) is free, that is, without

plant or ant.
– (q0, p0) = (W, (x, y)).
– Qm = D.

Figure 2 shows the graphical representation of the FSMwP of our problem
where:

– B(x1, y1) is B(x1, y1) / x := x1; y := y1. It means that the ant is born in
the coordinate (x1, y1).

– E(x1, y1) is [Plant(x1, y1)] ∧ [Neighbor(x1, y1)] ∧ E(x1, y1) / x := x1; y :=
y1. If there is a plant in a neighbor position and the event E occurs, the ant
eats this plant and moves to the position of the plant.

– M(x1, y1) is [Empty(x1, y1)] ∧ [Neighbor(x1, y1)] ∧ M(x1, y1) / x := x1;
y := y1. If there is a free neighbor position and the event M occurs, the ant
moves to this free position.

– WT (x1, y1) is [Plant(x1, y1)] ∧ [Neighbor(x1, y1)] ∧ WT (x1, y1) / x := x;
y := y. If there is a plant in a neighbor position and the event WT occurs,
the ant waters this plant and maintains its position.

– F (x1, y1) is [Ant(x1, y1)] ∧ [Neighbor(x1, y1)] ∧ F (x1, y1) / x := x; y := y.
If exist a neighbor ant and the event F occurs, the ant fights with this ant.

– R(x1, y1) is [Ant(x1, y1)] ∧ [Neighbor(x1, y1)] ∧ R(x1, y1) / x := x; y := y.
If exist a neighbor ant and the event R occurs, the ant reproduces and
maintains its position.

– D is the dead event, when it occurs the final state D is reached.
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Table 1. Initial Situation of the Lattice

4

3 P2

2 H1 P1 H2

1

1 2 3 4

Table 2. Situation of the Lattice after one evolution

4

3 P2+

2 H1 H2

1

1 2 3 4

Figure 2 represents the birth of an ant (event B(x1, y1)). After that, the ant
is waiting the occurrence of a new event (state W ). Then, an event of the type
E(x1, y1), M(x1, y1), WT (x1, y1), F (x1, y1) or R(x1, y1) occurs. If the event
E(x1, y1) occurs the state FE is activated, and the ant is waiting for the occur-
rence of one of these events, M(x1, y1), WT (x1, y1), F (x1, y1) or R(x1, y1). Each
event behaves as was indicated above. Finally, state W leads to death when the
ant loses all its energy (event D).

To describe the FSMwP behavior a run of an FSMwP (a FSMwP instance)
is defined as a sequence as follows [17]:

r = (q0, p0)
l1−→ (q1, p1)

l2−→ (q2, p2)
l3−→ . . . (3)

where li is the label of the ith transition.

3.2 Obtaining a Linguistic Summary from a State Machine Instance

A FSMwP instance (Equation 3) will be used to obtain the linguistic summary
of an evolution of the system. To do this, our method needs to know the initial
and the final situation of a local zone of the lattice. An example will be used to
explain the proposed method. Table 1 reflects the initial situation of the lattice,
where H1 and H2 are two ants situated in the cells (2, 2) and (2, 4) respectively,
and P1 and P2 are two plants in the cells (2, 3) and (3, 3) respectively.

Suppose that after an evolution the lattice situation changes to the situation
shown in Table 2, where P2+ represents that plant P2 has more energy because
it has been watered. Equation 4 shows the FSMwP instance suffered by H1 in
this evolution that provokes these changes.

(W, (2, 2))
E(2,3)−−−−→ (FE, (2, 3))

WT (3,2)−−−−−→ (W, (2, 3)) (4)
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Table 3. Situation of the Lattice after two evolutions

4

3 H2

2

1

1 2 3 4

Equation 4 can be expressed with the following natural language expression:

H1 in coordinate (2, 2) eats plant P1 in coordinate (2, 3) and moves to
coordinate (2, 3). After, H1 waters plant P2 in coordinate (3, 2).

Another possibility to express this more reductively is as follows:

H1(2, 2) eats plant P1(2, 3) and moves to (2, 3). Then, H1(2, 3) waters
plant P2(3, 2).

Equation 5 shows the FSMwP instance suffered by H2 due to a new evolution
(from Table 2 to 3).

(W, (2, 4))
E(3,3)−−−−→ (FE, (3, 3))

F (2,3)−−−−→ (W, (3, 3)) (5)

It natural language expression is as follows:

H2(2, 4) eats plant P2(3, 3) and moves to (3, 3). Then, H2(3, 3) fights
with ant H1(2, 3) winning the fight.

The formal method to obtain the natural language expression will be done
in a future work. As you can see, all necessary information is contained in the
FSMwP instance.

4 Global Description of the Landscape Situation

In order to obtain a linguistic description of the landscape situation we used
the granular linguistic model of a phenomenon introduced by Gracian et al.
in [9]. According to this methodology it is necessary to define the “top-order
perception”, i.e., a definition of the general state of the phenomenon using natural
language sentences. For this purpose, the template proposed in [19] is used as
follows:

Q the landscape is R

where

– Q is a fuzzy quantifier [20] applied on the cardinality of the perception “the
landscape is R”.
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– R is a summarizer. It is a constraint applied to the set of elements in the
situation of the landscape.

The concept of ecological balance is used to describe the landscape. This con-
cept could be defined as “a state of dynamic equilibrium within a community
of organisms in which genetic, species and ecosystem diversity remain relatively
stable, subject to gradual changes through natural succession.” or “a stable balance
in the numbers of each species in an ecosystem” [21] . Therefore, our purpose is to
answer the question “Is the landscape in a stable equilibrium? ” using non-expert
friendly natural language sentences.

Following the mentioned methodology the process to obtain these sentences
consists of the following steps or phases:

1. Landscape Division: (crisp) areas and (fuzzy) regions
2. Definition and Computation of the basic measures: number of species, den-

sity, number of individuals, etc.
3. Definition of the first order perceptions: level of population and biodiversity
4. Definition of the top-order perceptions: Is the landscape in balance?

Figure 3 shows how the Granular linguistic model proposed in [9] could rep-
resents this process of summarization.

Fig. 3. Granular linguistic model of the landscape situation

4.1 Landscape Division

A landscape, modeled by a two-dimensional cellular automaton, can be divided
into areas and regions defined as follows.

– An area is a block of contiguous cells which are strict boundaries (crisp)
within the grid itself. These areas are disjoint but maintain a neighborhood
relationship. An example of areas can be seen in Figure 4 where the white
cells are empty and the colored cells are occupied by individuals.

– A region is defined by the union of the neighborhood of the different indi-
viduals within a particular area. If the static areas are disjoint, regions are
dynamic and have fuzzy boundaries.
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Fig. 4. Example of Areas and Regions

4.2 Definition of the Basic Measures

The data of interest for each region of the landscape are the following: Number
of individuals of each specie within a region (Ei), number of species within a
region |E|, total number of individuals within a region (E =

∑
iEi), density

(D = E/|C| where |C| is the region size, i.e the number of cells including in the
region). At each time step, the computational system performs the previously
defined measurements over each region of the landscape.

4.3 Define the First Order Perceptions

Two measures are typically used to estimate the situation of a given landscape,
population level and diversity level.

A population is “a group of conspecific individuals that is demographically,
genetically, or spatially disjunct from other groups of individuals” [22]. In agree-
ment with the definition of first-order perception protoform [9], the perception
protoform of “Level of Population” corresponds with the designer’s interpreta-
tion of the quantity of the individuals, i.e., it is a tuple (U, y, g, T ) where: U is
the empty set, y is a numerical value of the input variable, g is a function based
on membership functions , and T the linguistic template using to build the result
(“The region is {overpopulated | normally populated | depopulated}”).

In this preliminary work, we have used density as input variable to obtain
the level of population, in future works, the use of more complex values like r

k
selection index [23] will be considered.

Species diversity is defined as “the effective number of different species that
are represented in a collection of individuals”. In our case, this concept is equiv-
alent to biodiversity. The effective number of species refers to the number of
equally-abundant species needed to obtain the same mean proportional species
abundance as that observed in the dataset of interest (where all species may not
be equally abundant). Species diversity consists of two components, species rich-
ness and species evenness. Species richness is a simple count of species, whereas
species evenness quantifies how equal the abundances of the species are[24]. The
perception protoform of “Species Diversity” is a tuple (U,Ox, g, T ) where: U is
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the empty set, Ox is a linguistic label expressing the degree of species diversity
of the region, g is a function based on membership functions , and T the lin-
guistic template using to build the result (“The region is {megadiverse | diverse
| depopulated}”).

4.4 Definition of the Top-Order Perceptions

We needed to set the top-order perception to complete the model. The perception
protoform of the Balance of the landscape is a tuple (U, Sx, g, T ) where: U are
the linguistic variables Px population and Dx diversity, Sx is a linguistic variable
expressing the balance of the region x, g is the aggregation function Ws =
g(Px, Dx) were Ws is a vector of weights, T is the template “the landscape is in
a {high | medium | low} ecological balance”.

We implement the aggregation function g using a set of fuzzy rules (Mamdani
style) with linguistic hedges.

5 Conclusions and Future Work

In this paper, we have used cellular automata to model a multi-species landscape
and showed two methods to obtain linguistic summaries from the data provided
by the evolution of the landscape. One for describing the individual behavior
and another for describing the landscape situation.

There are a lot of work to do for further development of this proposal such as
improving top-order perception using a more complex structure or multi-order
perceptions, carrying out experiments to verify the feasibility of this methods in
huge cellular automata, etc.
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Abstract. Merge functions informally combine information from a cer-
tain universe into a solution over that same universe. This typically re-
sults in a, preferably optimal, summarization. In previous research, merge
functions over sets have been looked into extensively. A specific case con-
cerns sets that allow elements to appear more than once, multisets. In this
paper we compare two types of merge functions over multisets against
each other. We examine both general properties as practical usability in
a real world application.

Keywords: Merge functions, multisets, content selection.

1 Introduction

In an ever growing digitalised world the amount of data available to the end user
has very quickly become extremely cluttered. When one selects different data
inputs regarding a single topic, frequently referred to as coreferent information,
there is always duplicate, conflicting and missing information out and about.
Therefore, when working with coreferent information there are several techniques
that allow one to merge this information in order to get a briefer and correct
overview. One of these possible techniques concerns the use of the f -value, a
measurement balancing correctness and completeness, of the proposed solution
with respect to the sources. These so-called f -optimal merge functions have
been discussed extensively in [1] and expanded to fβ-optimal merge functions
that allow for a preference to be given to either correctness or completeness by
means of a parameter β. This type of merge function is typically applied to sets
that allow elements to occurs multiple times, multisets. A second possible group
of techniques concerns the use of distance measurements in order to determine
which possible solution is closest related to all the sources. In order to illustrate
how both types of merge functions can be useful in a real world application
we demonstrate how their respective solutions can be used to generate multi-
document summarizations (MDSs).

The remainder of this paper is structured as follows. In Section 2 we describe
a few preliminary definitions required to understand the comparison we wish to
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establish in this document. Section 3 details how one is able to influence the
outcome of an fβ-optimal merge function. A simple example of a distance based
merge function is provided in Section 4, whilst the comparison of both types of
merge functions is made in Section 5. In part one of the latter we examine a
few general properties and in part two we illustrate how both merge techniques
can lie at the basis of Multi-Document Summarizations. Finally, we conclude in
Section 6 with some final remarks on how we will further test the possibilities and
advantages of both types of merge function in the creation of Multi-Document
Summarizations.

2 Preliminaries

As a first type of merge function we would like to use in this paper’s comparison,
we iterate the definition of fβ-optimal merge functions. As stated in the intro-
duction this type of merge functions is typically applied to sets, more specifically
sets that allow elements to occur multiple times, multisets. We briefly recall some
important definitions regarding multisets [2].

2.1 Multisets

Informally, a multiset is an unordered collection in which elements can occur
multiple times. Many definitions have been proposed, but within the scope of
this paper, we adopt the following functional definition of multisets [2].

Definition 1 (Multiset). A multiset M over a universe U is defined by a
function:

M : U → N. (1)

For each u ∈ U , M(u) denotes the multiplicity of an element u in M . The set
of all multisets drawn from a universe U is denoted M(U).

The j-cut of a multiset M is a regular set, denoted as Mj and given as:

Mj = {u|u ∈ U ∧M(u) ≥ j}. (2)

Whenever we wish to assign an index i ∈ N to a multiset M , we use the notation
M(i), while the notation Mj is preserved for the j-cut of M . We adopt the
definitions of Yager [2] for the following operators: ∪, ∩, ⊆ and ∈.

2.2 Merge Functions

The general framework of merge functions provides the following definition [3].

Definition 2 (Merge function). A merge function over a universe U is de-
fined by a function:

� : M(U) → U. (3)
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As explained in the introduction of this paper, we are interested in merge func-
tions for (multi)sets rather than atomic elements. Therefore, we consider merge
functions over a universe M(U) rather than a universe U . This provides us with
the following function:

� : M
(
M(U)

)
→ M(U). (4)

In order to avoid confusion, we shall denote S (a source) as a multiset over U
and we shall denote M as a multiset over M(U) (a collection of sources). Thus,
in general, M can be written as:

M =
{
S(1), ..., S(n)

}
. (5)

Finally, we shall denote S ∈ M(U) as a general solution for a merge problem,
i.e. �(M) = S . The most simple merge functions for multisets are of course the
source intersection and the source union. That is, for any M :

�1(M) =
⋂

S∈M

S (6)

�2(M) =
⋃

S∈M

S. (7)

Within this paper, we consider a solution relevant if it is a superset of the source
intersection or a subset of the source union. Therefore, we call the source inter-
section the lower solution (denoted S ) and the source union the upper solution
(denoted S ). To conclude this section, we introduce the family of f -optimal
merge functions, which are merge functions that maximize the harmonic mean
of a measure of solution correctness (i.e. precision) and a measure of solution
completeness (i.e. recall). This objective is better known as the f -value [4]. To
adapt the notion of precision and recall to the setting of multiset merging, we
define two local (i.e. element-based) measures [1].

Definition 3 (Local precision and recall). Consider a multiset of sources
M =

{
S(1), ..., S(n)

}
. Local precision and recall are defined by functions p∗ and

r∗ such that:

∀u ∈ U : ∀j ∈ N : p∗(u, j|M) =
1

|M |
∑

S∈M∧S(u)≥j

M(S) (8)

∀u ∈ U : ∀j ∈ N : r∗(u, j|M) =
1

|M |
∑

S∈M∧S(u)≤j

M(S). (9)

One can see that p∗ depicts the percentage of sources in which u occurs at least j
times and r∗ the percentage of sources in which u occurs a maximum of j times.

Definition 4 (f-optimal merge function). A merge function � is f -optimal
if it satisfies for any M ∈ M(M(U)):

�(M) = argmax
S∈M(U)

f(S |M) = argmax
S∈M(U)

(
2 · p(S |M) · r(S |M)

p(S |M) + r(S |M)

)
(10)
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constrained by: (
max

S∈M(U)
f(S |M) = 0

)
⇒ �(M) = ∅ (11)

and where, with T a triangular norm, we have that:

p(S |M) = T
u∈S

(
p∗(u,S (u)|M)

)
(12)

r(S |M) = T
u∈S

(
r∗(u,S (u)|M)

)
. (13)

3 Influencing the Content Selection

The f -optimal merge function as defined in Definition 4 doesn’t allow one to
influence the outcome S ∈ M(U) of the merge function. Suppose one would
want to select fewer elements in order to show a preference to precision rather
than recall. In order to do so one could take a subset of S but then one would
no longer have a solution with an optimal f -value. The merge function becomes
even more restricting if one would want more elements as a solution, thus giving
preference to recall rather than precision, for there is no option to gain more
concepts. In order to influence the outcome of the f -optimal merge function we
have chosen to use the weighted harmonic mean [5], and the merge function thus
changes as follows.

Definition 5 (Weighted fβ-optimal merge func.). A merge function � is
fβ-optimal if it satisfies for any M ∈ M(M(U)):

�(M) = argmax
S∈M(U)

fβ(S |M) = argmax
S∈M(U)

(
(1 + β2) · p(S |M) · r(S |M)

β2 · p(S |M) + r(S |M)

)
(14)

still constrained by (11), β ∈ [0,∞] and where, with T a triangular norm, (12)
and (13) still apply.

The parameter β expresses how much more weight is given to recall as opposed
to precision, more specifically, recall has a weight of β times precision. Thus,
when β = 1 precision and recall are weighted the same and this results in the
non-weighted f -optimal merge function as defined in Definition 4. When β < 1,
a preference is given to precision, for example when β = 0.5, recall is given half
the weight of precision. When β > 1, a preference is given to recall, for example
when β = 2, recall is given twice the weight of precision. When β = 0, fβ returns
the precision and when β approaches infinity fβ results in the recall.

In previous research it has been shown that the specific case where T = TM,
the minimum t-norm as proposed by Zadeh, has interesting properties and there-
fore, for the remainder of this paper, we will restrict ourselves to this case [1].
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4 Distance Based Merge Functions

Another approach to generate a result for a set of coreferent items one wishes
to merge consists of using distance based merge functions. There are quite a few
techniques to measure a distance between two sets, including Cosine similarity
and Minkowski distances such as the Manhattan and Euclidean distance. The
example we will be using throughout this paper is based on the Minkowski
distance, an effective and frequently used distance measurement.

Definition 6 (Simple distance function). Consider two sources S(1), S(2)

and a universe U consisting of u elements. The distance between these sources
according to the simple distance function δ is

δ(S(1), S(2)) =
∑
u∈U

|S(1)(u)− S(2)(u)| (15)

with, as stated earlier, S(i)(u) the multiplicity of element u in source S(i)

This distance function results in calculating the number of adjustments required
to get from one source to another, whilst only allowing additive and subtractive
operations.

One can now use the distance function δ to calculate the distance from a
single set with respect to several different sets.

Definition 7 (Simple distance based merge function). Consider a mul-
tiset of sources M =

{
S(1), ..., S(n)

}
in a universe U . A distance based merge

function �δ returns the solution that has a minimal total distance to all provided
sources. For each element m ∈ M for each M ∈ M(M(U)):

�δ(M) = argmin

n∑
i=1

δ(S , S(i)) (16)

Informally, the function �δ calculates the solution S that requires the least
total additive and subtractive operations to go from S to all the possible sources
S in M .

Due to the distributivity of the minimum over the summation we can formu-
late this distance function as follows.

Definition 8 (Element based merge func.). Consider a multiset of sources
M =

{
S(1), ..., S(n)

}
in a universe U . A distance based merge function �δε

returns the solution that has a minimal total distance to all provided sources.
For each element m ∈ M for each M ∈ M(M(U)):

�δε(M) = ∀u ∈ U : S (u) = argmin
k∈N

n∑
i=1

|S(i)(u)− k| (17)
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Informally, the function �δε calculates the optimal multiplicity (range of mul-
tiplicities) S (u) for each element u so that requires the least total additive and
subtractive operations to go from S (u) to the multiplicity of that element in
every source S(i) in M .

Obviously, the complexity of the latter function is a lot smaller than the
complexity of �δ. However, it quickly becomes apparent that if we were to apply
this function on a realistic dataset of documents we would have an exponential
amount of possible solutions to compare. If the dataset only consists of a universe
of 100 words with a average multiplicity range of only five possibilities, we would
have to generate and evaluate 5100, roughly 7.8 ∗ 1069 solutions. The solution
space is however uniquely defined by the multiplicityset generated by �δε.

5 Making the Comparison

Now that both types of merge functions have been recapitulated we want to
compare them to one another. In subsection 5.1 we go over a few useful properties
concerning merge functions and see which ones apply on either one of the types
of function. In subsection 5.2 we apply both functions to a real world application,
the summarizing of multiple documents, more specifically the content selection
step, and see which advantages or disadvantages the merge functions have.

5.1 Properties

Property 1 (Idempotence). A merge function � for multisets over a ground uni-
verse U is idempotent if and only if, for any M = {S, ..., S} we have that:

� (M) = S. (18)

As has been proven in [1], the f -optimal merge function is idempotent, the
proof that the weighted fβ-optimal merge function is idempotent as well is trivial.
It is obvious that the proposed distance based merge function is idempotent as
well, considering that the solution S is the only one not requiring any additive
or subtractive operations relative to all the sources.

Property 2 (Monotonicity). A merge function � for multisets over a ground
universe U is monotone if and only if, for any M = {S(1), ..., S(n)} and for any
M∗ = {S∗

(1)
, ..., S∗

(n)} such that:

∀i ∈ {1, ..., n} : S(i) ⊆ S∗
(i) ∧M

(
S(i)

)
= M∗

(
S∗
(i)

)
(19)

we have that:
� (M) ⊆ � (M∗) . (20)

Where the defined global precision and recall functions are monotone as
proven in [1], the f -optimal merge function is not and thus the weighted fβ-
optimal merge function is neither. Due to the nature of the Minkowski distance,
the proposed distance based merge function however, is monotone.
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Property 3 (Quasi Robustness). A merge function � over M(U) is quasi-robust
if and only if, for any error-free M ∈ M(M(U)) (with |M | > 1) and for any
erroneous source E, we have that:

�(M ∪ {E}) ∩ E = ∅. (21)

With E an erroneous source, as defined in [6], a source that has no element in
common with any of the sources in M .

It has been proven in [6] that the f -optimal merge function is quasi robust.
The fβ-optimal merge function however is not. When β approaches infinity the
fβ-optimal merge functions approaches the union for which quasi robustness
clearly doesn’t hold. The proposed distance based merge function however is
quasi robust as well from the moment that |M | > 2. The proof for this is triv-
ial because the moment you have two sources not containing a certain element,
including this element to the solution will always result in at least one more addi-
tive or subtractive operation relative to the sources as opposed to not including
it into the solution.

5.2 Multi-Document Summarization

In order to illustrate other possible differences between distance based and fβ-
optimal merge function we apply both algorithms to the Multi-Document Sum-
marization problem (MDS problem) using the Document Understand Conference
dataset of 2002 (DUC2002) and try to evaluate how we can influence both algo-
rithms. Suppose we therefore define a cluster of sources from the DUC2002 set as
a multiset M and every document of the n documents of that cluster as a source
S so the equation M =

{
S(1), ..., S(n)

}
clearly still holds up. The solution S

of the merge function can only contain elements from the sources, therefore the
universe U does not consist of the entire English language but instead contains
all the words from all the different sources {S(1), ..., S(n)} that are part of the
cluster cluster combined.

It has been shown in previous research that once a set of key concepts has
been identified for a cluster of coreferent documents, a summarization can be
generated [7]. In this paper we will therefore focus on how both types of merge
functions can generate a set of concepts that represent the key elements of the
cluster automatically and as usable as possible. We will focus on two separate
issues. First, we will try to establish how easy it is to find a single optimal set
of key concepts defining the cluster. Secondly, we will examine to which extend
it is possible to objectively influence this selection process.

fβ-Optimal Merge Function. If we were to illustrate the type of solution
generated by the fβ-optimal merge function by using the first cluster of docu-
ments of the DUC2002 set we would get, for a value of β of 1, thus resulting in
the non-weighted f -optimal merge function, the following result.
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�β=1(M) = {{weather=1, winds=5, rico=3 . . .

. . . , director=1, inches=1, service=1} =1, {caribbean=2, like=1, residents=1 . . .

. . . , civil=1, expected=1, only=1}=1}
As one can see above, for the first cluster we get a multiset containing two

other multisets with multiplicity one as a solution. When we calculate the so-
lution for each cluster of the DUC2002 set we get a small multiset as a result
each time, as one can see in Table 1. The distance based merge function how-
ever, as one can read further down in the paper, does not. This makes it a lot
more difficult to choose one of the suggested multisets and later on influence this
multiset.

Table 1. Number of solutions per clusterID for the DUC2002 dataset for the fβ-optimal
function with β = 1

ID �S ID �S ID �S ID �S ID �S ID �S
1 2 11 2 21 2 31 2 41 2 51 2
2 1 12 1 22 2 32 1 42 2 52 1
3 2 13 1 23 2 33 1 43 1 53 1
4 1 14 2 24 1 34 2 44 2 54 1
5 2 15 2 25 1 35 2 45 2 55 2
6 1 16 2 26 1 36 2 46 1 56 2
7 2 17 2 27 2 37 2 47 2 57 2
8 1 18 2 28 2 38 1 48 2 58 1
9 2 19 1 29 2 39 1 49 1 59 2
10 1 20 1 30 2 40 2 50 2

The next evaluation step concerns testing the amenability of the fβ-optimal
merge function. As has been recollected in Section 3 this can be done by the
usage of the parameter β. We illustrate again by using the first cluster of the
DUC2002 dataset.

�β=0.25(M) = {{to=3, gilbert=2, storm=3, caribbean=1, mph=1, were=1, west=1,

national=1, in=6, said=3, was=2, the=23, on=2, winds=1, s=3, hurricane=6, at=1,

they=1, of=10, from=1, moving=1, for=1, center=1, a=4, coast=1, and=10}=1}
�β=0.50(M) = {{ national=1, center=2, puerto=1, gilbert=5, flooding=1, we=1,

this=1, at=3, sustained=1, as=1, caribbean=1, would=1, moving=1, one=1, an=1,

residents=1, 000=1, islands=1, weather=1, from=3, hurricane=6, they=1, into=1,

was=4, miami=1, republic=1, west=1, about=2, people=1, dominican=1, coast=1,

inches=1, it=3, is=1, the=30, in=10, on=2, said=5, of=12, mph=2, with=2, by=1,

for=3, s=3, their=1, off=2, and=10, were=1, night=1, storm=4, reported=1, winds=4,

to=6, a=5, sunday=1, heavy=1, there=1}=1}
For values of β < 1 one obtains a subset of the original solution obtained

from the non-weighted f -optimal merge function, as proven in [8]. As one can
see above this may also result in the fact that the solution S no longer contains
several multisets. The reason for this can be found in the fact that a preference
is given to precision, to correctness, and therefore the likelihood of multiple
multisets providing an equally optimal solution, drops. The same conclusion can
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be made as when β > 1, due to the fact that a preference is given to recall, the
likelihood of multiple multisets being part of the optimal solution drops, as can
be seen in the example.

Simple Distance Based Merge Function. As we have shown in Section 4
it might prove to be difficult to generate and display all possible results. But, as
previously stated, the solution space is uniquely defined by the multiplicityset
generated as described in Definition 8. We once more illustrate the results of
this type of merge function by generating a solution for the first cluster of the
DUC2002 set. The multiplicityset defining all the possible solutions for the first
cluster can be found in Appendix A. Suffice to say it contains over 100 words,
some of which with over 5 possible optimal multiplicities, which makes it very
impractical to use due to the large amount of possible solutions.

Why there are so many possible solutions lies in the fact the more documents
we have in which a word occurs, the higher the chance that there is not a single
multiplicity defining the optimal balance. For instance, if a word u were to occur
one time in the first source S(1)(u) = 1, three times in the second S(2)(u) = 3,
S(3)(u) = 5 and S(4)(u) = 7, then the solution S (u) exists out of three possible
multiplicities S (u) = [3, 4, 5] because from each multiplicity it only requires a
total of eight additions or subtractions relative to the occurrences in the sources.

The reason why we still care about this difference is due to the fact that the
semantic difference between a word w having multiplicity one or zero makes a
huge difference in the interpretation by the user but for the distance function
it makes virtually no difference at all. That is why there are so many possible
optimal solutions. This of course only occurs when the sources are rather well
balanced. It is also perfectly possible that there is only a single correct mul-
tiplicity for every word. However as one can clearly see in Table 2 depicting
the amount of possible solutions for each cluster, as soon as there is not a sin-
gle optimal solution the amount of possible solutions runs extremely high. This
of course makes it very difficult to choose an optimal solution and afterwards
influence the content selection.

Table 2. Number of solutions per clusterID for the DUC2002 dataset for the distance
based merge function

ID �S ID �S ID �S ID �S ID �S ID �S
1 3.377E44 11 5.107E18 21 1.297E18 31 5.629E16 41 3.486E21 51 3.799E15
2 1 12 1 22 6.333E15 32 1 42 2.111E14 52 1
3 1.480E31 13 1 23 3.239E54 33 1 43 1 53 1
4 1 14 6.984E40 24 1 34 1.367E17 44 1.159E11 54 1
5 1.776E36 15 6.648E19 25 1 35 1.669E13 45 3.298E13 55 1.489E31
6 1 16 1.290E25 26 1 36 1.202E16 46 1 56 1.513E18
7 8.881E35 17 2.988E22 27 4.669E19 37 2.350E27 47 1.056E14 57 2.757E21
8 1 18 7.124E15 28 4.178E30 38 1 48 8.977E16 58 1
9 9.277E11 19 1 29 3.804E15 39 1 49 1 59 6.274E26
10 1 20 1 30 1.197E36 40 1.284E32 50 1.811E9
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In order to illustrate how the proposed distance based merge function would
generate a multiset of keywords κ of a set of documents, we select a few of the
possible multisets of keywords with a minimal total distance to all the sources.

– κmin generated by using the smallest multiplicity per element
– κmax generated by using the largest multiplicity
– κmed generated by using the median multiplicity of each element

One can find κmin and κmax completely in Appendix B. As one would suspect
κmed generated by using the median multiplicity of each element is analogue to
κmax with maximum multiplicity however it might introduce certain difference
for elements that are on the cusp, for instance multiplicity range one to zero. It
is therefore not present in Appendix B.

Practically speaking, besides the issue that there is an enormous amount of
possible sets of key concepts, it is also quite difficult to objectively influence this
selection process. One of the great advantages of the fβ-optimal merge function
lies in the fact that through changing the parameter β one can influence the
outcome of the function. When applying the merge function �δε one frequently
has an extreme amount of possible optimal solutions to select a set of concepts
from. One might see the choice herein as possibly influencing the outcome, but
one might lose valuable information just because other words appear in the
same average frequency and get lost in the selection process. An objective way
to influence the selection process would be to use another distance function but
unless we find a more efficient technique to calculate the merge function the
performance and usability of this merge function will be extremely poor.

6 Conclusion and Future Work

In this paper we have made a comparison between a weighted fβ-optimal merge
function and a simple distance based merge function. We compared a few gen-
eral properties concerning merge functions that showed that both functions have
their merit, but when it came down to usability in a real life problem the fβ-
optimal merge function proved to be performing better. The fβ-optimal merge
function however has been developed more and is more advanced than the pro-
posed distance based merge function. As previously stated there are several other
distance functions we could apply in order to calculate the distance between two
sources. Other possibilities include, but one is not restricted to, the Cosine sim-
ilarity, Hamming distance and other variances on the Minkowksi distance. We
are planning to investigate these further but the initial research concerning these
measurements falls outside of the scope of this paper.
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Appendices

A MultiplicitySet Generated by �δε

MultiplicitySet = {time:[1], right:[0, 1], 3:[1], 2:[0, 1], 5:[0, 1], lines:[0, 1], a:[6],

m:[1], s:[5, 6], p:[0, 1], zone:[0, 1], bob:[0, 1], hal:[0, 1], strengthened:[0, 1], had:[1,

2], watch:[1], areas:[0, 1], reached:[0, 1], 000:[1, 2], moved:[1], expected:[1], which:[0,

1], there:[1, 2], reported:[1, 2], puerto:[3], western:[0, 1], hurricanes:[0, 1], home:[0,

1], television:[0, 1], tropical:[1], officials:[1], gerrish:[0, 1], cut:[0, 1], jamaica:[3, 4, 5],

where:[0, 1], hit:[1], eye:[0, 1, 2], damage:[0, 1], strong:[0, 1], streets:[0, 1], gilbert:[5],

while:[0, 1], east:[1], into:[1], night:[2], along:[1], miami:[1], sunday:[1, 2], caribbean:[1,

2], seen:[0, 1], south:[2, 3], down:[0, 1], province:[0, 1], islands:[1, 2], hurricane:[10, 11,

12, 13], strength:[0, 1], ripped:[0, 1], high:[1], people:[1, 2], arrived:[0, 1], slammed:[0,

1], like:[0, 1], coastal:[1], now:[0, 1], residents:[1], radio:[0, 1], but:[1], saturday:[1],

north:[1, 2], southeast:[0, 1, 2], haiti:[0, 1, 2], around:[1], sheets:[1], their:[1], first:[0,

1], said:[10], higher:[0, 1], storm:[4, 5, 6], over:[1, 2], government:[0, 1], moving:[1,

2], he:[0, 1], miles:[3], before:[1], ocean:[0, 1], sustained:[1], warnings:[1, 2], by:[1, 2],

long:[1], kingston:[0, 1], would:[2], be:[0, 1], get:[0, 1], and:[18, 19, 20], maximum:[0,

1], island:[2, 3], area:[0, 1], edt:[0, 1], formed:[1], all:[1], at:[4], dominican:[2, 3], as:[4,

5], an:[1, 2], off:[2, 3], forecaster:[1], they:[2], no:[1, 2], of:[19, 20, 21, 22, 23], on:[4,

5], only:[1], or:[0, 1], winds:[5, 6], most:[1], flights:[0, 1, 2], larger:[0, 1], second:[0, 1],

gulf:[1], when:[0, 1], certainly:[0, 1], republic:[2, 3], issued:[1], heavy:[2, 3], eastern:[0,

1], this:[1, 2], from:[3, 4, 5], was:[4, 5], is:[1, 2], it:[5, 6, 7], know:[0, 1], in:[12], ho-

tel:[0, 1], mph:[3, 4], passed:[0, 1], westward:[0, 1], forecasters:[0, 1, 2], cayman:[0, 1,

2], windows:[0, 1], 25:[0, 1], we:[1, 2, 3], next:[0, 1], 15:[0, 1], northwest:[1], ve:[0,

1], civil:[0, 1], up:[0, 1], 10:[1], to:[10, 11, 12], reports:[0, 1], mexico:[1], that:[2, 3, 4,

5, 6], about:[2], re:[0, 1], rain:[1, 2], defense:[0, 1], track:[0, 1], inches:[1], service:[1],

our:[0, 1], out:[0, 1], 50:[0, 1], flooding:[1], flash:[0, 1], for:[4, 5], city:[1, 2], center:[3],
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weather:[1], national:[2, 3], director:[1], trees:[1], cuba:[0, 1, 2], evacuated:[0, 1], south-

ern:[0, 1], 100:[1, 2], should:[1], canceled:[0, 1], little:[0, 1], were:[4, 5, 6, 7], three:[0,

1], power:[1], systems:[1], west:[2], other:[0, 1], one:[1, 2], coast:[3, 4], rico:[3], with:[3,

4], the:[40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56], roofs:[1],

continue:[0, 1]}

B Complete Mergesets Generated by �δε

κmin = {weather=1, winds=5, rico=3, their=1, power=1, puerto=3, hit=1, most=1,

island=2, hurricane=10, issued=1, this=1, one=1, northwest=1, sustained=1,

expected=1, islands=1, we=1, high=1, mexico=1, dominican=2, for=4, south=2,

reported=1, about=2, systems=1, heavy=2, over=1, north=1, warnings=1, repub-

lic=2, sunday=1, only=1, night=2, jamaica=3, rain=1, but=1, east=1, it=5, is=1,

tropical=1, caribbean=1, in=12, sheets=1, before=1, residents=1, s=5, said=10,

on=4, coastal=1, that=2, 100=1, off=2, m=1, with=3, 000=1, of=19, by=1,

had=1, moving=1, around=1, a=6, from=3, time=1, should=1, national=2, no=1,

and=18, to=10, formed=1, center=3, at=4, there=1, as=4, along=1, west=2, an=1,

flooding=1, forecaster=1, 3=1, moved=1, they=2, would=2, people=1, officials=1,

roofs=1, 10=1, storm=4, saturday=1, miles=3, city=1, mph=3, watch=1, all=1,

gilbert=5, into=1, were=4, miami=1, was=4, coast=3, the=40, long=1, trees=1,

gulf=1, director=1, inches=1, service=1}

κmax = {caribbean=2, like=1, residents=1, that=6, seen=1, puerto=3, 100=2,

damage=1, officials=1, warnings=2, inches=1, where=1, into=1, get=1, higher=1,

sheets=1, trees=1, we=3, watch=1, western=1, jamaica=5, coast=4, national=3,

hurricane=13, southern=1, service=1, around=1, mph=4, radio=1, reached=1,

edt=1, ve=1, maximum=1, it=7, reports=1, is=2, hotel=1, in=12, up=1, which=1,

evacuated=1, down=1, hit=1, the=56, was=5, gerrish=1, larger=1, certainly=1,

city=2, arrived=1, little=1, heavy=3, track=1, he=1, one=2, to=12, center=3,

but=1, north=2, first=1, defense=1, three=1, along=1, when=1, this=2, westward=1,

south=3, next=1, sunday=2, republic=3, people=2, power=1, other=1, passed=1,

right=1, and=20, eastern=1, high=1, islands=2, island=3, most=1, over=2, re=1,

while=1, eye=2, gilbert=5, canceled=1, slammed=1, rain=2, miami=1, issued=1,

000=2, area=1, miles=3, haiti=2, night=2, ripped=1, 50=1, tropical=1, all=1,

windows=1, time=1, ocean=1, about=2, television=1, their=1, flights=2, flooding=1,

strength=1, strengthened=1, southeast=2, with=4, flash=1, storm=6, director=1,

they=2, now=1, cuba=2, s=6, p=1, out=1, m=1, weather=1, long=1, our=1, or=1,

systems=1, moving=2, on=5, kingston=1, cayman=2, coastal=1, gulf=1, a=6, of=23,

formed=1, by=2, west=2, zone=1, dominican=3, said=10, areas=1, for=5, from=5,

should=1, winds=6, moved=1, be=1, no=2, hurricanes=1, reported=2, 25=1, lines=1,

cut=1, roofs=1, at=4, as=5, mexico=1, 5=1, an=2, before=1, bob=1, 3=1, 2=1,

were=7, know=1, saturday=1, forecaster=1, east=1, streets=1, 15=1, sustained=1,

10=1, there=2, hal=1, province=1, would=2, government=1, second=1, home=1,

had=2, rico=3, strong=1, northwest=1, continue=1, off=3, civil=1, forecasters=2,

expected=1, only=1}
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Abstract. In this paper a new tool which allows flexible querying on
multidimensional data bases is presented. Linguistic F-Cube Factory is
based on the use of natural language when querying multidimensional
data cubes to obtain linguistic results. Natural language is one of the
best ways of presenting results to human users as it is their inherent way
of communication. Data warehouses take advantage of the multidimen-
sional data model in order to store big amounts of data that users can
manage and query by means of OLAP operations. They are a context
where the development of a linguistic querying tool is of special interest.

Keywords: Linguistic summarization, Time series, Multidimensional
data model, OLAP, Business Intelligence, Fuzzy Logic.

1 Introduction

Companies and organizations have to deal with huge amounts of data in their
daily operation. The necessity to handle these data has motivated the develop-
ment of different data management tools. One such tool is data warehousing,
based on the multidimensional data model.

The multidimensional data model is based on the use of data cubes. Data
cubes are sets of data related to a given fact whose context is described by
several dimensions. This way, each cell of the cube contains aggregated data
related to elements along each dimension. The use of the multidimensional data
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model and OLAP (OnLine Analytical Processing) operations to query them
is of crucial importance in Business Intelligence [20], in which flexibility and
understandability when showing the results of queries are key points.

In this context, we are interested in providing data warehousing tools with
the possibility to perform flexible queries yielding results expressed in natu-
ral language, using a vocabulary adapted to the user. These linguistic results
are highly understandable for the users, and are a very good approach for ag-
gregating/summarizing information when performing certain OLAP operations.
Historically, fuzzy set theory and fuzzy logic have played an essential role in
the attempts to transform data into words to obtain linguistic descriptions un-
derstandable by humans [18,7]. Seminal work in this area must be credited to
Ronald R. Yager [26,27,28]. Many other approaches have been developed since
then [12,22,29,25,30,15,23,21,11]. The obtention of fuzzy summaries from multi-
dimensional databases has been studied by A. Laurent [17].

More specifically, we are interested in providing linguistic results comparing
time series obtained from data cubes with time dimension. The temporal dimen-
sion is among the most popular dimensions within a data cube structure. This is
due to the importance of time in all the activities carried out by humans. These
time series are easily obtained by using OLAP operations on datacubes with
time dimension. Techniques providing linguistic descriptions of time series are
called time series summarization techniques in the literature [8,1,13,16,14,5,4,6].

In this paper we describe the extension of an existing flexible data warehousing
tool, F-Cube Factory [9], with a flexible querying interface of multidimensional
data cubes that takes advantage of linguistic capabilities to produce outcomes
expressed by means of natural language patterns. Linguistic F-Cube Factory is
a friendly tool that allows the users the creation and management of data cubes
with linguistic features. We will show how linguistic comparison of time series
can be obtained when using Linguistic F-Cube Factory querying capabilities
on data cubes with temporal dimension. As we will see, the platform includes
implemented wizards that offer to the user valuable information to successfully
accomplish the querying process.

2 Preliminary Research

This section is devoted to present some concepts and tools developed in previous
works of the authors, in which the basis of the present work can be found. We will
start with some ideas about the multidimensional data model implemented in
F-Cube Factory. Then, we will mention a specific method to carry out linguistic
comparison of time series data.

2.1 Multidimensional Data Model and F-Cube Factory

F-Cube Factory [9] is a Business Intelligence system to manage data. It imple-
ments different models of data storage as ROLAP, MOLAP and fuzzy MOLAP
[19]. The main characteristics of the fuzzy multidimensional model implemented
in F-Cube Factory are the following:
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Definition 1. A dimension is a tuple d = (l,≤d, l⊥, l�) where l = {l1, . . . , lm} so that
each li is a set of values li = {ci1, ..., cimi} and li∩lj = ∅ if i�=j, and ≤d is a partial order
relation between the elements of l so that li ≤d lk if ∀cij ∈ li ⇒ ∃ckp ∈ lk/cij ⊆ ckp.
l⊥ and l� are two elements of l so that ∀li ∈ l, l⊥ ≤d li ≤d l�.

We denote level to each element li. To identify the level l of the dimension
d we will use d.l. The two special levels l⊥ and l� will be called base level and
top level respectively. The partial order relation in a dimension is what gives the
hierarchical relation between levels.

Definition 2. For each pair of levels li and lj such that lj ∈ Hi, we have the relation
μij : li × lj → [0, 1] and we call this the kinship relation. Hi is the set of children of
li, Hi = {lj |lj �= li ∧ lj ≤d li ∧ ¬∃lk, lj ≤d lk ≤d li}

This relation represents a crisp hierarchy when we use only the values 0 and
1 for kinship and we only allow an element to be included with degree 1 by
an unique element of its parent levels. The relaxation of these conditions us-
ing values in the interval [0,1] without any other limitation produces a fuzzy
hierarchical relation.

Definition 3. We say that any pair (h, α) is a fact when h is an m-tuple on the
attributes domain we want to analyze, and α ∈ [0, 1].

The value α controls the influence of the fact in the analysis. The imprecision
of the data is managed by assigning an α value representing this imprecision.
Now we can define the structure of a fuzzy DataCube.

Definition 4. A DataCube is a tuple C = (D, lb, F,A,H) such that D = (d1, ..., dn)
is a set of dimensions, lb = (l1b, ..., lnb) is a set of levels such that lib belongs to di,
F = R ∪ ∅ where R is the set of facts and ∅ is a special symbol, A is an application
defined as A : l1b×...×lnb → F , giving the relation between the dimensions and the facts
defined, and H is an object of type history with information regarding the obtention of
the current data cube.

In order to provide support for the definition and management of data within
this model, the system F-Cube Factory has been developed [9]. The system is
built using client/server architecture. The server implements the main function-
ality over the data cubes (definition, management, queries, aggregation opera-
tors, user views operators, API for data cube access, etc.). The client is web
based and is thought to be light enough to be used in a personal computer and
to give an intuitive access to the functionality of the server (hiding the complex-
ity of using a DML or DDL to the user). For a more detailed explication of the
structure and the operations, see [19,10].

2.2 Linguistic Comparison of Time Series Data

In previous papers [5,4] we have presented a new general model to obtain lin-
guistic summaries from time series data. This model can work with time series
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data obtained by means of OLAP operations on data cubes with time dimen-
sion. Suppose that the time dimension is described in its finest grained level of
granularity by members T = {t1, ..., tm}. Then, through the use of appropriate
queries we can associate fact values to each of the time members: this way, we
have TS = {< t1, v1 >, ..., < tm, vm >}, where every vi is a value of the basic
domain of the variable V .

This model has been extended to the case of providing linguistic comparison
of time series in terms of values [3]. For that purpose we assume that the time
dimension is hierarchically organized in n levels, namely, L={L1, ..., Ln}. Each
level Li has associated a fuzzy partition {Di,1, ..., Di,pi} of the basic time domain.

Let TS1 and TS2 be two time series defined over the same variable V at a
given period of time. Then,

ΔTSlocal(ti) =

⎧⎨⎩0, if TS1(ti)− TS2(ti) = 0
TS1(ti)− TS2(ti)

max(TS1(ti), TS2(ti))− gm
, otherwise

(1)

defines a time series comparing values of the original series, where ti is a specific
point in the time domain and gm is the global minimum of TS1 and TS2. Our ap-
proach to the linguistic comparison is to obtain a linguistic summary of this time
series using a linguistic variable defined on [−1, 1]. In this paper, we use a par-
tition with the labels much lower=(-1,-1,-0.8,-0.6), lower=(-0.8,-0.6,-0.3,-0.1),
similar=(-0.3,0,0,0.3), higher=(0.1,0.3,0.6,0.8), and much higher=(0.6,0.8,1,1).

A linguistic comparison of two time series is a set of type II quantified sen-
tences on the form “Q of D are A”, where Q is a linguistic quantifier, and A,
D are fuzzy subsets of a finite crisp set X . In our case, D is related to the time
dimension and A is related to the comparison of values or trends of both series
using the labels defined before.

In order to obtain sentences like the one showed before, apart from the fuzzy
subsets, we need a family of linguistic quantifiers. In our case, we are going to
use a totally ordered subset {Q1, . . . , Qqmax} of a coherent family of quantifiers
Q defined in [24].

We have presented Greedy approaches that produce a single optimal linguistic
comparison of time series [3,5] based on the algorithms for summarizing series
described in [4,2].

3 Linguistic F-Cube Factory

The techniques for comparing series explained in the previous section have been
implemented as linguistic OLAP operations within Linguistic F-Cube Factory.
In this section, we show how to use these operations to perform flexible queries
that involve series comparison in the system. We also show the interface that
allows the user to interact with the results of queries.

For the sake of illustration, let us consider a data warehouse with information
related to different medical centres in a particular area. We count on an existing
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data cube containing information about the patient inflow according to several
dimensions, in this case location, gender, and time. Each dimension is described
using hierarchies of partitions of linguistic labels. As we have already mentioned,
if we apply a set of OLAP operations on this data cube, we can obtain time series
data representing “the patient inflow of a certain gender in a certain centre along
a certain time period”.

Figure 1 helps to explain the process followed by the new Linguistic F-Cube
Factory platform in a schematic way. In order to perform the linguistic sum-
marization of the comparison of time series we need to obtain a new data cube
containing time series data describing the comparison of time series (among
them, the mentioned ΔTSlocal). In this case, we want to compare the patient
inflow in centre n with respect to the other centres. This cube is shown in 2)
and, as we can see, it has the same number of dimensions but not the same
number of elements (in this data cube centre n dissapears as is the one being
compared with the rest of centres). The final step is the summarization of this
data cube to obtain the data cube in 3) containing the linguistic summaries of
the comparative time series.

Figure 2 represents the Linguistic F-Cube Factory screen in which general
and particular information of this data cube are shown. For example, the user
can navigate through the hierarchy of a certain dimension by selecting the cor-
responding View / Edit link.

Once the desired data cube has been selected the user has the option of
obtaining comparative linguistic summaries in the sense of those commented in
Section 2.2. The user has to click on the corresponding link and fill the required
fields in the comparison wizard. The wizard is divided to fulfill two main tasks.
The first task is to help the user to obtain a new data cube containing a set of
different comparative time series data; in this step the user needs to provide the
name of the new data cube, the dimension and the dimension member he/she
wants to compare with the rest, the temporal dimension, and the dimension
representing the comparison in terms of the variable under study. The second
task is to build the appropriate linguistic framework to describe the comparative
series; here the user has to introduce the number of labels he/she desires to use.
At the end of the process the user will have a new data cube as in Figure (1.2).

Figure 3 shows the information of this new data cube. As we can see the data
cube maintains the same dimensions plus the automatically generated series that
contain the desired comparison framework.

To obtain a data cube as in Figure (1.3) the user has to click in the appropriate
link: expert mode or non-expert wizard like the one in Figure 4, where a column
shows the linguistic comparative summaries describing the patient inflow of a
certain gender treated in a certain centre along a given time period with respect
to the patient inflow in the selected centre. In this case, centre A is the one being
compared with the rest of centres.

If the user wishes to get more information regarding a certain summary, he/she
only needs to select it using the corresponding box. As a result of this action
a new screen appears (Figure 5). The screen has three well differentiated areas.
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Fig. 1. Schema: performing linguistic summarization of time series comparison on a
temporal data cube
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Fig. 2. FuzzyCentre data cube information in Linguistic F-Cube Factory

The upper part shows the graphical representation of the selected comparative
time series data. The X axis represents the temporal dimension while the Y axis
represents the described dimension, in this case the local relative comparison of
centre A and centre B male patient inflow during year 2009.

Then, the central zone represents the complete linguistic summary built by
post-processing the original quantified sentences. Finally, the last zone is dedi-
cated to show the user the list of quantified sentences compounding the result.
This is called the raw result. The accomplishment degree of each sentence is also
shown. There is the possibility of obtaining finest information about each sen-
tence by clicking them. The user can listen the sentence by means of a dedicated
media player and can see in the graphical representation the points that support
the sentences by means of highlighted areas.
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Fig. 3. comparativeFuzzyCentre data cube information in Linguistic F-Cube Factory
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Fig. 4. Resulting data cube with comparative linguistic summaries as facts
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Fig. 5. Detailed information regarding to a specific linguistic comparative summary
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4 Conclusions and Future Work

In this work we have presented how the Linguistic F-Cube Factory platform can
be used for the creation and management of data cubes containing linguistic
comparisons of time series.

This allows theusers to carry outflexible queries inwhich theprocesses outcomes
are linguistic results. The incorporation of linguistic capabilities to the platform
bymeans of the use of Fuzzy Logic makes the tool nearer to human users that have
at their disposal friendly results that are more useful to develop their activities.

We areworking on extending the functionality of the linguistic platform through
the use of different methods for the communication of the results to users.
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Abstract. This paper considers the task of establishing periodic lin-
guistic summaries of the form “Regularly, the data take high values”,
enriched with an estimation of the period and a linguistic formulation.
Within the framework of methods that address this task testing whether
the dataset contains regularly spaced groups of high and low values with
approximately constant size, it proposes a mathematical morphology
(MM) approach based on watershed. It compares the proposed approach
to other MM methods in an experimental study based on artificial data
with different forms and noise types.

Keywords: Fuzzy linguistic summaries, Periodicity computing, Math-
ematical Morphology, Temporal data mining, Watershed.

1 Introduction

Linguistic summaries aim at building human understandable representations
of datasets, thanks to natural language sentences. They take different forms
representing different kinds of patterns [27,28,12]. In this paper we consider this
task in the case of time series for which regularity is looked for, more precisely
summaries of the form “Regularly, the data take high values”. If the data are
membership degrees to a fuzzy modality A, the sentence can be interpreted as
“regularly, the data are A”. Moreover, if the sentence holds, a candidate period is
computed and an appropriate linguistic formulation is generated, based on the
choice of a relevant time unit, approximation and adverb. The final sentence can
for instance be “Approximately every 20 hours, the data take high values”.

The Detection of Periodic Events (DPE) methodology [21] defines a framework
to address this task relying on the assumption that if a dataset contains regularly
spaced high and low value groups of approximately constant size, then it is
periodic. It consists in 3 steps: clustering, cluster size regularity and linguistic
rendering. In [21], the first step is based on the calculation of an erosion score
based on Mathematical Morphology [24]. In this paper, we propose to apply the
DPE methodology using a new clustering method depending on a watershed
approach [4] and to compare it in an enriched experimental protocol.

Section 2 presents an overview of related works. A reminder about the eval-
uation of periodic protoforms is given in Section 3. The proposed watershed
method is described in Section 4. Lastly, Section 5 presents experimental results
on artificial data comparing the two approaches as well as a baseline method.
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2 Related Works

This section briefly describes the principles of linguistic summaries, temporal
data mining and period detection in signal processing, at the crossroads of which
the considered DPE methodology lies. To the best of our knowledge, DPE is the
first approach combining these fields.

2.1 Linguistic Summaries

Linguistic summaries aim at building compact representations of datasets, in
the form of natural language sentences describing their main characteristics.
Besides approaches based on natural language generation techniques, they can
be produced using fuzzy logic, in which case they are called fuzzy linguistic
summaries (see [5,13] for a comparison between these two areas).

Introduced in the seminal papers [11,27,28], they are built on sentences called
“protoforms”, such as “QX are A” where Q is a quantifier (e.g. “most” or
“around 10”), A a linguistic modality associated with one of the attributes (e.g.
“young” for the attribute “age”) and X the data to summarise. The relevance of
a candidate protoform, measured by the truth degree of its instantiation for the
considered data, depends on the Σ-count of the dataset according to the chosen
fuzzy modality. Extensions have been defined to handle the temporal nature of
data, using a “Trend” attribute [10] or considering fuzzy temporal propositions
[6] to restrict the truth value of a summary to a certain period of time, but they
do not cope with periodicity.

2.2 Temporal Data Mining

Temporal data mining is a domain that groups various issues related to data min-
ing taking into account the temporal aspect of the data (see [8,15] for exhaustive
states of the art). Some methods aim at discovering frequent patterns, using ex-
tensions of the Apriori algorithm [1], possibly dedicated to long sequences [19]
or with time-window or duration constraints [16,20]. Although mining recurring
events, these approaches are not concerned with periodicity. Cyclic association
rules [22] are satisfied on a fixed periodic basis: the time axis is split into constant
length segments against which association rules are tested. So as to automatic-
ally compute a candidate period, extensions based on a Fourier transform [3] or
a statistical test over the average interval between events [17] can be used.

2.3 Signal Processing for Period Detection

Period detection is a well known problem in signal processing and several meth-
ods have been proposed to address it.

The most straightforward one is based on an analysis in the time domain,
and computes the period by measuring the distance between two successive
zero-crossings [14]. It is very sensitive to noise.
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The two most common methods are autocorrelation [9] in the time domain and
spectral analysis with Fourier transform [23] in the frequency domain. They are
efficient on specific data, namely sinusoidal and stationary signals, in which the
period remains constant. The short-time Fourier [2] and wavelet [18] transforms
are more sophisticated methods in the time-frequency domain able to deal with
non stationary signals. However, the former needs a window size parameter to be
efficient, and the latter is non parametric but very sensitive to time shifts, which
is a bias to be avoided in the context of a high-level linguistic interpretation of
the data.

Statistical methods have also been proposed, applying to the specific case
where the data is sinusoidal with a Gaussian noise [7].

Lastly, cross-domain approaches have been developed, adding further com-
plexity: in [3], as already mentioned, a fast Fourier transform is used on top of
cyclic association rule extraction to build a list of candidate periods. In [26],
both autocorrelation and a periodogram are used.

3 Evaluation of Periodic Protoforms

The principle of the Detection of Periodic Events methodology (DPE) [21] relies
on the assumption that if a dataset contains regularly spaced high and low value
groups of approximately constant size, then it is periodic. This assumption guides
the truth evaluation of sentences of the form “Every p, values are high”. DPE is
a modular methodology which can be seen as a general framework to evaluate
periodic protoforms. This section describes its general architecture of the DPE
methodology as well as its instanciation proposed in [21]. Section 4 presents a
new watershed based method for its clustering step.

3.1 Input and Output

The input dataset, denoted X , is temporal and contains N normalised values
(xi), i.e. X = {xi, i = 1, ..., N} such that ∀i, xi ∈ [0, 1]. The data are considered
to be regularly sampled, i.e. at date ti = t1 + (i− 1)×Δt where t1 is the initial
measurement time and Δt is the sampling rate.

The outputs of the DPE methodology are a periodicity degree π, a candidate
period pc and a natural language sentence. The periodicity degree π indicates
the extent to which the dataset is periodic: 1 means it is absolutely periodic and
the value decreases as the dataset is less periodic. The sentence is a linguistic
description of the period found in the dataset, designed for human understand-
ing. It has the form “M every p unit, the data take high values”, where M is an
adverb as “roughly”, “exactly”, “approximately”, p is the approximate value based
on the candidate period pc, and unit is a unit considered the most appropriate
to express the period [21].
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3.2 Architecture

The DPE methodology works in four steps : first, it clusters the data into groups
of successive high or low values, second it computes the regularity of the group
sizes and the periodicity degree, third it computes a candidate period and finally
it returns a natural language sentence. In the following, more details are given
regarding these 4 steps.

High and Low Value Detection. The first step of DPE aims at detecting
groups of high/low consecutive values. To this aim, a prediction function g re-
turning the group type (H or L) of xi is defined. Successive values classified H
are gathered in high value groups, and conversely for low values.

A baseline function gBL relies on a user-defined threshold tvalue to distinguish
high and low values :

gBL (xi) =

{
H if xi > tvalue

L otherwise
(1)

A function gES exploiting mathematical morphology tools is proposed in [21],
based on the erosion score es defined as:

x0
i = xi xj

i = min
(
xj−1
i−1 , x

j−1
i , xj−1

i+1

)
esi =

z∑
j=1

xj
i

where z is the smallest integer such that ∀i = 1...N, xz
i = 0. This erosion score

transform, classically used to identify the skeleton of a shape, has the following
characteristics: high xi in high regions have high es, low xi in high regions have
quite a high es, isolated high xiin low regions have low es. Thus, erosion scores
provide an automatic adaptation to the data level.

Computing the erosion score on the data complement X where xi = 1 − xi

allow to symmetrically identify low regions. We propose the prediction function:

gES (xi) =

{
H if esi > esi

L otherwise
(2)

Groups are defined as successive values of the same type as returned by g.

Periodicity Computing. The second step of DPE consists in evaluating the
regularity of the sizes of the high and low value groups. If these sizes are regular,
then the dataset is considered periodic according to the assumption defined at
the beginning of this section.

First, the size of each group is computed, setting sHj =
∣∣GH

j

∣∣ for the jth high
value group and sLj =

∣∣GL
j

∣∣ for the jth low value group. Experiments with fuzzy
cardinalities have showed no significant difference [21].
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The regularity ρ is then determined for high and low value groups based on
the average value μ and the deviation d of their size (see [21] for justification):

ρ = 1−min

(
d

μ
, 1

)
μ =

1

n

n∑
j=1

sj d =
1

n

n∑
j=1

|sj − μ| (3)

both for high and low value groups n denotes the number of groups. The size
dispersion is thus measured using the coefficient of variation CV = d/μ: d is
more robust to noise than standard deviation and the quotient with μ makes it
relative and allows to adapt to the value level.

Finally, with the regularities of high value groups ρH and low value groups
ρL, the periodicity degree π is returned as their average, i.e. π =

(
ρH + ρL

)
/2.

Candidate Period Computation. For a perfectly regular phenomenon, the
period is defined as the time elapsed between two occurrences of an event, in
this paper, “high value”. Therefore the candidate period pc is approximated as
the sum of the average size of high and low value groups, i.e. pc = μH + μL. pc
is relevant only if π is high enough, i.e. if the dataset is considered as periodic.

Linguistic Rendering. The last step yields a linguistic periodic summary of
the form “M every p unit, the data take high values”, significant only if π is high.
As described in [21], the unit used to describe the data is calculated first on a
set of units entered as prior knowledge. Then the period pc is rounded in order
to make it more natural for a human being. Lastly, an adverb is chosen based
on the approximation error between the computed and the rounded value.

4 Watershed Based Method

We propose a new method to identify high and low value groups based on another
Mathematical Morphology tool, namely watershed. It can be seen as a variant
of gBL where the threshold is automatically derived from the data: it reduces
the required expert knowledge and automatically adapts to the data.

4.1 Principle

Watershed in Mathematical Morphology has been introduced in [4] to perform
2D image segmentation. Its underlying intuition comes from geography: the im-
age greyscale levels are seen as a topographic relief which is flooded by water.
Watersheds are the divide lines of the domains of attraction of rain falling over
the region. An efficient implementation has been proposed in [25] based on an
immersion process analogy: as illustrated in Fig. 1, when the level of water rises,
basins appear. When it rises more, new ones are created while others merge. At
the end, all basins merge into a single one.

We propose to apply watershed to detect groups, defining them from the
identified basins for a given water line: low value groups are defined as the
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Fig. 1. Illustration of the immersion of a dataset for the watershed calculation

basins, i.e. consecutive values below the divide line, and high value groups as
consecutive values above the divide line.

Furthermore, we propose to base the identification of the relevant water line,
i.e. the threshold to separate high and low value groups, on the evolution of the
basin structure. Indeed, the desired threshold should lead to a group identific-
ation that is robust to small local noise, i.e. making it a little greater or lower
should not modify the number of identified groups. As water rises, basins appear
(resp. disappear), when a gap (resp. a peak) crosses the water line: the threshold
should be located at a level where no peak and gap, that represent local noise,
are present. As formalised below, we propose to set the water line at the middle
of the largest interval separating two consecutive basin structure changes.

4.2 Implementation

The changes of the basin structure are easily identified as they correspond to local
peaks and gaps, i.e. values resp. greater or lower than their direct neighbours
(previous and next values): when a peak or gap is identified, its level is recorded
as a level where a basin structure change occurs. This principle is formalised
below after the description of the pre-processing steps applied to the data.

Preprocessing. Before finding the peaks and gaps, 2 preprocessing steps are
applied: first, a moving average on a window whose size w is chosen by expert
knowledge is calculated to smooth the curve and to avoid oversegmentation.

Second the consecutive equal values are removed. Indeed, basin structure
changes could occur in configurations named “plateaux” which are different from
gaps and peaks. A plateau is a collection of consecutive equal points surroun-
ded with points of lesser (convex plateaux) or greater (concave plateaux) values.
So as to ease the structure change detection and once the data are smoothed,
consecutive equal points are removed from the dataset, so that convex plateaux
become peaks, and concave plateaux become gaps. Thus, all basin structure
changes can be detected with a simple peak/gap analysis.

Processing. With the preprocessed data W , the determination of the levels
where the basin structure changes is done with a single scan to detect local
peaks and gaps. The levels at which the changes occur are stored in L:

L = {wi ∈ W/ (wi > wi+1 ∧wi > wi−1) ∨ (wi < wi+1 ∧ wi < wi−1)}
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Then the adaptable watershed-based threshold tW is computed as:

tW = 1
2
(Lm + Lm+1) m = argmax

i∈{1...|L|−1}
Li+1 − Li (4)

where Lj are the elements of L sorted in ascending order. Finally, the clustering
function is defined as:

gW (xi) =

{
H if xi > tW

L otherwise
(5)

5 Experimental Results

This section presents results obtained with artificial data, to compare the
baseline, erosion score and watershed methods defined by (1), (2) and (5).

5.1 Data Generation

The datasets are generated as noisy series of periodic shapes, either rectangles
or sines. They are created as a succession of high and low value groups, of size
pH and pL respectively, on which two types of noise are applied: the group size
noise νs randomly modifies the size values pH and pL, the value noise νy changes
the values taken by the data within the groups. In the first step, the sizes of the
high and low value groups are randomly drawn, adding some noise to the ideal
values pH and pL: p∗ generally denoting one of these two values, the size of each
group is defined as:

sj = �1 + sgn (0.5− ε1)× νs × ε2 p∗

where ε1 and ε2 are uniform random variables U(0, 1). This distribution ran-
domly increases or decreases the reference group size, through the sgn(0.5− ε1)
coefficient, in a proportion defined as νs × ε2. The size of a group thus varies
between (1 − νs)p

∗ and (1 + νs)p
∗. Group sizes are generated until their cumu-

lative sum reaches the total desired number of points N .
After the group sizes have been determined for the rectangle shape, if the jth

group spans from index a to b, X∗ is set as:

∀k ∈ {a, . . . , b} x∗
k =

{
1 if group j is high
0 otherwise

For the sine shape, if the jth group spans from index a to b, X∗ is set as:

∀k ∈ {a, ..., b} x∗
k =

1

2
+

λ

2
sin

(
π
k − a

b − a

)
λ =

{
1 if group j is high

−1 otherwise

This calculation for the sine shape creates a discontinuous break around 0.5.
It does not seem to introduce biases in the results though.
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Fig. 2. Four examples of generated datasets

In the third step the value noise νy is added to X∗ leading to X̂. The noise is
applied downward for high value groups and upward for low value groups:

x̂i =

{
x∗
i − νyε if x̂i is in a high value group

x∗
i + νyε otherwise

where ε is a uniform random variable U(0, 1).
Finally, the dataset X results from the normalisation of X̂ to [0, 1]. Fig. 2

illustrates 4 examples of generated datasets.

5.2 Experimental Protocol

As shown in Table 1, 16 test scenarios are implemented where the data series
are generated with an increasing value noise νy and group size noise νs from 0
to 1 at a 0.05 pace (21 values) with a different combination of high / low value
groups size, shape, group size noise and value noise.

The periodicity degree π, the candidate period pc, the error in period eval-
uation Δp and the clustering accuracy Acc are computed with the 3 meth-
ods, baseline (BL), watershed (W) and erosion score (ES): Δp is defined as
Δp = |pc − p| /p. The period p to compare the candidate period with is com-
puted as the sum of the average sizes of the two types of generated groups.

Table 1. The 16 test scenarios. The noise specified in the header is the constant one
in the scenario, the not mentioned one is the increasing one.

Size (pH/pL) Shape νs = 0 νy = 0 νs = 0.5 νy = 0.3

Balanced (25/25) Square S1 S2 S9 S10
Sine S3 S4 S11 S12

Thin (10/40) Square S5 S6 S13 S14
Sine S7 S8 S15 S16
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To compute Acc, the accuracy in the classification into high and low value
groups, the labels are the group membership defined in the generation step. Acc
is weighted so as to take into account the bias in the group size, for the “Thin
(10/40)” scenarios.

5.3 Result Interpretation

General Results. From the results obtained with the 16 scenarios and not
detailed here, it appears that the noise type (group size or value) is the most
important parameter: all methods exhibit similar behaviours for the 3 measures
π, Δp and Acc for a given noise type. The shape is the second most important
parameter, since differences appear between squares and sines, especially with
increasing νy. Other parameters, as the size of the groups (balanced or thin) or
the combination of noises, do not seem to bear an important influence.

The results also show that all 3 methods return a periodicity of 1 when the
data has no noise and are decreasing functions of the noise parameters.

In the following, we focus on scenarios 5 to 8. Figure 3 illustrates the outcomes
of the experiments. Nevertheless, the results mentioned below are valid for all
considered scenarios.

Baseline Approach. The comparison between methods shows that the baseline
curve is very sensitive to noise. Indeed, with squares (Fig. 3a, b), π falls sharply
and Δp rises sharply as soon as νy reaches 0.5. This is due to the fact that from
this level of noise, some points labelled as high have a value smaller than 0.5 and
are classified as low. Since very few points are misclassified, accuracy is still high
but small groups are created within larger ones, generating a high deviation in
the group size, yielding poor periodicity degree and period evaluation precision.

This behaviour appears for lower values of νy with sines (Fig. 3g, h) since this
kind of misclassification is possible as soon as νy > 0.

Interestingly, the baseline Acc is always comparable to the one obtained with
the other methods (Fig. 3c, f, i, l). Indeed, the phenomenon just described slightly
affects the clustering accuracy. Moreover, as νy increases, the accuracy decreases
in approximately the same amount for all methods, so BL remains comparable
with the others. This is why the Acc measure is not very relevant here to choose
a method, whereas Δp is much more discriminant.

Erosion Score vs. Watershed. Generally speaking, erosion score is smoother
than watershed in the sense that it varies less abruptly, ensuring steadiness in
the evaluation. Moreover, it is generally more or equally precise in calculation of
the period (11 scenarios out of 16) and in clustering accuracy (12 scenarios out of
16). Furthermore, the erosion score is also more precise over several experiences
since it has a lower standard deviation than the watershed.

Regarding group size noise, watershed gives wrong period estimation when
νg > 0.7 (Fig. 3e). This is due to the fact that the moving average makes small
peaks disappear. On the other hand, ES keeps these small peaks especially with
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Fig. 3. Mean and standard deviation for π, Δp and Acc for scenarios 5 to 8

3 graphs per scenario: top is periodicity degree, middle candidate period estimation
error Δp, bottom clustering accuracy Acc.
3 curves per graph: the cross/red is the baseline BL, triangle/green is the erosion
score ES and diamond/blue is the watershed W.
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rectangles, which is a context where data are highly contrasted (0 or 1). With less
contrasted data like sines, the difference is attenuated and all methods perform
very well (Fig. 3k).

As for νy, the period computation becomes wrong as it increases, especially
with sines (Fig. 3h). However, ES seems to be more robust to νy than water-
shed since the latter increases sharply from νy = 0.5. This can be linked with
the erosion score not using a constant threshold to cluster the data as opposed
to the watershed method. Since the groups are processed individually with ES,
a misclassification for one group does not necessarily propagate to the others,
whereas a threshold not chosen appropriately with the watershed leads to mis-
classification throughout the dataset, resulting in a bad evaluation of the period.

6 Conclusion

A new watershed clustering method is proposed as an alternative to assess the
relevance of linguistic expression of the form “M every p unit, the data take
high values” and tested within the framework of the DPE methodology [21].
Experimental results obtained with different shapes (rectangle and sine) and
noises (value and group size) prove to be relevant. The DPE methodology is a
good approach to classify the data in high and low value groups and to estimate
the period of the dataset. The erosion score method seems more precise than the
watershed one, due to its adaptable threshold for classification.

Future works aim at developing new fuzzy quantifiers as “from time to time”,
“often”, “rarely”, and detect periodicity in sub-parts of the dataset, which both
can be developed with the high and low values clustering in DPE. Another
direction is the definition of a quality measure to compare the different methods,
among themselves as well as to existing approaches.
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Abstract. In this paper we present a computational method which ob-
tains textual short-term weather forecasts for every municipality in Gali-
cia (NW Spain), using the real data provided by the Galician Meteorol-
ogy Agency (MeteoGalicia). This approach is based on Soft-Computing
based methods and strategies for linguistic description of data and for
Natural Language Generation. The obtained results have been thor-
oughly validated by expert meteorologists, which ensures that in the
near future it can be improved and released as a real service offering
custom forecasts for a wide public.

1 Introduction

1.1 The Need for Linguistic Descriptions of Data

Nowadays, the massive availability of huge quantities of data demands the pro-
posal of methods to extract descriptions that make them understandable by
users, especially by those who are not experts. One interesting task in this con-
text is the building of linguistic descriptions of data, understood as brief and
precise general textual descriptions of (usually numeric) datasets [1]. A key is-
sue for the expressions which compose the descriptions is them to be completely
adapted in their syntax and semantics to the users’ informative demands and/or
styles.

Several approaches have been described in the literature for building linguistic
descriptions of data. For instance, using fuzzy quantified propositions, in different
realms of application, such as description of the patient inflow in health centers
[1] or domestic electric consumption reports [2]. Other fuzzy approaches use
more complex expressions involving relationships among different attributes ([3]
in economic data). Out of the fuzzy field and within the Natural Language
Generation (NLG) domain, other approaches use pre-defined grammatical rules
and structures composed of several sentences ([4], [5] in meteorological prediction
field) or consider expressions with fusion or translation of events ([6] in the
description of physiological signals).
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Some examples of linguistic descriptions of data from the Soft-Computing
field are “Most of the days the consumption in the mornings is lower than the
consumption in the evenings” [2], “Towards the end of the session prices lowered”
[7] or “Several of the temperatures are warm and a few are cold” [8], [9]. In
general, all of these approaches generate descriptions from numerical data sets,
especially time series data. Most of them have been tested experimentally and
there is not an established methodology for validation [10], [11] mostly due to
their lack of application in real environments.

In this paper we present a linguistic description solution which generates
automatic short-term weather forecasts in the form of natural language texts. For
this, in the next subsection we introduce the context in which this method has
been developed and justify the need for it. In Section 2 we describe the types
of data and information which is necessary in order to generate the natural
language texts. In Section 3 we describe the approach we have followed in detail
and, finally, in Sections 4 and 5 we present the validation results for the method
and the most relevant conclusions.

1.2 Short-Term Weather Forecasts in Galicia

The operative weather forecasting offered by the Galician Meteorology Agency
(MeteoGalicia)[12] consisted until now of a general description of the short-term
(four days) meteorological trend (Fig. 1). This service has been recently im-
proved in order to provide visitors with symbolic forecasts for each of the 315
municipalities in Galicia, thus improving its quality and allowing users to ob-
tain more precise information about specific locations of the Galician geography.
However, this increase in the quantity of available numerical-symbolic data has
a main downside, which lies in the lack of natural language forecasts which de-
scribe this set of data. This issue makes the forecast harder to understand, since
a typical user needs to look at every symbol and detect which phenomena are
relevant, whereas a natural language description could directly provide all this
information.

Fig. 1. Example of a real weather forecast for 12th April, 2013 for Galicia, published
on [12]



Automatic Generation of Textual Short-Term Weather Forecasts 271

In order to solve this lack, we present in this paper a computational method
which, from short-term data for a given location, generates a linguistic descrip-
tion which highlights those meteorological phenomena considered important by
an expert meteorologist, similar to the one presented in Fig. 1. This method
is inspired by several research fields in Artificial Intelligence. On one hand, we
have adopted techniques from the linguistic description generation field in Soft-
Computing by using operators which extract linguistic information from numer-
ical data. Also, we use techniques inspired by the Natural Language Generation
field, by using grammars and templates which convert the extracted information
into texts which are ready for human consumption.

2 Operative Weather Forecast Data

The required information for building the textual forecasts falls within three
main categories, as in Fig. 2:

Fig. 2. Data and information sources used in the generation of the automatic weather
forecasts

– Operative forecasting data. This set of data, available from MeteoGali-
cia’s database, covers all the 315 Galician municipalities and includes data
associated to the following forecast items:
• Meteorological phenomena: They are stored as numerical codes and dis-
played by using graphical symbols which provide information about the
two meteorological variables of interest, namely the sky state (cloud cov-
erage) and precipitation.

• Wind: Just as with the phenomena, each numerical code for the wind
variable is associated to a specific wind intensity and direction, which is
displayed graphically by using its corresponding symbol.

• Temperature: Temperature data is stored as numerical values in degrees
Celsius.

Figure 3 shows that, for a given location, 12 values are stored for both
meteorological phenomena and wind variables. Each value is associated to
a time period within a given day (morning, afternoon, night), thus these 12
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values translate into 4 forecast days which contain 3 values for each day. In
the case of the temperature, for each forecast day maximum and minimum
values are stored.

– Configuration data. It includes sets of partitions and elements that are
used by the operators which extract the basic information from the forecast
data and convert them into an intermediate language, independent from the
final output language and its lexical-syntactical variants. In the case of the
temperature crisp partitions are used (the numerical domain of the tem-
perature variable is divided into intervals which are assigned to a linguistic
label), while for the rest of the data we employ categories which classify the
sets of meteor and wind symbols.

– Natural language generation templates. They include the sentences
and generic descriptions for a given language, which are filled with the in-
formation contained in the intermediate language generated by the initial
operators. Both templates and configuration data are encoded and stored in
XML text structured files.

Fig. 3. An example of short-term weather forecast data

3 Operative Forecasting Texts Generation Method

The method we have developed employs all of the data and information described
in the previous section to generate the final output textual weather forecasts.
It does it by processing the initial weather forecast data in two separate steps.
During the first one, which is more related to linguistic description approaches,
it converts the numerical-symbolic raw data into an intermediate code which is
created by referencing values and linguistic labels. The second phase, which can
be defined as a natural language generation step, translates this intermediate
code into a text for one of the available final output human languages, which is
ready for human consumption.

3.1 From Numerical Raw Data to an Intermediate Language

The method’s first phase obtains an intermediate language which contains, for
every variable, the information which is considered relevant to be included in
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the textual forecasts which are generated in the second phase of the processing.
The process, as it can be seen in Fig. 4, is direct, and essentially consists of
providing each extractor operator with its corresponding data – besides partition
information – in order to generate the intermediate language. Each operator and
the kind of data it receives is described in more detail in what follows:

Fig. 4. Schema of the first phase of the textual forecasts generation method

– Precipitation operator. It extracts information from the meteorological
phenomena which consists of those short-term periods when precipitations
are expected to occur. These periods are classified according to the impor-
tance and kind of precipitations detected and encoded into the output in-
termediate code. For instance, if among the 12 values two rain periods are
detected, codes like “1-3 i i i” and “7-9 i ni ni” could be obtained (Fig. 5).

– Cloud coverage/sky state operator. This operator also employs the in-
formation contained in the meteorological phenomena, but it classifies them
according to the level of cloud coverage associated to each symbol. The
current approach arranges the twelve values into three subintervals, corre-
sponding to the beginning, the middle and the end of the whole short-term
period. For each subinterval, the operator assigns one label according to the
predominant sky state in that subinterval. Labels are calculated by evaluat-
ing the most predominant sky state for each subinterval by using trapezoidal
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Fig. 5. Schema of the precipitation operator method with the current meteorological
phenomena sets for precipitation and its associated labels

fuzzy sets which determine the degree of importance that each value has in
relation to each subinterval (for instance, the first, second or third values,
which correspond with the first day, are more important than the following
ones when referring to the beginning of the short-term period). Thus, an
example of the output obtained by this operator could consist of three labels
“Clear Cloudy Clear”.

– Wind operator. It follows a similar strategy to the precipitation operator,
although in this case it only groups periods where the wind intensity is
strong or very strong. This condition has been included as indicated by
meteorologists from the beginning, since according to them this is the most
relevant phenomenon that must be stated for this variable. Consequently,
if there are two periods of strong wind we could obtain two intermediate
codes such as “2-4 322,322” and “7-9 321,322,321”. In this case, the numeric
codes are associated to given intensity and directions, as it is defined in
MeteoGalicia’s guidelines for forecast interpretation.

– Temperature operator. This operator generates an intermediate code
which reflects the temperature trend for the 4-day period, but it also ob-
tains information about the climatic behaviour of the forecasted tempera-
tures (whether the predicted temperatures are normal for the current season
or not). This information is provided by the comparison between the fore-
casted temperature and the municipality climatic mean (the mean for the
previous 30 years for the current season).
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The obtained intermediate code can vary, depending on whether the trend
of the maximum and minimum temperatures is the same and whether their
difference against the climatic mean is similar or not. For this, two crisp
partitions for the temperature variable are used, which measure the period
trend on one side and the climatic behavior on the other, assigning several
linguistic labels. For instance, if the maximum temperatures keep constant,
the minimums increase moderately and both are normal for the current time
of the year, the corresponding intermediate code would be “SC, AM Normal”
(Fig. 6). In other cases up until four labels could be obtained, if all the trends
were different from each other.

Fig. 6. Schema of the temperature operator, with the current definition of the temper-
ature variation partition and its associated labels, which are the same for the climate
comparison crisp partition (with different labels)

3.2 From Intermediate Language to Natural Language

Like the previous phase, the natural language generation step has been divided
into different modules for each variable, so that changes in one of them do not af-
fect the rest of the system. Each of these modules receives the intermediate code
generated by their corresponding extractor operator and, using the information
contained in the natural language generation templates for a given output lan-
guage, generates the final textual forecast for the corresponding variable (Fig. 7).
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Fig. 7. Schema of the natural language generation phase of the textual forecasts gen-
eration method

Each of these natural language generation modules contains expert knowledge
incorporated into the code, so that according to certain detectable events in the
intermediate language, different alternatives can be selected in the variable tem-
plate in order to generate a more complete text. These templates contain the
most common cases, which serve to cover most of the identifiable meteorological
phenomena from this kind of data. The following list enumerates the main mete-
orological cases considered by the natural language generators for each variable:

– Precipitation: The main cases distinguish whether the rain is intermittent
or persistent, besides special phenomena like storm, snow or hail.

– Cloud coverage: Using the intermediate language provided by the cloud cov-
erage operator, which consists of three labels (beginning, half and end of the
short-term period), we distinguish three cases:

• The three subintervals share the same label, thus the short-term period
can be described as a whole.

• Two subintervals share the same label, but the remaining one is differ-
ent, which means that, although there is a certain predominance, the
remaining subinterval must also be described.

• Each subinterval has a different label associated to it. In this last case,
the period is described as an evolution between the first and the end
subinterval.

– Temperature: Four cases have been taken into account, which depend on
whether the maximum and minimum values follow the same trend or not,
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for both the temperature variation for the period and the difference against
the climatic mean.

– Wind: Strong or very strong wind periods are detected, including wind
changes of intensity or direction within them.

3.3 Implementation Details

This method is being developed in the multiplatform coding language Python,
with the use of libraries for mathematical and fuzzy calculations (numpy, py-
fuzzy) or text pattern recognition by grammars (pyparsing). The current im-
plementation supports both Linux and Windows systems by employing different
database access modules. For accessing databases in Linux we employ unixODBC
and the driver Microsoft SQL Server ODBC Driver 1.0. For Windows, pymssql
is used. The initially supported languages include Spanish and Galician.

4 Results and Validation

MeteoGalicia’s meteorologists have provided support for expert validation of the
results, which allows us to refine the solution in a way that will ensure it works
under realistic conditions and cases. The application was installed in MeteoGali-
cia so that the experts could test it and choose appropriate validation examples.
As a result, 40 textual test forecasts have been generated, which include real op-
erative forecast data but also extreme cases where the forecast has been modified
in order to test the robustness of the application.

4.1 Validation

The validation methodology used for this application focuses in verifying that the
content of the textual forecasts reflects the important phenomena that appear in
the original data, aside from the text style and other issues related to linguistics
[10]. For this, the experts were asked to assess the contents and quality of the
automatically obtained forecasts using a numerical 1-5 scale. Table 1 shows the
global mean score for the validation dataset.

Table 1. Score by meteorologists for the validation test

Number of cases Average score Standard deviation

40 4.35 0.62

Although some minor issues caused by wrong definitions in the NLG tem-
plates were found, in general, the meteorologists’ assessment about the content
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of the forecasts is very positive. In this sense, the experts have directly identified
the content and language of the generated results with the ones they would
provide. The fact that both content and language from the automatic forecasts
are almost indistinguishable from those that an expert would produce are the
most important among the several quality aspects which can be measured [10],
[11].

4.2 An Illustrative Example, Pontevedra, 21st March 2013

The following example has been obtained by executing the method for the fore-
cast data of Pontevedra, on the 21st of March. As Fig. 8 shows, it is a rather
rainy period, for which strong winds are forecasted during the initial values. As
for temperatures, their trend keeps stable without changes. Figure 8 also in-
cludes the generated textual forecast, which has been obtained with the current
version of the proposed method. As it can be appreciated, the most important
phenomena, such as precipitations and strong winds, are highlighted.

Fig. 8. Short-term forecast data and automatically generated weather forecast for Pon-
tevedra, 21st March

4.3 An Illustrative Example: Pedrafita, 13th March 2013

The following example (Fig. 9), generated from data for Pedrafita do Cebreiro
(a montainous region in Galicia), differs from the previous one in the kind of
precipitations which are forecasted, which can also be snowy. This fact is reflected
in the automatically generated textual forecast.



Automatic Generation of Textual Short-Term Weather Forecasts 279

Fig. 9. Short-term forecast data and associated automatic weather forecast for Pe-
drafita, 13th March

5 Conclusions and Future Work

In this paper we have presented a computational method which obtains tex-
tual short-term weather forecasts for the 315 municipalities in Galicia, using the
real data provided by MeteoGalicia. As opposed to other linguistic descriptions
approaches, this method is based on an applied development in a realistic appli-
cation, whose definition and structure is inspired by the linguistic descriptions
research field by using operators which extract relevant information, and also by
the natural language generation field.

The main value of this application resides in its ability to cover and support
a service of high interest for a wide number of users, which can be only provided
by generating descriptions of data automatically, due to the high number of
forecasts which must be obtained.

Furthermore, the automatic textual forecasts were evaluated by the meteo-
rologists in order to assess the quality of their contents and to check whether
their expert knowledge was included correctly. The obtained results show that
the textual forecasts fulfill the experts’ requirements in a high degree. This, at
the same time, makes us optimistic about releasing the method as a real service
in a near future, once the method is extended and improved in order to fully
meet the meteorologists’ requirements.
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lingǘısticos informativos sobre series de datos meteorológicos: informes climáticos
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Abstract. In previous works, we have developed some computational
models of quasi-periodic phenomena based on Fuzzy Finite State Ma-
chines. Here, we extend this work to allow designers to obtain detailed
linguistic descriptions of relevant amplitude and temporal changes. We
include several examples that will help to understand and use this new
resource for linguistic description of complex phenomena.

Keywords: Linguistic description of data, Computing with Perceptions,
Fuzzy Finite State Machine, Quasi-periodic phenomena.

1 Introduction

Computational systems allow obtaining and storing huge amounts of data about
phenomena in our environment. Currently, there is a strong demand for compu-
tational systems that can interpret and linguistically describe the large amount
of information that is being generated.

Some physical phenomena provide signals with a similar repetitive temporal
pattern. These phenomena are called quasi-periodic due to their variations in
period and amplitude. Examples of this type of signals are electrocardiograms,
the breathing, accelerations produced during the human gait, vibrations of mu-
sical instruments, etc. Popular approaches to deal with quasi-periodic phenom-
ena vary from Wavelets transform [1] to Hidden Markov Models [2] and Neural
Networks [3]. Fuzzy Finite State Machines (FFSM) are specially useful tools
to model dynamical processes that change in time, becoming an extension of
classical Finite State Machines [4][5].

Our research line is based on the Computational Theory of Perceptions in-
troduced by Zadeh [6][7]. In previous works, we have developed computational
systems able to generate linguistic descriptions of different types of phenomena,
e.g., gait analysis [8], activity recognition [9] and traffic evolution [10][11].

We have used FFSMs to model and linguistically describe the temporal evo-
lution of quasi-periodic signals during a period of time. In this work, our goal
consists of exploring the possibility of generating linguistic descriptions of those
instants in which phenomena are significantly deviated from the model. Here,
we identify each state and linguistically report the evolution of the phenomenon.

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 281–292, 2013.
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When the input signal does not completely suit with the available model, the
computational system describes the reasons that cause this event, providing a
finer monitoring of the input signal. This analysis is appropriate to overcome
signal processing, predictive control and monitoring tasks.

This paper is organized as follows: Section 2 describes the architecture of com-
putational systems able to create linguistic descriptions of complex phenomena.
Section 3 explains how to apply it to the study of quasi-periodic signals. Section
4 shows a set of simple examples that demonstrate the potential of our approach.
Finally, Section 5 provides some concluding remarks and future works.

2 Linguistic Description of Complex Phenomena

This section briefly describes the main concepts of our approach to linguistic
description of complex phenomena.

2.1 Computational Perception (CP)

A CP is a tuple (A,W ) described as follows:

A = (a0, a1, a2, . . . , an) is a vector of linguistic expressions (words or sentences
in Natural Language) that represents the whole linguistic domain of CP. The
components of A are defined by the designer by extracting the most suitable
sentences from the typically used ones in the application domain of language.
In the application context, each component ai describes the linguistic value
of CP in each situation of the phenomenon with specific granularity degree.
These sentences can be either simple, e.g., ai =“The temperature is quite
high” or more complex, ai =“Today the weather is better than the last days”.
If the perception does not match with any of the available possibilities the
model uses the linguistic expression a0, e.g, “The available model cannot
explain completely the current situation”.

W = (w0, w1, w2, . . . , wn) is a vector of validity degrees wi ∈ [0, 1] assigned to
each ai. In the application context, wi represents the suitability of ai to
describe the perception. After including a0, the components of A form a
strong fuzzy partition of the domain of existence of CP, i.e.,

∑n
i=0 wi = 1.

2.2 Perception Mapping (PM)

We use PMs to combine or aggregate CPs. A PM is a tuple (U, y, g, T ) where:

U is a vector of input CPs, U = (u1, u2, . . . , um), where ui are tuples (Ai,Wi)
and m the number of input CPs. We call first order perception mappings
(1PMs) when U are numerical values obtained , e.g., from a database.

y is the output CP, y = (Ay ,Wy).
g is an aggregation function Wy = g(W1,W2, . . . ,Wm), where Wi are the vec-

tors of validity degrees of the m input CPs. In Fuzzy Logic, many different
types of aggregation functions have been developed. For example, g can be
implemented using a set of fuzzy rules.
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T is a text generation algorithm that allows generating the sentences in Ay. In
our current approach, T is typically a basic linguistic template, e.g., “Likely
the temperature sensor is wrong” and/or “The temperature of this room is
{high | medium | low}”.

2.3 Granular Linguistic Model of Phenomena (GLMP)

GLMP consists of networks of PMs (see Fig. 2). We say that output CPs are
explained by PMs using a set of input CPs. In the network, each CP covers an
specific aspect of the phenomenon with certain granularity degree.

We call first order computational perceptions (1CPs) to those ones obtained
from the system input and we call second order computational perception (2CPs)
to those ones explained by previous CPs. By means of using different aggregation
functions and different linguistic expressions, the GLMP paradigm allows the
designer to model computationally her/his perceptions. Note that, after being
instantiated with a set of input data, the GLMP provides a structure that, in
medium size applications, could include hundreds of valid sentences. We will see
in the following sections how to merge these sentences in a template to generate
linguistic reports.

3 Linguistic Modeling of Quasi-periodic Phenomena

In order to illustrate the method for creating linguistic descriptions of quasi-
periodic phenomena, we use a simple example built around a sinusoidal signal
u(t) = sin(ωt). Fig. 1 shows the modeled signal u(t), which is divided into four
states q1, q2, q3 and q4. Each state qi is repeated along the time and has a set
of special characteristics that distinguish it from the other states.
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Fig. 1. Sinusoidal signal with related fuzzy labels
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Fig. 2. GLMP that models the signal

Fig. 2 shows a GLMP designed to model this signal. 1CPA and 1CPT describe
the amplitude and trend of the input signal respectively. 2CPFFSM shows the
state of the signal at every time instant t and 1CPD presents the duration of
the signal in each state qi.

3.1 Signal Amplitude (1PMA)

U are the numerical values (u[t] ∈ R) of the input signal u[t] = sin(ωt), where
ω = 10 and t takes values in the time interval t ∈ [0, 8π]. Therefore, the
period of the signal is K = 2π/10.

y is the output 1CPA, which describes the possible values of the signal amplitude
with the vector A =(Very negative (VN), Negative (N), Zero (Z), Positive
(P), Very positive (VP)).

g is the function that calculates the validity degrees of the output CP. These
values are obtained by means of uniformly distributed triangular member-
ship functions (MFs) forming strong fuzzy partitions. Here, the five linguistic
labels associated to each expression are represented with triangular member-
ship functions defined by their vertexes as follows: {V N (−∞,−2,−1), N
(−2,−1, 0), Z (−1, 0, 1), P (0, 1, 2), V P (1, 2,∞)}. This linguistic labels are
represented in Fig. 1, together with the input signal u(t).
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T is the text generator that produces linguistic expressions as follows: “The
amplitude of the signal is {very negative | negative | zero | positive | very
positive}”.

3.2 Signal Trend (1PMT )

U are, as in 1PMA, the numerical values (u[t] ∈ R) of the input signal.
y is the output 1CPT , which describes the possible values of the signal trend

with the vector A =(Decreasing (D), Staying (S), Increasing (I)).
g is the output function that calculates the signal trend as u[t]− u[t− 1]. It is

defined by the vertexes of triangular MFs as follows: {D (−∞,−0.01, 0), S
(−0.01, 0, 0.01), I (0, 0.01,∞)}.

T produces linguistic expressions defined as follows: “The signal is {decreasing
| staying | increasing}”.

3.3 State Duration (1PMD)

U are the input 2CPState and the time instant t. Each state qi has an associated
duration di, which is numerically calculated with the time t.

y is the output 1CPD which describes how long the phenomenon is in each
state qi. The possible linguistic expressions to describe this perception are
contained in the vector: A =(too short to change to qj, normal to change to
qj, normal to stay in qi, too long to stay in qi).

g is the output function that calculates the validity degrees of 1CPD. When the
state qi takes the value zero, its duration di takes value zero. However, when
qi takes values bigger than zero, its duration di increase its value according
to the time, measuring the duration of the state.

Based on the duration di of each state we define two temporal conditions
described as follows:

The time to stay is the maximum time that the signal is allowed to stay
in state i. We associate two linguistic labels that describe this perception:
{normal to stay in qi, too long to stay in qi}.

The time to change is the minimum time that the signal must be in
state i before changing to state j. We associate other two linguistic labels
that describe this perception: {too short to change to qj, normal to change
to qj}.

Fig. 3 shows the linguistic labels used to define these temporal constraints.
In this application, states q1 and q3 have the same duration and the linguistic
labels are trapezoidal MFs that can be defined by their vertexes as follows:
Time to stay: {normal (−∞,−∞, 5/12, 1/2), too long (5/12, 1/2,∞,∞)}.
Time to change: {too short (−∞,−∞, 1/4, 5/12), normal (1/4, 5/12,∞,∞)}.
On the other hand, states q2 and q4 share the same duration and the linguistic
labels can be defined by their vertexes as follows:
Time to stay: {normal (−∞,−∞, 1/3, 1/2), too long (1/3, 1/2,∞,∞)}.
Time to change: {too short (−∞,−∞, 1/6, 1/4), normal (1/6, 1/4,∞,∞)}.
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Fig. 3. Times to stay and times to change of states q1, q2, q3 and q4

These vertexes are expressed in terms of K as a percentage of the signal
period. They have been carefully calculated attending to the signal structure.
For example, if the signal is in the state q1 and, at specific time t, d1 is
equal to 0.2 (d1/K = 0.318), the aggregation function g indicates that this
duration is normal to stay in q1 (1), too long to stay in q1 (0), normal to
change to q2 (0.4) and too short to change to q2 (0.6).

T produces linguistic expressions as follows: “The duration is {normal, too long}
to stay in qi and {too short, normal} to change to qj”, with i ∈ {1, 2, 3, 4}.

3.4 Signal State (2PMState)

With the information about the amplitude, trend, duration of each state and the
signal state in t, this 2PMState calculates the next state of the signal in t+ 1.

U are the input CPs: {1CPA, 1CPT , 1CPD, 2CPState}
y is the output 2CPState, that describes the possible states of the signal as the

states of a FFSM. The vector of linguistic expressions is A =(q0, q1, q2,
q3, q4), where q0 means that the input signal does not fit with any of the
other fuzzy states (see Fig. 4). The definition of the number of states and
allowed transitions have to be designed according to the modeled signal, i.e.,
the higher the complexity of the monitored signal the bigger the number of
states to monitor its evolution fine.

g is the aggregation function implemented using a set of fuzzy rules. We have
used twelve fuzzy rules, namely, Rii to remain in the state i and Rij to
change from state i to state j. The whole rules base is listed as follows:
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Fig. 4. State diagram of the FFSM for the sinusoidal signal

R11: IF (State[t] is q1) AND (amplitude is P ) AND (duration is normal to stay

in q1) THEN (State[t+ 1] is q1)

R22: IF (State[t] is q2) AND (amplitude is Z) AND (trend is D) AND (duration

is normal to stay in q2) THEN (State[t+ 1] is q2)

R33: IF (State[t] is q3) AND (amplitude is N) AND (duration is normal to stay

in q3) THEN (State[t+ 1] is q3)

R44: IF (State[t] is q4) AND (amplitude is Z) AND (trend is I) AND (duration

is normal to stay in q4) THEN (State[t+ 1] is q4)

R12: IF (State[t] is q1) AND (amplitude is Z) AND (trend is D) AND (duration

is normal to change to q2) THEN (State[t+ 1] is q2)

R23: IF (State[t] is q2) AND (amplitude is N) AND (trend is D) AND (duration

is normal to change to q3) THEN (State[t+ 1] is q3)

R34: IF (State[t] is q3) AND (amplitude is Z) AND (trend is I) AND (duration

is normal to change to q4) THEN (State[t+ 1] is q4)

R41: IF (State[t] is q4) AND (amplitude is P ) AND (trend is I) AND (duration

is normal to change to q1) THEN (State[t+ 1] is q1)

R01: IF (State[t] is q0) AND (amplitude is P ) AND (trend is I) THEN (State[t+1]

is q2)

R02: IF (State[t] is q0) AND (amplitude is Z) AND (trend isD) THEN (State[t+1]

is q3)

R03: IF (State[t] is q0) AND (amplitude isN) AND (trend isD) THEN (State[t+1]

is q4)

R04: IF (State[t] is q0) AND (amplitude is Z) AND (trend is I) THEN (State[t+1]

is q1)

Ri0: ELSE (State[t+ 1] is q0)

T produces linguistic expressions that be adapted depending on the situation.
When the signal is in the states q1, q2, q3 or q4 the template is the following:
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“The signal is in the state {q1, q2, q3, q4}”. However, when the signal is in
the state q0 the system reports the following expression: “The model cannot
explain the current situation”.

3.5 Remarks

Following the works developed in [8][11], in this paper we present in detail the CPs
existing into the FFSM. 2PMStates calculates the signal state at each instant t.
The output 2CPStates deals with several goals: first, it allows to generate linguistic
descriptions about each state qi of the input signal; second, it feeds the 2PMStates

to calculate the next state taking into account the current state at t; and finally,
it feeds the 1PMD to calculate the temporal constraints of the FFSM.

It is worth remarking that this model represents the general form of a time-
invariant discrete system in the state space, formulated as:{

X [t+ 1] = f(X [t], U [t])
Y [t] = g(X [t], U [t])

where:

– U is the input vector of the system: (u1, u2, ..., unu), with nu being the num-
ber of input variables.

– X is the state vector: (x1, x2, ..., xn), with n being the number of states.
– Y is the output vector: (y1, y2, ..., yny ), with ny being the number of output

variables.
– f is the function which calculates the state vector at time step t+ 1.
– g is the function which calculates the output vector at time step t.

In our approach, the model could be formulated as:

2CPState[t+ 1] = f(2CPState[t], U [t])

where, 2CPState is the state vector at time step t, U is the input vector composed
by the input variables 1CPA, 1CPT and 1CPD, and f is the function that
calculates the state vector at time step t + 1. In this application, we have used
the state vector as output vector and we have not used g.

4 Examples

In order to illustrate how the model works, Figs. 6, 7, 8 and 9 show different
behaviors of the text generator depending on the input signal values. Each figure
represents the input signal. Below of the signal is illustrated the evolution of each
state qi (wqi). The vertical line indicates the time instant where the description
is generated. As mentioned before, the modeled FFSM was designed to recognize
the states of an input signal of the form u(t) = sin(10t).

The main objective is to linguistically describe the evolution of the signal, i.e.,
to indicate the state qi in which the signal is at every time instant and, in case
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of deviation from model, to specify the details. Note that the way to analyze the
reasons why the model cannot explain the signal in a specific period consists of
going over the GLMP in the reverse direction the model was built.

The linguistic reports obtained can be used by experts to understand changes
in the signal and foreseeing its future behavior. We have applied the report
template shown in Fig. 5. This template changes the report depending on the
validity degrees of the sentences. The sentences with highest validity degree are
chosen at each time instant for each CP.

Fig. 5. Template for the linguistic report

4.1 Example 1

Fig. 6 shows the fuzzy states evolution when the input signal is exactly the ex-
pected one, i.e., when the set of rules represent perfectly its evolution. Therefore,
wq0 will be equal to zero along the time. A example of instant report when the
signal matches completely the model is as follows

“Currently, the signal is in the state q1. The amplitude of the signal is positive,
it is increasing, and the duration is normal to stay in q1 and too short to

change to q2”.
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Fig. 6. States when the signal is exactly the expected one
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4.2 Example 2

When the input signal has a perturbation or an unforeseen situation, the set
of rules does not recognize its behavior and the model indicates that the signal
is in an uninterpretable state (q0). The activation of the state q0 informs that
the input signal does not match with the typical sinusoidal signal. Fig. 7 shows
a first example of this type of situations. In this case, the input signal has a
perturbation that maintains its value constant during a period of time. At the
time of failure, the signal was in the state q1 and the temporal constraint related
to the maximum time that the signal is allowed to be in this state force the
system to finish it. As the conditions to be in next state were not fulfilled, the
system indicates that the signal is in the state q0. The linguistic description
obtained when the perturbation occurs is as follows:

“Currently, the model cannot explain the situation. The amplitude of the signal
is positive, it is staying, and the duration is too long to stay in q1 and

normal to change to q2”.
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Fig. 7. States when the signal has a temporal error

4.3 Example 3

In this example, another perturbation modifies the normal behavior of the input
data (Fig. 8). In this case, the state q1 decreases its duration, being in this state
less than a half its normal duration. Again, the temporal conditions of the set
of rules detect that the input signal does not fit well with the model in this
instant. The reason is different with respect to the previous example and now
the linguistic description obtained is as follows:

“Currently, the model cannot explain the situation. The amplitude of the signal
is zero, it is decreasing, and the duration is normal to stay in q1 and too short

to change to q2”.
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Fig. 8. States when the signal has another type of temporal error

4.4 Example 4

This last example shows the modeling of a different type of perturbation (Fig.
9). In this case the error is produced by an amplitude perturbation that forces
the input signal to be almost twice bigger than the expected one during the state
q3. The conditions that model the signal amplitude detect a strange behavior.
This is reflected in the evolution of q0, which takes high values in these moments.
The linguistic description obtained is as follows:

“Currently, the model cannot explain the situation. The amplitude of the signal
is very negative, it is decreasing, and the duration is normal to stay in q3 and

too short to change to q1”
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Fig. 9. States when the signal has an amplitude error
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5 Conclusions

We have developed previous research works by exploring the possibility of pro-
viding detailed linguistic descriptions of quasi-periodic phenomena. Here, we
focus on the description of relevant deviations of the signal from the available
computational model.

There are several possibilities for pending work, e.g., the use of quantifiers to
summarize the frequency of happening of these perturbations.

An important number of applications could take advantage of the contribu-
tion of this research line. For example, the results that we present here can be
directly applied to analyze and describe anomalies in physiological signals, such
as electrocardiogram and human gait.
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Abstract. Natural language support is a powerful feature that enhances
user interaction with query systems. NLP requires dealing with ambigu-
ities. Traditional probabilistic parsers provide a convenient means for
disambiguation. However, they incorrigibly return wrong sequences of
tokens, they impose hard constraints on the way lexical and syntactic
ambiguities can be resolved, and they are limited in the mechanisms
they allow for taking context into account. In comparison, model-based
parser generators allow for flexible constraint specification and reference
resolution, which facilitates the context consideration. In this paper, we
explain how the ModelCC model-based parser generator supports sta-
tistical language models and arbitrary probability estimators. Then, we
present the ModelCC implementation of a natural language parser based
on the syntax of most Romance and Germanic languages. This natural
language parser can be instantiated for a specific language by connect-
ing it with a thesaurus (for lexical analysis), a linguistic corpus (for
syntax-driven disambiguation), and an ontology or semantic database
(for semantics-driven disambiguation).

Keywords: Natural languages, disambiguation, query parsing.

1 Introduction

Lexical ambiguities occur when an input string simultaneously corresponds to
several token sequences [10], which may also overlap. Syntactic ambiguities oc-
cur when a token sequence can be parsed into several parse trees [7]. A common
approach to disambiguation consists of performing probabilistic scanning (i.e.
probabilistic lexical analysis) and probabilistic parsing (i.e. probabilistic syntac-
tic analysis), which assign a probability to each possible parse tree. However,
existing techniques for probabilistic scanning and parsing present several draw-
backs: probabilistic scanners may produce incorrect sequences of tokens due to
wrong guesses or to occurrences of words that are not in the lexicon, and proba-
bilistic parsers cannot consider relevant context information such as resolved ref-
erences between language elements, and both probabilistic scanners and parsers
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impose hard constraints on the way lexical and syntactic ambiguities can be
resolved.

Model-based language specification techniques [8] decouple language design
from language processing. ModelCC [13,12] is a model-based parser generator
that includes support for dealing with references between language elements and,
thus, instead of returning mere abstract syntax trees, ModelCC is able to obtain
abstract syntax graphs and consider lexical and syntactic ambiguities.

In this paper, we explain how ModelCC supports probabilistic language mod-
els and we present the implementation of a natural language parser. Section 2
provides an introduction to probabilistic parsing techniques and to the model-
based language specification techniques employed by the ModelCC parser gen-
erator. Section 3 explains the probabilistic model support in ModelCC. Section
4 describes the implementation of a natural language parser. Finally, Section 5
presents our conclusions and pointers for future work.

2 Background

In this section, we provide an analysis of the state of the art on probabilistic
parsing and on model-based language specification.

2.1 Probabilistic Parsing

There are many approaches to part-of-speech tagging using probabilistic scan-
ners and for language disambiguation using probabilistic parsers.

Probabilistic scanners based on Markov-like models [9] consider the existence
of implicit relationships between words, symbols or characters found close in
sequences, and irrevocably guess the type of a lexeme based on the preceding
ones. When using such techniques, a single wrong guess renders the whole parsing
procedure irremediably erroneous, as no correct parse tree that uses a wrong
token can be found.

Probabilistic scanners based on lexicons [7] assign probabilities to a lexeme
belonging to different word classes from the statistical analysis of lexicons. Scan-
ning a lexeme that belongs to a particular word class but never belonged to that
class in the training lexicon provides wrong scanning results, which, in turn,
render the whole parsing procedure useless.

Probabilistic parsers [11] compute the probability of different parse trees by
considering token probabilities and grammar production probabilities, which are
empirically obtained from the analysis of linguistic corpora. The probability of
a symbol is defined as the product of the probability of the grammar rule that
produced the symbol and the probabilities of all the symbols involved in the
application of that rule. The probability of a parse tree is that of its root symbol.
These techniques do not take context into account.

Probabilistic lexicalized parsers [4,2] associate lexical heads and head tags
to the grammar symbols. Grammar rules are then decomposed and rewritten
to include the different combinations of symbols, lexical heads, and head tags.
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Different probabilities can be associated to each of the new rules. When using
this technique, the grammar significantly expands and a more extensive analysis
of linguistic corpora is needed to produce accurate results. It should be noted
that this technique is not able to consider relevant context information such as
resolved references between language elements.

Conventional probabilistic scanners and parsers do not allow the use of arbi-
trary probability estimators or statistical models that take advantage of more
context information.

2.2 Model-Based Language Specification

In its most general sense, a model is anything used in any way to represent some-
thing else. In such sense, a grammar is a model of the language it defines. The
idea behind model-based language specification is that, starting from a single
abstract syntax model (ASM) that represents the core concepts in a language,
language designers can develop one or several concrete syntax models (CSMs).
These CSMs can suit the specific needs of the desired textual or graphical repre-
sentation for language sentences. The ASM-CSM mapping can be performed, for
instance, by annotating the abstract syntax model with the constraints needed to
transform the elements in the abstract syntax into their concrete representation.

A diagram summarizing the traditional language design process is shown in
Figure 1, whereas the corresponding diagram for the model-based approach is
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Table 1. Summary of the metadata annotations supported by ModelCC

Constraints on... Annotation Function

Patterns
@Pattern Pattern definition for basic language elements.
@Value Field where the input element will be stored.

Delimiters
@Prefix Element prefix(es).
@Suffix Element suffix(es).
@Separator Element separator(s).

Cardinality
@Optional Optional elements.
@Minimum Minimum element multiplicity.
@Maximum Maximum element multiplicity.

Evaluation
order

@Associativity Element associativity (e.g. left-to-right).
@Composition Eager or lazy composition for nested composites.
@Priority Element precedence level/relationships.

Composition
order

@Float Element member position may vary.
@FreeOrder All the element members positions may vary.

References
@ID Identifier of a language element.
@Reference Reference to a language element.

shown in Figure 2. It should be noted that ASMs represent non-tree structures
whenever language elements can refer to other language elements, hence the use
of the ‘abstract syntax graph’ term.

ModelCC [13,12] is a parser generator that supports a model-based approach
to the design of language processing systems. Its starting ASM is created by
defining classes that represent language elements and establishing relationships
among those elements. Once the ASM is created, constraints can be imposed
over language elements and their relationships as the metadata annotations [6]
shown in Table 1 in order to produce the desired ASM-CSM mappings.

Although probabilistic language processing techniques and model-based lan-
guage specification have been extensively studied, to the best of our knowledge,
there are no techniques that allow model-driven probabilistic parsing. In the
next section, we explain ModelCC’s support for probabilistic language models.

3 Probabilistic Parsing in ModelCC

ModelCC combines model-based language specification with probabilistic pars-
ing by allowing the specification of arbitrary probabilistic language models.

Subsection 3.1 introduces ModelCC support for probabilistic language models
and presents ModelCC’s @Probability annotation. Subsection 3.2 discusses the
use of contextual information in ModelCC probabilistic parsers. Subsection 3.3
explains how symbol probabilities are computed.

3.1 Probabilistic Language Models

ModelCC’s @Probability annotation allows the specification of probability values
for language elements and language element members. Probability values can be
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specified for syntactic elements of the languages and for lexical components, in
which case it should be noted that the lexical analyzer behaves as a part-of-
speech tagger in natural language processing.

Such probability values can be specified using three alternatives: a probability
value as a real number between 0 and 1, a frequency as an integer number, or
a custom probability evaluator that computes the probability value from the
analysis of the language element and its context.

Since ModelCC supports lexical and syntactic ambiguities and the combina-
tion of language models, one of the main novelties of ModelCC with respect
to existing techniques is that it allows the modular specification of probabilis-
tic languages, that is, it is able to produce parsers from composite language
specifications even when some of the language elements overlap or conflict.

ModelCC also supports alternative models for the representation of uncer-
tainty (e.g. possibilistic models, models based on Dempster-Shafer theory, or any
other soft computing models), provided that an evaluation operator for language
element instances is provided and an evaluation operator for the application of
grammar rules is provided. Optionally, a casting operator that translates the
estimated value in one model into a value valid for a different kind of model
allows the specification of modular languages even when different mechanisms
for representing natural language ambiguities are employed for different parts of
the language model.

3.2 Context Information

ModelCC provides context information that custom probability evaluators and
constraints can take into account when processing a language element.

The context information includes the current syntax graph and the parse
graph symbol corresponding to the language element being evaluated. If the lan-
guage element instance is a reference, the context information also includes the
referenced language element instance, its corresponding parse graph symbol, and
the context graph, which is the smallest graph that contains both the reference
and the referenced object.

It should be noted that, from this information, it is possible to compute tra-
ditional metrics such as the distance between the reference and the referenced
object in the input or in the syntax graph and whether the reference is anaphoric,
cataphoric, or recursive.

However, in contrast to existing probabilistic parsing techniques, ModelCC
also allows the specification of complex syntactic constraints, semantic cons-
traints, and probability evaluators that use extensive context information such
as resolved references between language elements.

3.3 Probability Evaluation

The probability of a particular parse graph G for a sentence w1:m of length m
is defined as the product of the probabilities associated to the n instances of
language elements Ei in the parse graph G:
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P (G|w1:m) =

n∏
i=1

P (Ei|wsi:ei) (1)

Given a language element E that represents a part-of-speech tag and a word
w, the lexical analyzer acts as a POS tagger and provides P (E|w).

Given a language element E with M1..Mn members in its definition, some
of which are optional, the probability P (E|M1:n) is computed as follows. Let
OPT (E) be the set of optional elements for E. Assuming that their appearance is
statistically independent, we can estimate the probability of E given its observed
elements O:

P (E|O1:k) = P (E)
∏

Mi∈OPT (E),
Mi∈O1:k

P (Mi|E)
∏

Mj∈OPT (E),
Mj /∈O1:k

(1 − P (Mj|E)) (2)

Given an ambiguous sentence w1:n, its disambiguation is done by picking the
parse graph Ĝ with the highest probability for that sentence:

Ĝ(w1:m) = argmax
G

{P (G|w1:m)} (3)

We now present the ModelCC implementation of a natural language parser.

4 A Natural Language Parser

In this section, we present a model-based specification for a probabilistic natural
language parser. Subsection 4.1 outlines the natural language features. Subsec-
tion 4.2 provides the ModelCC ASM specification of the natural language. Sub-
section 4.3 explains how the natural language can be instantiated. Subsection
4.4 presents a sample English language parser.

4.1 Natural Languages in Terms of Chomsky’s X-bar Theory

Chomsky’s X-bar theory [3] claims that certain human languages share structural
similarities. Our language supports this theory by comprehending these common
structures, which we proceed to explain.

In our model, a sentence consists of a clause (i.e. a complete proposition),
a clause can be either a simple clause or the coordinate clause composite that
creates a compound sentence, a simple clause consists of an optional nominal
phrase and a verbal phrase, and a coordinate clause composite consists of a set
of clauses and an optional floating coordinating conjunction.

In our natural language model, a complement is a phrase used to complete a
predicate construction, and a head is a complement that plays the same gram-
matical role as the whole predicate construction.

Our natural language model supports nominal, verbal, adverbial, adjectival,
and prepositional complements.
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Nominal complements comprise nominal phrases, nominal composites, and
nominal clauses. A nominal phrase consists of an optional determiner, a noun,
and an optional set of complements. A nominal composite consists of an optional
determiner, a set of nominal complements and an optional floating conjunction.
A nominal clause consists of an optional determiner, an optional subordinating
conjunction and a subordinate clause. Nouns comprise common nouns, proper
nouns, and pronouns. Pronouns, in turn, reference nouns and proper nouns.

Verbal complements comprise verbal phrases and verbal composites. A verbal
phrase consists of a set of floating verbs and an optional floating preposition. A
verbal composite consists of a set of verbal complements and an optional floating
conjunction.

Adverbial complements comprise adverbial phrases, adverbial composites, and
adverbial clauses. An adverbial phrase consists of an adverb. An adverbial com-
posite consists of a set of adverbial complements and an optional floating con-
junction. An adverbial clause consists of an optional subordinating conjunction
and a subordinate clause.

Adjectival complements comprise adjectival composites and adjectival clauses.
An adjectival composite consists of a set of adjectival complements and an op-
tional floating conjunction. An adjectival clause consists of an optional subordi-
nating conjunction and a subordinate clause.

Prepositional complements comprise prepositional phrases and prepositional
composites. A prepositional phrase consists of a floating preposition and a head.
A prepositional composite consists of a set of prepositional complements and an
optional floating conjunction.

It should be noted that this natural language embraces Romance languages
such as Spanish, Portuguese, French, and Italian, as well as Germanic languages
such as English and German.

4.2 Specification of the Natural Language ASM

In order to implement our natural language parser using ModelCC, we first pro-
vide a specification of the language ASM as a set of UML class diagrams shown
in Figures 3, 4, 5, 6, and 7. Adjectival complements and adverbial complements
can be specified in a manner similar to nominal complements. As it can be ob-
served from the figures, the model-based specification of the natural language
matches the language description.

As the specified model is an abstract syntax model, it does not correspond
to any particular language. The ASM is more like the Mentalese language pos-
tulated by the Language Of Thought Hypothesis [5]. In the next subsection, we
explain how different fully-functional natural language parsers can be instanti-
ated from this model by defining additional language-specific constraints.

4.3 Specification of the Natural Language CSM

In order to implement a parser for a particular natural language, the ASM-
CSM mapping has to be specified. A pattern matcher is assigned to each lexical
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 Clause 

CoordinateClauseComposite

- @Floating @Optional c : CoordinatingConjunction

- clauses : Clause[]

Sentence

- clause : Clause

-clause

1..*

-clauses

SimpleClause

- @Optional np : NominalPhrase

- vp : VerbalPhrase

Fig. 3. ModelCC specification of the sentence and clause elements of our natural lan-
guage

0..* XComplement

-cs

XPhrase

XHead

- cs : XComplement[]

Fig. 4. ModelCC specification of the phrase, head, and complement elements of our
natural language

-complements

VerbalComposite

- @Floating @Optional conjunction : Conjunction

- items : VerbalComplement[]

VerbalPhrase

- @Floating verb : Verb

- @Floating @Optional preposition : Preposition

-items

VerbalComplement

- complements : XComplement

XComplement

Fig. 5. ModelCC specification of the verbal complement language elements in our
natural language
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NominalComplement

- @Optional determiner : Determiner

XHead

- complements : XComplement[]

NominalPhrase

- @Floating noun : Noun

NominalClause

- @Optional conjunction : SubordinatingConjunction

- clause : Clause

         Noun         

NominalComposite

- @Floating @Optional conjunction : Conjunction

- items : NominalComplement[]

-items

-noun

CommonNoun

Pronoun

@Reference({CommonNoun.class,ProperNoun.class})

ProperNoun

Fig. 6. ModelCC specification of the nominal complement language elements in our
natural language

XComplement

- complements : XComplement[]

PrepositionalComplement

PrepositionalComposite

- @Floating @Optional conjunction : Conjunction

- items : PrepositionalComplement[]

-items

PrepositionalPhrase

- @Floating preposition : Preposition

- head : XHead

Fig. 7. ModelCC specification of prepositional complement language elements in our
natural language
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component of the language model. For this purpose, ModelCC’s @Pattern an-
notation allows the specification of custom pattern matchers that can consist of
regular expressions, dictionary lookups, or any suitable heuristics. Such pattern
matchers can easily be induced from the analysis of lexicons.

ModelCC supports lexical ambiguities apart from syntactic ambiguities, so
the specified pattern matchers can produce different, and even overlapping, sets
of tokens from the analysis of the input string.

After specifying the pattern matchers for the lexical components of the lan-
guage, language-specific constraints are imposed on syntactic components of the
language model. For this purpose, ModelCC’s @Constraint annotation allows
the specification of methods that evaluate whether a language element instance
is valid or not. These constraints can be automatically induced from the analysis
of linguistic corpora and, as explained in Subsection 3.2, these constraints can
take into account extensive context information, which can even include resolved
references between language elements.

Finally, in order to produce a probabilistic parser, probability evaluators are
assigned to the different language constructions. For this purpose, ModelCC’s
@Probability annotation allows the specification of the probability evaluation for
language elements. These probabilities can also be estimated from the analysis
of linguistic corpora, although heuristics could also be used.

4.4 Example: Parsing an English Sentence

We have implemented an English parser by specifying an ASM-CSM mapping
from the language ASM.

We have defined pattern matchers that query wiktionary.org to perform the
lexical analysis. We have approximated probability values derived from the anal-
ysis of the Google n-gram datasets to different lexemes and constructions.

As an example, we have parsed the sentence “I saw a picture of New York”.
The lexical analysis graph for this sentence represents 192 valid token sequences
and is shown in Figure 8.

It should be noted that some of the tokens produced by the wiktionary.org-
based pattern matcher may not be intuitive, but they are indeed valid. For
example, the “I” proper noun refers to the ego, and the “New York” adjective
refers to a style, particularly of food, originating in New York.

A set of valid parse graphs is then obtained from this lexical analysis graph.
The graph in Figure 9 represents the intended meaning, which implies that the
speaker did see a photography of New York city at some point in the past. Apart
from this meaning, others such as the speaker using a saw to cut a photography
of New York in half or the speaker having seen a photography of a recently
founded York city can also be found in the valid parse graph set.

The application of probability evaluators deducted from the analysis of lin-
guistic corpora allows the parser pinpointing the intended meaning.

Furthermore, there exist multiple language thesauri annotated with specific
semantic knowledge such as the 20 question game [1] database, which have in-
formation on whether a word refers to an animal, vegetable, mineral or other
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Fig. 8. Lexical analysis graph for the sentence “I saw a picture of New York”

Fig. 9. Correct parse graph for the sentence “I saw a picture of New York”

(such as specific actions, processes, or abstract concepts), on whether if a word
refers to real or imaginary concepts, and on the look and feel or effect of most
concepts. Such a database can be combined with our language parser by means
of probability evaluators to figure out semantic constraints that greatly narrow
the valid parse graph set by discarding absurd cases.

A specific ontology designed for a query answering system can also be used to
fine tune the natural language parser for a particular application. For example,
let us consider the transitive verb “to rub” and the direct object “table”. Since
the verb implies a physical effect on the direct object and the direct object has
several meanings, such as a piece of furniture or as a data matrix, the latter
interpretation is discarded as it cannot undertake a physical effect.

5 Conclusions and Future Work

Lexical and syntactic ambiguities are always present in natural languages. NLP-
based query answering systems require dealing with ambiguities. A common
approach to disambiguation consists of performing probabilistic scanning and
probabilistic parsing. Such techniques present several drawbacks: they may pro-
duce wrong sequences of tokens, they impose hard constraints on the way am-
biguities can be resolved, and they only take advantage of small amounts of
context information.
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ModelCC is a model-based parser generator that supports lexical ambiguities,
syntactic ambiguities, the specification of constraints, and reference resolution.
ModelCC solves the aforementioned drawbacks of existing techniques.

In this paper, we have described ModelCC support for probabilistic language
models. We have also described the ModelCC implementation of a natural lan-
guage parser, and we have provided an English-language instantiation of it.

In the future, we plan to research on the automatic induction of probabilistic
language models, syntactic constraints, and semantic constraints.

Acknowledgments. Work partially supported by research project TIN2012-
36951, “NOESIS: Network-Oriented Exploration, Simulation, and Induction
System”.
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Abstract. The computational representation of dataseries is a task of
growing interest in our days. However, as these data are often imper-
fect, new representation models are required to effectively handle them.
This work presents Frequent Correlated Trends, our proposal for repre-
senting uncertain and imprecise multivariate dataseries. Such a model
can be applied to any domain where dataseries contain patterns that
recur in similar —but not identical— shape. We describe here the model
representation and an associated learning algorithm.

1 Introduction

Databases from most of industrial and biological areas often contain times-
tamped or ordered records. Therefore, dataseries are gaining weight as a suitable
source of information, and working with them has become an important machine
learning task. The following are a few illustrative examples of phenomena that
can be described and represented by series of observations along different dimen-
sions:

– The weather in a given location, represented as a series of observations at
different time instants, including information such as temperature, precipi-
tations or wind speed [1].

– The way of playing an instrument. A particular performance of a piece of
music can be represented as a series of notes with its respective duration and
volume, among others attributes [2].

– The way a human being behaves within Ambient Assisted Living, with the
aim of identifying strange actions and situations of potential danger [3].

– The interactions between currency exchanges. Several works have studied
how some currencies behave against each other at different financial situa-
tions [4].

Two main goals of dataseries analysis are found in literature: forecasting and
modeling. The aim of forecasting is to accurately predict the next values of the
series, whereas modeling aims to describe the whole series. Even though they
can be sometimes related, they usually differ as a proper model for the long-term
evolution might not predict well the short-term evolution, and viceversa.

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 305–316, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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In either case, and whatever the goal of a particular dataseries analysis is,
data representation is a crucial task anyway. It is hence required a formal rep-
resentation capable of modeling the complexity of the particular data. This rep-
resentation must be more reduced than representing all the observations of the
phenomenon, but still describe it accurately enough.

An additional problem is that real-world information is hardly certain, com-
plete and precise; more on the contrary, it is usually incomplete, imprecise, vague,
fragmentary, not fully reliable, contradictory, or imperfect in some other way.
Historically, two ways of addressing imperfection have been employed for repre-
senting information in a computer [5]:

– Restricting the model to only that part of the information that is accurate
and reliable. This approach avoids further complications of representation,
but lacks the capacity of capturing the whole rich notion of information in
human cognition.

– Developing models capable of representing imperfect information. This is the
preferred approach as it allows a greater number of applications. However, a
data simplification stage is often needed, to allow traditional tools to treat
the data.

Referring to dataseries, some schemes have been proposed for directly han-
dling imperfect information [6], but most of the research has focused on simi-
larity measures to deal with imperfection. Hence there is still a need for further
research and new practical systems capable of accurately modeling (not only
computing distance between) imperfect dataseries.

This paper addresses this necessity by describing our ongoing work towards
a novel approach for representing imperfect multivariate dataseries —concretely
uncertain and imprecise. We show how underlying local trends in data can be
represented in an easy and effective way, without a complicated formalism. Some
other works have identified the necessity of focusing in frequent local cues for
behavior modeling [7,8].

Specifically, our proposal summarizes dataseries through capturing their gen-
eral footprint by means of discovering repetitive patterns in one dimension and
their interdependence with patterns in other dimensions. That is, by computing
the frequency distribution of the co-occurrence of patterns in different dimen-
sions. The process can be divided in the following three stages:

1. high-level abstraction of the observations within each dimension;
2. tagging according to the patterns identified in one of the dimensions;
3. characterization of the dataseries as sets of frequency distributions.

Two advantages of our proposal are of special relevance. In first place, the
representation of the dataseries is finite and constant in size for a given problem,
regardless of the number of observations. This fact contrasts with other works
[8,9] in which the size of the representation completely depends on the amount
of data available.
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The second advantage is an incremental representation which can be cal-
culated on-line very easily: when a new value is observed, this information is
included in the representation, which is immediately updated. That is not the
case in other proposals [9,4] which need to recalculate the whole representation
when new observations are available.

Our method is therefore able to automatically offer a representation of the
dataseries until a given observation, and allow it to deal with dataseries of infinite
length. The proposal is hence specially aimed to those phenomena with a large
number of observations.

The rest of the paper is organized as follows. Section 2 introduces the con-
cepts of dataseries and imperfect data. In Section 3, we describe our proposed
model, Frequent Correlated Trends for representing imperfect dataseries, and the
developed system, including data gathering, representation and distance mea-
surement. This section also introduces the formal notation and an illustrative
example. The paper concludes with a summary, some final considerations, and
pointing out future work in Section 4.

2 Definitions

2.1 Data Series

A dataseries A can be intuitively defined as an ordered sequence (finite or not)
of values obtained at successive intervals of an indexing variable —often time.
Each one of these observations Ai takes values from a domain Un.

According to the value of n, we have several kinds of series. If n = 1, each
element is a single (scalar) value and we have an univariable series. On the
other hand, if n > 1, each element is a vector with n components and the
dataseries is a multivariable one. We can distinguish two kinds of multivariable
series. A multidimensional series is a series in which the majority of variables are
independent, whereas a multivariate series has many dependent variables that
are correlated to each other to varying degrees.

In many dataseries, data follow recurring seasonal patterns. A dataseries has
serial dependence if the value at some point Ai is statistically dependent on
the value at another point Aj . However, in many situations, values in series Ar

(the series with the r -th component of each value of A) could be dependent of
those in series As. That is the case in multivariate series. Our hypothesis is that
the correlation among patterns of different dimensions of the same series is an
interesting source of information should we want to summarize the series.

Whilst dataseries can be infinite in length (i.e. a continuous variable, or a non-
ending series of observations), computers can only deal with a finite number of
pieces of information. Therefore, in order to represent an arbitrary dataseries, it
is mandatory to employ an approximate representation, reducing the size of data,
and implying a trade-off between accurately capturing the data and representing
it in the finite memory of a computer.
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2.2 Imperfect Data

We experience that information in most domains is usually incomplete, impre-
cise, vague, not fully reliable, contradictory, or imperfect in some other way.
Imperfect information might result from using unreliable information sources,
it can be the unavoidable result of information gathering methods that require
estimation or judgment, or be produced by a restricted representation model.

In general, these various information deficiencies may result in different types
of imperfection [5], being imprecision and uncertainty the most common types
found in data.

Imprecision and vagueness, in particular, are related with the impossibility
to give a concrete value to an element. Although the correct value is within a
range of values, it is not possible to know which one. For example, ‘between 100
and 120 kilograms’ and ‘very heavy’ for John’s weight are imprecise and vague
values respectively. Vague information is usually represented by linguistic terms.

Uncertainty, on the other hand, indicates the degree of certainty of a value.
It expresses how sure one can be about a statement. ‘It is almost sure that John
is his brother’ is an example of information uncertainty.

Although related, imprecision and uncertainty state for different things and
hence, they are not interchangeable. Zadeh [10] enunciated the principle of in-
compatibility between certainty and precision, and several data models have
been proposed to handle uncertainty and imprecision, and most of them are
based on the same paradigms. Imprecision is generally modeled with fuzzy sets,
and uncertainty with fuzzy measures.

The theory of fuzzy sets, introduced by Lotfi A. Zadeh, is an extension of the
notion of classical sets, allowing elements to have degrees of membership, not
just the binary terms of belonging and not-belonging. As said, it has been (and
it is still) widely used to represent imprecision.

Uncertainty, on the other hand, is generally addressed by the theory of fuzzy
measure, which indicates the degree of evidence or certainty that a particular
element belongs in the set. Three special cases of fuzzy measure theory have
been widely studied: evidence theory, possibility theory and probability theory.
Historically, the last one has been by far the most employed in literature.

Our approach lies within this general framework —dealing with imprecision
by means of fuzzy sets, and with uncertainty by employing probability. This
representation is general enough to allow its application to several problems and
domains.

We can also find in the literature the concept of the probability of a fuzzy
event. Zadeh [11] proposed it and Yager [12] addressed the issue by proposing a
new definition of this probability. However, the problem of establishing a theory
of probability for fuzzy events still remains an open one [13].

Because of this lack of well-definition we do not follow this approach in the
present paper. We aim for a well-defined framework of representation that fuzzy
probabilities cannot yet offer.
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3 Our Proposal: Frequent Correlated Trends

So far in this paper we have introduced the concepts of dataseries and imper-
fect information, and described the problems their representation pose. In the
current section, we propose and describe a new model for representing imperfect
multivariate dataseries —concretely, uncertain and imprecise— which are widely
found in real-life problems. The model aims to represent underlying local trends
in the data in an easy and effective way, without a complicated formalism. We
also describe the corresponding learning algorithm.

Our proposal computes the frequency distribution for the co-occurrence of
patterns in different dimensions of the dataseries. In order to apply our model
and learning algorithm, the following three hypothesis with respect to the data
are assumed:

– The series of data contain one or several recurrent patterns. Those patterns
will be the ones we will try to identify.

– If a certain pattern was observed in the past, it will eventually happen again
in the future.

– Dataseries are long enough for the information to be representative. The
longer the dataseries is, the more accurate the representation.

3.1 Representation Model

The mathematical model of our proposal is as follows. First, let T be an ordered
set. We define X as a multivariate dataseries with observations at points of T .
Each observation xi ∈ X (at a point i ∈ T ) is a vector of n scalars that takes
values from a domain Un. Each component d ∈ D, with |D| = n, is considered a
dimension of the dataseries X ; Xd is the univariate series1 of component d, and
its domain is defined by the d -th component of Un.

In an ideal situation, we would have very precise measurements for each ob-
servation xi, and any repetition X ′ of the phenomenon described by X would be
identical. In practice, it is hardly the case, as the accuracy of the observations
is not fully reliable. In fact, what we usually have are approximated values de-
rived from imprecise measurements. Nevertheless, there are some commonalities
between several instances of the same phenomenon, as we are able to identify
repetitions of them.

As most dataseries describing a phenomenon are inherently imprecise and
changing, it is mandatory to employ a representation model capable of han-
dling these imperfections. This fact does not imply any constraints; more on the
contrary, it appraises the general case which is actually the most common one.

Our approach for dealing with the representation of dataseries is based on
the acquisition of what we called frequent correlated trends, that characterize
each particular series. Specifically, these trends model the relationships between
structural patterns in a reference dimension, and patterns in other dimensions,

1 Note that a multivariate dataseries can be seen as a set of several univariate
dataseries with values at the same points of an indexing variable.
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that is, their co-occurrences. Notice that correlated trends are not trying to
characterize the whole dataseries with respect to an expected global value, but
only finding relevant relations between patterns in different dimensions.

It is important to note here that we focus on the computational representation
of the observations that came from several sensors, regardless of which ones they
are. Therefore, our approach is independent of the technologies used to collect
the information.

For illustrative purposes we will present a concrete example about weather,
along with the formal description, in order to clarify concepts and procedures
regarding both the method and model. In particular, we will focus on the weather
in a given location, which can be understood as a behavior. One of the most
common ways of representing these data is by means of a series of observations
at different time instants (T = time). The model we propose in this paper is
indeed appropriate for modeling this phenomenon because the exact values are
not really important, the repetitions are not exactly the same, and nonetheless
weather has an inherent seasonal nature.

Therefore, the behavior X will be the weather in a given location, and it is
described as a set of observations xi, i ∈ {1 · · · 15}. Each observation xi has three
components corresponding to three (n = 3) aspects of the weather at that point
i. The set of those aspects is D = {temperature, precipitations, wind speed}, and
the concrete values of the observations xd

i for each dimension d ∈ D are the
following2:

Xtemperature = {19, 21, 21, 25, 23, 22, 19, 17, 21, 22, 22, 18, 19, 22, 24}
Xprecipitations = {98, 102, 110, 93, 95, 71, 67, 52, 63, 75, 80, 95, 72, 104, 98}

Xwindspeed = {7, 6, 1, 3, 4, 7, 11, 15, 14, 7, 9, 11, 9, 9, 7}

3.2 Learning Algorithm

In order to transform real data to the frequent correlated trends formalism,
a learning algorithm is necessary. In the rest of this section, we describe the
process and discuss how we do such transformation following the example. The
procedure is summarized in Algorithm 1.

As previously said, our representation aims to describe a behavior X in terms
of the relationships between patterns from a reference dimension I ∈ D and
patterns from the rest of dimensions of X . Patterns in XI will be used to index
repeating patterns in other dimensions. In other words, patterns in seriesXd, d �=
I will be related with those in XI .

In most behaviors, the selection of I is clear by the semantics of the domain
and does not represent a problem. In the case of not knowing which series is
appropriate to use as reference, the correlations between dimensions should be

2 As our method is aimed for behaviors with a large number of observations, it will
not be able to get any meaningful information from these data. However, as an
illustrative example of the process, we will employ this reduced number.
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studied and the dimension with higher correlations with the rest should be se-
lected. This way, we tend to maximize the amount of correlated patterns. In
fact, this might very well be the way to proceed in all cases; however, using the
semantics can clarify the representation in many domains, should we later want
to interpret the results.

Algorithm 1. Learning algorithm for Frequent Correlated Trends

Definitions:
T ⊂ R is an ordered set
X is a multivariate series indexed by T
D is the set of dimensions of X
Xd is the univariate series with only observations from dimension d
P is the set of possible directions of an interval: ascending, descending, null
s is the number of observations for each segment
Ps is the set of indexing patterns of size s
Qs is the set of qualitative shapes of size s
Inputs:
X, D, s, Ps, Qs

Outputs:
Frequency distributions of co-occurrences of patterns in different dimensions

Algorithm:
Select a reference dimension I ∈ D
Tag each interval in XI with a value from P , obtaining X ′I

Segment X ′I in groups of size s
Tag each one of those segments with an element from Ps, obtaining X I

for all dimensions d ∈ D, d �= I do
Calculate X̄d as the average value of observations of Xd

Transform each observation xd
i ∈ Xd as follows:

if xd
i ≥ X̄d then

x′d
i ← +

else
x′d
i ← −

end if
Segment X ′d in groups of size s
Tag each one of those segments with an element from Qs, obtaining X d

for all p ∈ Ps do
Count the number of simultaneous occurrences of p in X I and q ∈ Qs in X d

Build a frequency distribution for Qs given p from those values
end for

end for

It should be noted here that, although we have defined X as being indexed by
T , this dimension is not a choice for I, because T is an ordered set and thus no
patterns can arise from its consecutive values, apart from the monotone growth.
Also, T /∈ D according to how we have defined D.
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The next step comprises transforming the reference series XI using a simple
contour criteria. Two consecutive (imprecise) observations form an interval. If we
consider just the directions of the intervals (slopes), three options are available:
(a)scending, (d)escending and (n)ull. Each interval in the reference series XI is
then tagged with one of these three options.

At this point, we have to decide the size s of patterns. Small patterns are
preferred because they are more easily found in the series. The longer the pattern
is, the more difficult it is to find occurrences. We define the set of indexing
patterns of size s, Ps, as the set of all permutations with repetitions of size s− 1
of elements from P = {a, d, n}. If groups of three values (i.e. two intervals) are
considered, nine different patterns arise, P3 = {aa, ad, an, da, dd, dn, na, nd, nn}.

We then segment the indexing series XI in groups of size s and tag each group
with the corresponding indexing pattern from Ps. We will obtain a new series
X I . To do so, we propose to use a sliding window of s consecutive observations
that moves in steps of one.

Regarding our example, we will select temperature as the indexing dimension
I, because we would like to relate patterns in dimensions precipitations and wind
speed with those in temperature. We aim to obtain relations such as: ”65% of
the times, when the temperature rises in two consecutive days, the second day
it rains more than the first”. Once selected, the segmentation of that series will
take place as formerly described, obtaining X I . In summary, Xtemperature is
transformed into X ′I (transforming each pair of observations to a value from P )
and after into X I :

Xtemperature = {19, 21, 21, 25, 23, 22, 19, 17, 21, 22, 22, 18, 19, 22, 24}
X ′I = {a, n, a, d, d, d, d, a, a, n, d, a, a, a}
X I = {an, na, ad, dd, dd, dd, da, aa, an, nd, da, aa, aa}

Similarly, the rest of dataseries Xd(d ∈ D, d �= I) conforming X are trans-
formed by employing a qualitative binary transformation in the following way:
each value xd

i is compared to the average value X̄d from the dataseries, and it
is transformed into a qualitative value where + means ‘the value is higher than
or equal3 to the average’, and − means ‘the value is lower than the average’.

Note here that if the dataseries is finite, the average value (a vector with
the average values for each component) can be easily computed with the usual
formula:

X̄ = 1/N ·
∑

1≤i≤N

xi

Otherwise, the average can be calculated incrementally. However, an initial
estimation of it (by any means) would be required. In this situation the average
value is different depending on the position of the observation been calculated,
but tends to become stable as more values are computed.

3 In our current model, we have arbitrarily decided to include equal values in the
+ set. However, another qualitative value, namely =, could be used to distinguish
between those values that are greater than the average and those which are equal
(or almost equal).
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In our example, we will proceed to transform series precipitations and wind
speed. To do so, we first calculate the average value for those series using all
available observations. Those average values are 85 mm and 8 mph, for pre-
cipitations and wind speed respectively. We will then compare all observations
x ∈ Xprecipitations with 85 and transform them to + (if the value is greater than
or equal to 85), or to − (if lower). We do the same process with observations in
Xwindspeed, obtaining the following series:

Xprecipitations = {98, 102, 110, 93, 95, 71, 67, 52, 63, 75, 80, 95, 72, 104, 98}
X ′precipitations = {+,+,+,+,+,−,−,−,−,−,−,+,−,+,+}

Xwindspeed = {7, 6, 1, 3, 4, 7, 11, 15, 14, 7, 9, 11, 9, 9, 7}
X ′windspeed = {−,−,−,−,−,−,+,+,+,−,+,+,+,+,−}

Being s the size of the segment and r the number of different qualitative
values, there are rs possible resulting shapes. In the current example, since we are
segmenting the series in groups of three observations and using two qualitative
values, eight (23) different patterns may arise. We note these possibilities as
Q3 = {−−−,−−+,−+−,−++,+−−,+−+,++−,+++}. We then segment
X ′precipitations and X ′windspeed in groups of three observations (employing an
sliding window of size 1) and tag these groups with patterns from Q3, obtaining
X precipitations and Xwindspeed respectively:

X precipitations = {+++,+++,+++,++−,+− −,−− −,− − −,

− − −,− − −,−−+,−+−,+−+,−++}
Xwindspeed = {− − −,−− −,− − −,−− −,− −+,−++,+++,

++−,+−+,−++,+++,+++,++−}

Once we have transformed and tagged all the series, we can represent them
with the frequent correlated trend formalism. A frequent correlated trend for
a given dimension d ∈ D of a behavior X is represented by a set of discrete
frequency distributions for that given dimension d. Each of these frequency dis-
tributions represents the way patterns in X d behaves with respect to indexing
patterns from Ps in X I . In other words, we have a frequency distribution for
each element in X d.

To populate the representation of a particular dimension d of a dataseries X ,
we take advantage of the tagging already performed over the observations. We
construct a histogram for each indexing pattern p ∈ Ps. Histograms have a bin
for each element q ∈ Qs, and are constructed by calculating the percentage of
points i ∈ T where X I

i = p and X d
i = q. These histograms can be understood as

discrete frequency distributions of Qs given p. Thus, frequent correlated trends
capture statistical information of how a certain phenomenon behaves. Combin-
ing frequent correlated trends from different dimensions of the phenomenon, we
improve its representation.
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Our representation of the dataseries might be output to users as frequency
distributions. However, this is not the more readable of the representations,
being our method not specially aimed to provide explanation to users. Further
processing should be done in order to provide users with a more friendly and
approachable representation.

3.3 Computing Distance

In many occasions, the final goal of representing dataseries is their posterior
identification and classification. If that is the case, a dataseries —which we de-
scribe as a collection of frequent correlated trends— can be use as an instance to
compare with new instances. Each dataseries can then be viewed as a point in
a space of dimensionality n · |Ps| · |Qs|, where n is the number of dimensions in
the dataseries; |Ps| is the cardinality of the set of indexing patterns; and |Qs| is
the cardinality of the set of qualitative shapes for representing the rest of series.
In that case, the usual hypothesis is that similar instances tend to be close in
the representation space.

This representation tends to have a high dimensionality, a source of prob-
lems if the number of samples is not large enough. Due to the so-called curse
dimensionality (that is, the exponential growth of the space as a function of di-
mensionality), multivariate spaces of increasing dimensionality tend to be sparse.
For that reason, if frequent correlated trends are to be used for learning and clas-
sification, it is mandatory to study the dimensionality of each concrete problem
and the number of available samples. If these samples are not enough, it might
be necessary to reduce the dimensionality of the model by means of a suitable
feature extraction mechanism.

In any case, to compare different dataseries, a distance measure is required.
As an illustrative example, we describe in the following lines a simple one based
on Manhattan distance.

The distance dXY between two multivariate dataseries X and Y (represented
with the frequent correlated trend formalism), is defined as the weighted sum of
distances between the frequency distributions of each structural pattern:

dXY =
∑
p∈P

wp
XY · dist(pX , pY ) (1)

where P is the set of the different structural patterns considered; dist(pX , pY )
is the distance between two frequency distributions (see (3) below); and wp

XY

are the weights assigned to each pattern. Weights have been introduced for
balancing the importance of patterns with respect to the number of times they
appear. Weights are defined as the mean of cardinalities of respective histograms
for a given pattern p:

wp
XY = (Np

X +Np
Y )/2 (2)
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Finally, distance between two frequency distributions is calculated by mea-
suring the absolute distances between respective patterns:

dist(u, v) =
∑
q∈Q

|uq − vq| (3)

where u and v are two frequency distributions for the same pattern; and Q is
the set of all possible values they can take.

When several dimensions are considered, we propose to simply aggregate the
individual corresponding distances.

4 Conclusions

The computational representation of dataseries is a task of great interest for
researchers as more and more sensors are available continuously collecting infor-
mation.

However, the recurring patterns within dataseries that describe phenomena
are everything but perfect. Although the problem of representing imperfect data
has been addressed many times in the past, the lack of a general solutions obli-
gates to build ad-hoc solutions for different problems. For that reason, there is
still a need to find new solutions and models to represent such information.

Our proposal, which assumes that some kind of commonality exists among
patterns in a dataseries, represents imperfect dataseries as a set of frequency
distributions. To do so, it first transforms the imperfect observations into qual-
itative values. Then, it selects a dimension of the dataseries and uses it to look
for correlations with the rest of dimensions. These correlations are expressed as
discrete frequency distributions of co-occurrences of patterns.

The main advantage of our method is that it employs a finite and constant
representation in size for dataseries, regardless of their length. It also allows for
an incremental representation of the observations until a particular moment.

On the other hand, the main limitation of our model is that it is incapable
of explaining the predictions it makes. Additionally, as the method is aimed for
long series, its best performance is achieved when a large number of observations
is available.

4.1 Further Work

Our next step is applying the Frequent Correlated Trend model to different
domains to test their feasibility, and compare the performance of our proposal
with respect to others. Some of these domains and problems have been described
here as illustrative examples, but many others might be suggested.

We also plan to study the behavior of different distance measures. We have
defined in this paper a very simple one, but many others could be proposed to
better account for the particular semantics of different applications.
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Finally, we are interested in investigate how the outputs of this representation
might be presented to users in effective ways. Our current approach lacks this
feature as it is more aimed to computationally representing them rather than
obtaining human-friendly interpretations.
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Abstract. The internet is undoubtedly the biggest data source ever with tons of 
data from different sources following different formats. One of the main chal-
lenges in computer science is how to make data sharing and exchange between 
these sources possible; or in other words, how to develop a system that can deal 
with all these differences in data representation and extract useful knowledge 
from there. And since XML is the de facto standard for representing data on the 
internet, XML query matching has gained so much popularity recently. In this 
paper we present new types of fuzzy arc matching that can match a pattern arc 
to a schema arc as long as the correspondent parent and child nodes are there 
and have reachability between them. Experimental results shown that the pro-
posed approach provided better results than previous works. 

Keywords: Pattern Tree, Intuitionistic Fuzzy Trees, Soft Arc Matching.  

1 Introduction 

Due to the heterogeneity in XML schemas, traditional crisp querying techniques are 
not efficient for analyzing XML data, because they require exact query matching. 
Therefore, there is a need for new approaches that can achieve approximate query 
matching instead. This means that not just the exact answer of a query, but also ap-
proximate answers will be retrieved.  

Even though many studies have addressed approximate query matching in the lite-
rature; we believe that their approaches have some limitations and that an Intuitionis-
tic Fuzzy approach is very useful to achieve approximate XML query matching by 
considering matching a pattern tree with multiple data sources and then joining sub-
results together in order to construct a complete answer to a query.  The focus of this 
paper is on matching Pattern Trees (Pt) based on Soft Node Matching as well as Soft 
Arc Matching. Matching is mainly based on the primitive tree structure, the arc, 
meaning that an answer of a query can be constructed from different arcs or twigs. 
Following that, new methods of soft arc matching are presented in this paper. 

2 XML Schema Heterogeneity 

XML (eXtensible Markup Language) is W3C Recommendation considered as the 
standard format for structured documents and data on the Web. Because of being the 
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most common standard for data transmissions between heterogeneous systems, XML 
has gained so much popularity recently, especially in web applications. As the 
amounts of data transmitted and stored in XML are rapidly growing, the ability to 
efficiently query XML is becoming increasingly important. However, current XML 
Query languages have some performance-related and structural heterogeneity chal-
lenges that need to be addressed [1]. 

For example, suppose that we are interested in querying a group of XML docu-
ments to retrieve information about university departments with research groups 
along with any projects and/or publications for these groups. According to our under-
standing of that domain, we might form a query that looks like Pt in Figure 1 below. 
Nodes with single circle shape indicate structural nodes that are not part of the output, 
whereas double-circled ones refer to output nodes. Node labels that are underlined, 
e.g. dname and @id, signify ID nodes acting as Primary Keys.  

Looking at how subtrees (twigs) of Pt are matched to the data schemas s1, s2 and 
s3, we can see that twig 1, can be matched to s1. However, the element node location 
in Pt needs to be matched to the attribute node @location in S1. For twig 2, it can be 
noticed that the arc (group, project) in Pt is structured as (project, group) in s2. Lastly, 
twig 3 can be fully matched to the correspondent twig in s3; however, we cannot de-
termine which publication belongs to which group because the arc (group, publica-
tion) does not have a match. Nevertheless, there is an indirect connection between the 
group and publication using the ID/IDREF directives.  

 

Fig. 1. Matching Pt with several data schemas 
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To put it in a formal way, the reasons behind diversity in data schemas can be: 

• Representation of a certain domain can be scattered in multiple schemas in-
stead of one single schema. 

• A node, such as ‘location’, can be modelled either as an element node or at-
tribute node, and this is mainly due to flexibility of XML. However, if the 
node is planned to have child(ren) then it has to be an element node. 

• Many-to-many relationships between two nodes, such as group and project, 
can be modelled as an arc (group, project) or (project, group). Even in case 
of one-to-many relationships, two nodes can still be modelled differently. 

• Sometimes separating node(s) can be found between a parent and a child 
node e.g. the arc (dept, group) in Pt can be matched with the arc (dept, 
group) in S1 even though there is a separating node (groups) between the 
parent and the child. 

• Some XML documents are normalised i.e. ID/IDREF are used to connect 
“entities” together, just like primary and foreign key connections in relational 
databases.  

The above forms of heterogeneity in XML schemas can often be found in reality, 
especially when schemas belong to different sources. Everyone has his own percep-
tion of a certain domain, and s/he models it in a different way.  

3 XML Pattern Tree Matching 

Since XML Queries are modelled as Query Patterns or Pattern Trees (Pt) in computer 
science literature, XML Query matching research cannot be separated from XML 
schema matching. In this section we present the most common approaches of XML 
Query/Schema matching in both database and IR communities. There are plenty of 
surveys on previous approaches [2-5] where they were classified into different groups 
according to different criteria.  

In this research we focus on studies addressing the issue of matching the structure 
of a query pattern against the structures of a set of data sources in order to get over the 
structural heterogeneity. In this case, the pattern query is written based on one’s 
common knowledge about the domain in hand without necessarily knowing the struc-
ture of the underlying sources. This is one of the biggest challenges for data interop-
erability between different systems.  

While huge amount of research was dedicated to twig matching for query process-
ing and optimisation purposes, less effort was focused on structural pattern matching. 
Tree Edit Distance based approaches were considered for calculating XML tree simi-
larity and inclusion; however, there were few attempts to calculate tree similarity by 
considering the number of common nodes and/or arcs. In this section we present few 
IR-style approaches on approximate structural matching of pattern trees.  
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Polyzotis [6] proposed a study that focused on approximate answers for twig que-
ries considering the structural part of the problem. A new XML similarity metric, 
termed Element Simulation Distance (ESD), was proposed which, according to the 
author, outperforms previous syntax-based metrics by capturing regions of approxi-
mate similarity between XML trees. It considers both overall path structure and the 
distribution of document edges when computing the distance between two XML trees. 
According to that metric, two elements are considered to be more similar if they have 
more matching children, and less similar if they have fewer children in common. This 
can be reasonable when tree nodes have close semantics to each other. However, this 
is not always the case; it is common to find nodes with weak semantic connections 
such as group and department in figure 1-S1.  

In other studies [7, 8], Sanz et al. proposed tree similarity measures between a pat-
tern tree and sub-trees within an XML document as a solution for approximate XML 
query matching. Similarity is calculated based on the number of matching nodes 
without considering the semantics of parent-child connections. The process consists 
of two steps: first, identifying the portions of documents that are similar to the pattern 
(fragments and regions identification). Second, the structural similarity between each 
of these portions and the pattern is calculated. The proposed node similarity metric 
does not only depend on the label, but it also depends on the depth of the node “dis-
tance-based similarity” such that the similarity linearly decreases as the number of 
levels of difference increase. However, when matching a pattern tree to an XML data 
tree, the hierarchical organization of the pattern and the region is not taken into ac-
count [8] i.e. matching is only on the node level but not on the arc/edge level. 

Another significant study addressed element similarity metrics in structural pattern 
matching [9]. Authors introduced two types of element similarity measures, internal 
and external. The internal similarity measure depends on feature similarity which 
includes i)Node name similarity: this in turn can be classified into syntactic (label) 
and semantic (meaning) similarity. Node names are first normalised into tokens that 
are compared using different string similarity approaches such as string edit distance. 
Semantic similarity, on the other hand, is calculated by using measures from WordNet 
ii) Data type similarity measure, iii) Constraint similarity measure, mainly cardinality 
constraint, and iv) Annotation similarity measure, which considers the provided anno-
tations for tree nodes. 

External similarity measure, however, considers the position (context) of the ele-
ment in the schema tree i.e. it considers the element relationship with the surrounding 
elements, descendants, ancestors, and siblings. A function was used to combine inter-
nal and external measures and give the overall similarity measure between two nodes. 

Following a totally different approach, Agarwal et al. [10], proposes XFinder, a 
system for top K XML subtree search that works on exact and approximate pattern 
matching with focus on approximate structural matching between ordered XML trees. 
XML query trees as well as document trees were transformed into sequences which 
are then compared against each other. This technique was adopted in other studies as 
well [11-13]. 
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4 Soft XML Query Matching 

The proposed approach is called IF (Intuitionistic Fuzzy) Tree matching. Detailed 
definitions of Intuitionistic Fuzzy Trees were presented in previous works [14-18]. 
The benefit of using IF matching is that it gives more information about how much a 
pattern tree Pt matches an underlying schema tree St. The “source” tree does not need 
to be completely included in the “destination” one; it can be partially included. We 
propose two ways of softening matching rules, soft node matching and soft arc  
matching. 

4.1 Soft Node Matching  

An algorithm is developed to softly match nodes of a Pt with nodes of St’s [15].  Two 
nodes do not have to have the same label in order to be considered matching. A lin-
guistic (lexical) ontology is utilised to add semantics to node labels and then a func-
tion is invoked to compare these semantics and calculates the similarity (Semantic 
closeness) according to the distance between them. This is defined as: 

semantics (n) ≈ semantics(n′) where the symbol ‘≈’ reads “close to” 

Additionally, any two nodes can be matched together even if they do not have the 
same node type. Stated differently, an element node in a Pt can be matched to an at-
tribute node in St provided that the element node is a leaf node (See AttNode arc 
matching in Figure 2).  

Pt nodes can be classified into different types according to their role in the query 
tree or the schema tree. In addition to element nodes (e.g. dept) and attribute nodes 
(e.g. @dname) in figure 2 (d), we preset a set of definitions.  

Definition 1. A node can be an ID node if it can uniquely identify any instance of its 
parent node e.g. @dname, in figure 2 (d), can identify its parent node (dept) a. For 
optimum query matching results, each parent node in Pt has to have an ID node. The 
reason is that it enables joining sub-trees from different schemas based on the ID of 
the common node. The labels of ID nodes are underlined in pattern trees to signify 
their role as a ‘Primary key’ of their parents. 

Definition 2. An Output node is a node which value is to be returned in the query. It 
is distinguished by having a shape of double circles in pattern trees. An output node is 
either a leaf element node or an attribute node. 

Definition 3. A node is called Intermediate Node if it is neither a root node nor a 
leaf node i.e. it is a node that has a parent node and one or more child nodes. Those 
can be either element nodes or attribute nodes. 

4.2 Soft Arc Matching 

As arc is the fundamental unit of structure in data schemas, we propose different ways 
of approximate matching of a pattern arc with a schema arc. The main idea is to adapt 
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to the different ways of modeling a parent-child relationship in different data sources. 
Figure 2 shows six different ways of arc matching. 

Before these types are discussed, we present few definitions on types of arcs: Leaf 
arc, Non-leaf arc, Pattern arc and Schema arc. 

Definition 4. A leaf arc is an arc whose child node is a leaf. 

Definition 5. A non-leaf arc is an arc whose child node is not a leaf. 

Depending on whether the arc is a leaf or non-leaf arc, different arc matching tech-
niques apply. In the following sections, we present different types of arc matching 
along with formal definitions and we explain to which types of arcs they apply.  

Definition 6. A pattern arc A(m, n) is any arc within a pattern tree Pt. 

Definition 7. A schema arc A(m’, n’) is any arc within a schema tree. 

 

Fig. 2. Types of soft arc matching 

Definition 8. The degree of membership (or matching) of a pattern arc A(m, n)  and a 

schema arc A(m’, n’) is defined by Aμ  such that: 

Definition 9. An ID arc is an arc which child node is an ID node. 

10 ≥≤ Aμ  

Definition 10. desc(n)= the descendant nodes of n. 

Definition 11. anc(n): the ancestor nodes of n 
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The following is an explanation of each type of soft arc matching. 

Direct Match: In this type of match, a pattern arc A(m, n), where m is the parent of 
n, is matched to an identical schema arc A(m`, n`) where mm` and nn`. This type 
of matching applies to both leaf arcs and non-leaf arcs which means than n can be 
either an element or an attribute node. Figure 2 (b) shows an arc matched in that way. 
Formally, direct arc match is defined as: 

A(m, n)D A(m`, n`) iff m m’ and n  n’ and n’.parent()=m’ 

Since this is an exact match, Aμ will be equivalent to 1.0. 

Inverted Match: Unlike direct match, inverted match occurs when a pattern arc A(m, 
n) maps to a schema arc A(m`, n`) where mn` and nm`. This mismatch of model-
ing a relationship between two nodes m & n is common in XML documents depend-
ing on the modeler’s perception, or point of interest. Arcs matching in this way should 
be non-leaf arcs because a leaf node cannot be modeled as child in one tree and as 
parent in another e.g. the arc A(dept, dname) in figure 2 (a) cannot be found as 
A(dname, dept) because the node dname is a leaf node that is correspondent to a text 
XML element, which cannot have children. However, if the arc is a non-leaf arc, such 
as A( group, publication) in figure 2 (a), it can be modelled as A(publication, group) 
in other schemas such as in figure 2 (c). Formally, inverted arc match is defined as: 

A(m, n)I A(m`, n`) iff m n’ and n  m’ 

Since this is not an exact match, Aμ will be less than 1.0. For the proposed ap-

proach, 10% of belief is deducted as a result i.e. Aμ =0.9 to distinguish this match 

from Direct match. 

AttNode Match: In relational databases, an entity type such as dept (department) has 
attributes such as name, location etc. In XML, however, a department name can be 
modelled either as an attribute node (@dname) or an element node (dname). Howev-
er, since attribute nodes cannot have children, this type of arc match only applies to 
leaf arcs such as the one shown in figure 2 (d). Formally, AttNode arc match is  
defined as: 

A(m, n)A A(m`, @n`) iff m m’ and n  @n’  

Again, 10% of belief is deducted as a result non exact match. Thus, Aμ =0.9. 

Normalized Match: This match can be found in cases where an XML document is 
normalized i.e. each entity is modelled as a sub-tree (twig) within the document which 
can be referenced by using IDREF instructions. This can be thought of as analogy of 
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the primary and foreign keys in relational modelling. To return data from more than 
one twig, an XML query joins the correspondent twigs based on a common node 
while having an attribute or element that acts as the ID of the common node. In Figure 
3 the node pubREF is a reference node that refers to publication node within the same 
document. Consequently, we can say that the pattern arc (group, publication) is 
matching with (group, pubREF) using normalized arc match. Obviously, arcs matched 
in this way should be non-leaf arcs because the child node (e.g. publication) should 
have a child ID node on which the join will take place. 

 
Fig. 3. Normalized arc match 

This type of match is complicated and it requires more processing resources i.e. 
time and memory. This is mainly because it is not enough to achieve this type of match 
based on the data schema only; the actual XML data document is also required be-
cause it is not possible to know to which element an IDREF attribute is referring 
without traversing the actual XML document. For our approach, we use a function 
that picks an instance of an IDREF element, such as pubREF, from the XML docu-
ment, and scans it to find the parent of that ID e.g. publication node in our example. 
Formally, normalised arc match is defined as: 

 A(m, n)N A(m`, n`) iff m m’ and n  de-ref(n’)  

Where de-ref(n’) is a function that returns the node referenced by n’. 

Same as previous types of matching, 10% of belief is deducted making Aμ =0.9. 

Separating Node (SepNode) Match: Sometimes there are separating nodes between 
the parent and the child. In this case the arc still can be matched if the number of se-
parating nodes does not exceed a predefined threshold. Formally, A(m, n) can be 
matched with A(m`, n`) using this method if m is an ancestor of n.  

This has been proposed by many previous studies [19, 20]. However, this can re-
sult in getting the wrong result especially that this type applies to both leaf and non-
leaf arcs. To explain this, suppose that we have a leaf arc A(dept, location), that is to 
be matched with a schema as in figure 4. Clearly, there is no matching arc in St be-
cause the node dept does not have a child location. However, using the separating  
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node arc match, dept has a descendant node called location, which means that the arc 
can be approximately matched. But the problem is that the node location does not 
refer to the location of department, it refers to the location of the project. Thus, blind 
approximate matching using this technique can return wrong matchings.  

To solve this dilemma, we consider that intermediate nodes are strong nodes as 
they usually represent independent entities (concepts) in relational models. Leaf 
nodes, however, usually represent attributes of their parents, and therefore they are 
weak nodes. If an arc A (m, n) is to be matched, m is a strong node and n is a weak 
node, any separating nodes between them can induce weak semantics e.g. the node 
location in figure 4 refers to its parent (project) but not to it ascendant (dept). On the 
other hand if both nodes (m and n) are strong nodes e.g. (dept, publication), then an 
intermediate node, such as group in our example, is unlikely to affect the semantics. 
In the same example, the arc A(dept, publication) in Pt can be matched against St 
even if there is a separating node (group). This can be explained because a department 
consists of research groups, and these have publications. Thus, we can say that those 
publications belong to the department.  

 

Fig. 4. (a) A pattern Pt, (b) a schema tree St 

Formally, separating node match is defined as: 
A(m, n)S A(m`, n`) iff m m’ and n  n’ and m’ ϵ desc(n’) and m’ is not the 

parent of n’ 
Unlike previous types of approximate matching, belief of this type depends on the 

number of separating nodes. Therefore, it is not correct to just deduct 10% of the be-
lief; the amount deducted has to be proportional to the number of separating nodes. 
Belief of this type is defined by the following equation: 

  Aμ =1/(1+∂/2) where ∂ is the number of separating nodes. 

The reason why ∂ was divided by 2 is to reduce the effect of increasing number of 
nodes and make the belief reasonable. 

Hybrid Arc Match: Not only can an arc be matched using the aforementioned ap-
proaches individually; but it also can be matched using combinations of them.  
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For example, a combination of both AttNode and SepNode (AS) match (figure 5) 
where the pattern arc A(dept, location) is matched to the schema arc A(dept, 
@location) while having a separating node (info) that separates the parent and child 
nodes. Formally, AttNode-SepNode hybrid match is defined as: 

A(m, n)AS A(m`, n`) iff m m’, n  n’, m’ ϵ anc(n’) and n’ is an attribute node 

 

Fig. 5. AttNode-SepNode hybrid match 

Overall, the aforementioned types of matching, both individual and combined, are 
saved in several matrices so that they are used as input to the query rewriting algo-
rithm (to be discussed in future publications) in order to rewrite the original query 
into a new one that is able to construct an answer based on the matchings.  

5 Experimental Results 

The Pt in figure 1 was compared against different sets of DTDs starting from 10 
DTDs and adding 10 each time up to 50 DTDs. For each DTD, arc matching was 
performed and the results (mappings) were kept in the correspondent mapping matric-
es which will be passed to next phase, query rewriting (to be addressed in future  
publications). All of the proposed types of soft arc matching were detected by the 
matching algorithm. Only 7 DTDs had matching arcs with the Pt whereas the rest 
were dummy DTDs (unrelated). 

6 Conclusion and Further Work 

The proposed solution presented a new approach to approximate XML query match-
ing based on new types of soft arc matching which proved to be more efficient than 
previous works. This was achieved by a number of novel algorithms for soft matching 
of XML pattern trees and schema trees. A prototype was developed for experimental 
result and it was able to identify the proposed soft arc matching techniques. 

For future work, there is still a lot of work to be done before the heterogeneity of 
XML schemas is resolved efficiently. Further work can be done on querying XML 
documents with different schemas where data and meta-data are mixed e.g. the tag <Af-
rica> refers to a name of area i.e. it is data; however, it is treated as meta-data in this 
example. Additionally, the IF query matching approach can be extended to matching 
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contents in addition to structures. This can be useful in identifying and removing dupli-
cations. Furthermore, there is potential to improve the current approach by using seman-
tic web technologies such as using reasoning to improve soft arc matching techniques. 
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Abstract. During deep brain stimulation (DBS) treatment of Parkin-
son disease, the target of the surgery is a small (9 x 7 x 4 mm) deep
within brain placed structure called SubthalamicNucleus (STN). It is
similar morphologically to the surrounding tissue and as such poorly vis-
ible in CT1 or MRI2. The goal of the surgery is the permanent precise
placement of the stimulating electrode within target nucleus. Precision
is extremely important as wrong placement of the stimulating electrode
may lead to serious mood disturbances. To obtain exact location of the
STN nucleus an intraoperative stereotactic supportive navigation is be-
ing used. A set of 3 to 5 parallel micro electrodes is inserted into brain
and in measured steps advanced towards expected location of the nucleus.
At each step electrodes record activity of the surrounding neural tissue.
Because STN has a distinct physiology, the signals recorded within it
also display specific features. It is therefore possible to provide analyti-
cal methods targeted for detection of those STN specific characteristics.
Basing on such methods this paper presents clustering and classification
approaches for discrimination of the micro electrode recordings coming
from the STN nucleus. Application of those methods during the neuro-
surgical procedure might lessen the risks of medical complications and
might also shorten the – out of necessity awake – part of the surgery.

Keywords: Parkinson’s disease, DBS, STN, DWT, RMS, LFB, HFB,
K-Means, EM Clustering, C4.5, Random Forest.

Introduction

Parkinson Disease (PD) is chronic and advancing movement disorder. The risk
factor of the disease increases with the age. As the average human life span
elongates also the number of people affected with PD steadily increases. PD is
primary related to lack of the dopamine, that after several years causes not only

1 Computer Tomography.
2 Magnetic Resonance Imaging.

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 328–339, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



Discrimination of the DBS Recordings for PD Patients 329

movement impairments but also often non-motor symptoms like depressions,
mood disorder or cognitive decline and therefore it has a very high social cost.
People as early as in their 40s, otherwise fully functional are seriously disabled
and require continuous additional external support. The main treatment for the
disease is pharmacological one. Unfortunately, in many cases the effectiveness of
the treatment decreases with time and some other patients do not tolerate anti
PD drugs well. In such cases, patients can be qualified for the surgical treatment
of the PD disease. This kind of surgery is called DBS3. Goal of the surgery is the
placement of the permanent stimulating electrode into the STN nucleus. This
nucleus is a small – deep in brain placed – structure that does not show well in
CT or MRI scans.

Having only an approximate location of the STN , during DBS surgery a set
of parallel micro electrodes are inserted into patient’s brain. As they advance,
the activity of surrounding neural tissue is recorded. Localization of the STN
is possible because it has distinct physiology and yields specific micro electrode
recordings. It still however requires an experienced neurologist / neurosurgeon
to tell whether recorded signal comes from the STN or not [3].

That is why it is so important to provide some objective and human indepen-
dent way to group and classify recorded signals. Analytical methods, clusterings
and classifiers described in this paper have been devised for that purpose. Tak-
ing as input recordings made by set of electrodes at subsequent depths they are
to provide information as to which of the recordings have been made inside the
STN .

1 Recording’s Attributes

From the micro electrode recorded signal two kinds of information can be ob-
tained [7]. First one comes from spikes – neuronal action potentials – i.e. electrical
activity of neurons being near the electrode recording point. Second information
is derived from the background noise present in the signal. This background
noise is a cumulative electrical activity coming from the more distant neurons.
Both approaches require prior detection of the spikes [3] [4] [8] [9]. First one uses
information about spikes in a direct way. The background noise analysis requires
prior spike removal. Removal of course implies prior spike detection.

For presented analysis a set of 11 characteristic attributes is defined for each
recording:

– three features derived directly from the spike occurrence
– four features derived from the signal background
– four meta–features derived indirectly from the signal background

1.1 Spike Derived Attributes

Characteristics derived from the spike occurrences focus on the observed spiking
frequency. Assuming that for recording rec, the total number of spikes detected

3 Deep Brain Stimulation.
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in it is denoted as SpkCnt(rec) and its length in seconds is RecLen(rec) then
the first attribute is given by equation 1.

AvgSpkRate(rec) =
SpkCnt(rec)

RecLen(rec)
(1)

Assuming that for recording rec spikes occurred chronologically at times
t0, . . . , tn−1 and that sj = tj+1 − tj then a set of intra–spike intervals S is
defined by equation 2.

S(rec) = {s0, . . . , sn−2} (2)

Let us define now the sets of bursting and frequent intra–spike intervals as
follows:

Sbrst(rec) = {sj ∈ S(rec) : sj < 33.3ms} (3)

Sfrq(rec) = {sj ∈ S(rec) : 33.3 ≤ sj < 66.6ms} (4)

Such intervals are also used in construction of intra–spike interval histograms
[3]. Histograms show [3] that majority of bursting activity occurs for intervals
below 33.3 ms and very little of it can be observed for intervals longer than 66.6
ms. Having the above defined, the final two spike characteristic attributes can
be given:

BurstRatio(rec) =
Sbrst(rec)

S(rec)
(5)

FrquentRatio(rec) =
Sfrq(rec)

S(rec)
(6)

For recordings having no spikes, BurstRatio and FrquentRatio are defined
with zero value.

Fig. 1 shows value of spike derived attributes on consecutive depths (μm) for
the micro electrode that has entered the STN at depth -4000 μm.

1.2 Background Activity Derived Attributes

Background characteristics do not depend so heavily on probability of micro
electrode being next to the active neuron cell and as such are more reliable
[3] [9]. They concentrate on the amplitude of the background noise and on the
aspects related to the signal’s power.
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(b) BurstRatio and FrquentRatio

Fig. 1. Spike derived attributes

As electrodes used in deep brain recordings may slightly differ in their elec-
trical impedance, results from methods relying on background noise have to be
normalized.

Assuming that a specific method mth takes as input vector of recordings from
subsequent depths, it produces a vector of characteristic coefficients C.

mth(rec−10000, ..., rec+5000) = (c−10000, ..., c+6000). (7)

The base value of C is then defined as

Cbase =
c−10000 + ...+ c−6000

5
(8)

and, finally the normalized C has the form

CNR = (
c−10000

Cbase
, ...,

c+6000

Cbase
). (9)

Reason why average of the first five values is used has anatomical and phys-
iological background and it is explained in [3] and [9]. All attributes described
in this chapter have their values normalized in described way.

Percentile Based Attribute
Spikes amplitude is by far greater than the background noise. Because of that,
one can find an amplitude value below which no spikes are present or above
which spike must rise. This feature is commonly used in many neurological ap-
pliances, for example the 50th percentile - median of amplitude’s module is used
for both spike detection and artifact removal process [6] [8] [9]. Fig. 2 shows
amplitude’s module distribution for a signal recorded within the STN .

Already the 95th (or even pinpointed 99th) percentile shows background ac-
tivity and discards almost all samples coming from the spikes. To be however
safely independent from any spike activity, even lower percentile can be used. In
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Fig. 2. Amplitude distribution

this paper the 80th percentile is used. For signal rec this attribute is denoted as
Prc80(rec). Using higher percentile increases the risk of including high amplitude
of the spikes in the attribute value, this in turn might lead to falsely elevated
attribute value in non STN areas. On the other hand, using low percentile causes
the difference between attribute values for recordings coming from the STN and
from outside of it to be less evident.

Fig. 3a shows the value of the 80th percentile of amplitude module. Percentile
has been calculated for the same data set as with Figures 1a and 1b.

RMS Based Attribute
This attribute bases on a fact that STN is known to produce lots of spikes with
high amplitude and also has loud background noise. So it can be reasonably ex-
pected that signals recorded from it would present elevated Root Mean Square
Value. This parameter is, among others, also used for Bayesian calculations in [5]
[9]. If we assume that recording rec has n samples {x0, ..., xn−1} then attribute
RMS(rec) is given by equation (10).

RMS(rec) =

√∑n−1

i=0 x2
i

n
(10)

Fig. 3b shows the value of the RMS attribute. RMS has been calculated for
the same data set as with Figures 1a, 1b, and 3a.

Attributes Based on Signal’s Power
It has been postulated in [9], [10] and [11] that background neural activity can
be divided into two frequency areas. First, power of an activity in range below
500 Hz is called Low Frequency Background(LFB). Second contains frequen-
cies in range 500 Hz to 3000 Hz and is thus called High Frequency Background
(HFB). In mentioned paper authors use properties of HFB to pinpoint STN
location. Here also, the increased LFB and HFB values are used as hallmark of
recordings coming from the STN . Power of the signal in both bands is calculated
using DWT coefficients [1]. As described in greater detail in [9] both methods
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Fig. 3. Prc80 and RMS attributes
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Fig. 4. LFB and HFB attributes

require that the signal has to be firstly filtered from any contamination artifacts
and naturally occurring spikes.

Fig. 4 shows the value of the LFB(rec) and HFB(rec) attributes for record-
ings coming from depths ranging from -10000 μm to 6000μm. Both attributes
have been calculated for the same data set as with Figures 1a,1b, 3a and 3b.

1.3 Meta Attributes

In previous section for any recording rec four its background attributes were
given: Prc80(rec), RMS(rec), LFB(rec) and HFB(rec). To obtain attributes
that are less affected by local variations at certain depths, four meta attributes
were introduced. Meta attributes are calculated as 1–padded five element wide
moving average of the proper background attribute.
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Assuming that recordings from an electrode are given as the
list (rec−10000, . . . , rec6000) and that ∀j<−10000 Attr(recj) = 1 and
∀j>6000 Attr(recj) = 1, then the meta attribute for the attribute Attr(recj) is
given by equation 11.

MAttr =

2∑
k=−2

Attr(recj+1000k)

5
(11)

1.4 Human Classification

Eleven attributes were defined and computed for 9502 recordings. Subsequently
basing on the obtained results and medical experience, the recordings were di-
vided into two distinct classes. First one containing recordings from inside of the
STN and second from its outside. First class labeled STN contained 2161 (22.74
%) recordings. Second, labeled ¬STN contained 7341 (77.26 %) recordings.

Results of the division are presented in Fig. 5. It is evident that background
based attributes (Fig. 5a and 5b) provide better discrimination than spike based
BurstRatio (Fig. 5c).
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Fig. 5. Division of recordings on selected planes

2 Clustering of the Recordings

In the following section two clustering methods were used to check if it is feasible
to discriminate recordings into two classes in an automatic way. By automatic
we mean that it is using only 11 attributes mentioned above without any human
feedback.

2.1 K-means Clustering

Following results were obtained by running K −means clustering on all eleven
attributes from 9502 recordings. Clustering was performed with target number
of clusters set to two.
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Human classification
STN ¬STN Total

K −means clustering
STN 2016 2296 4312
¬STN 145 5045 5190
Total 2161 7341 9502

sensitivity = 2016
2016+145

≈ 0.933 specificity = 5045
5045+2296

≈ 0.687

Only 145 out of 2161 recordings assigned by human to the STN category have
beenmislabeled. Unfortunately asmuch as 2296 out of 7341 recordings assigned by
human to the ¬STN category have beenmislabeled. Results yield good sensitivity
and poor specificity. K − means can be used with good certainty for predicting
recordings originating in the STN . It is however too prone to assign STN label to
recordings made outside of the STN . This can be observed comparing Figures 5c
and 6c. Specificity lower then 0.8 according to [12] means thatK−meansmethod
cannot be reliably used for medical discrimination of the recordings.

0 5 10 15 20 25 30 35
0

0.5

1

1.5

2

2.5

3

3.5

LFB

M
P

R
C

80

 

 

STN
¬ STN

(a) LFB x MPRC80

0 2 4 6 8 10 12 14
0

1

2

3

4

5

6

7

MHFB

R
M

S

 

 

STN
¬ STN

(b) MHFB x RMS

0 0.2 0.4 0.6 0.8 1
0

5

10

15

20

25

30

35

BurstRatio

LF
B

 

 

STN
¬ STN

(c) BurstRatio x LFB

Fig. 6. K −means clustering results on selected planes

When larger k parameter is used the obtained results are steadily worsening.
For the K=3 sensitivity is 0.70 and specificity is 0.62. For the K=4 sensitivity
is 0.66 and specificity is 0.59.

2.2 EM Clustering

EM is a distribution based clustering, it finds a set of Gaussian distributions
that matches given data. In this way for each attribute, its mean and σ are ob-
tained for each resulting cluster. Clustering has been done using Weka provided
EM clustering method. The target number of clusters was this time also set to
two.

Human classification
STN ¬STN Total

EM clustering
STN 2155 1737 3892
¬STN 6 5604 5610
Total 2161 7341 9502

sensitivity = 2155
2155+6

≈ 0.997 specificity = 5604
5604+1737

≈ 0.763
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Only 6 out of 2161 recordings assigned by human to the STN category have
been mislabeled. Less then with K−means, but still 1737 out of 7341 recordings
assigned by human to the ¬STN category have been mislabeled. Results yield
very good sensitivity and better specificity. EM clustering results can be used
with very good certainty for predicting recordings originating in the STN . Still
the specificity of 0.75 being below the 0.8 threshold means that too many ¬STN
recordings might be assigned the STN label.
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Fig. 7. EM clustering results on selected planes

When larger k parameter is used the obtained results are steadily worsening.
For the K=3 sensitivity is 0.88 and specificity is 0.66. For the K=4 sensitivity
and specificity both are 0.59.

3 Classification of the Recordings

Clustering methods – having sensitivity of 0.93 and 1.00 respectively – proved to
be good for correctly identifying recordings made inside the STN . Both cluster-
ings however have relatively low specificity meaning that basing on their results
the stimulating electrode might be placed in a wrong region incorrectly identified
as a good one. That of course in not acceptable. Looking for the significantly
better results two classification attempts have been made using all computed
attributes and human provided class attribute.

3.1 C4.5 Classification

First classification has been done using C4.5 methods (Weka J48). Classifier
has been build with pruning confidence factor 0.25 and minimum number of
instances per leaf set to 2. Resulting tree has 30 leaves and its size is 59.

Human classification
STN ¬STN Total

C4.5 classifier
STN 2021 147 2168
¬STN 140 7194 7334
Total 2161 7341 9502

sensitivity = 2021
2021+140

≈ 0.935 specificity = 7194
7194+147

≈ 0.980
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Only 140 out of 2161 recordings made within the STN have been misclassified.

In contrast to clusterings only 147 out of 7341 recordings assigned by human to
the ¬STN category have been mislabeled as STN . Results yield nearly perfect
sensitivity and specificity.
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Fig. 8. C4.5 classification results on selected planes

3.2 Random Forest Classification

Second classification has been done using Random Forest classifier. In this ap-
proach a set of decision trees is constructed, individual trees are constructed
basing on randomly selected subsets of the selected attributes. Later, new ob-
ject is checked against each tree and class returned by the majority of the trees
is assigned to it. For this paper, classifier has been build with 10 trees, each tree
is considering 4 randomly selected attributes. Resulting trees have their sizes
between 421 and 469.

Human classification
STN ¬STN Total

Random Forest classifier
STN 2138 6 2144
¬STN 23 7335 7358
Total 2161 7341 9502

sensitivity = 2138
2138+23

≈ 0.989 specificity = 7335
7335+6

≈ 0.999
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Only 23 out of 2161 recordings made within the STN have been misclassified.

Even less than in C4.5 case – only 6 out of 7341 – recordings assigned to the
¬STN category by human have been mislabeled as STN . This time also, results
yield nearly perfect sensitivity and specificity.

4 Summary

In this paper results of four analytical methods have been presented. Two clus-
terings and two classifiers. Clusterings, done without prior knowledge as to which
of the classes given recordings have been assigned, still produced results of con-
siderable similarity to the human made discriminations. This confirms that de-
scribed set of defined attributes naturally discriminates the recording as to their
anatomical origination. Extremely high sensitivity (0.933 and 0.997) guarantees
that almost all recordings marked by human as STN have been correctly iden-
tified. Low specificity means that clusterings were too optimistic in assigning
recordings to the STN group. While according to [12] specificity below 0.8 is
not acceptable some other sources consider results with specificity of at least
0.75 valid provided that sensitivity is over 0.95. In such assumption generally
the results provided by the EM clustering might be worth considering (see Ta-
ble 1). Specific problem of electrode placement described in this paper however
requires as high specificity as possible. Due to the closeness to the limbic part
of the brain [2] placement of the electrode in a place that has been wrongly
considered as a proper one might endanger the mental health of the patient.

Table 1. Sensitivity and specificity summary

sensitivity specificity

K −menas clustering 0.933 0.687

EM clustering 0.997 0.763

C4.5 classifier 0.935 0.980

RandomForest classifier 0.989 0.999

Much better results as shown in Sections 3.1 and 3.2 can be obtained using
the classifiers. Both C4.5 and RandomForest classifiers have been build using
all 11 computed attributes and human set class attribute. As shown in Table 1,
both classifiers have sensitivity above 0.9 and specificity of at least 0.98. C4.5
has kappa statistics of 0.879, RandomForest has 0.888.

To exclude risk of over fitting, both classifiers have been tested with 10–
fold cross-validation. Score of cross–validation for C4.5 is 95.769 % of correctly
classified recordings. RandomForest produced event better result: 96.106 % of
correctly classified recordings.

Results obtained from classifiers fulfill strict medical standards [12] and can
be used as a base for recommender system that identifies recordings made in
the STN .
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Abstract. The classification of raw data often involves the problem of selecting
the appropriate set of features to represent the input data. In general, various fea-
tures can be extracted from the input dataset, but only some of them are actually
relevant for the classification process. Since relevant features are often unknown
in real-world problems, many candidate features are usually introduced. This de-
grades both the speed and the predictive accuracy of the classifier due to the
presence of redundancy in the candidate feature set.

In this paper, we study the capability of a special class of motifs previously
introduced in the literature, i.e. 2D irredundant motifs, when they are exploited as
features for image classification. In particular, such a class of motifs showed to be
powerful in capturing the relevant information of digital images, also achieving
good performances for image compression. We embed such 2D feature motifs in
a bag-of-words model, and then exploit K-nearest neighbour for the classification
step. Preliminary results obtained on both a benchmark image dataset and a video
frames dataset are promising.

1 Introduction

In the last few years, several image classification methods, based on supervised and
on unsupervised techniques or on a mix of them, have been proposed in the literature
(see [6,18,22] for suitable surveys on the topic). Classic approaches use low-level im-
age features, such as color or texture histograms, while more recent techniques rely
on intermediate representations made of local information extracted from interesting
image patches referred to as keypoints [6]. Image keypoints are automatically detected
using various techniques, and then represented by means of suitable descriptors. Key-
points are usually clustered based on their similarity, and each cluster is interpreted as
a “visual word”, which summarizes the local information pattern shared by the belong-
ing keypoints [32]. The set of all the visual words constitutes the visual vocabulary or
codebook. For classification purposes, an image is then represented as a histogram of its
local features, which is analogous to the bag-of-words model for text documents. Exam-
ples of commonly exploited keypoint detectors are: Difference of Gaussian (DoG) [17],
Sample Edge Operator [5], Kadir-Brady [15]. Feature descriptors are often based on
SIFT (Scale Invariant Feature Transform) [16].

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 340–351, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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As in many other real-world classification problems, relevant features to exploit
for image classification are in general unknown a priori. Therefore, various candidate
features can be introduced, many of which are either partially or completely irrele-
vant/redundant to the target concept [8]. A relevant feature is neither irrelevant nor
redundant to the target concept; an irrelevant feature does not affect the target concept
in any way, and a redundant feature does not add anything new to the target concept
[14]. In this work, we analyze a special kind of features for image classification, based
on the concept of 2D irredundant motifs (also known as 2D basis) introduced in [3].

2D motifs are rectangular portions of an input image I, that are frequently repeated
in I (Figure 1 illustrates a simple kind of 2D motifs). When all the possible repeated
portions of I are considered, also taking into account sub-regions that are similar but
not identical, the number of such features can grow exponentially with the size of I, and
many of them are irrelevant and/or redundant.

Fig. 1. Some simple 2D motifs in Pac-man

2D basis, successfully exploited for image compression in [1], showed to be useful
in encoding the relevant information from an input image, by suitably reducing its rep-
resentation. The main idea is that of eliminating all the 2D motifs that are redundant
with respect to the other ones in the set of candidates. The notion of redundancy here is
related to the coverage of motifs, since if several motifs occur on the same portions of
I, then only the most informative ones will be kept in the basis.

Given an input training set of images already classified, we propose a classification
approach based on the extraction of 2D feature motifs, that are exploited to build a code-
book containing the motifs in the 2D basis of the input images. After feature selection,
image classification is then performed based on the K-Nearest Neighbour approach.

The paper is organized as follows. In Section 2, we briefly summarize some of the
main techniques presented in the literature for image classification, that are related with
our work. Section 3 illustrates some preliminary notions, while in Section 5 the pro-
posed approach is described in detail. In Section 5 we show some preliminary results
we obtained on real datasets, also comparing them with those returned by other methods
proposed in the literature. Finally, conclusive remarks are drawn in Section 6.

2 Related Work

One of the most challenging issues for image classification is the appropriate choice
of the features needed to build the codebook. In [20], a classification algorithm is
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presented that uses as features square subwindows of random sizes, which are sampled
at random positions from training images and then suitably embedded with decision
trees. A variant of the method is proposed in [19] for biomedical images classifica-
tion. More recently, SURF (Speeded Up Robust Features) have been introduced in [4],
relying on integral images for image convolutions.

Clustering algorithms are often employed for building the codebook from the images
of the training set. Two variants of the k-means algorithm, namely Approximate k-
means (AKM) and Hierarchical k-means (HKM), have been used in [24] to improve
the vocabulary of visual words obtained from large datasets. The reported experiments
show that both AKM and HKM scale well with respect to the dataset size. More in
particular, AKM achieves very similar precision performance to exact k-means but with
a lower computational cost.

A hybrid classification scheme, based on a combination of an unsupervised gener-
ative step, used to discover relevant object categories as image topics, followed by a
discriminative classifier which identifies image classes, is described in [7]. The gen-
erative stage executes a probabilistic Latent Semantic Analysis (pLSA)[12] over the
training set to derive topic specific distributions. In the second stage, a multiclass dis-
criminative classifier (based on KNN or SVM) is trained given the topic ditribution of
each training image and its class label.

A multi-resolution approach, where each image is sub-sampled to obtain a series
of scaled versions from which local features are extracted, has recently been proposed
in [33].

Some dissimilarity measures between histograms representing images, which are
able to deal with partial matching issues, i.e. with the presence of irrelevant clutters,
and to take into account co-occurence information between visual words, are discussed
in [31].

Approaches based on local invariant descriptors and on two different indexing tech-
niques for efficient localization of the nearest neighbour in feature space, have been
proposed in [28] and [30].

In this paper, we propose an approach that, differently than [7,12,24], is supervi-
sioned. Furthermore, we introduce features of different type w.r.t. those used by the
approaches summarized above.

3 Preliminary Notions

A digitized image can be represented as a rectangular array I of N = m × n pixels,
where each pixel ii j is a character (typically, encoding an integer) over an alphabet Σ,
corresponding to the set of colours occurring into I (see Figure 2). In the following, we
will refer to I as encoded image.

We are interested in finding a compact descriptor for an encoded image I, able to
keep only the essential information in I, in such a way that, given a set S of related
images, the corresponding set D of descriptors associated to the images in S is able
to suitably characterize S. To this aim, we search for the repetitive content of I, under
the assumption that if a small block of I is sufficently repeated in I, then it represents
a larger portion of I that is characteristic for the original digitized image (e.g., sky,
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(a)

I[m,n] =

i11 i12 . . . i1n

i21 i22 . . . i2n

.

.

.
im1 im2 . . . imn

(b)

Fig. 2. (a) A digitized image (Lena). (b) The corresponding encoded image I over the alphabet
of colours Σ = {c1, c2, ..., ck} (each element ii j represents a pixel of Lena with a specific colour
cl ∈ Σ).

Fig. 3. An encoded image defined on Σ = {a, b, c} (on the left) and an extended image defined on
{a, b, c, ∗} (on the right). The image on the right represents all the four portions highlighted in the
image on the left.

see, a forest, etc.). Such repeated blocks can be not necessarily identical, but somewhat
identical unless some pixel, due to different shades or lightness in the original picture.
Thus, in addition to the solid characters from Σ, we also deal with a special don’t care
character, denoted by ‘∗’, that is a wildcard matching any character in Σ ∪ {∗}. Don’t
cares are useful in order to take into account approximate repetitions occurring in I,
as illustrated in Figure 3, where both an encoded image defined on Σ = {a, b, c} and a
small image defined on {a, b, c, ∗} are shown. In particular, the smaller image represents
a block that is repeated in the encoded image, in the four highlighted regions. We refer
to an array A defined on an alphabet Σ ∪ {∗} as extended image.

A 2D motif of an encoded image I of size m × n (see also [3]) is an extended image
M of size m′ × n′ such that:

1. m′ ≤ m and n′ ≤ n;
2. there is at least one solid character adjacent to each edge of M;
3. there are at least 2 approximate occurrences of M in I, where an approximate oc-

currence is a position [k, l] (k ≤ m − m′ + 1 and l ≤ n − n′ + 1) in I such that
M[i, j] = I[k + i − 1, l + j − 1], or M[i, j] = ∗, for 1 ≤ i ≤ m′ and 1 ≤ j ≤ n′.

The set of all the approximate occurrences of M in I is the occurrences list LI
M of M

in I.
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With reference to the concept of approximate occurrence, we also say that a 2D
motif M1 (or simply motif) is a sub-motif of another motif M2, if M1 has at least an
approximate occurrence in M2.

When approximate occurrences are taken into account, and motifs with don’t cares
are thus considered, the number of all the possible motifs that one can extract from an
input encoded image can grow drastically, often becoming exponential in the size of
the input image. In order to limit such a growth, suitable notions of maximality and
irredundancy have been proposed in both one and two dimensions [2,3,11,23,25,26],
leading to the concept of motif basis that we recall below.

Maximal Motif. Let M1, M2, . . . , M f be the motifs in an encoded image I, and let
LM1 , LM2 , . . . , LMf be their occurrence lists, respectively. A motif Mi is maximal if
and only if there exists no motif M j, j � i, such that Mi is a sub-motif of M j and
|LMi | = |LMj |. In other words, Mi cannot be substituted by M j without loosing some of
the Mi occurrences.

Irredundant Motif. A maximal motif M in I, with occurrence list LM , is redundant if
there exist maximal sub-motifs Mi, 1 ≤ i ≤ p, such that LM = LM1 ∪ LM2 ∪ . . .∪ LMp ,
up to some offsets, and M � Mi, 1 ≤ i ≤ p. This means that every occurrence of M on
I is already covered by one of the motifs M1, M2, . . . , Mp. A maximal motif that is not
redundant is called an irredundant motif.

Motif Basis. Consider now the setM of all maximal motifs in I. A subset B ofM is
called a basis ofM if the following hold:

1. for each M ∈ B, M is irredundant with respect to B − {M};
2. let G(X) be the set of all the redundant maximal motifs implied by the set of motifs
X: thenM = G(B).

In [3] it has been proved that the basis B of k-motifs for an image I on an alphabet
Σ is unique for any k, and that it is made of O(N) motifs if N is the size of I. This helps
in obtaining a compact descriptor for I, almost due to the fact that, in practice, the size
of the basis is usually much smaller than N.

We conclude this section by illustrating an example showing the basis on the encoded
image I defined on Σ = {a, b}. In particular, Figure 4 depicts I and its maximal motifs.
Note that N = 12 and the number of maximal motifs is 8. Only 5 out of them are worth
to belong to the basis of I, that are, M3, M4, M6, M7 and M8 (as an example, M1 is made
redundant by M4 and M6).

4 Proposed Approach

We now describe the approach proposed in this paper for the classification of digital
images. In particular, we consider an input image dataset T = {I1, I2, . . . In}, where
images are subdivided in h classes C1,C2, . . . ,Ch, and a test image I (we refer in the
following to the encoded images corresponding to the input digital images). The output
of our approach will be the label Ci (i = 1, . . . , h) of the class which I is predicted to
belong to.
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I[4,3] =

a b b
b b a
a b a
b a b

M1= a b LM1 = {[1, 1], [3, 1], [4, 2]}

M2= b LM2 = {[1, 2], [1, 3], [2, 1], [2, 2], [3, 2], [4, 1], [4, 3]}

M3=
a
b

LM3 = {[1, 1], [3, 1], [3, 3]}

M4 =
a b
b ∗ LM4 = {[1, 1], [3, 1]} M5= a LM5 = {[1, 1], [2, 3], [3, 1], [3, 3], [4, 2]}

M6 =
b ∗
a b

LM6 = {[2, 1], [3, 2]} M7 =
b ∗
b a

LM7 = {[1, 2], [2, 2]}

M8 =
∗ b
b ∗ LM8 = {[1, 1], [1, 2], [3, 1]}

Fig. 4. An input encoded image I and its maximal motifs

For each image I j ∈ T , we extract the basis B j of 2D motifs. Let D = ∪n
j=1B j be

the set of all the motifs in the basis extracted this way, i.e. the codebook. We exploit
motifs in such basis as features in order to characterize the different classes as follows.
For each motif mi ∈ D, and for each image I j ∈ T ( j = 1, . . . , n), an array (histogram)
W j is built such that W j[i] is the number of occurrences of mk in I.

Let now I be the test image. Let W be an array such that W[i] is the number of oc-
currences of the motif mi ∈ D in I. The K-Nearest Neighbour technique is then applied
by computing the euclidean distances d j between each W j and W, and by choosing as
the output class that one having the larger consensus, among those k images scoring the
minimum values for d j. Figure 5 shows the pseudocode of the proposed classification
algorithm.

The Basis Extraction procedure called at line 3 implements the technique proposed
in [3], that at first extracts the set M of all the maximal motifs occurring in I, then
computes their occurrence lists, and finally eliminates the residue redundancy in M
and returns in output both the motifs of the basis of I and their occurrence lists.

The Compute Occurrences procedure receives in input a motif m and an image I,
and returns in output the number of occurrences of m in I.

The following example clarifies how the proposed approach works. Let us consider
the training set T = {I1, I2, I3, I4} defined on Σ = {a, b, c, d, e, f , g, h}, where:

I1 =

b c e
b c e
c h h

, I2 =

b c e c
f a h h
b h h a

, I3 =
d f a
c f a

and I4 =

g c a
d f a
g c d

.
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Input: an image dataset T of n images grouped in h classes C1,C2, . . . ,Ch;
a test image I;
an integer k;

Output: a label x ∈ {1, 2, . . . , h} corresponding to the class predicted for I;
1. D = ∅;
2. for each image I j ∈ T begin
3. call Basis Extraction and obtain B j;
4. D = D∪ B j;
5. end
6. for each image I j ∈ T begin
7. let Wj be an empty array of |D| integer values;
8. for each motif mi ∈ D begin
9. call Compute Occurrences on mi and I j and obtain noccj,i;

10. Wj[i] = noccj,i;
11. end
12. end
13. let W be an empty array of |D| integer values;
14. for each motif mk ∈ D begin
15. call Compute Occurrences on mk and I and obtain nocci;
16. W[i] = nocci;
17. end
18. let E be an empty array of n real values;
19. for each image I j ∈ T begin
20. E[ j] is set as the Euclidean distance between Wj and W;
21. end
22. sort E in increasing order;
23. let S be the set of images in T corresponding to the first k elements in E;
24. return the label of the most popular class in S ;

Fig. 5. The Classification Algorithm

T is partitioned in two classes C1 = {I1, I2} and C2 = {I3, I4}. Suppose we want to
classify the following test image defined on Σ:

It =

b c e b
f h h h
b h h h
c a h a

In order to build the codebook, the algorithm first extracts the basis Bi from each
image Ii of the training set. The obtained bases are as follows (we do not include trivial
motifs made of only a character):
B1 = {M1} where M1 = b c e

B2 = {M2,M3} where M2 =
* h
h *

and M3 = h h

B3 = {M4} where M4 = f a

B4 = {M5} where M5 = g c

The obtained codebook is then:D = {M1,M2,M3,M4,M5}.
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For each image of the training set, the corresponding histogram is determined by
counting the occurrences of the motifs that build up the codebook. The resulting vectors
are: W1 = [2, 0, 1, 0, 0], W2 = [1, 2, 2, 1, 0], W3 = [0, 0, 0, 2, 1] and W4 = [0, 0, 0, 1, 2].

The histogram of the test image, which is similarly computed, is: Wt = [1, 3, 4, 0, 0].
The Euclidean distances between each Wi and Wt are then determined and are:
d(W1,Wt) = 4.35, d(W2,Wt) = 2.5, d(W3,Wt) = 5.57 and d(W4,Wt) = 5.57.

By using k = 1, the smaller distance is d(W2,Wt) and therefore It is assigned to the
class C1.

5 Experimental Validation

We now describe an experimental validation campaign performed to test the image classi-
fication approach presented in this paper. In particular, we exploited at first a benchmark
image dataset, the ZuBuD dataset, that is described below, and then also a dataset of
images obtained by storing frames from digital videos of some Italian television news.

5.1 Tests on the ZuBuD Dataset

The ZuBuD dataset is a publicly available collection of images that depict 201 buildings
in Zurich [29]. The training set contains five pictures per building, each of which has
been taken from a different viewpoint. The test set contains 115 pictures of a subset
of the 201 buildings. The pictures were acquired by two different cameras in different
seasons and under different weather conditions. Training images have a resolution of
640 × 480 pixel, whereas that of test images is of 320 × 240 pixel.

Because of the high number of classes, we first tested our classifier by using a subset
made of only five classes. In a second experiment, we considered ten classes and finally
the full training set. In the choice of the classes to be included for the experiments, atten-
tion has been paid to select both clearly distinct classes and subsets of similar classes.
Test images are classified by using k = 1 for the K-Nearest Neighbour algorithm. This
way, the test image is assigned to the class of the nearest (most similar) image of the
training set.

In order to evaluate the performances of the considered classification techniques, we
refer to the error rate of an experiment as the percentage of misclassified test images.

The subset of the training images used for the first experiment is shown in Fig. 6,
where each row corresponds to a different class. It can be noted that in this case, there
is a clear distinction among the classes. The classification algorithm performed well
by achieving a 0% error rate, i.e. all the test images were correctly assigned to the
belonging class.

For the second experiment, five more classes were added to the training set of the
previous case. This time, classes are not not sharply separated as before: there are pic-
tures belonging to different classes which are similar, especially for the color of some
of their portions. Also in this case, the performance of the classifier were good in that it
achieved an error rate of 20% despite the presence of similarities among images from
different classes.

For the last experiment we used the full training set and the classifier obtained an
error rate of 27.8%. Table 1 summarizes the results of this series of experiments.
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Fig. 6. Images from the exploited dataset (ZuBuD)

Table 1. Results on the dataset Zubud with different numbers of classes

Error rate
5 classes 0%

10 classes 20%
201 classes 27.8%

In order to improve the accuracy of 2D feature motifs based classification approach,
we also performed two further experiments. At first, we applied a preprocessing step by
quantizing the input images of the training set, in order to reduce noice and to increase
the density of the extracted motifs. The second experiment was that of reducing the size
of the codebook as follows. For each set of motifs {m1,m2, . . . ,mk} where there exists
m j such that each mi is a submotif of m j (i � j, i, j = 1, . . . , k), then the entire set is
condensed and only m j is kept in the codebook (i.e., each mi is substituted by m j). Note
that, for images belonging to the same class, finding repeated submotifs across them is
not unusual.

The ZuBuD datased has been employed in the literature to evaluate the performance
of other classifiers [21,30,28]. Table 2 summarizes the results of our algorithm, including
also the last two variants we considered, and compares them with those achieved by other
approaches. The best variant for our approach is that exploiting condensed codebook, and
the results we obtained are comparable with those of the other approaches. Note that the
features we exploited rely only on pixel-level information. The accuracy of the proposed
approach could be improved by combining them by other higher level information.

5.2 Tests on Video Frames

In order to further analyze the behaviour of 2D motif features, we applied the approach
described in Section 4 to a dataset made of 60 images extracted as frames from the
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digital video of three Italian television news (i.e., TG1, TG2 and TGLa7). Some of the
images in such a dataset, that we refer to as VideoTG in the following, are shown in
Figure 7.

Table 2. Comparison on the dataset Zubud

Method Error rate
Approach presented in [20] 4.35%
Approach presented in [30] 13.9%

2D Feature Motifs with condensed codebook 19.13%
2D Feature Motifs with preprocessing 23.48%

2D Feature Motifs 27.8%
Approach presented in [28] 59%

(a) (b) (c)

Fig. 7. (a) Frames from Italian TG1. (b) Frames from Italian TG2. (c) Frames from Italian TGLa7.

We performed two different tests on VideoTG, and applied in both cases cross-
validation by dividing the input dataset in three disjoint sets, then performing three
different tests, with a different training/test set for each of them. Furthermore, we fixed
k = 1. In particular, in the first test we considered only the frames corresponding to
the two classes TG1 and TG2, while in the second one we exploited all the VideoTG
dataset, thus considering three classes. The results we obtained are shown in Table 3.

Table 3. Tests performed exploiting only the two TG1 and TG2 classes (2 classes), and the three
classes TG1, TG2 and TGLa7 (3 classes)

Error rate (2 classes) Error rate (3 classes)
Experiment 1 0% 13.33%
Experiment 2 20% 20%
Experiment 3 0% 20%

AVG 6.7% 17.78%

These tests confirm that the performances of the method become worse when the
number of classes increases. However, since the classes are well separated, the approach
seems to be successfull in distinguishing frames coming from different videos.

6 Conclusion

We proposed an image classification approach based on 2D feature motifs suitably em-
bedded in a bag-of-words model and used in cascade with K-Nearest Neighbour. We
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performed an experimental validation campaign on both a benchmark image dataset and
a video frames dataset, obtaining promising results. Indeed, the error rate achieved by
our technique is comparable with those of other existing approaches, and improves when
suitable refinements are provided either in preprocessing or in codebook building steps.

We plan to explore several directions as our future work. Among them, we will
study how combining 2D feature motifs with classification approaches alternative to
K-Nearest Neighbour, such as for example Support Vector Machines. We also will ana-
lyze suitable invariants, such as scaling and/or rotations [10,13], that could improve the
ability of 2D basis in capturing the essential information of digital images, and suitable
similarity measures and approaches coming from time series pattern discovery [9,27].

Acknowledgements. This research was partially supported by the Italian Ministry
for Education, University and Research under the grants PON 01 02477 2007-2013
- FRAME and FIT (IDEAS: “Un Ambiente Integrato per lo Sviluppo di Applicazioni e
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Abstract. Forecasting natural disasters, as wildfires or floods, is a man-
datory activity to reduce the level of risk and damage to people, proper-
ties and infrastructures. Since estimating real-time the susceptibility to
a given phenomenon is computationally onerous, susceptibility maps are
usually pre-computed. So, techniques are needed to efficiently query such
maps, in order to retrieve the most plausible scenario for the current situ-
ation. We propose a flexible querying and answering framework by which
the operator, in charge of managing an ongoing disaster, can retrieve the
list of susceptibility maps in decreasing order of satisfaction with respect
to the query conditions. The operator can also describe trends of the con-
ditions that are related with environmental parameters, assessing what
happens if a dynamic parameter is increasing or decreasing in value.

1 Introduction

The European Civil Protection, by its Disaster Prevention, Preparedness and
Intervention programs1, states that the improvement of the methods both for
data sharing and communication, and the enhancement of the public informa-
tion, education and awareness are two of the major strategic modes of actions
proposed to prevent the risks and damage to people, properties and infrastruc-
tures and, in so doing, to reduce vulnerabilities and risks to hazards. In the same
way, the World Conference on Disaster Reduction (2005) promoted actions to
identify, assess and monitor disaster risks and enhancing early warning.

By relying on these guidelines, the SISTEMATI project has the main aim of
developing a system to improve the capabilities of both planners and managers
(from now on named operators) in preparedness and response to wildfire disaster-
related activities by providing the following functionality, as depicted in Fig. 1:

– Hazard and risk maps generation: at the current stage of the project develop-
ment, we started generating multiple wildfire susceptibility maps of the ter-
ritory by using a statistic modeling approach that classifies the spatial units

� This work has been carried out within the project SISTEMATI “Geomatics Sup-
porting Environmental, Technological and Infrastructural Disaster Management”,
funded by the Italian Ministry of Research jointly with Regione Lombardia.

1 http://ec.europa.eu/echo/civil_protection/civil/prote/cp14_en.htm
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Fig. 1. Wildfire prevention framework

of the territory with respect to their predisposition to wildfires occurrence.
The approach uses historical records of wildfires and knowledge of both static
and dynamic parameters surveyed on the territory under analysis. In fact,
some information needed to obtain reliable predictions of wildfires is highly
dynamic, such as the wind conditions when the historic wildfires events oc-
curred. The availability of susceptibility maps and the parameters associated
with them will increase the knowledge of both the potential occurrence of
destructive events and the meteorological conditions that determined such
events. Based on this piece of information together with economic value
and vulnerability of infrastructure, risk maps will be generated in a further
phase of the SISTEMATI project, in order to provide information on the
direct/indirect effects of the destructive events at a regional scale.

– Hazard and risk maps flexible querying and answering : the system will allow
the real-time retrieval and visualization of hazard and risk maps by providing
the operators in charge of the territorial planning with the ability to flexibly
query the metadata associated with the stored maps (presently, wildfire sus-
ceptibility maps): such queries specify the current or forecast values of the
static and dynamic parameters in the form of (soft) constraints on the meta-
data, and the system retrieves, from the repository, the maps generated with
the values of the parameters that best satisfy the (soft) constraints. This way
the system performs a case-based reasoning to retrieve the most plausible
scenarios by comparing the current conditions to analogous environmental
situations: the closer the actual circumstances are to the model assumptions,
the better the prediction will be.

This paper focuses on the querying and answering model of the SISTEMATI
framework that is defined based on a fuzzy database approach [4,3]. The opera-
tor can formulate flexible queries by providing either approximate values of the
environmental parameters, or the trends of the dynamic parameters that charac-
terize the current situation (status). The system will retrieve the susceptibility
maps depicting the most plausible scenarios whose metadata match the query
at least to a given degree. This fuzzy database approach is motivated by the fact
that very often the highly dynamic parameters characterizing current or future
conditions are ill-known and thus precise values cannot be stated. Moreover, the
maps are generated with values of the parameters that are invariably affected
by imprecision and errors. Additionally, very often the dynamic parameter maps
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have a coarser resolution of the static parameter maps. Given these premises,
adopting a classic database approach would be inadequate.

Fusion strategies are applied to provide the two maps corresponding to the
most plausible optimistic/pessimistic susceptibility scenarios that match the flex-
ible query. This is also important for risk managers and planners to better eval-
uate the expected risks, since they know the optimistic and pessimistic scenarios
for any given decision.

Section 2 introduces the definition of susceptibility maps and of dynamic pa-
rameter maps; moreover, it presents a technique to fuse susceptibility maps.
Section 3 describes our proposal of flexible querying susceptibility maps, intro-
ducing two techniques: query on current parameters and query on trend. Section
4 presents some related work and Section 5 concludes the paper.

2 Wildfire Susceptibility Maps Generation

The main aim is to generate some susceptibility maps representing the scenarios
in which a particular natural/environmental disaster can happen in a specific
area. The aim is to provide planners with information concerning the potential of
a territory to be affected by future damaging natural events, i.e., any occurrence
(of wildfires, floods, landslides and avalanches) “that causes damage, ecological
disruption, loss of human life, or deterioration of health and health services on
a scale sufficient to warrant an extraordinary response from outside the affected
community or area“ [1]. At this stage of the prototypal system implementation,
we generate wildfire susceptibility maps, which is the first step necessary to suc-
cessively compute hazard and risk maps, that will be dealt with in a successive
phase. By definition, a hazard map provides much more information with re-
spect to a susceptibility map, given that it also supplies the magnitude and the
return period of the event under analysis. In line with this, risk refers to the com-
bined effects of hazard and vulnerability (in terms of physical, social, economic
and environmental vulnerability) that elements of the territory could potentially
experience.

Some wildfire susceptibility maps have been modelled at a regional scale, in
order to investigate different spatially geo-referenced scenarios in which the nat-
ural events under analysis may be expected. The concept of susceptibility refers
to the likelihood of a wildfire occurring in an area on the basis of local static
and dynamic conditions. A susceptibility map is normally a raster-based map
that can represent the spatial domain under study by either continuous values
(probability values in [0,1]) or ordinal values representing susceptibility classes
obtained by applying distinct classification methods. A susceptibility value is
associated to each pixel or aggregation of pixels, representing the level of sus-
ceptibility to wildfires, graphically represented by different colours, that can be
either a susceptibility class identifier or a range of probability values of occur-
rence. Each susceptibility map is also associated with parameter maps in which
the values of the parameters specify under which static and dynamic conditions
each distinct position in the map has been modelled. Such parameter maps are
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synthesized by metadata, organized into a knowledge base available for query-
ing. We distinguish between dynamic parameters that change over time, such
as those denoting meteorological conditions, and static parameters that, given
a geographic area, can be considered invariable over the time of analysis, such
as land use, vegetation, altitude, slope aspect and gradient, among the oth-
ers [12]. In the specific case of wildfire susceptibility maps, modelled within the
SISTEMATI project, the dynamic parameters we deal with are represented by
temperature and rainfall with reference to the day before the occurrence, one
week before, and one month before; for wind direction and speed, instead, we
only use data related to the day before the occurrence.

Each susceptibility map provides the stakeholders with different scenarios and
it can be generated by applying either physical or statistical models concerning
the natural event under analysis. In this paper we use the latter approach, ap-
plying the Weights of Evidence modelling technique (WofE) [2]. WofE is a log-
linear form of the data-driven Bayesian probability model that exploits known
occurrences as training points to derive a predictive output (in our context the
susceptibility maps). This latter is generated from multiple, weighted evidences
(evidential themes representing explanatory variables), influencing the spatial
distribution of the occurrences in the study area [9]. Training points are repre-
sented by historical occurrences of wildfires2. Notice that the WofE technique
does not compute ”fuzzy“ susceptibility maps, i.e., each pixel is associated with
a single value.

Since modelling susceptibility maps is a computationally time consuming ac-
tivity, it is really difficult or even impossible to calculate them real-time when
needed in order to face possible emergencies in terms of preparedness and re-
sponse activities. The availability of a model able to describe the state-of-the-
nature is as important as the assessment of the location of future wildfires. For
this reason, in order to provide real-time information to the operators in charge
of managing the pre-alarm/alarm phase, we decided to store many susceptibility
maps, each one generated off-line with different values and combinations of the
static and dynamic parameters above mentioned. This may allow the operator
to query the knowledge base associated with the stored maps and retrieve the
most ”similar“ scenario(s) to the current situation in relation to the environ-
mental setting and the meteorological conditions. Each map is associated with
some ranges of values for the dynamic parameters.

In order to implement a querying/answering mechanism, it is necessary to
represent the contents of the parameter maps (used in the WofE technique) to
optimize access and query evaluation. To this aim a knowledge base is gener-
ated which contains, for each susceptibility map, metadata that synthesize the
contents of the associated parameter maps.

The querying must be flexible in order to allow the specification of soft con-
ditions on the parameters values, and must be tolerant to uncertainty, thus

2 We considered five different temporal subsets chosen homogeneous with respect to
their meteorological conditions, while evidences are the static and dynamic data
collected within the study area.
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ranking the susceptibility maps in decreasing order of satisfaction to the query
conditions. To model this flexible querying, we rely on the framework of fuzzy
databases [3,4,6].

Furthermore, the result of a flexible query must be an informative answer.
Besides retrieving the most likely susceptibility maps, two virtual maps, rep-
resenting the most likely optimistic and pessimistic scenarios that may occur,
together with the variability of susceptibility levels in each pixel, are gener-
ated. To provide this additional answer, one must perform some map fusion
operations.

2.1 Definition of Susceptibility Map and Its Metadata

In the following we introduce the representations of both the data and the meta-
data that will be used in the following sections.

Susceptibility Map. At the current stage of the project development, we de-
fine a susceptibility map smk as an image where the value smk(r, c) of pixel
(r, c) represents the probability that an hazardous event can happen in the cor-
responding area (obviously, the area represented by a pixel depends on the scale
of the map). A susceptibility map is usually discretised in a small number of
susceptibility levels (or classes). The map partition into susceptibility classes is
crisp and not fuzzy; this is because each class is associated with a given emer-
gency or mitigation process that must be executed by the civil protection, and
thus we need to identify with precise boundaries the regions having a given sus-
ceptibility class. In order to obtain h levels, we identify h + 1 values v0, . . . , vh
in the interval [0, 1]: we set v0 = 0, vh = 1 and we set values v1, . . . , vh−1 such
that ∀l ∈ [1, h] : vl−1 < vl. In order to visualize the discretized maps, we assign a
colour cll to each susceptibility level l = 1, . . . , h, corresponding to the interval
[v0, v1] if l = 1, and to the interval (vl−1, vl] if l = 2, . . . , h.

In our context, the wildfire susceptibility maps have been discretized using
five levels; each level corresponds to a specific mitigation or emergency procedure
that civil protection must apply in the region.

Generally, for generating a susceptibility map we need some static and dy-
namic parameters. While the static parameter maps portray values that can be
assumed invariant in time and, for this reason, constant for all the susceptibility
maps, the dynamic parameter maps are dependent on the dates of the wildfire
training points used by WofE, and thus they are specific for each generated sus-
ceptibility map. So it does make sense to only query the latter ones, to retrieve
the scenarios most similar to the current situation. In the following we only
define dynamic parameter maps.

Dynamic Parameter Maps. The susceptibility maps are generated using p
dynamic parameters, each of which refers to a different time period. For each
dynamic parameter j (with j = 1, . . . , p), we have tj parameter maps dpj,t (with
t = 1, . . . , tj). In a map dpj,t, we identify the value of a pixel (r, c) with dpj,t(r, c).
In the following, when it is not necessary to identify the time periods in which
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the dynamic parameters have been recorded, we use only one index to iterate
over the dynamic parameters, i.e., we identify a dynamic parameter as dpj , with
j = 1, . . . , N where N =

∑p
i=1 ti.

For the wildfire susceptibility maps, we have used four dynamic parameters:
rainfall, temperature, wind speed, wind direction. The first two parameters have
been measured in three different time periods: previous month, previous week
and previous day. The latter two parameters, instead, have been measured only
in the previous day. So, associated with each susceptibility map, we have eight
parameter maps. For example, the temperatures maps of the previous month,
week and day are identified with dp2,1, dp2,2 and dp2,3 if we consider the time
period, or with dp4, dp5 and dp6 if we do not consider the time period.

Let us consider in the following to have M susceptibility maps smk (with k =
1, . . . ,M), each one associated with N parameter maps dpjk (with j = 1, . . . , N).

Metadata. For each dynamic parameter map dpj associated with a susceptibil-
ity map smk, we generate a metadata that synthesizes its content. This metadata
is structured into the following fields:

mdpj = {HazardName, k, ParameterName, T imePeriod, D, H}
where HazardName is the name of the type of hazard we are considering (in
the prototypal system it is always equal to wildfire), k is the index of the sus-
ceptibility map smk, ParameterName and T imePeriod are the names of the
parameter and of the time period to which it is referred to, D is a primitive data
type identifying the domain of values of the parameter (for example integer), and
H = {< range,freq >, } is the histogram of frequencies. range = [va, vb] identi-
fies a range of values within the extremes va and vb on D, and freq is a value in
[0, 1], that is the frequency of the range values which belong to the parameter
map with the name ParameterName. More clearly, H is the normalized his-
togram of frequencies of the values in dpj discretized by assuming a given bin.
There exists a function histj : mdpj .D → [0, 1] such that, given x ∈ mdpj .D,
it returns the value mdpj.H.freq associated with x ∈ mdpj .H.range. Finally,

we define ĥist
j
= maxx∈mdpj.D histj(x) as the maximum value of histogram

mdpj .H .

2.2 Fusing Susceptibility Maps

Given m susceptibility maps (with m ≤ M), we can merge them in order to
obtain the most pessimistic/optimistic scenario.

For the optimistic scenario smopt, the value of a pixel (r, c) is computed as
follows:

smopt(r, c) =
m
min
k=1

smk(r, c) (1)

In the optimistic map, we expect that the best case happens, i.e., we select the
lowest susceptibility level within each pixel.

For the pessimistic scenario smpes, the value of a pixel (r, c) is computed as
follows:

smpes(r, c) =
m

max
k=1

smk(r, c) (2)
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In the pessimistic map, we expect that the worst case happens, i.e., we select
the greatest susceptibility level within each pixel.

Of course, intermediate maps can be obtained by taking intermediate values
between the best and the worst case; we could use OWA operators [13]. As future
work, we plan to investigate which are the best OWA operators that allow to
model distinct decision attributes.

2.3 Variability of Susceptibility Maps

We are also interested in measuring the variability of the expected wildfire sus-
ceptibility among the maps. Givenm susceptibility maps, we build the variability
map V arsm, where the value of each pixel is defined as the variance of the pixel
within the susceptibility maps.

Pixels with low variability identify areas in which the susceptibility level is
independent of the values of the dynamic parameters: the susceptibility could
be either low or high. In case it is high, the territorial planners should provide
mitigation interventions or continuous resources to face emergencies in such areas
of high susceptibility. Pixels with high variability, instead, identify areas in which
the susceptibility level highly depends on the dynamic parameters. In such cases
it would be necessary to provide means to know which are the ranges of the
parameters that determine high levels, in order to plan the allocation of the
resources when the meteorological conditions are becoming close to those values.

3 Flexible Querying Susceptibility Maps

An operator should be able to perform three different kinds of flexible queries
over the maps:
– direct query on current parameters : the operator specifies some (soft) con-

ditions on the current parameters, possibly in a (sub)region of the spatial
domain, and obtains as a result the list of maps in decreasing order of satis-
faction of the query conditions. An example of the specified conditions could
be: ”the temperature has been hot in the last week, the rainfall has been
low in all the previous month and the wind yesterday was blowing in NS
direction with a high speed” where hot, low and high are defined as soft
constraints on the parameters domains.

– direct query on trend : the operator specifies the current parameters relative
to some time periods (month, week and day) in a possible (sub)region, and
the system determines increasing/decreasing trend of the parameters, thus
defines soft constraints that represent the parameters trend. For example,
the operator could specify a constraint as: ”the temperature has been mildly
hot in the last month, hot in the last week and very hot yesterday”.

– inverse query: the operator specifies a susceptibility level (or an interval of
consecutive susceptibility levels) in a (sub)region with the aim of retrieving
the values of the parameters that more likely produce the specified suscepti-
bility level in the specified (sub)region. An example of query could be: “what
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are the values of the dynamic parameters that more likely produce a sus-
ceptibility level greater than medium?”. This kind of query is similar to the
reverse search in [12].

Direct queries (both on current parameters and on trend) are useful for online
risk management, when an operator observes the current status of meteorolog-
ical conditions and checks if there are areas with a high degree of susceptibil-
ity. Inverse queries, instead, are useful for risk management planning, when a
risk management team, responsible of a given territorial area, determines the
lower/upper bounds of some environmental parameters which cause a given sus-
ceptibility level. This information can be used to define pre-alert emergency
plans in case of meteorological conditions within the lower and upper bounds.
In this work we only analyse direct queries.

3.1 Direct Query on Current Parameters

In the direct query on current parameters, the operator can specify:
– the bounding box of the area of interest (if omitted it is assumed to be the

whole spatial domain); since the maps are generated at regional level and
the dynamic parameters are generally known with a coarser resolution, we
think that in most of the queries the bounding box will be omitted, since
one is interested in the scenarios of the whole territory;

– for each of the parameters that s(he) wants to constraint (e.g., the tempera-
ture of last week), a soft constraint approximating the observed values of the
parameter. The membership function of a soft constraint sc, such as hot, can
be defined with a trapezoidal shape μsc through four values (a, b, c, d) with
a ≤ b ≤ c ≤ d belonging to a domain D (e.g., temperature). The definition
of the function is as follows:

μsc(x) =

⎧⎪⎪⎨⎪⎪⎩
0 if x ≤ a ∨ x ≥ d
x−a
b−a if a < x < b

1 if b ≤ x ≤ c
d−x
d−c if c < x < d

(3)

In case the operator specifies the average value of the parameter avg and
the standard deviation σ, we set b = c = avg, a = avg − σ and d = avg + σ.

Similarity Index of a Single Parameter. Once the operator has specified a
soft constraint sc over a dynamic parameter dpj , we must compare sc with the
values of the M parameter maps dpjk (with k = 1, . . . ,M) associated with the
susceptibility maps {sm1, . . . , smM}. For each parameter dpj , we must compute
a similarity index sijsc,k specifying the similarity of the current situation sc with

the situation dpjk that generated the susceptibility map smk.

Let us see how a single similarity index sijsc,k is computed, by considering a
soft constraint on the temperature parameter in the previous week, as shown
in Fig. 2. For each susceptibility map smk, we retrieve the corresponding pa-
rameter map (in this case dp5k, i.e., the map of the temperatures in the previous
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Fig. 2. Computation of the similarity index for the temperature parameter in the
previous week

week). From this map we compute the normalized histogram of frequencies of
the temperatures in the previous week histjBB in the selected bounding box BB.
Notice that, in the case in which the bounding box is omitted, we do not need
to compute the histogram, since it is already precomputed and available in the
correspondent metadata field mdp5k.H . The similarity index can be computed
based on a measure of the overlapping of the two curves, as shown in Fig. 2. One
can use the Jaccard coefficient [8]:

sijsc,k = Jaccard(μsc,mdpjk) =

∑
x∈mdpj

k.D

min(μsc(x), hist
j(x))∑

x∈mdpj
k.D

max(μsc(x), histj(x))

A simpler definition of the similarity index could be:

sijsc,k = max
x∈mdpj

k.D
min(μsc(x), hist

j(x))

Note Note that the soft constraints describe the parameter conditions of the
whole spatial domain (or the subregion delimited by a bounding box): we do not
support the specification of different constraints for different sub-areas and this
could be a limitation in some cases. Let’s consider the temperature parameter.
For limited areas, the assumption that the temperature is uniform is accept-
able. For wide areas, instead, such assumption can not be done. Actually, also
for limited areas, such assumption may be not acceptable: for example, in an
area that spans between a valley and the peak of a mountain, the difference of
temperature could be significant.

Global Similarity Indexes. In order to define the similarity between a sus-
ceptibility map smk and the situation described by the operator who formulates
queries, we must define a global similarity index s̃i obtained by the aggregation
of the single similarity indexes {si1,k, . . . , siN,k} defined for the single parame-
ters. We could obtain the aggregation as the minimum of the single indexes; such
approach has the advantage that the minimum operator is idempotent. Another
solution is to make the product of the single indexes; this solution has the ad-
vantage that it better ranks the susceptibility maps, and the disadvantage that
the product operator is not idempotent.
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Result. The result of the direct query on the current parameters is a list
ŝm1, . . . , ŝmm of the susceptibility maps with the m highest similarity indexes,
ranked in decreasing order of their similarity indexes {s̃i1 ≥ . . . ≥ s̃im}.

The similarity indexes of the retrieved maps can be used to assign plausibility
values to the optimistic and pessimistic maps defined in formulae 1 and 2 in
Section 2.2. We could use optimistic/pessimistic maps generated using all the
M susceptibility maps or using only the first m < M maps retrieved with the
query. Given an optimistic/pessimistic fused susceptibility map fsm , function
Omfsm retrieves, for each pixel, the index k of map smk from which the value
of the map fsm has been derived. In case of optimistic and pessimistic maps
obtained by formulae 1 and 2 (i.e., fsm = opt or fsm = pes), functions Omopt

and Ompes, given a pixel (r, c), are respectively defined as follows:

k = Omopt(r, c) = arg
m
min
i=1

ŝmi(r, c) k = Ompes(r, c) = arg
m

max
i=1

ŝmi(r, c)

So, given the similarity indexes {s̃i1, . . . , s̃im} computed with respect to the
current query, we build the plausibility map plfsm of map fsm by computing the
value of each pixel in the following way:

plfsm(r, c) = s̃ik where Omfsm (r, c) = k

So, the plausibility of an optimistic/pessimistic map fsm in a given pixel (r, c)

is determined by the similarity index s̃ik of the susceptibility map ŝmk from
which the value fsm(r, c) has been derived. The plausibility index, associated
with a pixel classified into a given susceptibility class, allows to estimate the un-
certainty of the classification. One could define minimal acceptable levels on the
plausibility degree to identify regions with a minimal certainty of classification.

3.2 Direct Query on Trend

In this case the operator provides the possibly approximate values of a dynamic
parameter in the previous month, week and day (cm, cw, cd). Such kind of query
is possible only over the parameters whose values are given for all the three time
periods (e.g., rainfall and temperature for the wildfire alert).

We suppose that the operator provides three values that follow a trend among
the values of the previous month, week and day; the trend is increasing (↑) when
cm ≤ cw ≤ cd, and decreasing (↓) when cm ≥ cw ≥ cd.

The query is executed in three steps:
1) definition of the three (soft) constraints based on the values specified by the

operator for the parameter;
2) filtering of the susceptibility maps whose parameters values have the same

trend of the values specified by the operator;
3) among the maps identified in the previous step, evaluation of the soft con-

straints as done in the direct query on current parameters (Section 3.1).
Given a dynamic parameter dp, in order to answer to a query, we retrieve, for

each susceptibility map smk, the metadata histograms mdp.Hm, mdp.Hw and
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mdp.Hd (related to the measurements of the previous month, week and day),

and get their maximum values, identifying them with ĥist
m
, ĥist

w
and ĥist

d
.

Then, we select only the susceptibility maps that follow the trend specified by
the operator. For example, if the user specified an increasing trend, we select

only those maps in which ĥist
m

≤ ĥist
w

≤ ĥist
d
. Then, for these maps, we

compute the similarity indexes and the global similarity indexes as it has been
described in Section 3.1.

4 Related Work

Several projects use susceptibility maps for forecasting events: in [7], for example,
susceptibility maps for several types of hazards have been generated. However
these platforms usually only permit to display the susceptibility maps and to do
standard geospatial data manipulation operations (e.g., zooming and panning),
but they do not support flexible querying as the one we propose in this paper.

Others applications have modelled environmental risks based on dynamic vari-
ables such as in [5] where malaria disease is modelled by considering the climatic
changes, or in [11] where soil erosion is modelled by considering the rainfalls so
that all storm rainfall above a critical threshold (whose value depends on soil
properties and land cover) is assumed to contribute to runoff, and erosion is
assumed to be proportional to runoff.

A work similar to ours is described in [12]. However, their work differs from
ours since they use fire simulators to predict fires, and they use the history of fires
only to calibrate the input variables of the simulator (using genetic algorithms).
They use a nearest neighbour search to find, in the fire history, the fire event
that occurred with a configuration of the dynamic parameters most similar to
the current configuration.

5 Conclusions and Future Work

Our proposal is original as far as three aspects. The first aspect, related to the
application, is the storage and retrieval of susceptibility maps which make sense
in a real settings due to the fact that these maps are generated based on dynamic
parameters. The management of pre-alarm and emergency phases may benefit
by the retrieval of plausible wildfire scenarios given the current values of the
dynamic parameters, that would be impossible to generate real-time.

The other two original aspects are the application of soft computing methods
to model both the flexible querying and the soft fusion of susceptibility maps.
Flexible queries can provide a user friendly means to the operator for expressing
the values of the current dynamic parameters, that are often ill-known (generally
one has the mean and the standard deviation). Thus, the retrieval must be able to
tolerate imprecision in the definition of the selection conditions of susceptibility
maps and must provide ranked answers. Further novelty, as far as the retrieval
of spatial data, is generating ”virtual” susceptibility maps representing the most
pessimistic and optimistic susceptibility scenarios matching the current values of
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the dynamic parameters. These “virtual” scenarios provide a richer information
than the single plausible susceptibility maps, since they account for the level
of maximum and minimum susceptibility of an area of the territory given the
current dynamic parameters values.

As future work we plan to experiment different operators for computing the
similarity indexes of the single parameters and the global similarity index, and
determine those that provide the better forecasting results. Moreover we plan
to generate the susceptibility maps applying a fuzzy partition [10], instead of
a crisp one as currently done. This would allow to describe more precisely the
smooth boundaries that actually exist between the sub-regions classified with the
five susceptibility levels. To this purpose, we should adapt the WofE method for
producing maps with fuzzy regions, and the querying and answering framework
proposed in this paper for handling the new type of maps.
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Abstract. Traditional query languages like SQL and OQL use a so-
called WHERE clause to extract only those database records that fulfil
a specified condition. Conditions can be simple or be composed of con-
ditions that are connected through logical operators. Flexible querying
approaches, among others, generalized this concept by allowing more
flexible user preferences as well in the specification of the simple condi-
tions (through the use of fuzzy sets), as in the specification of the logical
aggregation (through the use of weights). In this paper, we study and
propose a new technique to further enhance the use of weights by work-
ing with so-called criterion trees. Next to better facilities for specifying
flexible queries, criterion trees also allow for a more general aggregation
approach. In the paper we illustrate and discuss how LSP basic aggre-
gation operators can be used in criterion trees.

Keywords: Fuzzy querying, criterion trees, LSP, GCD.

1 Introduction

1.1 Background

Traditionally, WHERE-clauses have been used in query languages to extract
those database records that fulfil a specified condition. This condition should
then reflect the user’s preferences with respect to the records that should be
retrieved in the query result. Most traditional query languages like SQL [10]
and OQL [2] only allow WHERE-conditions which can be expressed by Boolean
expressions. Such Boolean expression can be composed of simple expressions
that are connected by logical conjunction (∧), disjunction (∨) and negation (¬)
operators. Parentheses can be used to alter the sequence of evaluation.

Adequately translating the user’s needs and preferences into a representative
Boolean expression is often considered to be a difficult and challenging task.
This is especially the case when user requirements are complex and expressed in
natural language. Soft computing techniques help developing fuzzy approaches
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for flexible querying that help to solve these difficulties. An overview of ‘fuzzy’
querying techniques can, among others, be found in [18].

In this paper, ‘fuzzy’ querying of a regular relational database is considered.
Such a database consists of a collection of relations, represented by tables [3],
comprising of attributes (columns) and tuples (rows). Each relation R is defined
by a relation schema

R(A1 : T1, . . . , An : Tn)

where the Ai : Ti’s are the attributes of R, each consisting of a name Ai and an
associated data type Ti. This data type, among others, determines the domain
domTi consisting of the allowed values for the attribute. Each tuple

ti(A1 : v1, . . . , An : vn)

with vi ∈ domTi , 1 ≤ i ≤ n represents a particular entity of the (real) world
modelled by the given relation.

The essence of ‘fuzzy’ querying techniques is that they allow to express user
preferences with respect to query conditions using linguistic terms which are
modelled by fuzzy sets. The basic kind of preferences, considered in ‘fuzzy’
database querying, are those which are expressed inside an elementary query
condition that is defined on a single attribute A : T . Hereby, fuzzy sets are used
to express in a gradual way that some values of the domain domT are more
desirable to the user than others. For example, if a user is looking for ‘cheap
houses’, a fuzzy set with membership function μcheap on the domain of prices,
as depicted in Fig. 1 can be used to reflect what the user understands by its
linguistically expressed preference ‘cheap house’.

Fig. 1. The modelling of ‘Cheap house prices’

During query processing, basically all relevant database tuples t are evaluated
to determine whether they satisfy the user’s preferences (to a certain extent) or
not. Hereby, each elementary query criterion ci, i = 1, . . . ,m of the query is
evaluated, resulting in an elementary matching degree γci(t) which is usually
modelled by a real number of the unit interval [0, 1] (where γci(t) = 1 represents
that the tuple t fully satisfies the criterion and γci(t) = 0 denotes no satisfaction).
For example, evaluating the elementary criterion ‘cheap price’ for a tuple t with
price attribute value t[Price] = 110K results in an elementary satisfaction degree
γcheap price(t) = μcheap(110K) = 0.9, which expresses that a house of 110K
satisfies the criterion ‘cheap house’ to an extent 0.9.



366 G. De Tré et al.

Next, the elementary degrees are aggregated to compute the overall matching
degree γ(t) of the tuple. In its simplest form, the aggregation of elementary
matching degrees is determined by the fuzzy logical connectives conjunction,
disjunction and negation which are respectively defined as follows:

γc1∧c2(t) = i(γc1(t), γc2(t)) (1)

γc1∨c2(t) = u(γc1(t), γc2(t)) (2)

γ¬c(t) = 1− γc(t) (3)

where i and u resp. denote a t-norm and its corresponding t-conorm [12].
In a more complex approach, users are allowed to express their preferences

related to the relative importance of the elementary conditions in a query, hereby
indicating that the satisfaction of some query conditions is more desirable than
the satisfaction of others. Such preferences are usually denoted by associating
a relative weight wi (∈ [0, 1]) to each elementary criterion ci, i = 1, . . . ,m of
the query. Hereby, as extreme cases, wi = 0 models ‘not important at all’ (i.e.,
should be omitted), whereas wi = 1 represents ‘fully important’. Assume that
the matching degree of a condition ci with an importance weight wi is denoted
by γc∗i (t). In order to be meaningful, weights are assumed to satisfy the following
requirements [4]:

– In order to have an appropriate scaling, at least one of the associated weights
has to be 1, i.e., maxi wi = 1.

– If wi = 1 and the associated elementary matching degree for ci equals 0, i.e.,
γci(t) = 0, then the weight’s impact should be 0, i.e., γc∗i (t) = 0.

– If wi = 1 and γci(t) = 1, then γc∗i (t) = 1.
– If wi = 0, then the weight’s impact should be such as if ci does not exist.

The impact of a weight can be computed by first matching the condition as
if there is no weight and then second modifying the resulting matching degree
in accordance with the weight. A modification function that strengthens the
match of more important conditions and weakens the match of less important
conditions is used for this purpose. From a conceptual point of view, a distinction
has been made between static weights and dynamic weights.

Static weights are fixed, known in advance and can be directly derived from
the formulation of the query. These weights are independent of the values of the
tuple(s) on which the query criteria act and are not allowed to change during
query processing. As described in [4], some of the most practical interpretations
of static weights can be formalised in a universal scheme. Namely, let us assume
that query condition c is a conjunction of weighted elementary query conditions
ci (for a disjunction a similar scheme has been offered). Then the matching de-
gree γc∗i (t) of an elementary condition ci with associated implicative importance
weight wi is computed by

γc∗i (t) = (wi ⇒ γci(t)) (4)

where ⇒ denotes a fuzzy implication connective. The overall matching degree
of the whole query composed of the conjunction of conditions ci is calculated
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using a standard t-norm operator. Implicative weighting schemes in the context
of information retrieval and weights that have the maximum value 1 were mostly
investigated by Larsen in [13,14].

The approach for static weights, has been refined to deal with a dynamic,
variable importance wi ∈ [0, 1] depending on the matching degree of the associ-
ated elementary condition. Extreme (low or high) matching degrees could then
for example result in an automatic adaptation of the weight.

A further, orthogonal distinction has been made between static weight as-
signments, where it is also known in advance with which condition a weight is
associated (e.g., in a situation where the user explicitly states his/her prefer-
ences) and dynamic weight assignments, where the associations between weights
and conditions depend on the actual attribute values of the record(s) on which
the query conditions act (e.g., in a situation where most criteria have to be sat-
isfied, but it is not important which ones). OWA operators [16] are an example
of a technique with dynamic weight assignments.

Another aspect of ‘fuzzy’ querying concerns the aggregation of (partial) query
conditions to be guided by a linguistic quantifier (see, e.g., [11,9]). In such ap-
proaches conditions of the following form are considered:

c = Ψ out of {c1, . . . , ck} (5)

where Ψ is a linguistic (fuzzy) quantifier and ci are elementary conditions to be
aggregated. The overall matching degree γc(t) of c can be computed in different
ways. Commonly used techniques are for example based on liguistic quantifiers
in the sense of Zadeh [17], OWA operators [16] and the Sugeno integral [1].

1.2 Problem Description

In many real-life situations users tend to group and structure their preferences
when specifying selection criteria. Quite often, criteria are generalised or further
specialised to obtain a better insight in what one is looking for. Such gener-
alisations and specialisations then result in a hierarchically structured criteria
specification, which will further on be called a criterion tree.

For example, for somebody who is searching for a house in a real estate
database it is quite natural to require affordability (acceptable price and mainte-
nance costs) and suitability (good comfort, good condition and a good location).
Good comfort might be further specified by living comfort and basic facilities,
where living comfort refers to at least two bathrooms, three bedrooms, garage
etc. and basic facilities refer to gas, electricity, sewage, etc. Good condition might
be specified by recent building and high quality building material. Finally, good
location might be subdivided by accessibility, healthy environment, nearby fa-
cilities etc. The criterion tree corresponding to these user requirements is given
in Fig. 2.

Query languages have no specific facilities for efficiently handling criterion
trees. Indeed, criterion trees have to be translated to logical expressions, but for
large criterion trees containing many criteria, this translation becomes difficult
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Fig. 2. Criterion tree for house selection

to interpret. Moreover, when working with weighted criteria, users often like to
express preferences over subgroups of criteria. For example, a user might want
to specify that the condition of a house is more important than its location.
Such kinds of preferences require weight assignments to the internal nodes of a
criterion tree. Translating such weights to weights for individual criteria is arti-
ficial and requires a significant effort as it becomes almost impossible to obtain
a weight set which correctly reflects the preferences of the user. The latter even
holds more generally: the more criteria we have to deal with, the more difficult it
is to assign meaningful weights to the criteria [8]. Weight assignment is especially
difficult for queries of high complexity which can contain hundreds of criteria and
of which the weights should be easily adjustable. These kind of difficulties can be
avoided by only considering manageable subsets of semantically related criteria
to which weights are assigned in accordance with the user’s preferences. Remark
that humans use a similar approach when specifying complex requirements.

1.3 Objectives

In this paper we propose a novel flexible query specification and handling tech-
nique which is based on LSP (Logic Scoring of Preference) [5], a methodology
which originates from decision support. The presented technique supports work-
ing with criterion trees and moreover allows for more flexibility in aggregat-
ing elementary degrees of satisfaction. The latter being obtained by providing
the user with a selected number of generalized conjunction/disjunction (GCD)
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operators. Furthermore we illustrate that the use of criterion trees and GCD
aggregation more adequately reflects the way how users reason while specifying
their preferences related to their database search.

The remainder of the paper is organised as follows. In the next Section 2,
criteria specification in criterion trees is discussed. The issues respectively dealt
with are hierarchic query specification, weight specification and GCD selection.
Next, the evaluation of a criterion tree is presented in Section 3. This evaluation is
an important component of query processing and results in an associated overall
satisfaction degree for each tuple that is relevant to the query result. In Section 4
we give an illustrative example based on house selection in order to justify the use
of criterion trees with soft computing aggregation like GCD. Finally, in Section 5
the main contributions of the paper are summarised, conclusions are stated and
some directions for future research are given.

2 Specification of Criterion Trees

A criterion tree is a hierarchical structure that is recursively defined as a collec-
tion of nodes starting at a root node. Each node can be seen as a container for
information and can on its turn be connected with zero or more other nodes,
called the child nodes of the node, which are one level lower in the tree hierarchy.
A node that has a child is called the child’s parent node. A node has at most
one parent. A node that has no child nodes is called a leaf.

The leaf nodes of a criterion tree contain an elementary query condition cA
that is defined on a single database attribute A : T as described in the intro-
duction Section 1. This condition expresses the user’s preferences related to the
acceptable values for attribute A : T in the answer set of the query.

All non-leaf nodes, i.e., the internal nodes, of a criterion tree contain a symbol
representing an aggregation operator. Each child node ni of a non-leaf node n
has an associated weight wi reflecting its relative importance within the subset
of all child nodes of the non-leaf node. Hereby, for a non-leaf node with k child
nodes it must hold that

∑k
i=1 wi = 1. With this choice, we follow the semantics

of the LSP methodology [5], which are different form those presented in [4].
Using Extended BNF (EBNF) notation [15], a criterion tree can be described

by:

aggregator = "C" | "HPC" | "SPC" | "A" | "SPD" | "HPD" | "D"

criterion tree = elementary criterion | composed criterion

composed criterion = aggregator "(" criterion tree":"weight","

criterion tree":"weight {"," criterion tree":"weight}")"

elementary criterion = attribute "IS {("min value"," suitability")"

{",(" value"," suitability")" } ",("max value"," suitability")}"

where { } means ‘repeat 0 or more times’. The values in elementary criterion
must form a strictly increasing sequence.

The supported aggregators are denoted by ‘C’ (conjunction), ‘HPC’ (hard
partial conjunction), ‘SPC’ (soft partial conjunction), ‘A’ (neutrality), ‘SPD’
(soft partial disjunction), ‘HPD’ (hard partial disjunction) and ‘D’ (disjunction).
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This set is in fact a selection of seven special cases from the infinite range of
generalized conjunction/disjunction (GCD) functions and can be easily extended
when required.

The seven aggregators can be combined yielding nine combined aggregators
as presented in Fig. 3.

Fig. 3. Basic and combined simultaneity and replaceability operators

Two basic special cases of GCD are the partial conjunction (PC) and the
partial disjunction (PD). Partial conjunction is a model of simultaneity, whereas
partial disjunction is a model of replaceability. If we want to use GCD as an
aggregator in a criterion tree, we have to select one of the supported aggregators
based on the desired degree of simultaneity or replaceability.

Both ‘C’ and ‘HPC’ are models of high simultaneity and mandatory require-
ments. All inputs must be (partially) satisfied, and therefore they reflect manda-
tory requirements. If any input in an aggregated group of preferences is 0, the
output is going to be 0. ‘SPC’ is also a model of simultaneity, but its (adjustable)
level of simultaneity is lower than in the case of HPC. No input is mandatory.
A single nonzero input is sufficient to produce a (small) nonzero output.

‘D’, ‘HPD’, and ‘SPD’ are models of replaceability symmetrical to ‘C’, ‘HPC’,
and ‘SPC’. ‘D’ and ‘HPD’ are models of high replaceability and sufficient require-
ments. If only one input is completely satisfied, that is sufficient to completely
satisfy the whole group and the values of other inputs are insignificant. Each
input can fully compensate (replace) all remaining inputs. ‘SPD’ is also a model
of replaceability, but its (adjustable) level of replaceability is lower than in the
case of HPD. No input is sufficient to completely satisfy the whole group, but
any nonzero input is sufficient to produce a nonzero output.
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The neutrality aggregator A (arithmetic mean) provides a perfect logic bal-
ance between simultaneity and replaceability. Thus, the logic interpretation of
the arithmetic mean is that it represents a 50-50 mix of conjunctive and disjunc-
tive properties; that is explicitly visible in the case of two inputs:

x1θx2 =
x1 + x2

2
=

(x1 ∧ x2) + (x1 ∨ x2)

2
. (6)

For any number of inputs, all inputs are desired and each of them can partially
compensate the insufficient quality of any other of them. No input is mandatory
and no input is able to fully compensate the absence of all other inputs. In other
words, the arithmetic mean simultaneously, with medium intensity, satisfies two
contradictory requests: (1) to simultaneously have all good inputs, and (2) that
each input has a moderate ability to replace any other input.

The arithmetic mean is located right in the middle of GCD aggregators but
we cannot use it as a single best representative of all of them. The central lo-
cation of the arithmetic mean is not sufficient to give credibility to additive
scoring methods. Indeed, it is difficult to find an evaluation problem without
mandatory requirements, or without the need to model various levels of simul-
taneity and/or replaceability. These features are ubiquitous and indispensable
components of human evaluation reasoning. Unfortunately, these features are
not supported by the arithmetic mean. Therefore, in the majority of evaluation
problems the additive scoring represents a dangerous oversimplification because
it is inconsistent with observable properties of human evaluation reasoning.

Once specified, criterion trees can be used in the specification of the WHERE-
clause of a query. Their evaluation for a relevant database tuple t results in a
criterion satisfaction specification, which can then be used in the further evalua-
tion and processing of the query. In the next section, it is presented how criterion
trees are evaluated.

3 Evaluation of Criterion Trees

Criterion trees are evaluated in a bottom-up way. This means that, when con-
sidering a relevant database tuple t, firstly, the elementary criteria ci of the leaf
nodes are evaluated. Any elementary criterion specification used in ‘fuzzy’ query-
ing can be used. In its simplest form, ci is specified by a fuzzy set F denoting the
user’s preferences related to an attribute A : T , as illustrated in Fig. 1. Criterion
evaluation then boils down to determining the membership value of the actual
value t[A] of A for t, i.e.,

γci(t) = μF (t[A]). (7)

Next, all internal nodes (if any) are evaluated, bottom-up. An internal node
n can be evaluated as soon as all its child nodes ni, i = 1, . . . , k have been eval-
uated. For evaluation purposes, an implementation of GCD is required [7]. We
can use the following implementation based on weighted power means (WPM):
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M(x1, . . . , xn; r) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(
∑n

i=1 wix
r
i )

1/r , if 0 < |r| < +∞∏n
i=1 x

wi

i , if r = 0

min(x1, . . . , xn) , if r = −∞
max(x1, . . . , xn) , if r = +∞

(8)

where xi ∈ [0, 1], 1 ≤ i ≤ n are the input values which in the context of flexi-
ble querying represent satisfaction degrees (hereby, 0 and 1 respectively denote
‘not satisfied at all’ and ‘fully satisfied’); the normalised weights 0 < wi ≤ 1,
1 ≤ i ≤ n,

∑n
i=1 wi = 1 specify the desired relative importance of the inputs

and the computed exponent r ∈ [−∞,+∞] determines the logic properties of
the aggregator. Special cases of exponent values are: +∞ corresponding to full
disjunction ‘D’, −∞ corresponding to full conjunction ‘C’, and 1 corresponding
to weighted average ‘A’. The other exponent values allow to model other aggre-
gators, ranging continuously from full conjunction to full disjunction and can be
computed from a desired value of orness (ω), and for this form of GCD function
we can use the following numeric approximation [5]:

r(ω) =
0.25 + 1.89425x+ 1.7044x2 + 1.47532x3 − 1.42532x4

ω(1− ω)
(9)

where

x = ω − 1/2.

Suitable orness-values are the following: ω = 1/6 for ‘HPC’, ω = 5/12 for ‘SPC’,
ω = 4/6 for ‘SPD’ and ω = 5/6 for ‘HPD’.

Implication w ⇒ x = w ∨ x = w ∧ x means that ‘it is not acceptable that w
is high and x is low’, or ‘important things must be satisfied’. The product wx
used in Eq. (8) is also a form of implication because the effect is similar, i.e.,
again ‘important things must be satisfied’.

Considering tuple t, the query satisfaction degree γn(t) corresponding to n,
computed using Eq. (8) with arguments γni(t), i = 1, . . . , k, wi being the weight
that has been associated with ni, i = 1, . . . , k, and r being the value that models
the aggregator that is associated with n.

The overall satisfaction degree for tuple t using a criterion tree is obtained
when the root node nroot of the tree is evaluated, i.e., this satisfaction degree
yields

γnroot(t). (10)

4 An Illustrative Example

As an example we reconsider the search for a house in a real estate database as
presented in Fig. 2. Assuming that a user is looking for an affordable house with
good comfort, good condition and a good location and wants to specify each of
these subcriteria in more detail. Using GCD aggregators, the criterion tree given
in Fig. 2 can be further detailed as shown in Fig. 4.
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Fig. 4. Detailed criterion tree for house selection

Such a criterion tree can then be specified in an SQL statement that is used
to query a regular relational database. Our approach is to use a predefined
function TREE which takes a criterion tree as argument and computes the
overall satisfaction degree of the tuples being processed by the query. This is
illustrated with the following query which includes a regular join condition and
a condition tree c house.

SELECT id, address, price, TREE(c_house) AS satisfaction

FROM real_estates r, location l

WHERE (r.location_id=l.id) AND satisfaction>0.5

ORDER BY satisfaction

The tree condition tree c house is further specified by

c_house=HPC(c_affordability:0.5,c_suitability:0.5)

where

c_affordability=HPC(c_price:0.7, c_maintenance:0.3)

c_suitability=HPC(c_comfort:0.3, c_condition:0.4, c_location:0.3)
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Furthermore,

c_comfort=

A(C(c_#bedrooms:0.18, c_#bathrooms:0.18, c_garage:0.18,

c_living_room:0.18, c_restroom:0.18, D(c_swimming_pool:0.2,

sauna:0.4, c_spa:0.4):0.1):0.5,

SPC(c_gas:0.3, c_electricity:0.3, c_sewage:0.3,

c_wired_telephone:0.1):0.5)

c_condition=HPC(c_construction_date:0.2, c_building_material:0.8)

c_location=

A(SPC(c_bus_stop:0.1, c_railway_station:0.2,

c_regional_road:0.5, c_highway:0.2):0.4,

D(c_green_area:0.4, c_lakes:0.1, c_forest:0.2, c_park:0.3):0.2,

HPC(c_leisure/sport:0.25, c_hospital:0.1, c_doctor:0.25,

c_pharmacy:0.25, c_restaurant/bar:0.15):0.4)

The elementary criteria can generally be handled using soft computing tech-
niques as presented in Fig. 1. For example, c price can be specified by

r.price IS {(100,1), (200,0)}

where {(100, 1), (200, 0)} is used to specify the fuzzy set that is depicted in
Fig. 1. So the criterion c price denotes that the price of the house should be
compatible with the linguistic term ‘cheap’. Compatibility is then determined by
the membership grade of the stored price value of the house under consideration.
For the other elementary conditions, similar preference specifications can be
provided. Once all elementary conditions are evaluated, the criterion tree for the
house under consideration can be evaluated as described in Section 3 and the
resulting value will be returned by the function TREE (in the example labelled
as satisfaction). If preferred, a basic condition acting as a threshold condition
on the satisfaction degrees can be added in the WHERE-clause of the query
(satisfaction > 0.5 in the example). The satisfaction degrees can also be used
to rank the tuples in the query result.

5 Conclusions and Future Work

In this paper, we proposed the concept of a criterion tree. Criterion trees offer
flexible facilities for specifying complex query conditions. More specifically, they
provide adjustable, generalized aggregators and weights denoting relative pref-
erences among (sub)criteria can be assigned to all non-root criteria of the tree.
These are requirements for adequately reflecting human decision making, to the
best of our knowledge not being considered in flexible querying up to now. The
proposed work is currently being implemented within the framework of the open
source PostgreSQL object-relational database system.

In the presented work, only basic GCD aggregators have been considered.
However, it is clear that not all criterion specifications necessary to reflect human
reasoning can be modelled using the current approach. Therefore, the current
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work has to be extended with other aggregators, what will be subject to future
work. One such extension concerns the handling of bipolarity and the ability to
deal with mandatory, desired and optional conditions.
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Abstract. The paper presents a new approach to deal with database preference
queries, where preferences are represented in the style of possibilistic logic, using
symbolic weights. The symbolic weights may be processed without the need of
a numerical assignment of priority. Still, it is possible to introduce a partial or-
dering among the symbolic weights if necessary. On this basis, four methods that
have an increasing discriminating power for ranking the answers to conjunctive
queries, are proposed. The approach is compared to different lines of research in
preference queries including skyline-based methods and fuzzy set-based queries.
With the four proposed ranking methods the first group of best answers is made
of non dominated items. The purely qualitative nature of the approach avoids the
commensurability requirement of elementary evaluations underlying the fuzzy
logic methods.

1 Introduction

One may consider that there are two main research trends in the preference queries liter-
ature, namely the fuzzy set-based approach [1,2] on the one hand, and skyline methods
[3,4,5] on the other hand. Besides, in artificial intelligence, CP-nets [6] for conditional
preference statements developed in the last decade have become a popular setting. It is
based on a graphical representation, and obeys the ceteris paribus principle. Its poten-
tial use for dealing with preference queries has even been stressed [7]. Besides, the use
of possibilistic logic for the modeling of preferences queries has been advocated more
recently [8,9].

Fuzzy sets have been often proposed for the modeling of flexible queries as it pro-
vides a basis for rank-ordering the retrieved items. However, this requires the specifi-
cation of membership functions, possibly of priority weights, and more importantly it
is based on the implicit assumption of the commensurability of the elementary evalua-
tions. Skyline methods single out non dominated elements, but do not rank-order them
(if the query is not iterated on the remaining items), up to a few exceptions [10]. In
this paper, we investigate the use of a possibilistic logic approach to the handling of
data base (conditional) preference queries, which remains as symbolic as possible, but
preserves a capability for rank-ordering the answers.

The paper is organized as follows. First, a short background on possibilistic logic,
and the use of symbolic weights is provided in Section 2. Then, a running example is
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proposed, that will be used for comparing the different methods discussed in the pa-
per. Section 3 presents four methods for rank-ordering query answers, with an increas-
ing discriminating power. The first method handles preferences as conditional possi-
bility constraints. The second method, which proves to be more refined, relies on an
inclusion-based ordering. In the third and fourth methods, additional constraints are
added between the symbolic weights of the possibilistic logic encoding, in the spirit of
CP-nets and CP-theories [11] (a generalization of CP-nets) respectively. Then Section
4 briefly compares our proposal to related work on skyline and fuzzy set approaches.

2 Technical Prerequisites and Running Example

We consider a propositional language where formulas are denoted by p1, ..., pn, and Ω
denotes its set of interpretations.The logical conjunctions, disjunctions and negations
are denoted by ∧, ∨ and ¬, respectively.

2.1 Possibilistic Logic

Let BN = {(pj, αj) | j = 1, . . . ,m} be a possibilistic logic base where αj ∈ L ⊆
[0, 1] is a priority level attached to formula pi [12]. Each formula (pj , αj) means that
N(pj) ≥ αj , where N is a necessity measure, i.e., a set function satisfying the prop-
erty N(p ∧ q) = min(N(p), N(q)). A necessity measure is associated to a possibility
distribution π on the set of interpretations, as follows:

N(p) = min
ω �∈M(p)

(1− π(ω)) = 1−Π(¬p),

where Π is the possibility measure associated to N and M(p) is the set of models
induced by the underlying propositional language for which p is true.

The base BN is associated to the possibility distribution on interpretations:

πN
B (ω) = min

j=1,...,m
π(pj ,αj)(ω) (1)

where π(pj ,αj)(ω) = 1 if ω ∈ M(pj), and π(pj ,αj)(ω) = 1 − αj if ω �∈ M(pj). An
interpretation ω is all the more possible as it does not violate any formula pj having a
higher priority level αj . So, if ω �∈ M(pj), πN

B (ω) ≤ 1−αj, and if ω ∈
⋂

j∈J M(¬pj),
then πN

B (ω) ≤ minj∈J(1 − αj). It is a description “from above" of πN
B , which is the

least specific possibility distribution in agreement with the knowledge base BN .

2.2 Symbolic Weights

The weights associated to possibilistic logic formulas, which can be understood as pri-
ority or certainty levels, may be processed symbolically. By that, we mean that we are
not assigning a value to the weights. So doing, we in general lose the benefit of the
total ordering existing between values in a scale. Still, a partial ordering remains be-
tween symbolic expressions, e.g., we do know that min(α, β) ≤ α whatever the values
of α and β. Moreover, one may introduce some further constraints between symbolic
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weights, when available, e.g., α > β, and exploit them. This includes the particular case
where one knows the complete ordering between all the symbolic weights introduced.
Generally speaking, when several constraints are introduced, it is important to make
sure that they are consistent.

Since one may not know precisely how imperative preferences are in general, it is
convenient to handle weights in a symbolic manner, without having to assign precise
values. Having symbolic weights still allows us to construct a vector for each outcome
that will serve in their rank-ordering. Indeed, a query will be viewed as a (weighted)
conjunction of logical formulas, and items in the database are then rank-ordered ac-
cording to the level to which they satisfy this conjunction. Then, the vector components
are nothing but the arguments of the min in equation (1) defining the semantics of a
possibilistic base made of formulas (pj , αj) expressing goals and their importance. In
this paper we explain how these vectors are obtained, and discuss how vectors can be
ordered on this basis.

2.3 Running Example

Throughout the paper, we will use the following running example in order to illus-
trate the proposed approach to preference queries. This example is implemented on
an experimental platform in information processing developed at IRIT in Toulouse
(http:/www.irit.fr/PRETI) (see [13]). The data base stores pieces of information about
houses to let that are described in terms of 25 attributes.

Example 1. We want to express the following preferences:

– The number of persons accommodated should be more than 10, imperatively;
– It is preferred to have a house where animals are allowed,
– It is preferred to be close to the sea by a distance between 1 and 20 km;
– If the house is far from the sea by more than 20 km, it is preferred to have a tennis

court at less than 4 km
– If moreover the distance of the house to the tennis court is more than 4 km, it is

desirable to have a swimming pool be at a distance less than 6 km

These preference constraints can be encoded by the following possibilistic logic formu-
las. Indeed, in our approach any query is represented by a possibilistic logic base. Here
there is one imperative constraint, the other constraints being soft.

- Hard preference constraint
- φ0 = (Accomod. ≥ 10, 1)

- Soft preference constraints
- φ1 = (Animal, α1)
- φ2 = (1 ≤ Sea ≤ 20, α2)
- φ3 = (¬(Sea > 20) ∨ Tennis ≤ 4, α3)
- φ4 = (¬(Sea > 20) ∨ ¬(Tennis ≤ 4) ∨ Pool ≤ 5, α4)

3 Handling Preference Queries

What makes the possibilistic logic setting particularly appealing for the representation
of preferences is not only the fact that the language incorporates priority levels explic-
itly, but the existence of different representation formats [14,15], equally expressive



A Possibilistic Logic Approach to Conditional Preference Queries 379

[16,17], even if more or less natural or suitable for expressing preferences. Namely,
preferences can be represented as prioritized goals, i.e. possibilistic formulas, or in
terms of conditionals (i.e. statements of the form if p is true then having q true is pre-
ferred to having it false), or even as a Bayesian-like networks, since a possibilistic logic
base can be encoded either as a qualitative or a quantitative possibilistic network and
vice-versa [18]. In the next subsection, we recall how conditional preferences are repre-
sented in possibilistic logic with symbolic weights. Then in the three next subsections,
different ways of handling symbolic priorities for processing the queries are discussed.

3.1 Preference Encoding in Possibilistic Logic

The unconditional preference of the form “q is preferred to ¬q” may be understood
in the possibility theory setting as the constraint Π(q) > Π(¬q), which expresses
that at least one model of q is preferred to any interpretation that makes q false. More
generally, the possibilistic encoding of conditional preferences of the form “in context
p, q is preferred to ¬q" is a constraint of the form Π(p ∧ q) > Π(p ∧ ¬q). This
includes the previous case where p is a tautology. Using conditioning, this constraint is
still equivalent to ∃α s. t. N(q|p) ≥ α > 0, where N(q|p) = 1 − Π(¬q|p), such that
Π(r|p) = 1 if Π(p ∧ r) ≥ Π(p ∧ ¬r) and Π(r|p) = Π(p ∧ r) otherwise.

This constraint can be encoded by the possibilistic formula (¬p ∨ q, α), which ex-
presses the requirement N(¬p ∨ q) ≥ α, which is itself equivalent here to the above
constraint on the conditional necessity measure N(q|p) ≥ α (see, e.g., [12]).

More generally, if we need to consider more than two mutually exclusive alternatives,
this can be encoded by means of several possibilistic formulas. For instance, the two
weighted formulas {(¬p∨ q∨ r, 1), (¬p∨ q, α)} state that if p is true, it is imperative to
have q ∨ r, and that q is preferred to r ∧¬q since α > 0. This extends to n alternatives.
For instance, {(¬p ∨ q ∨ r ∨ s, 1), (¬p ∨ q ∨ r, α), (¬p ∨ q, β)} with β < α < 1 says
that in context p, one wants to have q true, or at least r true, or at least s true; see [9] for
further discussions.

In the next subsections, we shall exhibit different methods to rank-order outcomes
based on a possibilistic logic base encoding preferences, but we first discuss the direct
exploitation of constraints of the form Π(p ∧ q) > Π(p ∧ ¬q).

3.2 Weak Comparative Preferences

The handling of a set of possibilistic constraints φi of the form Π(pi ∧ qj) > Π(pi ∧
¬qj) amounts here to looking for the largest possibility distribution π compatible with
these constraints applying the minimum specificity principle, see, e.g., [14]. The largest
solution π, which always exists if the set of constraints is consistent, can be computed
using Algorithm 1 below, and represents a preference profile that rank-orders interpreta-
tions, in agreement with the preference requirements. The minimal specificity principle
ensures that all the constraints are satisfied, but only these constraints are (in other
words, no extra preferences are introduced). In the algorithm, the possibility distribu-
tion π is represented as a well-ordered partition (E1, ..., Em) of Ω, associated with the
ordering #WCP such that: ∀ω, ω′ ∈ Ω, ω #WCP ω′ iff ω ∈ Ei, ω

′ ∈ Ej and i < j.
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The well-ordered partition given in Algorithm 1 satisfies the minimum specificity
principle. The most satisfactory set E1 is made of the interpretations that satisfy some
L(φi), and do not satisfy any R(φj). Then the set of constraints whose left part is satis-
fied by an interpretation ofE1 are deleted, and the procedure is iterated on the remaining
constraints as long as there are some. This procedure yields a possibility distribution

Algorithm 1. Minimal specificity ranking algorithm
Require: Φ a set of constraints φi of the form: Π(L(φi)) > Π(R(φi))

Ei a set of interpretations classified at the ith rank
Ω the set of all interpretations
m=1;
while Φ �= ∅ do

Put in Em any interpretation ωl that satisfies some L(φi), and does not satisfy any R(φj)
if Em = ∅ then

The preference base is inconsistent
else

Delete Em from Ω
Delete all pairs (L(φi),R(φi)) from Φ such that L(φi) is satisfied by at least one ele-

ment of Em

m=m+1;
end if

end while
return {E1, · · · , Em}

whose number of values is at most n+ 1 where n is the number of constraints. Indeed,
it is clear that at least one constraint is deleted at each iteration step.

Proposition 1. Let a query Q composed of n preference constraints. The number of
elements of the well-ordered partition {E1, · · · , Em} produced by Algorithm 1 is at
most m = n+ 1.

Example 2. Let 4 preference constraints be given as follows (L(φi),R(φi) are replaced
by sets of interpretations): φ1 = ({t1, t2, t3}, {t4, t5, t6, t7, t8}); φ2 = ({t4, t5},
{t6, t7, t8}); φ3 = ({t6}, {t7}); φ4 = ({t7}, {t8}). Applying Algorithm 1 gives 5
preference levels: E1 = {t1, t2, t3}, E2 = {t4, t5}, E3 = {t6}, E4 = {t7} and
E5 = {t8}.

Example 1 (continued). The imperative preference constraint (φ1) restricts the list to
15 houses. Considering the preference constraints in the running example the result of
applying Algorithm 1 to constraints of the form Π(φi) > Π(¬φi), i = 1, . . . , 4 is
given in Table 1 where m = 2 and E1 = {539}. As there is no conflict detected by the
algorithm, there are only two classes of outcomes.

3.3 Lexicographic Comparaison

We now consider a possibilistic logic encoding of the preference requirements, i.e., a
possibilistic logic base Σ. For each interpretation ω, we can build a vector ω(Σ) in the
following way, for each preference constraint φi for i = 1, · · · , n:
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Table 1. Weak comparison preference ranking

Id Sea Animal Tennis Rank
539 4.00 1 3.00 1
119 100 0 0.50 2
191 100 1 0.60 2
261 83.00 1 4.50 2
320 23.00 1 1.50 2
339 100 1 8.50 2
366 100 0 0.50 2
434 100 0 3.50 2
435 89.00 1 6.50 2
507 83.00 1 4.00 2
519 58.00 0 1.50 2
530 100 1 0.50 2
536 83.00 0 1.50 2

Table 2. Lexicographic ranking

Id φ0 φ1 φ2 φ3 φ4 Rank
539 1 1 1 1 1 1
191 1 1 1-α2 1 1 2
320 1 1 1-α2 1 1 2
530 1 1 1-α2 1 1 2
119 1 1-α1 1-α2 1 1 3
261 1 1 1-α2 1-α3 1 3
339 1 1 1-α2 1 1-α4 3
366 1 1-α1 1-α2 1 1 3
434 1 1-α1 1-α2 1 1 3
435 1 1 1-α2 1-α3 1 3
507 1 1 1-α2 1-α3 1 3
519 1 1-α1 1-α2 1 1 3
536 1 1-α1 1-α2 1 1 3

– if ω satisfies φi we put ‘1’ in the ith component of the vector;
– otherwise, we put 1− αi (αi is the weight associated to preference constraint φi).

in agreement with the minimally specific possibility distribution π associated with Σ
(see Section 2). Indeed, since we are dealing with symbolic weights, we cannot compute
the result of the min operator aggregation of the vector components. So, we keep the
vectors as they are, and order them using the classical lexicographic ordering, see, e.g.,
[12], thus defining an order denoted #leximin between vectors.

In the standard case of a totally ordered scale, the leximin order is defined by first
reordering the vectors in an increasing way, and then applying the min order to the
subparts of the reordered vectors without identical components. Since we deal with
a partial order over the priority weights (at least, we know that 1 > 1 − αi, ∀i, and
1−αi ≥ min(1−αi, 1−αj) and so on), the reordering of vectors is no longer unique,
and we have to generalize the definition in the following way:

Definition 1 (leximin). Let v and v′ be two vectors having the same number of com-
ponents. First, delete all pairs (vi, v

′
j) such that vi = v′j in v and v′ (each deleted

component can be used only one time in the deletion process). Thus, we get two non
overlapping sets r(v) and r(v′) of remaining components, namely r(v) ∩ r(v′) = ∅.
Then, v #leximin v′ iff min(r(v) ∪ r(v′)) ⊆ r(v′) (where min here returns the set of
minimal elements of the partial order between the priority weights).

Example 1 (continued). When applying the possibilistic logic semantics to query eval-
uation, we deal not only with interpretations, but also with items (several items may
correspond to the same interpretation of the requirement). Thus, considering the house
with id 339, its associated vector is v(339) = (1, 1, 1−α2, 1, 1−α4) (see Table 2). The
house satisfies the two first preference constraints (number of people accommodated
and animals allowance) and also satisfies the 5th preference concerning the distance to
a swimming pool. But it falsifies the preference about distance to the sea (it is 10 km
far), and it falsifies the preference about the distance to a tennis court. Now let us com-
pare this house with the house with id 292 and vector v(292) = (1, 1, 1 − α2, 1, 1),
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applying the leximin order. Then, the reduced associated vectors have one compo-
nent here: r(292) = (1) and r(339) = (1 − α4). Then, we have min(r(292) ∪
r(339)) = {1 − α4} ⊆ r(339). So, v(292) #leximin v(339), and by extension, we
write house292 #leximin house339.

Considering all the items in the running example, the result of the lexicographic
comparison over the 15 houses is given in Table 2.

One can observe that #leximin may induce up to n + 1 layers, since an item may
violate 0, 1, · · · , or n preference constraints. Indeed, items are ranked according to the
number of preferences violated.

Proposition 2. If a query Q is composed of n preference constraints, then the maximal
number of levels generated by #leximin is n+ 1.

Contrary to what Tables 1 and 2 suggest, #leximin does not refine #WCP as the lat-
ter generally introduces constraints between weights that are not present in the method
of this section. However in the running example, the WCP is equivalent to applying
classical logic, ending up in two classes of interpretations only. In that special case,
#leximin trivially refines #WCP , since then the latter separates outcomes ω that sat-
isfy all constraints from those that violate at least one of them, while #leximin always
classifies outcomes in terms of the number of violated constraints. However, #leximin

does not use priorities induced by the WCP approach (Algorithm 1). Of course it is
also possible to refine the ordering of outcomes induced by WCP using #leximin, or
equivalently to refine the #leximin with symbolic weights, by exploiting the priorities
found by Algorithm 1.

4 Adding Constraints between Symbolic Weights

In the previous subsection, the partial order between priority weights, underlying the
use of the lexicographic comparison, was not requiring any information on the relative
values of the symbolic weights associated with the preference requirements. It should be
clear that the lexicographic ordering between vectors (and thus between interpretations,
and between items) will be refined by the knowledge of some additional information on
the relative importance of requirements. For instance, if being not too far from a tennis
court is less important than being somewhat close to the sea, then we can enforce in
comparisons that αi > αj , where αi, αj are the respective weights associated to the
tennis and sea requirements. However, it is important to keep in mind that when we
consider two possibilistic logic formulas (ϕ, α) and (ψ, β) such that ϕ � ψ then we
should have β ≥ α. This is in agreement with the fact that if one requires ϕ = ¬p ∨ q
and ψ = ¬p∨q∨r (i.e. in context p, q must be true, or at least r), satisfying ϕ cannot be
more important than satisfying ψ if we do not want to trivialize the latter requirement
ψ (since satisfying ϕ entails satisfying ψ). To ensure this kind of coherence property,
one may compute the degree to which each requirement is entailed by the other ones
(which may result in attaching to formulas symbolic expressions involving max and
min of other symbolic weights).

If no extra information is available between priorities, one may apply some general
principle for introducing inequalities between symbolic weights. In the following we
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discuss two options that enable us to obtain a more refined leximin-based ordering. The
first option is inspired from the CP-net representation of preferences [6], and the second
one from its refinement in terms of CP-theories [11].

4.1 Constraints between Weights in CP-net Style

This method is inspired from CP-nets, a well-known framework for representing pref-
erences in AI [6]. It is a graphical representation that exploits conditional preferential
independence in structuring the preferences provided by a user. These preferences take
the form u : xi > ¬xi, i.e., x is preferred to ¬x in context u, (u can be tautological).
CP-nets are underlain by a ceteris paribus principle that amounts to giving priority to
preferences attached to parent nodes over preferences attached to children nodes in the
CP-net structure. Besides, it has been noticed that a CP-net ordering can be approxi-
mated by a possibilistic logic representation with symbolic weights [19,8]. The priority
in favor of father nodes carries over to the possibilistic setting in the following way.
For each pair of formulas of the form (¬u ∨ xi, αi) and (¬u ∨ ¬xi ∨ xj , αj), xi plays
the role of the father of xj in a CP-net. Indeed, the first formula expresses a prefer-
ence in favor of having xi true (in context u), while in the second formula the context
is refined from u to u ∧ xi, which establishes a particular type of links between the
two formulas where the second formula is in some sense a descendant of the first one.
Then, the following constraint between the corresponding weights is applied αi > αj ,
in a CP-net spirit. These constraints between symbolic weights can be obtained system-
atically by Algorithm 2, which computes the partial order between symbolic weights
from a possibilistic logic base. Applying this procedure allows us to add constraints
among symbolic weights and to get a more refined ranking of items, as we notice in the
following example.

Algorithm 2. Relative importance between possibilistic formulas in a CP-net spirit
Require: C a set of constraints of the form (pi, αi)

CBW=∅: the set of constraints between weights
for cj in C do

if cj is of the form (ui, αj) then
for ck in C do

if ck is of the form (¬ui ∨ xi, αk) then
CBW ← CBW ∪{αj > αk}

end if
end for

end if
end for
return CBW

Example 1 (continued). Considering the preference constraints in the running exam-
ple, the result of the lexicographic comparison of vectors adding the CP-nets-like con-
straints between weights, namely here α2 > α3 and α3 > α4, is given in Table 3, where
a more refined ranking is obtained. In particular, house 339 is preferred to house 261,
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Table 3. Lexicographic ranking with additional
CP-net constraints

Id Sea Animal Tennis Weights Rank
539 4.00 1 3.00 1 1
191 100 1 0.60 1-α2 2
320 23.00 1 1.50 1-α2 2
530 100 1 0.50 1-α2 2
119 100 0 0.50 1-α1,1-α2 3
339 100 1 8.50 1-α2,1-α4 3
366 100 0 0.50 1-α1,1-α2 3
434 100 0 3.50 1-α1,1-α2 3
519 58.00 0 1.50 1-α1,1-α2 3
536 83.00 0 1.50 1-α1,1-α2 3
261 83.00 1 4.50 1-α2,1-α3 4
435 89.00 1 6.50 1-α2,1-α3 4
507 83.00 1 4.00 1-α2,1-α3 4

Table 4. Lexicographic ranking with addi-
tional CP-theory constraints

Id Sea Animal Tennis Weights Rank
539 4.00 1 3.00 1 1
191 100 1 0.60 1-α2 2
320 23.00 1 1.50 1-α2 2
530 100 1 0.50 1-α2 2
339 100 1 8.50 1-α2,1-α4 3
261 83.00 1 4.50 1-α2,1-α3 4
435 89.00 1 6.50 1-α2,1-α3 4
507 83.00 1 4.00 1-α2,1-α3 4
119 100 0 0.50 1-α1,1-α2 4
366 100 0 0.50 1-α1,1-α2 5
434 100 0 3.50 1-α1,1-α2 5
519 58.00 0 1.50 1-α1,1-α2 5
536 83.00 0 1.50 1-α1,1-α2 5

435, and 507 since 1 − α4 > 1 − α3. Houses 119, 366, 434, 519, 536 are clearly not
as good as houses 539, 191, 320, and 530; moreover they can be compared with neither
house 339, nor with houses 261, 435, and 507 (since α1 cannot be compared with α4

or α3); this is why houses 119, 366, 434, 519, 536 are put in the highest possible layer:
i.e., below the lowest one where houses are preferred to them and in the highest one
where there is an incomparable item.

4.2 Constraints between Weights in CP-Theories Style

CP-theories as introduced in [11], are a generalization of CP-nets. Also based on a
graphical representation, CP-theories offer a more expressive language where prefer-
ence priority can be made explicit between the preference constraints. Thus, such con-
straints have the same form as in CP-nets u : x > ¬x [W ]; in addition we have the
set of variables (attributes) W for which it is known that the preference associated to
x does not depend on any value assignment of an attribute in W (i.e., the preference
attached to the concerned attribute holds irrespective of values of attributes in W ). It
has been suggested that possibilistic logic is able to approximate this representation by
adding more priority constraints over the symbolic weights [20]. Formally, a possibilis-
tic preference constraint of the form u : x > ¬x [W ], with an irrespective requirement
w. r. t. variables in W is encoded by a possibilistic preference statement (¬u ∨ x, αi),
to which we shall add the constraint αi > αj for any αj over symbolic weights, such
that (¬u ∨ w,αj) is a possibilistic preference statement, with the same context u, over
one variable (or more) w ∈ W . These constraints over weights can be obtained by
Algorithm 3.

Example 1 (continued). We consider the preference constraints in the running exam-
ple. In addition, it is natural to assume the preference for animals allowance holds
irrespectively of the preference concerning the distance to the sea (� : Animals >
¬Animals [Sea]). Then, Algorithm 3 yields α1 > α2 > α3 > α4 and the result of
applying lexicographic comparison over the 15 houses, is given in Table 4, which leads
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here to an even more refined ranking. We can establish that the different ranking pro-

cedures discussed so far agree on the best selected items. Besides, we can show that
the maximal number of layers induced by the lexicographic ordering may be greatly
increased by the presence of additional constraints:

Proposition 3. Let E1 denote the set of non dominated models of a consistent possi-
bilistic base. This set remains unchanged under the weak comparative preference or-
dering and the lexicographic ordering (in the presence of additional constraints or not).

E1
�WCP

= E1
�leximin

Proof of Proposition 3: Let E1
�WCP

be the set of non dominated interpretations ob-
tained by the weak comparative preferences method. We know that ω ∈ E1

�WCP
if only

if ω satisfies all preference constraints. Let ω(Σ)(1, · · · , 1) be the vector associated to
ω. It is clear that any item that has an associated vector only made of ‘1’ components
is preferred to any other vector containing at least one component �=‘1’ according to
leximin order. So ω ∈ E1

�leximin
. �

Algorithm 3. Relative importance between possibilistic formulas in a CP-theories spirit
Require: C a set of constraints of the form (Pi, αi)

for ci ∈ C a preference constraint associated with an irrespective requirement do
if Wi=∅ then

CBW ← CBW ∪ Algorithm 2
else

for cj in C do
if cj is of the form (¬ui ∨ ¬xi ∨ v, αj) or (¬ui ∨ z, αj)/z ∈ Wi, v ∈ {V − U}

then
CBW ← CBW ∪ (αi > αj)

end if
end for

end if
end for
return CBW

4.3 Hybridizing Weak Comparative Preferences and Lexicographic Methods

As shown in the previous subsections, the above three leximin-based methods lead to
different, but compatible rankings of items, with increasing discrimination. The re-
spective complexities of the comparative preferences and lexicographic methods are
Polynomial and ΠP

2 − complete [21,22]. Indeed, it can be observed in practice that
the lexicographic method is more costly from a computational point of view:

Proposition 4. Let Q be a query made of n preference constraints, then the maximal
number of levels generated by #leximin with additional constraints over weights is 2n.

Indeed, this number of layers is obtained by refining the ordering of items violating
the same number of preferences in case of a total ordering of the weights. Since the
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Table 5. Comparative Table of different approaches dealing with preference queries

Formulation Context Ranking
Qualitat. Quantitat. Uncond. req. Cond. req. Skyli. Top-k

Lacroix Lavency [24] � � �
Chomicki 2002 [4] � � � �
Kießling 2002 [5] � � � �
Fagin et al 2001 [2] � � �
Fuzzy logic [13] � � � �
Symbolic weight possibilistic logic � � � � �

lexicographic method leads to a more refined rank-ordering, one may think of first
using the weak comparative preferences method to stratify items, and then, each layer
(except the top one because of Proposition 3) may be refined by one of the lexicographic
methods by considering each level as a new intermediate database. This hybrid method
may be of interest for computing a rank-ordering for top k items (when k is larger than
|E1| !). However, for refining the ranking of items inside a layer, we need to process it
as a whole, even if it leads to considering more than k items in the ranking.

5 Related Work

Different types of approaches for handling preference queries have been proposed in
the literature. Table 5 (whose evaluation criteria are taken from [23]) provides a com-
parative assessment of the possibilistic approach along with a representative subset of
other approaches.

As for other qualitative methods, the approach presented is capable of expressing
preference between attribute values or between tuples of attribute values, since we use
general logical formulas (e.g., considering only the two attributes ‘Price’ and ‘Distance
to sea’ with values low, medium and high for a house to let, a query may express that one
prefers low price and low distance, or at least low price and medium distance or at least
medium price and medium distance). As can be noticed, only the Kießling approach [5]
can express both qualitative and quantitative preferences. Besides, only the possibilistic
and the Chomicki [4] approaches can deal with conditional preferences. It can be seen
that the advantages of this approach and of the fuzzy logic one [25] are complementary,
which suggests to try and hybridize them in the future. To this end, it would be necessary
to compare vectors including both symbolic and numerical weights.

6 Conclusion

The interest for preference representation in the possibilistic logic framework first stems
from the logical nature of the representation. Moreover, the possibilistic representation
can express preferences of the form “or at least”, or “and if possible”(see [20] for an in-
troductory survey), and can handle partial orders thanks to the use of symbolic weights,
without enforcing implicit preferences (as it is the case for father node preferences in
CP nets). We have proposed three types of methods in order to rank-order items, which
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are characterized by an increasing refinement power with manageable complexity, es-
pecially using the hybrid method explained in Subsection 4.3. Still, much remains to be
done. First, the use of symbolic weights is really advantageous but we still miss some
properties of numerical weights. One may think of combining these two formats to be
as much expressive as possible. Moreover, this approach should be able to deal with
null values, which create specific difficulties in preference queries.
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Abstract. In the wake of the flexible querying system, designed in [21],
allowing the expression of user preferences as bipolar conditions of type
“and if possible” over relational databases and ontologies, we detail in
this paper the user query evaluation process, under the extension of the
logical framework to bipolarity of type “or else” [15,14]. Queries ad-
dressed to our system are bipolar conjunctive queries made of bipolar
atoms, and their evaluation relies on three-step algorithm: (i) atom sub-
stitution process that details how bipolar subsumption axioms defined in
the bipolar ontology are used, (ii)query derivation process which delivers
from each atom substitution a complementary query, and (iii) transla-
tion process that translates the obtained set of queries into bipolar SQLf
statements, subsequently evaluated over a bipolar relational database.

1 Introduction

Flexible querying systems allow users to express preferences in their queries. In
this context, several preference operators and languages relying on various logical
frameworks have been proposed, such as Preference SQL [5], SQLf language [2],
winnow operator [11], among many other works. We consider in this paper fuzzy
set theory [24] as a general model to express flexibility through fuzzy conditions.
In this line, many works have been carried out to allow the expression and
evaluation of preferences as fuzzy bipolar conditions [1,7,8,10,23,25,22].

In this bipolar context, a personalized flexible querying system based on fuzzy
bipolar conditions of type “and if possible”, fuzzy bipolar DLR-Lite [21] and
Bipolar SQLf language [19] has been designed in [21]. More recently, the theo-
retical framework has been extended in [14] to generalized fuzzy bipolar condi-
tions (“and if possible”, “or else”), to build a more expressive system. We then
detail in this paper the process of query evaluation of the generalized flexible
querying system. The considered queries are bipolar conjunctive queries made of
bipolar atoms corresponding to bipolar concepts defined with bipolar conditions
of both types “and if possible” and “or else”. The proposed evaluation process
relies on an algorithm based on three steps: (i) substitution step which details
an elementary atom substitution based on a bipolar subsumption defined in the
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ontology, (ii) query derivation step which derives from the original query its set
of complementary conjunctive queries, and (iii) translation step which translates
conjunctive queries issued from the query derivation process into bipolar SQLf
statements, which are then evaluated upon the relational database attached to
the system, and hosted by PostgreSQLf DBMS extended to bipolar datatypes
and functions. The resulted tuples are finally merged and ranked from the most
to the least satisfactory. The query evaluation process is implemented to show
the feasibility of the approach. We have pointed out that substitutions based
on subsumptions simplify a complex conjunctive query, and reduce the amount
of data to consider in the evaluation so that only the most relevant ones are
targeted to resolve the queries.

In section 2, we recall the considered bipolar approach and Bipolar SQLf lan-
guage. In section 3, we introduce the fuzzy bipolar DLR-Lite extended to bipo-
larity (“and if possible” and “or else”). Section 4 details the proposed algorithms
for bipolar conjunctive query evaluation and sums up preliminary obtained re-
sults. Section 5 recalls our contributions and introduces some perspectives.

2 Bipolarity in Flexible Querying of Relational Databases

We recall in this section the considered bipolar framework, its related logical op-
erators, and the definition of fuzzy bipolar relations and Bipolar SQLf language.

2.1 Fuzzy Bipolar Conditions

A bipolar condition is made of two poles: a negative pole and a positive pole.
The former expresses a constraint that every accepted elements must satisfy. The
latter expresses a wish that distinguishes among accepted elements those which
are optimal. In this framework, we consider two kinds of bipolar conditions:
(i) conjunctive bipolar conditions of type “and if possible”, and (ii) disjunctive
bipolar conditions of type “or else”.

The former has been widely studied ([1,7,23,22,25]). In this paper, we consider
Dubois and Prade interpretation [10,8,9,7] in which such conditions, denoted
(c, w), mean “satisfy c and if possible satisfy w” [15]. Formally, in a bipolar
condition of type “and if possible” [15]: (i) the negation of c (¬c) refers to
the rejection, and c expresses the acceptability, (ii) w corresponds to the optimal
elements, (iii) the acceptability condition c is more important than the optimality
condition w, (iv) the coherence property: the set of optimal elements is included
in the set of accepted elements (w ⊆ c). The latter type (“or else”) has been
introduced formally in [15], in which an “or else” condition, denoted [e, f ], means
“satisfy e or else satisfy f”. Formally, in such conditions we have [15]: (i) the
negation of f (¬f) refers to the rejection, and f expresses the acceptability, (ii)
e corresponds to the optimal elements, (iii) the optimality condition e is more
important than the acceptability condition f , (iv) the coherence property: the set
of optimal elements is included in the set of accepted elements (e ⊆ f).

Bipolar conditions generalize fuzzy conditions φ in the same way: “φ and if
possible φ” or “φ or else φ” and means that accepted elements are also optimal.
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2.2 Evaluation of Fuzzy Bipolar Conditions

In bipolar conditions of type “and if possible”, if c and w are boolean, the satis-
faction w.r.t. (c, w) is an ordered pair from {(1, 1), (1, 0), (0, 0)} ((0, 1) does not
satisfy the coherence property). Tuples are returned in decreasing order of de-
grees (tuples scored with (1, 1) at the top of the delivered list, then those attached
with (1, 0)). In the case of fuzzy conditions (defined on universe U), the satis-
faction to (c, w) is an ordered pair in [0, 1]2, denoted (μc(u), μw(u)) s.t. u ∈ U
and μc(u) (resp. μw(u)) is the grade of satisfaction of u w.r.t. c (resp. w). The
coherence property becomes then: ∀u ∈ U, μw(u) ≤ μc(u), corresponding to the
Zadeh inclusion [24]. To satisfy this property, a bipolar condition (c, w) is evalu-
ated as (c, c∧w). Similarly, in bipolar conditions of type “or else”, if e and f are
Boolean, the satisfaction w.r.t. [e, f ] is an ordered pair from {[1, 1], [0, 1], [0, 0]}
([1, 0] does not satisfy the coherence property). Tuples are returned in decreasing
order of degrees (tuples scored with [1, 1] at the top of the delivered list, then
those attached with [0, 1]). In the case of fuzzy conditions (defined on universe
U), the satisfaction to [e, f ] is an ordered pair in [0, 1]2, denoted [μe(u), μf (u)]
The coherence property is also a Zadeh inclusion: ∀u ∈ U, μe(u) ≤ μf (u). To
satisfy to this property, a bipolar condition [e, f ] is evaluated as [e ∧ f, f ].

To rank the delivered tuples, previous bipolar approaches [7,23,25] consider
the aggregation of the constraint and the wish. In our case, based on Dubois
and Prade conclusions [7,8], about the limitations of aggregation methods, which
lead to the lost of semantics attached to each pole (acceptability and optimality
and their level of importance), we consider the lexicographical order. Indeed,
in bipolar conditions of type “and if possible” (resp. “or else”), we rank tuples
according to the acceptability (resp. optimality) condition, followed by the opti-
mality (resp. acceptability) one; a total order is then obtained with (1, 1) as the
greatest element and (0, 0) as the smallest one. It has been shown in [15] that
both kind of bipolar conditions are compatible, since they are defined on the
same priority principle over poles, and they can be expressed in a single query
such as in “find flights from Paris to Berlin which are (fast and if possible not
expensive) and (having an early departure or else a morning departure)”.

In the remainder of the paper, we denote by 〈a, b〉 a generalized bipolar con-
dition, and we identify by its attached ordered pairs of grades 〈α, β〉 ∈ [0, 1]2

its nature such that: if α ≤ β then it is of type “or else”, if α = β then it is a
generalized fuzzy condition, and if α ≥ β it is of type “and if possible”.

Based on the lexicographical order, the lmin and lmax operators [12,3] have
been introduced as extended t-norm and t-conorm, to define the conjunction and
the disjunction of bipolar conditions of type “and if possible”. They have been
extended to bipolar conditions of type “or else” in [18] and are defined as:

([0, 1]× [0, 1])2 → [0, 1]× [0, 1]

(〈x, y〉, 〈x′, y′〉) �→ lmin(〈x, y〉, 〈x′, y′〉) =
{
〈x, y〉 if x < x′ ∨ (x = x′ ∧ y < y′)

〈x′, y′〉 otherwise.

(〈x, y〉, 〈x′, y′〉) �→ lmax(〈x, y〉, 〈x′, y′〉) =
{
〈x, y〉 if x > x′ ∨ (x = x′ ∧ y > y′)

〈x′, y′〉 otherwise.
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As shown in [18], the lmin (resp. lmax) operator is commutative, associative,
idempotent and monotonic. The ordered pair of grades 〈1, 1〉 is the neutral (resp.
absorbing) element of the operator lmin (resp. lmax) and the ordered pair 〈0, 0〉
is the absorbing (resp. neutral) element of the operator lmin (resp. lmax).

To complete our set of logical operators, we consider the negation operator
introduced in [15] such that ¬〈a, b〉 = 〈¬a,¬b〉.

2.3 Fuzzy Bipolar Relations and Bipolar SQLf Language

When a query involving a fuzzy bipolar condition 〈a, b〉 is evaluated on a relation
R, each tuple t ∈ R is attached with an ordered pair of grades 〈μa(t), μb(t)〉 that
expresses its satisfaction, and a so-called fuzzy bipolar relation is obtained. A
tuple t is denoted 〈μa, μb〉/t. Tuples in R are ranked lexicographically using the
operator≥lex s.t. t1 ≥lex t2 (or 〈μa(t1), μb(t1)〉 ≥lex 〈μa(t1), μb(t2)〉), iff μa(t1) ≥
μa(t2) or (μa(t1) = μa(t2) ∧ μb(t1) ≥ μb(t2)). Its strict counterpart, denoted
>lex is defined as: 〈μa(t1), μb(t1)〉 >lex 〈μa(t1), μb(t2)〉 iff μa(t1) > μa(t2) or
(μa(t1) = μa(t2)∧μb(t1) > μb(t2)). Operators≤lex and<lex are defined similarly.

It can be noticed that a fuzzy relation is a fuzzy bipolar relation such that
∀x, μa(x) = μb(x), and a regular relation is a fuzzy bipolar relation in which
grades 〈1, 1〉 are associated to its tuples.

Based on [13,3], a bipolar relational algebra extended to both types of bipo-
lar conditions and enriched with the negation operator has been introduced in
[14,18]. We have also shown its backward compatibility with the fuzzy relational
algebra [2]. Non-algebraic operators such as nesting and partitioning with lin-
guistic quantifiers have also been extended in [14,18].

Bipolar SQLf Language. Bipolar SQLf language [19] allows the expression of sim-
ple and complex queries (based on projections, restrictions, nesting, partitioning
with bipolar quantified propositions, divisions involving bipolar relations). It has
been extended to both types of bipolar conditions in [18]. Its basic statement is
a combination of a bipolar projection and a bipolar selection. It is expressed as:

Select [Distinct] [n|t|(t1, t2)|n, t|n, (t1, t2)] attributes From
relations [As alias] Where 〈a, b〉;

The bipolar condition 〈a, b〉 can refer to either “and if possible” (denoted
(a, b)) or “or else” (denoted then [a, b]) fuzzy bipolar condition. It can also refer
to an aggregation (and, or, not) of several fuzzy bipolar conditions.

With the calibration parameters, we can express bipolar top-k queries (pa-
rameter n ∈ N), which returns the n best tuple w.r.t. their ordered pair of
grades. A qualitative filtering can also be expressed by either parameter t ∈]0, 1]
or 〈t1, t2〉. In the former case, t can be written (t, 0) and delivers tuples u such
that 〈μa(u), μb(u)〉 ≥lex (t, 0), and in the latter case, the delivered tuples u are
those satisfying 〈μa(u), μb(u)〉 ≥lex 〈t1, t2〉.

Example 1. Let journeys be a relational table of journeys from Paris to Berlin.
The query: “Find journeys from Paris to Berlin which are (fast, and if possible
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not expensive) or having (an early departure, or else a morning departure)”, can
be expressed in the bipolar SQLf as:
Select #Journey From Journey As J Where J.from = ’Paris’ and

J.to = ’Berlin’ and (fast(J.duration), not expensive(J.rate)) or
[early(J.departure), morning(J.departure)];

3 Fuzzy Bipolar DLR-Lite

The Fuzzy DLR-Lite [6,17] relies on DLR-Lite [4]; its knowledge base K is made
of facts component F , ontology component O, and abstraction component A.
Based on its extension to bipolarity of type “and if possible” [21], we extend it
here to bipolarity of both types “and if possible” and “or else”.

Bipolar Facts Component F . A bipolar fact R(v1, ..., vn)〈sc1 , sc2〉, is a line
in a fuzzy bipolar relation R defined by the bipolar condition 〈c1, c2〉, vi,i=1,...,n

are constants which form tuple u = [v1, ..., vn], sc1 = μc1(u) and sc2 = μc2(u).

Bipolar Abstraction Component A. Simple and complex abstraction rules
are considered. Simple abstraction rule is of form R1 $−→ R2(v1, ..., vn)〈sc1 , sc2〉.
It links an ontology concept R1 with a projection of n columns v1, ..., vn, s.t.
n ≤ m of an m-ary fuzzy bipolar relation R2 defined by 〈c1, c2〉, and 〈sc1 , sc2〉 is
the ordered pair of grades of satisfaction attached to tuple [v1, ..., vn]. Complex
abstraction rule has the form R1 $−→ (v1, ..., vn).sqlfb , and links the concept R1

to the bipolar relation, made of n-ary tuples [v1, ..., vn], delivered by the bipolar
SQLf query sqlfb .

BipolarOntologyComponentO.This component defines intersection axioms
(%), simple and conditional projection axioms, and subsumption axioms (&).

• Intersection axiom is denoted R1 %R2, where R1 and R2 are compatible fuzzy
bipolar relations, of same arity, defined resp. by fuzzy bipolar conditions 〈c1, c′1〉
and 〈c2, c′2〉. It is interpreted by the relational intersection operator:

(R1%R2)
I ⇔ ∀u, 〈sc(u), sc′(u)〉 = lmin(〈μc1(u), μc′1(u)〉, 〈μc2(u), μc′2(u)〉) (1)

• Simple projection axiom is denoted ∃[i1, ..., ik]R, and corresponds to the pro-
jection on columns i1, ..., ik of the fuzzy bipolar relation R of arity n such that
n ≥ k. It is interpreted as a bipolar projection of distinct elements on fields
i1, ..., ik of R defined by the fuzzy bipolar condition 〈c, c′〉:

∀u, (∃[i1, ..., ik]R)(u)I = 〈sc(u), sc′(u)〉 = lmax
t∈R∧t[i1,...,ik]=u

(〈μc(t), μc′(t)〉) (2)

• Restricted projection axiom is a bipolar projection and selection of tuples from
R defined by the bipolar condition 〈c, c′〉. It is denoted ∃[i1, ..., ik]R.(C1%...%Ch),
s.t. Ci,i=1...h = ([i]θv) are conditions of selection s.t. θ ∈ {<,≤,=, �=, >,≥}, [i]
is a column in R, v is a constant and % is the operator and. It is interpreted as:

∀u, (∃[i1, ..., ik]R.(C1 % ... % Ch))(u)
I = 〈sc(u), sw(u)〉 =

lmax
t∈R∧t[i1,...,ik]=u∧CI

1 (u)=1∧CI
2 (u)=1∧...∧CI

h (u)=1
(〈μc(t), μc′(t)〉) (3)
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• Subsumption axiom is denoted (Rl & Rr)〈n1, n2〉, s.t. Rl and Rr are fuzzy
bipolar relations of the same arity, defined resp. by fuzzy bipolar conditions
〈cl, c′l〉 and 〈cr, c′r〉. As introduced in [20], its interpretation is based on fuzzy
subsumption defined as:

((Rl & Rr)[n])
I ⇔ minx(Rl(x) →Gö Rr(x)) = n, (4)

where →Gö is the Gödel fuzzy implication.
The extension of formula (4) to bipolarity is obtained by the substitution of

t-norm min for its extension to bipolarity lmin, and Gödel fuzzy implication for
a new implication operator denoted →BGö, as expressed in formula (5):

((Rl & Rr)〈n1, n2〉)I ⇔ lminx(Rl(x) →BGö Rr(x)) = 〈n1, n2〉 (5)

where →BGö is the Gödel fuzzy implication extended to bipolarity, and the or-
dered pair of degrees 〈n1, n2〉 is interpreted as the minimal threshold of inclusion
of Rl in Rr. To define the operator →BGö, we extend the operator defined in
[21] to our framework of bipolarity as expressed in formula (6):

IR(〈ac1 , ac′1〉, 〈bc′1 , bc′2〉) = lmax{〈z, z′〉 ∈ [0, 1]2 :

lmin(〈ac1 , ac′1〉, 〈z, z
′〉) ≤lex 〈bc′1 , bc′2〉} (6)

Then, we obtain the following interpretation of the bipolar subsumption:

(Rl(x) →BGö Rr(x))
I =

{
〈1, 1〉 if 〈μcl(x), μc′

l
(x)〉 ≤lex 〈μcr (x), μc′r (x)〉,

〈μcr (x), μcr (x)〉, otherwise.
(7)

Formula (7) is compatible with formula (6), and it defines an extension of the
Gödel fuzzy implication to bipolarity. The proof is similar to the one of [21]. It is
also easy to prove that formula (7) verifies properties of R-implications extended
to bipolarity (monotonicity, neutrality, exchange, identity and ordering).

This interpretation ensures the validity of the transitivity property of natural
inclusions in the context of bipolarity. Indeed, in a series of bipolar inclusion
axioms of form: A1 &〈α1,α′

1〉 A2 &〈α2,α′
2〉 ... &〈αn−1,α′

n−1〉 An, transitive links as

∀i, j, i < j,Ai &〈α,α′〉 Aj , s.t. 〈α, α′〉 = lmin(〈αi, α
′
i〉, ..., 〈αj−1, α

′
j−1〉) hold.

4 Fuzzy Bipolar Conjunctive Query Evaluation

Queries addressed to a fuzzy bipolar DLR-Lite knowledge base consist of ex-
tended conjunctive queries to bipolarity. The main form of such queries is:

q(x)〈sc, sc′〉︸ ︷︷ ︸
head

← ∃yR1(z1)〈sc1 , sc′1〉, ..., Rl(zl)〈scl , sc′l〉,︸ ︷︷ ︸
body

OrderBy(〈sc, sc′〉 = lmin(〈sc1 , sc′1〉, ..., 〈scl , sc′l〉))︸ ︷︷ ︸
scoring function

, (8)
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s.t. q is a bipolar m-ary relation, x (resp. y) is a vector of bound (resp. unbound)
variables, every Ri(zi) is either a bipolar mi-ary relation or a concrete predicate
of form (zθv), with z is a variable in x or y, θ ∈ {<,≤,=, �=, >,≥} and v is a con-
stant, zi is a tuple of variables in x or y. Ordered pairs of degrees 〈sci , sc′i〉i=1,...,l

expressed at each atom (Ri(zi)) are aggregated by the lmin operator, due to the
conjunctive nature of the query, to compute pairs of degrees 〈sc, sc′〉 to attach
to the resulting tuples. Syntactically, ordered pairs 〈sci , sc′i〉 equal 〈1, 1〉 can be
omitted. The query evaluation process requires a step of query rewriting [6,17],
which we extend hereinafter to bipolarity, based on the operator lmin.

Bipolar Conjunctive Query Evaluation Process. As in [6,17], query rewrit-
ing process consists of deriving complementary queries qi according to the ap-
plicability of the inclusion axioms on the query atoms. The importance of this
process is shown through the following example in the fuzzy case.

Example 2. Let SpeedJourney and FavoriteJourney, denoted SJ and FJ resp.,
be fuzzy concepts in a fuzzy DLR-Lite knowledge base, made of (i) facts SJ
(t1, 0.9), SJ (t2, 0.6), SJ (t3, 0.4), FJ (t3, 0.8), FJ (t4, 0.5), and (ii) inclusion
axiom SJ &0.8 FJ, in which a speed journey is a favorite one to grade at least
0.8. Let q be a query about favorite journeys: q(t)[s] ← FJ (t), OrderBy(s).

If q is evaluated without considering the inclusion axioms, the system delivers
a partial set of answers Sq = {(t3, 0.8), (t4, 0.5)}. To make it complete, the query
rewriting process delivers the complementary query q′, based on inclusion axiom
(SJ & FJ )[0.8]: q′(t)[s′] ← SJ(t), OrderBy(s′ = min(0.8, speedI(t))), and its
evaluation over facts returns the set S′

q = {(t1, 0.8), (t2, 0.6)(t3, 0.4)} which is
merged with Sq, s.t. we keep tuples that scored highest in the case of duplication,
to obtain the complete set of answers S = {(t1, 0.8), (t2, 0.6), (t3, 0.8), (t4, 0.5)}.

The variables of a conjunctive query can be divided on bound variables refer-
ring to distinguished variables, variables appearing more than once, and valued
variables, and on unbound variables, denoted by −. Atom of form ∃[i1, ..., ik]R
is denoted R(−, ...,−, xi1 , ..., xik ,−, ...,−).

Substitution Process. Let α′(α, τ) be the set of atoms resulted from the appli-
cation of the inclusion axiom τ on atom α, and θ(α, τ) is a grade substitution
function which substitutes 〈s1, s2〉, the ordered pair of grades attached to atom
α, for lmin(〈n1, n2〉, 〈sc1 , sc′1〉, ..., 〈scl , sc′l〉) such that 〈n1, n2〉 is the pair of grades
of satisfaction of τ , and 〈scj , sc′j 〉j=1,...,l are ordered pairs of grades attached to
fuzzy bipolar relations in the left-hand side of τ . Algorithm 1 details an elemen-
tary bipolar substitution of an atom α based on subsumption axiom τ involving
α at its right-hand side.

Query Generation Process. Each atom substitution derives from q a comple-
mentary query qi, added to the set of derived query Q. This process is detailed
in algorithm 2. Algorithm 2 has an exponential complexity (O(2k)) depending
on both number of substitutable atoms k and number of axioms applicable for
each atom. In real application, queries do not exceed 4 substitutable atoms for
which only one axiom is applicable; the number of generated queries is then 15.
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Algorithm 1. Substitution process

Input: atom α, inclusion axiom τ ; Output: α′(α, τ ), θ(α, τ ).
BEGIN
If (α = A(x)〈s1, s2〉 and τ = R1 � ... � Rm � A)〈n1, n2〉) Then

For t = 1 to m do If Rlt = Bt Then Ct(x) = Bt(x);
Else If Rlt = ∃[j]R Then Ct(x) = ∃z1, ..., zd.Rt(z);
Else If Rlt = ∃[j]R.(C1, ..., Ch) Then

z = 〈z1, ..., zj−1, x, zj+1, ..., zd〉; /*d is the arity of R*/
Ct(x) = ∃z1, ..., zd.Rt(z) ∧ C1(z) ∧ ... ∧ Ch(z);

End If
End For
/*〈sct , sc′t〉,t∈{1,...,m} is the satisfaction of x w.r.t. Ct*/

α′(α, τ ) = {C1(x)〈sc1 , sc′1〉, ..., Cm(x)〈scm , sc′m〉;
θ(α; τ ) = lmin(〈n1, n2〉, 〈sc1 , sc′1〉, ..., 〈scm , sc′m〉);

Else If (α = R(−, ...,−, xi1 , ..., xik ,−, ...,−)〈s1, s2〉 and
τ = (Rl1 � ... � Rlm � ∃[i1, ..., ik]R)〈n1, n2〉) Then

For t = 1 to m do If Rlt = Bt ∧ k = 1 Then Ct(xi1 , ..., xik) = Bt(x);
Else If Rlt = ∃[j1, ..., jk]Rt Then Ct(xi1 , ..., xik) = ∃z1, ..., zd.Rt(z);
Else If Rlt = ∃[j1, ..., jk]Rt.(C1, ..., Ch) Then

z = 〈z1, ..., zj1−1, xj1 , ..., xjk , zjk+1, ..., zd〉;
Ct(xi1 , ..., xik) = ∃z1, ..., zd.Rt(z) ∧ C1(z) ∧ ... ∧ Ch(z);

End If
End For
α′(α, τ ) = {C1(xi1 , ..., xik)〈sc1 , sc′1〉, ..., Cm(xi1 , ..., xik )〈scm , sc′m〉};
θ(α; τ ) = lmin(〈n1, n2〉, 〈sc1 , sc′1〉, ..., 〈scm , sc′m〉);

End If;
END.

As future improvement, we can discard inclusion axioms having a weak degrees
of truth, since it is meaningless to consider the substitution of concept A for B,
when A & B at degrees ≈ 〈0.01, 0.01〉, for instance.

Conjunctive Query Translation Process. This step consists of the translation of
the delivered queries into bipolar SQLf statements to be evaluated over a relational
database. To perform this translation, we need to rewrite a bipolar query in its
dual form. Let q = {(α(Vq), sub〈s1, s2〉), α ∈ O} be a conjunctive query, s.t. Vq is
the set of variables expressed in q, sub is the concept to use in substitution ofα, and
attached to its grades of substitution 〈s1, s2〉, and O is the ontology component
of the related fuzzy bipolar DLR-Lite knowledge base. The dual form of q is qd in
which each variable is related to the atom on which it is expressed:
qd = {v([(α1, pos1), ..., (αn, posn)], type, [c1, ..., cm]), [〈s11, s12〉, ..., 〈sk1 , sk2〉], αi ∈
O, v ∈ Vq}, where posi is the position of variable v in concept αi, type is its
type (distinguished or not), cj,j=1,...,m are the eventual conditions expressed on
v, and 〈sr1, sr2〉r=1,...,k, s.t. k ≤ n are the ordered pairs of grades of substitutions
performed on q to obtain αr. The dual form is easy to perform by scanning the
atoms and saving for each variable a reference to the atom in which it appears,
its position in q, its type and eventual conditions expressed on.
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Algorithm 2. Query generation process

Input: Query q = {αi, i = 1, ..., n}, subsumption axioms S = {τj , j = 1, ..., m}
Output: Q /*set of generated queries*/
BEGIN
Add the original query to Q: Q ← q;
Build for each atom in q a set of its applicable axioms:
For each αi ∈ q do
For each τj ∈ S do If (τj is applicable to αi) Then Si ← τj ;

Form the initial query with substitutions: q′ ← (αi,Si);
Init the set Q′: Q′ ← q′ and apply the substitutions on Q′:
While (Q′ �= ∅) do

Select a query from Q′: qj ← Q′

For i = 1 to mj do /*mj = |qj | = number of couples (αi,Si) ∈ qj*/
For each τk ∈ Si such that (αi,Si) ∈ qj do

qθjk ← Substitute(αi, τk, α
′, θ) /*algorithm 1*/

Add the derived query qθjk in Q: Q ← qθjk;

Copy qθjk in q′j from (αi+1,Si+1) to (αmj ,Smj ): copy(q
′
j , q

θ
jk, i+ 1,mj);

Add q′j in Q′: Q′ ← q′j ;
End for
End for

Delete qj from Q′: remove(Q′, qj);
End While
END.

Example 3. Let q be a conjunctive query about preferred journeys (denoted PJ)
from Paris to Brussels, and (FavoriteJourney & PJ)〈0.8, 0.6〉 a subsumption
axiom denoted (FJ & PJ)〈0.8, 0.6〉:
q = {(PJ (num?, source, destination, duration?, rate?, comfort),

FJ〈0.8, 0.6〉, source = ’Paris’, destination = ’Brussels’};
such that variables num, duration and rate are distinguished (labeled by symbol
’?’) and their values form the returned tuples, variables source and destination
are bound (they appear more than once in q) and comfort is ignored since it is
free. Algorithms 1 and 2 deliver the set Q = {q, q1}, such that:
q1 = {(FJ (num?, source, destination, duration?, rate?, comfort),

source = ’Paris’, destination = ’Brussels’, lmin(Favorite(num), 〈0.8, 0.6〉)};
The dual form of q1 is qd1 = {num (FJ, 1, distinguished, void), source (FJ, 2,
bound, = ’Paris’), destination (FJ, 3, bound, = ’Brussels’), duration (FJ, 4,
distinguished, void), rate (FJ, 5, distinguished, void), [〈0.8, 0.6〉]}.

Algorithm 3 details the translation of a conjunctive query into a bipolar SQLf
statement. Obtained bipolar SQLf statements are then evaluated over the system
database, hosted by PostgreSQLf1 DBMS extended to bipolar datatype and
functions [18] (pair of grades datatype, lmin and lmax operators). The delivered
sets of tuples are finally merged such that we keep tuples that scored highest in
the case of duplication.

1 https://github.com/postgresqlf/PostgreSQL f/blob/master/doc
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Algorithm 3. Conjunctive query translation process

Input: A query q = {α(Vq), α ∈ O}, O, Output: Bipolar SQLf statement sqlf ;
BEGIN
Compute the dual form of q: qd{v([(α1, pos1), ..., (αn, posn)], type,Conds), v ∈ Vq};
Compute the projected attributes: For each distinguished variable vi ∈ Vq do
• Retrieve the first atom in which vi is involved: (α1, pos1) ← getAtoms(vi, q

d);
• Retrieve from O attribute name of vi in concept α1: getRealAttribute(O,α1, pos1);
• Form the list of projected attributes: proj;
End For
Form the join clause of the query based on non-distinguished variable and
related concepts: JoinCond = α1.attribute;
For j = 2 to n do JoinCond = JoinCond + ” = ” + αj .getRealAttribute(O,αj , posj);
Form the selection conditions (SCond) based on query concrete atoms:
If (Conds �= void) Then
For each condition cj ∈ Conds SCond = SCond + attribute + cj ;
Compute the scoring function based on substitutions:

If (grades �= void) Then For each ordered pair of grades 〈a, b〉 ∈ grades do
If (scores = ””) Then score ← lmin((getScore1(), getScore2()), 〈a, b〉)

Else score ← lmin(score, lmin((getScore1(), getScore2()), 〈a, b〉))
End For
Build the From clause of the Bipolar SQLf query:
For each αk ∈ Atoms do From = From + ”, ” + αj ;
Build the whole sqlf statement:
sqlf ← Proj + score + ” From ” + From
If (JoinCond �= ”” or SCond �= ””) Then sqlf ← sqlf + ”Where” + JoinCond + SCond;
END.

Example 4. The translation of q, q1 (example 3) delivers the following queries:
q = Select numJourney, durationJourney, rateJourney From PreferredJourney
Where sourceJourney = ’Paris’ and destinationJourney = ’Brussels’;
q1 = Select numJourney, durationJourney, rateJourney, lmin ((getScore1(),
getScore2()), (0.8, 0.6)) From FavoriteJourney Where sourceJourney = ’Paris’
and destinationJourney = ’Brussels’;

Prototyping and Preliminary Tests. To show the feasibility of our approach,
we have extended the prototype developed in [21], limited to bipolar conditions of
type “and if possible”, to bipolar conditions of type “or else”. It is developed in the
field of multimodal transport system described by the Ontology Transportation
Networks [16]. The data are collected manually from different mono-modal trans-
port systems (train, TGV, plane, bus) and their related services (restaurant, hotel,
etc.) of the Brittany Region, which link cities of Lannion, Brest, Rennes, Plouaret
Tregor, andGuingump toParis.We computed from the collecteddata all (437) fea-
sible journeys stored in table Journey. We submitted to the system the following
query: “Find favorite journeys (not expensive and if possible having few changes),
which departure is around 2h pmwith a good hotel (close to transport station or else
not expensive) at the destination”, and expressed in conjunctive query as q:

q =FavoriteJourney (num?, source?, dest?, -, hDep?, Harr?, -, -, -), source =
“Paris”, dest = “Paris” , hDep ˜ “14:00”, GoodHotel (dest);
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From available data, we defined subsumption axiom FavoriteStation &〈0.73,0.73〉
GoodHotel on which algorithms 1 and 2 are applied to compute the set of de-
rived queries Q = {q, q′}. Then, algorithm 3 is applied to translate q and q′ into
bipolar SQLf statements, which are evaluated over the facts component.

Preliminary tests show that the inclusion axiom simplifies the query q before
its evaluation and allows to target only favorite journeys having a destination
close to good hotels without considering the table of hotels. Once journeys are
computed, the system focuses only on this subset to solve the second part of
query (about good hotels). Concerning the time consumption, the developed
system builds once a local database in which it stores facts of the fuzzy bipolar
DLR-Lite specification. Then, the conjunctive query evaluation overload consists
in query derivation and translation (algorithms 1, 2 and 3). This overload is
balanced by the reduction of the amount of targeted data. Indeed, the research
space is reduced when fuzzy bipolar conditions and subsumptions are expressed
and applied. Indeed, in our experiments, we noticed that the table of favorite
journeys contains 41% of tuples of table journey (so, a reduction of 59%). For
the hotels, the reduction of space is about 37% when the bipolar condition (not
expensive or else close to transport station) is considered, and it is up to 66%
when the subsumption rule FavoriteStation &〈0.73,0.73〉 GoodHotel is applied.

5 Conclusion

We have developed in this paper a three-step algorithm which is the basis of the
proposed bipolar conjunctive query evaluation approach. The first step details
the rules to apply to substitute atoms of a given query based on the applicable
subsumption axioms. The second one shows the way in which substitutions are
applied on a query to derive the set of its complementary queries. The third
one is aimed at translating a conjunctive query into bipolar SQLf statements.
This evaluation process is developed under a bipolar knowledge base relying on
bipolar conditions of both types “and if possible” and “or else”, implemented as
a standalone application and saved in a relational database managed by Post-
greSQLf DBMS extended to the aforementioned framework of bipolarity.

As future works, we plan to reduce the complexity of query generation algo-
rithm and to perform further tests to study the system performances. We aim
also to extend the core of the bipolar PostgreSQLf DBMS (limited to bipolar
projection, restriction and join operations) to encompass a larger set of bipolar
SQLf statements, particularly, those based on nesting and grouping operators.
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1 Department of Telecommunications and Information Processing, Ghent University,
Sint-Pietersnieuwstraat 41, B-9000, Ghent, Belgium

{Christophe.Billiet,Guy.DeTre}@UGent.be
2 Department of Computer Science and Artificial Intelligence, University of Granada,

C/Periodista Daniel Saucedo Aranda, S/N, E-18071, Granada, Spain
{jpons,opc}@decsai.ugr.es

Abstract. Databases model parts of reality by containing data repre-
senting properties of real-world objects or concepts. Often, some of these
properties are time-related. Thus, databases often contain data repre-
senting time-related information. However, as they may be produced by
humans, such data or information may contain imperfections like uncer-
tainties. An important purpose of databases is to allow their data to be
queried, to allow access to the information these data represent. Users
may do this using queries, in which they describe their preferences con-
cerning the data they are (not) interested in. Because users may have
both positive and negative such preferences, they may want to query
databases in a bipolar way. Such preferences may also have a temporal
nature, but, traditionally, temporal query conditions are handled specif-
ically. In this paper, a novel technique is presented to query a valid-time
relation containing uncertain valid-time data in a bipolar way, which
allows the query to have a single bipolar temporal query condition.

Keywords: Bipolar Querying, Valid-time Relation, Valid Time, Tem-
poral Databases, Uncertainty, Possibility Theory, Ill-known Intervals.

1 Introduction

Generally, database systems model (parts of) reality. For this, their databases
contain data representing properties of real-world objects or concepts. Some
essential properties of real-world objects or concepts are time-related. Thus,
databases often contain data representing temporal values [1], which are basi-
cally indications of time and describe such properties. These temporal values are
usually either time intervals [1] or instants [1], which may informally be seen as
infinitesimally short ‘periods’ or ‘points’ in time. Based on their interpretation
and purpose, temporal values can be classified into several categories, but the
presented work will only consider valid-time indications, which indicate when
corresponding data is a valid or true representation of the reality modelled by
its database [1–4].
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A lot of database data are produced by humans, but human-made data are
prone to imperfections, as some of these data may be vague or imprecise [5],
contradictory, incomplete or uncertain [3], [4], [6]. Of course, data representing
temporal values may contain such imperfections too [2–4], [7]. The work pre-
sented in this paper will consider databases containing data representing valid-
time intervals subject to uncertainty and will assume all non-temporal data in
these databases to contain no imperfections.

One of the most important purposes of a database is to allow its data to be
queried, to allow the information or knowledge represented by this data to be
retrieved. A user may query a database in a ‘regular’ way: the user describes
the data which he or she finds desired or satisfactory and thus wants to re-
trieve, by perfectly describing the allowed values of these data. A user may also
query a database in a ‘fuzzy’ way: the user describes the data which he or she
finds desired or satisfactory by imperfectly describing the allowed values of these
data [8]. These imperfect descriptions may contain vagueness or imprecision, of-
ten through the use of linguistic terms [9], [10]. A user may also query a database
in a ‘bipolar’ way. Generally, two main approaches to this exist. One is for the
user to describe the data which he or she finds acceptable and to describe the
data among this acceptable data, which he or she finds really desired, both by
describing the allowed values of these data [11]. The other is for the user to in-
dependently describe both the data which he or she finds desired or satisfactory
and the data which he or she finds undesired or unsatisfactory, both by describ-
ing the allowed values of these data [12], [13]. The descriptions used in bipolar
querying may contain imperfections. The presented work will only consider the
latter approach to bipolar querying and will allow a simple form of imprecision
in non-temporal elementary query conditions.

Compared to non-temporal user preferences, temporal user preferences usu-
ally have an uncommon nature and interpretation and thus expressing them
relies on uncommon mechanics in querying: users usually prefer using specific
temporal operators to express temporal preferences. Hence, several proposals
have considered specific sets of temporal operators, often based on the possible
temporal relationships between two time indications [2], [14], [15]. Such tempo-
ral relationships define semantically meaningful relationships with a temporal
nature, between two time indications. In [16], a collection of temporal relation-
ships between two time intervals (and as a special case instants) is introduced
and this collection is considered groundbreaking. Of course, to query temporal
data in a fuzzy way, fuzzy variants of such temporal operators are necessary
and several proposals have thus introduced such variants [4], [14], often based
on fuzzy variants of such temporal relationships [15], [17].

Techniques for the regular or fuzzy querying of valid-time databases containing
valid-time data subject to uncertainty are considered by several existing propos-
als [2], [4], [17]. However, to the knowledge of the authors, only one proposal
has considered the bipolar querying of valid-time databases (in [18], a technique
is proposed to query a valid-time database containing temporal data subject to
imprecision in a bipolar way) and none have considered the bipolar querying
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of valid-time databases containing temporal data subject to uncertainty. Thus,
this paper presents a novel technique to query a valid-time relation containing
valid-time data subject to uncertainty in a bipolar way, which allows the user
to specify a single bipolar temporal query condition. This paper is structured as
follows: in section 2, some preliminary concepts and techniques are described, in
section 3, the novel technique which is the main contribution of the work pre-
sented in this paper, is explained and in section 4, the conclusions of this paper
and some directions for future research are given.

2 Preliminaries

2.1 General Preliminaries, Notations and Nomenclature

Databases may contain data representing temporal values. Based on their pur-
pose and interpretation, such time indications can be classified into different
categories [1], [3]. The work presented in this paper only considers temporal
values of the category valid time. Their purpose or interpretation is for every
valid-time indication to correspond to a collection of data and to indicate a
period of time during which this data is a valid or true representation of reality.

The work presented in this paper concerns time indications subject to uncer-
tainty. This uncertainty is always assumed to be caused by a (partial) lack of
knowledge: the exact, intended time indication is not known, eventhough there is
only one time indication intended and as such no variability. Confidence about
exactly which time indication is the intended one in the context of such un-
certainty is modelled using possibility theory [17], [19]. In the presented work,
‘possibility’ and ‘necessity’ are always interpreted as measures of plausibility,
respectively necessity, given all available knowledge. Time intervals not subject
to any imperfection are called crisp time intervals (CTI) in this paper.

2.2 Valid-Time Relations

A valid-time relation (VTR) always has valid-time attributes. These are at-
tributes describing a single valid time [1] for the objects or concepts represented
by the VTR’s tuples. A VTR may contain different tuples corresponding to the
same real-world concept or object. The non-valid-time attribute values of such
a tuple represent the capacities of the properties described by their correspond-
ing attributes which were, are or will be true or valid for the object or concept
corresponding to the tuple during the period in time indicated by the valid-time
indication represented by the tuple’s valid-time attribute values. Thus, such a
tuple represents the ‘version’ of the object or concept corresponding to this tuple
which was, is or will be real or valid or the ‘state’ this object or concept was,
is or will be in, during the period in time indicated by the valid-time indication
represented by the tuple’s valid-time attribute values. In the presented work,
such valid-time indications will always be time intervals [1] and will always be
referred to as valid-time intervals (VTI).
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2.3 Uncertainty in Valid-Time Intervals

The presented work allows VTI to be subject to uncertainty, by allowing them to
be ill-known valid-time intervals (IKVTI). The concept of IKVTI is based on the
concepts of possibilistic variables (PV) and ill-known intervals (IKI) [3], [17], [20].

Definition 1. A possibilistic variable (PV) X on a universe U is a variable
taking exactly one value in U , but for which this value is (partially) unknown.
The possibility distribution πX on U models the available knowledge about the
value that X takes: for each u ∈ U , πX(u) represents the possibility that X takes
the value u.

Now consider a set U containing single values (and not collections of values).
When a PV Xv is defined on such a set U , the unique value Xv takes, which is
(partially) unknown, will be a single value in U and is called an ill-known value
(IKV) in U [3], [17], [20]. In this paper, IKV will be denoted using lower-case
letters. The work presented in this paper uses a specific kind of IKI, defined as
follows, although other definitions exist [3], [4].

Definition 2. Consider an ordered set U . An ill-known interval (IKI) in U is
an interval in U of which both boundary values are IKV in U .

Specifically concerning valid time, an IKI in a time domain represented by
the domains of a VTR’s valid-time attributes is called an ill-known valid-time
interval (IKVTI). The work presented in this paper requires the possibility dis-
tributions defining an IKVTI’s IKV to be convex [17]. In this paper, an IKVTI
with boundary IKV s and e will be noted [s, e].

2.4 Evaluation of Temporal Relationships

To express temporal elementary query conditions, operators based on temporal
relationships are necessary. In the presented work, only Allen relationships [16]
between a CTI and a IKVTI are considered. To evaluate such relationships, the
ill-known constraints (IKC) framework presented in [17] is used. It relies on the
concept of IKC.

Definition 3. Given an ordered set U , an ill-known constraint (IKC) C =
(R, v) on U is specified by means of a binary relation R ⊆ U2 and a fixed IKV
v in U . Any set A ⊆ U now satisfies IKC C = (R, v) if and only if:

∀a ∈ A : (a, v) ∈ R

The satisfaction of an IKC C by a set A will be noted C(A) in this paper.
Consider an ordered set U , an IKC C = (R, v) on U and a set A ⊆ U . Due to
the uncertainty inherent to v, it is uncertain whether A satisfies C or not. The
degree of possibility Pos(C(A)) that A satisfies C and the degree of necessity
Nec(C(A)) that A satisfies C, can be calculated as follows [17]:



Bipolar Querying of Valid-Time Intervals Subject to Uncertainty 405

Pos(C(A)) = min
a∈A

(
sup

(a,w)∈R

πXv (w)

)
(1)

Nec(C(A)) = min
a∈A

(
inf

(a,w)/∈R
1− πXv (w)

)
(2)

Given an ordered set U , degrees of possibility and necessity that a set A ⊆ U
satisfies a boolean combination of IKC on U can be found by using the possibilis-
tic extensions of boolean operators ‘and’ (∧), ‘or’ (∨) and ‘not’ (¬), as described
in [3], [4], [17].

The IKC framework now allows evaluating a given Allen relationship AR be-
tween a given CTI I and a given IKVTI J = [s, e] by allowing the calculation of
the degrees of possibility and necessity that I AR J holds. For this, the combina-
tion of AR and J is translated to a specific boolean combination of specific IKC.
These translations are shown in table 1. Every row of this table corresponds to
a given Allen relationship between I and J , indicated by the row’s value in the
‘Allen Relationship’ column. The collections of specific IKC for given Allen rela-
tionships are shown in the ‘Constraints’ column (every Ci, i ∈ {1, 2, 3, 4} denotes
an IKC) and the specific combination of these IKC used for evaluation of the
Allen relationships are shown in the ‘Combination’ column. Finally, the degrees
of possibility and necessity that I AR J holds are then the degrees of possi-
bility, respectively necessity that I satisfies the specific aggregation of specific
IKC found as translation of the combination of AR and J . Using the formulas
shown above, the requested possibility and necessity degrees can be calculated
from these.

2.5 Bipolar Querying

As mentioned before, humans may express their query preferences using both
positive and negative query conditions [12], [13]. If the semantics of these

Table 1. The translations of Allen relationships to the IKC framework

Allen Relationship Constraints Combination

I before J C1
	
= (<, s) C1(I)

I equal J
C1

	
= (≥, s), C2

	
= ( �=, s) C1(I)∧ ¬C2(I)∧

C3
	
= (≤, e), C4

	
= ( �=, e) C3(I)∧ ¬C4(I)

I meets J C1
	
= (≤, s) C2

	
= ( �=, s) C1(I)∧ ¬C2(I)

I overlaps J C1
	
= (<, e), C2

	
= (≤, s), C3

	
= (≥, s) C1(I)∧ ¬C2(I)∧ ¬C3(I)

I during J
C1

	
= (>, s), C2

	
= (≤, e)

(
C1(I)∧ C2(I)

)∨
C3

	
= (≥, s), C4

	
= (<, e)

(
C3(I)∧ C4(I)

)
I starts J C1

	
= (≥, s), C2

	
= ( �=, s) C1(I)∧, ¬C2(I)

I finishes J C1
	
= (≤, e), C2

	
= ( �=, e) C1(I)∧ ¬C2(I)
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conditions are non-symmetric, meaning that the positive preferences can not
be derived from the negative or vice versa, the bipolarity in this query is called
heterogenous [13]. The presented work will concern only such heterogenous query
bipolarity.

A query usually takes the form of a boolean combination of elementary query
conditions. Every elementary query condition then expresses the user’s demands
concerning a single attribute. Bipolarity in a query can either be specified be-
tween or inside the elementary query conditions. In [13], it is shown that combin-
ing both approaches makes no sense and that the approach where bipolarity is
specified inside elementary query conditions, using intuitionistic fuzzy sets [21],
is a more intuitive one. In the presented work, only the latter approach is used.
In this approach, elementary query conditions express both what is accepted
and what is not accepted by the query, at once, and are called bipolar query
conditions (BQC) [13].

Consider a relation attribute A. Let domA be the domain of A’s data type,
let μcA and νcA be membership functions from domA to the unit interval [0, 1],
where μcA(x) represents to what extent x ∈ domA is satisfactory and νcA(x)
to what extent x is unsatisfactory to a user, then a BQC cA expressing this
user’s preferences concerning A can be modelled by an Intuitionistic Fuzzy Set
(IFS) [21] as [12], [13]:

cA = {(v, μcA(v), νcA(v)) : v ∈ domA} (3)

Note that to allow overspecification of the user’s preferences, the IFS’s con-
sistency condition can be relaxed, which means that there may exist values
v ∈ domA for which μcA(v) + νcA(v) > 1 [12], [13].

If the user explicitely defines μcA , but doesn’t define νcA , then νcA will be
assumed to be the inverse of μcA [13]. If the user explicitely defines νcA , but
doesn’t define μcA , then μcA will be assumed to be the inverse of νcA [13]. Thus,
in the absence of clear heterogenousness of the bipolarity in a query condition,
the bipolarity will be assumed homogenous [13].

The evaluation of a BQC results in a so-called bipolar satisfaction degree
(BSD) [13], which is a pair

(s, d), s, d ∈ [0, 1]

where s is called the satisfaction degree and d is called the dissatisfaction de-
gree [13]. Here, s and d are independent from each other and express to which
extent the BSD respectively represents ‘satisfied’ and ‘dissatisfied’ [13]. Extreme
values for s and d are 0 (‘not at all’) and 1 (‘fully’). For example: the BSD (1, 0)
represents ‘fully satisfied, not dissatisfied at all’ [13].

As explained in [13], there is no consistency condition for BSD’s and for a
BSD (s, d), s+ d > 1 is allowed. The motivation is that BSD’s try to reflect het-
erogenous bipolarity in human reasoning, which can sometimes be inconsistent.

In general, the evaluation of a BQC cA on relation attribute A for a tuple r
will result in a BSD (srcA , d

r
cA), which is calculated as follows. Let r[A] denote

the value of tuple r for attribute A, then [13]:

(srcA , d
r
cA) = (μcA(r[A]), νcA (r[A])) (4)
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Remark that the traditional approach to fuzzy querying using regular fuzzy
sets can be obtained from this as a special case, where the bipolarity involved is
homogenous. In that case, a user only specifies positive query preferences [13].

3 A Novel Querying Approach

3.1 Valid-Time Relations Subject to Uncertainty

The presented proposal will concern VTR where the VTI are IKVTI. Generally,
such a VTR R can be seen as constructed in the following way. Let R have n
non-temporal attributes Ai, 1 ≤ i ≤ n, i ∈ N and two valid-time attributes V ST
and V ET . Every tuple T of R represents an object or concept version or state
which is valid during the time period indicated by the tuple’s IKVTI IT . This
IKVTI IT is now defined by two IKV, which respectively describe the starting
and ending instants of IT and are represented by the tuple’s VST, respectively
VET values. The interpretation is that the version or state corresponding to a
tuple was, is or will be valid during a period of time, but exactly which period
this is intended to be, is unknown. Confidence about exactly which period is
intended, is modelled by the tuple’s IKVTI [2], [4].

Table 2. The example relation used in this paper

ID Author VST VET

1 Alöısius [4/4/1208, 6/4/1208, 16/4/1208] [10/12/1208, 1/1/1209, 26/1/1209]

2 Theofilus [2/4/1209, 12/4/1209, 22/4/1209] [21/12/1209, 1/1/1210, 21/1/1210]

3 Gerardus [14/1/1209, 15/1/1209, 16/1/1209] [21/12/1209, 15/1/1210, 25/1/1210]

4 Euforius [21/12/1210, 1/1/1211, 11/1/1211] [21/12/1211, 1/1/1212, 11/1/1212]

5 Ambrosius [11/12/1213, 21/12/1213, 15/1/1214] [9/10/1216, 10/10/1216, 15/10/1216]

6 Alöısius [21/12/1213, 1/1/1214, 11/1/1214] [9/6/1217, 9/6/1217, 12/6/1217]

7 Gerardus [29/12/1214, 1/1/1215, 8/1/1215] [9/6/1217, 10/6/1217, 12/6/1217]

In this paper, the relation shown in table 2 will be used as example relation.
This relation models the being in effect of medieval legal acts. Since the prop-
erties of a legal act cannot change once it has taken effect, every legal act has
only one version or state. This was deliberately done to simplify the example.
Thus, every tuple of the relation corresponds to a legal act. A tuple’s value for
attribute ‘ID’ is a number uniquely identifying the legal act corresponding to the
tuple. A tuple’s value for attribute ‘Author’ is a character string representation
of the name of the author of the legal act corresponding to the tuple. A tuple’s
IKVTI represents the time period during which the act corresponding to the
tuple was in effect. For this, every value for V ST , respectively V ET represents
an IKV describing the day on which the legal act respectively took effect and
stopped taking effect. For this, every value for V ST or V ET is a triple [d1, d2, d3],
where d1, d2, d3 are elements of the ordered set of days in history. Such a triple
[d1, d2, d3] now defines a triangular (and thus convex) possibility distribution π
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which defines the mentioned IKV and which is defined by (differences in dates
in this function prescription are expressed in amounts of days):

π(x) =

⎧⎪⎨⎪⎩
x−d1

d2−d1
, if d1 ≤ x < d2

d3−x
d3−d2

, if d2 ≤ x ≤ d3

0, else

(5)

3.2 Querying Using Bipolar Valid-Time Conditions

The presented work introduces a novel querying technique. The most interesting
aspect of this technique is that it allows the user to specify a bipolar valid-time
demand. According to this technique, a user query Q consists of two separate
parts Qn and Qt: Q = (Qn, Qt). Here, Qn is a boolean combination of BQC
on non-valid-time attributes, expressing the user’s non-temporal demands. Qt

expresses the user’s valid-time demands and is a single crisp temporal BQC
((AR+, I+), (AR−, I−)), where both AR+ and AR− are Allen relationships and
both I+ and I− are CTI. The interpretation is that the user requires an object or
concept that has a version or state that complies with his or her non-temporal
demands and was, is or will be valid during a time interval which is in Allen
relationship AR+ with I+ and wasn’t, isn’t or won’t be valid during a time
interval which is in Allen relationship AR− with I−.

Consider the example relation shown in table 2. Now assume a user queries the
relation to find all legal acts of which the author is preferably named Alöısius, less
preferably Euforius and perhaps Eugenius, and of which the author is preferably
not named Ambrosius, rather not Theofilus and perhaps not Antonius and which
took effect preferably before 2/1/1210 and preferably not after 1/1/1214. These
demands can now be translated to a query Qex in the following way:

Qex = (Qn,ex, Qt,ex) = (Qn,ex, ((AR+,ex, I+,ex), (AR−,ex, I−,ex))),

Qn,ex = {(x, μex(x), νex(x)), ∀x ∈ S}
AR+,ex = AR−,ex = DURING

I+,ex = ]−infinity, 1/1/1210] , I−,ex = [1/1/1214,+infinity[

and μex and νex are the membership functions of the fuzzy sets:

{(Aloisius, 1), (Euforius, 0.7), (Eugenius, 0.1)}, respectively
{(Ambrosius, 1), (Theofilus, 0.7), (Antonius, 0.1)}

and S is the set of all author names in the example relation’s ‘Author’ attribute
domain.

3.3 Elementary Query Condition Evaluation

Generally, a first step in determining which objects or concepts corresponding
to tuples to present to a user as answer to his or her query, is evaluating the
query’s elementary conditions for every tuple. In the presented work, given a user
query Q constructed as proposed in section 3.2 and using the same notations,
the following is done separately for every tuple T of VTR R:
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– every non-temporal BQC in Qn is evaluated as described in [13], resulting
in a BSD for each. The interpretation is as described in [13]: the BSD’s
satisfaction, respectively dissatisfaction degrees express to which extent T
satisfies, respectively dissatisfies the user preferences expressed by the BQC.

– the query’s temporal BQC Qt is evaluated as follows. Let IT be the tuple’s
IKVTI. Then, independently, the statements ‘IT AR+ I+’, respectively ‘IT
AR− I−’ are evaluated using the IKC framework as described in [2], [4], [17].
These evaluations result in a possibility degree Pos+(IT ) and a necessity de-
gree Nec+(IT ), respectively a possibility degree Pos−(IT ) and a necessity
degreeNec−(IT ). The interpretation is that Pos+(IT ) andNec+(IT ) express
the possibility, respectively necessity, that the time interval during which the
version or state represented by T is valid and which is intended by IT , is in
relationship AR+ with I+ and thus complies with the user’s positive tempo-
ral demand. Furthermore, the interpretation is that Pos−(IT ) andNec−(IT )
express the possibility, respectively necessity, that the time interval during
which the version or state represented by T is valid and which is intended
by IT , is in relationship AR− with I− and thus complies with the user’s
negative temporal demand.

Table 3 shows the results of the evaluation of the example query’s elementary
query conditions for the tuples of the example relation.

Table 3. Elementary query condition evaluation results for the example relation

ID BSDQN,ex(T ) (Pos+(IT ), Nec+(IT ) (Pos−(IT ), Nec−(IT )

1 (1, 0) (1, 1) (0, 0)

2 (0, 0.7) (1, 0) (0, 0)

3 (0, 0) (11/25, 0) (0, 0)

4 (0.7, 0) (0, 0) (0, 0)

5 (0, 1) (0, 0) (14/25, 0)

6 (1, 0) (0, 0) (1, 0)

7 (0, 0) (0, 0) (1, 1)

3.4 Aggregation and Ranking

Generally, a second step in determining which objects or concepts corresponding
to tuples to present to a user as answer to his or her query, is aggregating, for
every tuple, the tuple’s evaluation results for the query’s elementary conditions,
in order to determine how well the tuple complies with the entire user request
expressed by the combination of the elementary query conditions. Usually, these
evaluation results are quantifications of (dis)satisfaction. However, in the pre-
sented proposal, two different types of evaluation results can be discerned:

– the BSD’s (dis)satisfaction degrees constitute quantifications of
(dis)satisfaction: they quantify to which extent a tuple’s attribute val-
ues (dis)satisfy a user’s non-temporal preferences and thus assess an answer
to the question: ‘To what extent does a version or state represented in
the relation (dis)satisfy the user’s request and could thus be a (un)wanted
result?’
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– the possibility and necessity degrees Pos+, Nec+, respectively Pos−, Nec−
constitute quantifications of possibility and necessity: they quantify the pos-
sibility that a tuple’s intended crisp VTI does (not) comply with the user’s
temporal demands by quantifying confidence about exactly which crisp VTI
is the tuple’s intended VTI. Thus, they assess an answer to the question:
‘Given all available knowledge, how plausible is it that a version or state
represented in the relation (that may or may not (dis)satisfy the user’s non-
temporal preferences) actually existed, exists or will exist during the time
period indicated by the user?’

A fundamental question arises now: should one consider combining quantifi-
cations of these different categories? On one hand, such quantifications have
clearly different semantics and it would not be clear what exactly the meaning
would be of the result of such a combination or what the semantically most
coherent ways would be to further process such combination results. Thus, it is
important, for every query result tuple presented to the user, to certainly keep
both different types of evaluation results as separate (meta)data. On the other
hand, without an unambiguous and straightforward ranking of the query result
tuples, the user cannot clearly discern the result tuples which comply well with
his or her demands from those which don’t. This would defeat the purpose of
querying. Reasonably, such a ranking should be based on the elementary query
condition evaluation results. As there cannot exist a ranking between quantifi-
cations of categories with different semantics, a combination of quantifications
of satisfaction and possibility seems to be required. In most existing proposals
requiring a combination of quantifications of satisfaction and possibility, both
quantifications are combined as to restrict one another. The result is usually
seen as a quantification of possibility. Below, this approach is translated to the
specific situation encountered in the presented work.

For every tuple T , the BSD’s which are the evaluation results of the non-
temporal BQC are combined to a single BSD (sn(T ), dn(T )) as described in [13].
In this combination method, satisfaction degrees are combined with each other
and separately, dissatisfaction degrees are combined with each other. This rea-
soning is now extended to include Pos+(IT ),Nec+(IT ), Pos−(IT ) andNec−(IT ):
a couple (Pos+(T ), Nec+(T )), respectively (Pos−(T ), Nec−(T )) is calculated,
expressing the possibility and necessity that the version or state corresponding
to T complies with all of the user’s positive, respectively negative demands. This
calculation is done as follows:

Pos+(T ) =min(sn(T ), Pos+(IT ))

Nec+(T ) =

{
0, if Pos+(T ) < 1

min(sn(T ), Nec+(IT )), else

Pos−(T ) =min(dn(T ), Pos−(IT ))

Nec−(T ) =

{
0, if Pos−(T ) < 1

min(dn(T ), Nec−(IT )), else
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Table 4. Aggregation and ranking results for the example relation and query

ID Pos+(T ) Nec+(T ) Pos−(T ) Nec−(T ) BSDQn,ex (Pos+(IT ),Nec+(IT )) (Pos−(IT ), Nec−(IT ))

1 1 1 0 0 (1, 0) (1, 1) (0, 0)

2 0 0 0 0 (0, 0.7) (1, 0) (0, 0)

3 0 0 0 0 (0, 0) (11/25, 0) (0, 0)

4 0 0 0 0 (0.7, 0) (0, 0) (0, 0)

6 0 0 0 0 (1, 0) (0, 0) (1, 0)

7 0 0 0 0 (0, 0) (0, 0) (1, 1)

5 0 0 14/25 0 (0, 1) (0, 0) (14/25, 0)

Next, a tie-break approach is used to rank the versions or states represented in
R: ranking is done based on the value of Pos+(T ), with Nec+(T ) as tie-breaker
for Pos+(T ), with Pos−(T ) as tie-breaker for (Pos+(T ), Nec+(T )) and finally
Nec−(T ) as tiebreaker for (Pos+(T ), Nec+(T ), Pos−(T )). The results of this
aggregation and ranking approach for the example relation and query are shown
in table 4.

The introduced technique for aggregating elementary query condition eval-
uation results and determining a ranking does not require the combination of
quantifications with different interpretations and still presents the query result
tuples in a ordered manner, where this ordering is consistent with the expected
extend to which each tuple is usefull to the user. However, the technique still
requires the user to decide which objects or concepts constitute the best query
answer, although this decision is heavily supported.

4 Conclusions and Future Work

In this paper, a novel technique to query a valid-time relation containing valid-
time data subject to uncertainty in a bipolar way, is presented. This technique al-
lows the user to specify a single valid-time bipolar query condition. A major issue
concerning the need to combine quantifications of (dis)satisfaction with quan-
tifications of possibility resulting from this technique is presented and shortly
discussed, along with a solution for this issue. In the near future, the interactions
between these types of quantifications and between uncertainty in valid-time
data and bipolar querying will be further studied. Also, an approach to allow
the valid-time bipolar query condition to be fuzzy will be considered.
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17. Pons, J.E., Bronselaer, A., De Tré, G., Pons, O.: Possibilistic evaluation of sets.
International Journal of Uncertainty. Fuzziness and Knowledge-Based Systems
(2012); Accepted for publication in the International Journal of Uncertainty, Fuzzi-
ness and Knowledge-Based Systems
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Abstract. In this paper we propose a declarative method to formulate
fuzzy linguistic queries on Relational Database Management Systems.
That is, flexible queries containing linguistic terms associate to the at-
tributes of a table of a relational database. To this end, we adapt tech-
niques originate from a proximity-based Logic Programming Language
called Bousi∼Prolog.

Keywords: Relational databases, Information retrieval, Fuzzy Linguis-
tic Queries, Proximity/Similarity Relations, Fuzzy Logic Programming.

1 Motivation and Introduction

Most corporations have been storing a large amount of data into Database Man-
agement Systems (RDBMS, for short) for years. Data manipulation queries are
performed by using a specific and formal language supported by a particular
RDBMS, being the most commonly used the Structed Query Language (SQL,
for short). These query languages have been designed to retrieve information
from databases containing precise data and where the user needs are indicated
specifying a set of selection conditions which require strict commands. In many
situations, users of a database system are not completely familiar with the data
stored in it, hence it is customary that a query is formulated by an expert user
who translates a natural language question into precise constrains on rigid val-
ues, what implies the possibility to miss interesting answers.

On the other hand, a portion of knowledge is not incorporated in an appropri-
ate way within present-day database systems [17], since the real world informa-
tion is often permeated by vagueness and/or imprecision. Therefore, database
systems should deal with this kind of information if they want to be capable of
getting a flexible, expressive or user-friendly interface. Also, they should permit
to retrieve information in a flexible way.

In this respect the techniques based on fuzzy set theory [19] are very useful
for modeling the vagueness and imprecision. In fact, fuzzy query processing for
relational database systems is an important application of the fuzzy set theory
because it allows to retrieve data from relational database systems with queries
containing linguistic terms [4].
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In this paper we propose a declarative method to formulate fuzzy linguis-
tic queries on Relational Database Management Systems. This new method al-
lows us to retrieve data from those systems by using the inference mechanism
of a proximity-based Logic Programming Language called Bousi∼Prolog. To this
end, firstly, a set of rows from a relational table is transformed into a set of
Bousi∼Prolog facts and, subsequently, a fuzzy relation is established between
the constant arguments of such facts and the linguistic labels defined for a lin-
guistic variable. This relation provides a mapping between the data records in
the database and the fuzzy concepts that may be used in queries. This fuzzy
relation is determined by way of a standard matching algorithm and it feeds
an efficient semantic unification mechanism which has been incorporated into
Bousi∼Prolog. After that, a simple query (introduced by the user thought a graph-
ical interface) is translated to a Bousi∼Prolog query and then launched to the
system, that will provide the corresponding answers. In order to implement this
method, the Bousi Gunfire and Bousi Exporta tools have been built. Bousi Gun-
fire is a reduced version of the Bousi∼Prolog system i.e. it only contains the
core of this language. Bousi Exporta is a tool that allows the connection with a
particular Relational Database Management System, visualizes its structure (ta-
bles, attributes and values) and transforms the rows and the linguistic variables
into a Bousi∼Prolog program. The result is a system which is able to formulate
fuzzy linguistic queries on a particular Relational Database Management System.
Moreover, our system is multi-platform since the extraction of data employs the
meta-information provided by a Relational Database Management System.

Ending this section, it is fair to say that, in the present work (which is only
a first step) we have not considered performance or scalability issues.

2 Fuzziness in Databases and Related Work

Imprecision and vagueness are two major types of imperfect information. Intu-
itively, the imprecision and vagueness appear when we do not know what exact
value to choose for a particular attribute. A fuzzy set [19] may be used to rep-
resent vague and/or imprecise information. At least, there are two lines of work
using fuzzy sets in combination with databases. The one where the data model is
leaving intact and query processing is enhanced to allow vague concepts, which
are represented by fuzzy sets and/or linguistic variables, [2,18,17] and the one
that applies the fuzzy set theory to relational data models modifying relational
calculus and algebra [3,13,16].

The first line of work seems to be more practical and promising since the
relational model remains the most widely used alternative. In fact, inside of
this first line, many methods have been presented for fuzzy query processing in
relational database systems. Most of existing approaches for handling fuzziness in
queries require explicit definitions of membership functions. Other approaches
adopt clustering techniques as a tool to generate the mapping between fuzzy
terms, defined at a higher level of abstraction, and the database records [4,9].
While the first option requires an exact specification of the meaning of each fuzzy
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term known by the system, the second one makes the definition task much easier
since instead of explicitly defining the range of concept values corresponding to
each term, the users need only to define the relative order of linguistic terms and
the system, thru the clustering algorithm, will match each linguistic term to the
adequate cluster of records [9].

The work presented in this paper can be seen as a hybrid approach since it
makes use of membership functions, which give meaning to the linguistic terms,
and clustering techniques to perform the query processing1. Hence, we will focus
on these issues. In this context, the development of a fuzzy querying system
consists in building a user interface to get information from a crisp database,
making references to fuzzy linguistic concepts and putting in relation those fuzzy
linguistic concepts with the precise data from the relational database.

Additionally, it is important to determinate the type of fuzzy terms on which
a method can act. Following [9], we consider that a fuzzy term can be classi-
fied as: a qualitative numeric descriptor, a qualitative non-numeric descriptor or a
quantification description. A qualitative numeric descriptor is a word that describes
some numeric value or a range of numeric values. A qualitative non-numeric de-
scriptor is a word which describes some non-numeric concept. A quantification
description is a word which describes the quantity of responses desired in a nat-
ural language query. In contrast to [9] which are concerned only with qualitative
numeric descriptors, our approach can work both with qualitative non-numeric
and numeric descriptors. Although in this paper we concentrate our attention
in the treatment of qualitative numeric descriptors. This ability is because our
approach is based on proximity-based Logic Programming, which is able to deal
with both kinds of descriptors.

In order to treat a qualitative numeric descriptor, we are going to use tech-
niques developed for the construction of a semantic unification algorithm[7]
which will put in relation a numeric descriptor with (possibly) several linguistic
concepts, i.e. our method acts like a fuzzy clustering algorithm.

3 Preliminary Definitions, Concepts and Notations

Formally, our approach relies on a combination of concepts coming from diverse
areas such as relational databases [5], fuzzy logic [19], and logic programming
[11] which are briefly presented in this section.

The Relational Database Model. In the relational database model, a table
is the main structure used to represent a class of real world entities. A table is
defined by a set of columns corresponding to the attributes of a modeled class
of entities. Each entity is represented by a row (tuple) in the table. Formally, a
table T is a set of tuples and a tuple t is a set of pairs 〈attribute−domain, value〉
of the form: t = {〈A1, v1〉, 〈A2, v2〉, . . . , 〈An, vn〉} such that vi ∈ Di, being Di a
domain.
1 Note that our semantic unification mechanism can be seen as an efficient fuzzy
clustering algorithm.
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Fuzzy Relations and Syntactic Domains. The concept of fuzzy relation was
introduced by Zadeh in [19]. A binary fuzzy relation on a set U is a fuzzy subset
on U ×U (that is, a mapping U ×U −→ [0, 1]). A binary fuzzy relation R is said
to be a proximity relation if it fulfills the reflexive property (i.e. R(x, x) = 1 for
any x ∈ U) and the symmetric property (i.e. R(x, y) = R(y, x) for any x, y ∈ U).
If in addition it has the transitive property (i.e., R(x, z) ≥ R(x, y)(R(y, z) for
any x, y, z ∈ U ; where the operator ‘(’ is an arbitrary t-norm), it is called a
similarity relation. Proximity relations also are called tolerances and they provide
a mathematical tool for studying the indiscernibility of phenomena and objects.

We are mainly concerned with proximity relations on a syntactic domain. A
similarity relation R on the alphabet of a first order language can be extended
to terms by structural induction in the usual way [15].

FuzzyLogicProgrammingandBousi∼Prolog. Fuzzy Logic Programming [10]
is a research area which investigates how to introduce fuzzy logic concepts into
logic programming in order to deal with the vagueness in a declarative way.When
the imprecision is modeled by using similarity relations then we must speak of
Similarity-based Logic Programming [15]. Bousi∼Prolog (BPL, for short) [6,8] is an
extension of the standard Prolog language that materializes this line of work and
leads to a proximity-based logic programming framework. Its operational seman-
tics is an adaptation of the SLD resolution principle where classical unification
has been replaced by a fuzzy unification algorithm based on proximity relations.
Informally, the weak unification algorithm states that two terms f(t1, . . . , tn) and
g(s1, . . . , sn) weakly unify if the root symbols f and g are close and each of their ar-
guments ti and si weakly unify. Therefore, the weak unification algorithmdoes not
produce a failure if there is a clash of two syntactical distinct symbols, whenever
they are approximate, but a success with a certain approximation degree. Hence,
Bousi∼Prolog computes answers as well as approximation degrees. Bousi∼Prolog
makes a clear distinction between precise and vague knowledge. In a BPL program
Precise knowledge is specified by a set of Prolog facts and rules, Vague Knowledge
is mainly specified by a set of (what we call) proximity equations2, defining a fuzzy
binary relation (which are expressing how close are two concepts), and Control is
let automatic to the system, through an enhanced SLD resolution procedure with
a fuzzy unification algorithm based on fuzzy binary relations. These features are
evidenced by the following example.

Example 1. Suppose a fragment of a database which stores information about
people. Suppose some fuzzy subsets over the domain age, from which it have
been obtained the proximity degrees between the linguistic labels young, middle
and old. This knowledge can be coded by a set of proximity equations, as the
following fragment of a deductive database shown.

2 A proximity equation, denoted a ∼ b = α, represents an entry of a fuzzy binary re-
lation, its intuitive reading is that two constants, n-ary function symbols or n-ary
predicate symbols, a and b, are approximate with a certain degree, α.
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% FACTS AND RULES (precise knowledge)

age(mary, middle). age(sam, young). age(john, old).

friend(X,Y):-age(X,Z), age(Y,Z), X \= Y.

% PROXIMITY EQUATIONS (vague knowledge)

young ~ middle = 0.75. old ~ young = 0.25. middle ~ old = 0.75.

In a standard Prolog system, if we ask about whether mary is a friend of sam,
“?- friend(mary,sam)”, the system fails. However the BPL system allows us to
obtain the answer “Yes with 0.75”, thanks to its ability to manage proximity
equations during the unification process.

LinguisticVariables. A Linguistic Variable [20] is a quintuple 〈X,T (X), U,G,M〉
where:X is the variable name, T (X) is the set of linguistic terms ofX (i.e., the set
of names of linguistic values ofX , also known as linguistic labels), U is the domain
or universe of discourse, G is a grammar that allows to generate T (X) and M is
a semantic rule which assigns to each linguistic term x in T (X) its meaning (i.e.,
a fuzzy subset of U —characterized by its membership function μx—). It is usual
to make the distinction between atomic terms (also called, primary terms) and
composite terms which are composed of primary terms. The meaning of primary
terms is defined axiomatically, assigning to each atomic term a fuzzy subset on
U . In other words, the fuzzy subsets that M applies to composite terms are cal-
culated, while the ones applied to primary terms are defined (in a subjective and
context-dependent way).

In order to implement the concept of a linguistic variable, Bousi∼Prolog only
pays attention to its semantic component. That is, for a given variable X , only
the domain U and the fuzzy subsets which are associated to primary linguistic
terms in T (X) are considered for their definition; the rest of composite terms
are calculated automatically. On the other hand, it does not make a lexical
distinction between the syntactic and the semantic component of X . Hence,
Bousi∼Prolog makes use of two directives to define and declare the structure of
a linguistic variable X .

The domain directive allows to declare and define the universe of discourse or
domain associated to a linguistic variable. The concrete syntax of this directive
is: “:-domain(Dom Name(n,m,Magnitude)).”, where, Dom Name is the name of the
domain, n and m (with n < m) are the lower and upper bounds of the real
subinterval [n,m], and Magnitude is the name of the unit wherein the domain
elements are measured.

The fuzzy set directive allows to declare and define a list of fuzzy subsets (which
are associated to the primary terms of a linguistic variable) on a predefined
domain. The concrete syntax of this directive is:

:-fuzzy set(Dom Name,[SubS 1(a1,b1,c1[,d1]),. . .,SubS n(an,bn,cn[,dn]])).

Fuzzy subsets are defined by indicating their name, SubS i, and membership
function type. At this time, two types of membership functions are possible:
either trapezoidal functions, if four arguments are given, or triangular functions,
if three arguments are used.
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Additionally, a BPL program may include what we call “domain points”. A
domain point is our practical artifice to represent a precise crisp value in the
universe of discourse, aiming to compare it with other linguistic terms. In its
simplest syntactic form, a domain point is denoted by “Dom Name#Dom Val”,
where Dom Name is a domain name and Dom Val is a crisp value of that domain.

It is noteworthy that the implementation of a linguistic variable makes pos-
sible the manipulation of its linguistic labels as standard identifiers of the BPL
language. Therefore, they may be used as regular symbols of a first order alpha-
bet, that is, as constants, functions or, even, predicate symbols (See [7] for an
extensive discussion).

4 Fuzzy Linguistic Queries on Relational Databases

In this section we propose an efficient declarative generic method to formulate
fuzzy linguistic queries on a particular RDBMS. For this propose, two algorithms
are used. The first one takes as input a relational table and defines a set of
linguistic variables (on some domain-attributes of the input table). Then some
table attributes are linked to linguistic variables and their values transformed
into domain points (relative to that linguistic variables). Afterwards, each tuple
is converted into a BPL fact. Finally, it returns as output a BPL program which
is formed by a set of facts plus a set of domain and fuzzy set directives that
represent the linguistic variables previously defined. This BPL program (facts
and directives) will be the input of the second algorithm that puts in relation the
precise information from the database (which have been transformed into BPL
domain points) with the respective linguistic labels of the linguistic variables
defined by the user. Then, we could formulate fuzzy linguistic queries on the
relational database.

Both algorithms are explained with detail in the following sections.

4.1 From Crisp Data to Imprecise Knowledge

The aim of this phase is to transform a set of tuples from a relational table
into a set of Bousi∼Prolog facts. Additionally, we want to transform each lin-
guistic variable which has been defined on some vague attribute-domain into a
set of domain and fuzzy set directives. For this task, we use an Algorithm which
generates a fact for each tuple of a table and one constant argument for each
〈Attribute, V alue〉 pair of the tuple. The generated facts have the following form:
“predicate symbol(c1, . . . , cn).”, where the name used for the predicate symbol
is the name of the own table. We have two cases for the generation of the con-
stants: if the pair 〈attribute name, attribute value〉 analyzed has an attribute
which is vague in nature, then (i) generate a domain point formed by the name of
the attribute concatenated to the symbol “#” and its associated attribute value
(i.e. “attribute name#attribute value”, which is the BPL syntax for a domain
point), else (ii) take its associated attribute value as a constant argument.

The following example illustrates the first phase of our method which is im-
plemented by this algorithm that has just informally described.
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Example 2. Assume a fragment of a database that stores information about
people and their jobs. We want to know who is middle-aged and likes science.
Suppose a relational table named “person”. Here, a person is defined by a key,
his name, age and job.

Key Name Age Job

01 John 24 Programmer
02 Paul 30 Engineer
03 Mary 34 Teacher
04 Warren 45 Football player

In order to render the database querying more flexible, our method must define
a linguistic variable on a qualitative non-numeric descriptor (vague attribute).
In this example the attribute Age is associated to the linguistic variable age,
which is defined by means of a graphical tool. This graphical tool undertakes
the task of generating the appropriate domain and fuzzy set directives. Then
each row is converted into a BPL fact, formed by the name of the table, as the
predicate symbol, and the values of the attributes, as the constant arguments.
If an attribute is vague, a domain point is formed instead, because we want to
associate a concrete value with a linguistic variable. For example, the constant
“age#24” indicating that the value 24 will be linked to the linguistic variable
age (and hence with its respective linguistic terms) in a later phase. In the end,
the BPL program generated by the algorithm is the following:

%% Linguistic variable defined on attribute age

:-domain(age(0,100,years)).

:-fuzzy_set(age,

[young(0,0,20,50), middle(20,40,60,80), old(50,80,100,100)]).

%% Facts

person(01,john,age#24,programmer). person(03,mary,age#34,teacher).

person(02,paul,age#30,engineer). person(04,warren,age#45,football_player).

4.2 Generation of Proximity Equations

This section describes the second phase of our method, where the BPL program
Π produced by the first algorithm is analyzed to extract all the information
related to the linguistic variables that it contains. We start with a syntactical
analysis process where the directives “domain” and “fuzzy set” are read and
the domains and associated fuzzy subsets are built. Also the domain points in
the facts are collected. Conceptually, this process may be understood as one
that builds a table of linguistic terms along with their meanings, as Table 1
illustrates.

Once the table of linguistic terms has been built, the next phase is focused on
generating fuzzy relations between the stored linguistic terms in order to compile
all the semantic information associated with them. The idea is the following:
Suppose that T (X) = {xi | i ∈ I}, where I is a set of indexes. For each xi and xj ,
with i, j ∈ I, we generate the entry of a fuzzy relation on T (X): R(xi, xj) = α.
The relationship degree α can be calculated as the relation between the fuzzy
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Table 1. Table of linguistic terms: Memory representation for a fragment concerning
a linguistic variable X on a domain Dom. For domain points no meaning has been
assigned, since they are not properly considered as fuzzy subsets in our approach. This
is coded by a null entry (⊥) int the membership function field.

Term Domain Membership Function Term Domain Membership Function

x1 Dom μx1 Dom#u1 Dom ⊥
x2 Dom μx2 Dom#u2 Dom ⊥
. . . . . .

subsets M(xi) and M(xj) associated to these terms as meaning. The case where
M(xj) = ⊥, that is xj is a domain point, should be addressed specifically.
More precisely, the generation phase is implemented by means of the following
algorithm, which is an adaptation of one developed in [7] for the special case
where the distinction between general and specific knowledge [14] is not taken
into account when dealing with domain points.

Algorithm 1
Input: S={〈xi,μxi〉 |1≤ i≤n}, Subset of terms/meanings of a linguistic variable X.
Output: A set R of entries which defines a fuzzy relation on S.
Initialization: R := ∅
For each 〈xi, μxi〉 and 〈xj, μxj 〉, with i, j ∈ I, do

Case of
1. μxi �= ⊥ and μxj �= ⊥: R := R ∪ {R(xi, xj) = match(μxj , μxi)};
2. μxi �= ⊥ and μxj = ⊥: Let xj = dom#uj in R :=R∪ {R(xi, xj)=μxi(uj)};
endCase

endFor

Return R
It is noteworthy that, in last algorithm, the subset S only contains the primary

terms in T (X) an those composite terms occurring in the program Π . The
matching function calculates the degree of relation between two fuzzy subsets
and it has been implemented using a technique successfully tested in the system
FuzzyClips [12].

Once the relation, R, has been generated, the operational mechanism of the
BPL language manipulates the linguistic variable X and, more precisely, the
terms in T (X) (domain points included) in a totally standard way. That is, as
symbols of a first order language which are capable of participating in a weak
unification process at the same level as the rest of symbols of the language al-
phabet. Therefore, we are able to manipulate a semantic process, which involves
a fuzzy linguistic query, by pure syntactical means.

Example 3. Continuing with Example 2. The set of proximity equations gen-
erated from the BPL program, by using the second phase of our method and
Algorithm 1 is the following3:

3 For the sake of simplicity, only the relations between linguistic terms and domain
points are shown. The relations of linguistic terms with themselves are omitted.
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young~age#24 = 0.86. middle~age#24 = 0.2. old~age#24 = 0.0.

young~age#30 = 0.66. middle~age#30 = 0.5. old~age#30 = 0.0.

young~age#34 = 0.53. middle~age#34 = 0.7. old~age#34 = 0.0.

young~age#45 = 0.16. middle~age#45 = 1.0. old~age#45 = 0.0.

Now, it is possible to ask about ‘‘who is middle aged’’ by lauching the
query “?.-person( ,X,middle, ).” to the Bousi Gun fire tool (See next section).
Then, it is able to find the answers: X=john with 0.2, X=paul with 0.5, X=mary
with 0.7 and X=warren with 1.0; since it has been internally created a set of
proximity equations between the crisp data 24, 30, 34 y 45, and the linguistic
term middle and it is possible to establish a link between them by using weak
unification.

5 Bousi Exporta and Bousi Gun Fire

In this section, the architecture of the software prototype implementing our
method for formulating fuzzy linguistic queries on relational databases is de-
tailed. This is a software composed of three layers: a user interface, Bousi Gunfire
and Bousi Exporta.

The user interface layer allows users to interact with the Bousi Exporta
and Bousi Gunfire tools. It implements the Bousi Exporta window and the in-
put/output window:

• The Bousi Exporta window provides a graphical list of relational tables. Once
a relational table has been selected, its columns and data can be visualized.
Then, a linguistic variable can be defined by choosing a column of the selected
table and establishing a magnitude and minimum/maximum values. After that,
a set of linguistic labels may be defined by using a graphical editor of linguistic
variables.

Fig. 1. Bousi Exporta (1) and input/output (2) window

• The input/output window provides the functionality to formulate fuzzy lin-
guistic queries and to visualize the answers returned by the Bousi Gunfire tool.
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In our system, a query is created by means of a graphic interface in which is
shown a list of tables (see Figure 1). Once a table has been selected, one or
several linguistic terms can be indicated in order to complete the query. For ex-
ample, in order to formulate the query “find tall person with light eyes”, the user
must select the table “person” and the linguistic terms “tall” and “light eyes”.
Note that, this way of formulating a query is temporal since a natural language
interface should be created for the future (it is comment in the Section 6).

The Bousi Gunfire tool implements the core of the BPL system which has
been adapted to be capable of operating autonomously. Specifically, it receives as
input a BPL program generated by the Bousi Exporta tool and a query formulated
by the user. Then the inference mechanism of BPL returns a (possibly empty)
set of answers which will be send to user interface. This layer mainly implements
the functionality of a weak unification algorithm. Bousi Gunfire is a software tool
which has been implemented in Java. It consists of over 35 classes divided in 4
java packages:

• The Compiler: this package is compound of 7 classes. It compiles the program
generated by the Bousi Exporta tool and the query formulated with the user
interface. Also, it returns the machine code which will be executed by the SWAM
machine. The compiler is detailed in [6].

• The SWAM (Similarity-based Warren Abstract Machine): this package is
composed of 9 classes. It executes the machine code generated in the compilation
phase. It differs from the one presented and detailed in [6] in which, now, the
input/output is performed by means of an especial communication package that
is summarized in a following item.

• Utilities: this package is compound of 17 classes. It implements the data
structures used for the rest of packages.

• The Communication package: this is the input/output package. It is com-
posed of 3 classes. These classes are used for the communication with others
applications (e.g. Bousi Exporta).

– The BousiAnswer class is a list of “〈V ariableSubstitution,Degree〉” objects
from the utilities package.

– The BousiGunfire class is compound of a SWAM object that executes the
BPL program, two String objects acting as input (path of the archive and
query), and a list of BousiAnswer objects acting as output.

– The IncorrectQuery class is an extension of the Exception class. This is
used to manage the possible errors occurred during the formulation of a
query to the Bousi Gunfire tool.

The Bousi Exporta tool allows to make a connection on a particular DBMS
(Currently MySQL, Oracle, Postgres and SQL Server) in order to give the user
access to its structure (tables attributes and values). This connection is made
thru a component of the user interface layer (See Figure 1) that, as has been
explained, allows the user to define and associate linguistic variables to vague
attributes of a table. Finally, both data and linguistic variables are transformed
into a BPL program by means of the algorithms of our method.
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Bousi Exporta is a software tool which has been mainly implemented with
java.sql and javax.sql packages, using Netbeans as development environment. It
consists of over 11 classes divided into 2 packages:

• MetaDataExporta package: this is compound of 8 classes. The main class is
the DatabaseMetaData which allows getting the meta-information about a par-
ticular DBMS. To this end, it implements 3 important methods: getTables(),
getColumns() and getTypeColumns(). Additionally, the Connection class is
used to make a connection to the selected DBMS and the Statement and Re-
sultSet are employed to recover the data.

• Query Exporta package: this is composed of 3 classes. It allows the commu-
nication with the Bousi Gunfire tool by using the BousiAnswer, BousiGunfire
and IncorrectQuery classes referenced in previous items.

6 Conclusions and Future Work

In this work, a new method to formulate fuzzy linguistic queries on a database
management system has been presented. To this end, a set of rows from a rela-
tional table is transformed into a set of Bousi∼Prolog facts and a fuzzy relation
is established between the constant arguments of such facts and the linguistic
labels defined for a linguistic variable what provides a mapping between the data
records in the database and the fuzzy concepts that may be used by queries. We
have presented a software prototype that implements this method. We can signal
out some possible limitations: i) the user interface and the queries are very sim-
ple; ii) the transformation from crisp data to imprecise knowledge is performed
only on a single table.

Although this paper is not centered on applications, we think that our ap-
proach can be very useful in the following cases: (a) When the user of a rela-
tional database is not an expert and he/she does not know its structure (tables,
columns, domains), our method helps such kind of inexperienced users to for-
mulate fuzzy linguistic queries without the necessity of knowing the database
structure or a specific language; (b) To adapt crisp information stored in a
database in order to develop soft computing applications, since this method al-
lows us to put in relation vague concepts with crisp data stored in databases
and to transform crisp data into vague data; (c) Because database information
is transformed into sentences (facts) of a fuzzy logic programming language, and
therefore into a declarative program, it can be used to infer new knowledge; (d)
The combination of the last two abilities (connexion of crisp data with vague
concepts and deductive capabilities) allows us to employ crisp data in several
unexpected applications such as: flexible deductive databases, fuzzy experts sys-
tems or approximate reasoning.

Regarding future work lines, we want to improve the user interface allowing
more complex queries expressed in natural language. On the other hand, the
transformation process has to be performed on multiple relational tables i.e.
the relationship between relational tables must be taken into account. Finally,
we want to study how this method can be used on XML databases in order to
formulate fuzzy linguistic queries on them.
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Abstract. This paper deals with the issue of extending the scope of a
user query in order to retrieve objects which are similar to its “strict an-
swers”. The approach proposed exploits associations between database
items, corresponding, e.g., to the presence of foreign keys in the database
schema. Fuzzy concepts such as typicality, similarity and linguistic quan-
tifiers are at the heart of the approach and make it possible to obtain a
ranked list of similar answers.

1 Introduction

The practical need for endowing information systems with the ability to exhibit
cooperative behavior has been recognized since the early ’90s. As pointed out in
[9], the main intent of cooperative systems is to provide correct, non-misleading
and useful answers, rather than literal answers to user queries. Cooperative an-
swers also aim at better serving the user’s needs and expectations. The idea
developed in this paper, inspired notably by Stefanidis et al. [13], consists in
providing the user with answers which are not only “strict answers” to his/her
query, but also objects that he/she might like (“You May Also Like”) — as
in recommender systems. In this paper, one investigates a fuzzy-set-based ap-
proach, which can also be seen as an extension of nearest neighbor queries where
the notion of neighborhood considered is based on associations between entities
(modeled for instance by foreign keys in a relational database context). As an
introductory example, let us consider the bibliographic database composed of
the relations:

– (A) Author(a, name) of key a;
– (P ) Publi(t, title, journal) of key t;
– (K) Keyword(w, word) of key w;
– (W ) Written by(t, a) of key (t, a), with foreign keys t and a;
– (D) Deals with(t, w) of key (t, w), with foreign keys t and w.

Let us consider a query retrieving names of authors and let us assume that the
user, after scanning the result, is interested in finding authors similar to one of
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the answers, say Codd. A possible meaning of “similar” in this context may be
that the authors to be retrieved must publish in a set of journals similar to the
set of journals where Codd publishes, must publish about a similar set of topics,
and have a set of co-authors that is similar to Codd’s. The approach we propose
is based on a fuzzy comparison between the set of typical objects (journals,
topics, co-authors) associated with a given target object (Codd in this example)
and the set of typical objects associated with every other researcher present
in the database. By doing so, a degree of matching can be measured for every
researcher, which makes it possible to produce a top-k list of authors somewhat
similar to Codd. Let us assume for instance that the fuzzy set of typical journals
associated with Codd is TCodd = {0.8/PVLDB, 0.6/TKDE, 0.3/DKE}. Then,
taking into account the similarity based on journals, a researcher X will be
considered all the more similar to Codd as his own set of typical journals TX is
close to TCodd in the sense of an appropriate matching measure.

The remainder of the paper is structured as follows. Section 2 presents diverse
approaches that may be used to compute the typical values of a multiset, i.e., that
make it possible to convert a multiset E into a fuzzy set T describing the values
that are the most typical in E. Section 3 discusses a sample of measures aimed at
assessing the extent to which two fuzzy sets (of typical values, here) are similar.
Such measures may be used to interpret the matching operator mentioned above.
Section 4 discusses implementation aspects. Section 5 describes a preliminary
experimentation that was carried out on the IMDb movie database. Section 6
discusses related work and situates our approach with respect to other proposals.
Finally, Section 7 recalls the main contributions of the paper and outlines a few
perspectives for future work.

2 Computing the Typical Values of a Multiset

Let us denote by fi the relative frequency of a value xi in a multiset E:

fi =
ni

n
(1)

where ni is the number of copies of xi in E and n is the cardinality of E.
In order to assess the extent to which xi is a typical value in E, two cases have

to be taken into account: that where a metric — on which a similarity relation
can be based — over the considered domain is available, and that where such
a metric is not available and strict equality must be used. In any case, starting
from a multiset E, the objective is to obtain a fuzzy set T such that ∀xi, μT (xi)
expresses the extent to which xi is typical in E.

2.1 Typicality Based on Strict Equality

In the absence of any similarity measure, an obvious solution is to take

μT (xi) = fi. (2)



Finding Similar Objects in Relational Databases 427

Let us notice however that with this frequency-based approach, every element
is considered somewhat typical. Those which have a low frequency get a low
degree of typicality, but the elements which have a rather high frequency may
also get a typicality degree significantly smaller than 1, since there are often
several representative elements in a collection. Let us consider for instance a
collection (multiset) of hundred animals including thirty dogs, thirty cats, and
various other animals with only one occurrence each. The element “dog” has the
frequency value 0.3, as well as the element “cat”. Now, it could appear desirable
to express that “dog” and “cat” are the two typical elements of the collection,
to a high degree. One may then use:

μT (xi) = μmost(fi) (3)

where most is a fuzzy quantifier [17] whose general form is given in Figure 1.
In order to get the desired behavior, one may use low values for δ and γ, for
instance δ = 0.1 and γ = 0.5 (which corresponds of course to a rather lax vision
of most).

Fig. 1. A representation of most

2.2 Typicality Based on Similarity

When a similarity relation S over the considered domain is available, one may use
the definition proposed by Dubois and Prade [8], which says, following Zadeh’s
interpretation [18], that an element xi is all the more typical in a multiset E as
it is both frequent in E and similar to most of the values of E:

μT (xi) =
1

n

n∑
j=1

μS(xi, xj) (4)

with

μS(xi, xj) = max(0, min(1,
α+ β − dij

β
)), (5)

where dij denotes the distance between xi and xj with respect to S, and the
values α and β with α ≤ β are positive real numbers which define a threshold
of “indistinguishability” around each value x.
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Example 1. Let us consider the multi-set (of cardinality n = 30):

E = 〈1/0, 1/3, 1/4, 4/5, 7/6, 5/7, 3/8, 5/9, 2/12, 1/23〉

where k/xi means that element xi has k copies in E. With α = 2 and β = 2,
and dij = |xi − xj |, one gets the fuzzy set of typical values:

T = {0.05/0, 0.33/3, 0.52/4, 0.65/5, 0.77/6, 0.82/7, 0.73/8, 0.58/9,
0.15/12, 0.03/23}

where μ/xi means that element xi belongs to T (i.e., is typical in E) to the
degree μ.*
Again, Formula (4) can be softened by applying a linguistic (fuzzy) quantifier
most (meaning here “a significant proportion”):

μT (xi) = μmost

⎛⎝ 1

n

n∑
j=1

μS(xi, xj)

⎞⎠ . (6)

Here, the fuzzy quantifier most can be more drastic (for instance δ = 0.4 and
γ = 0.8) that in the strict equality case, since taking similarity into account
generally leads to higher typicality degrees.

Example 2. Let us come back to the data of Example 1. Using the quantifier
most defined by δ = 0.4 and γ = 0.8, one gets:

T = {0.3/4, 0.62/5, 0.92/6, 1/7, 0.82/8, 0.45/9}.

Remark 1. In the case of nonnumerical attributes, defining the similarity mea-
sure (function μS) is not an easy task. A solution can be to use a domain ontol-
ogy when it is available. See e.g. [2] where diverse similarity measures based on
ontologies are discussed.

3 Fuzzy Matching Operator

Several interpretations of the condition E1 matches E2 — where E1 and E2 are
two regular multisets of attribute values associated respectively with the target
object and a candidate answer — can be thought of. The problem comes down to
assessing the equality of two fuzzy sets, and many measures have been proposed
for doing so, see, e.g., [12,5]. One may for instance:

– test the equality of the two fuzzy sets T1 and T2 of (more or less) typical
elements in E1 and E2 respectively, for example by means of the Jaccard
indice:

μmatches(E1, E2) =

∑
x∈U min(μT1(x), μT2(x))∑
x∈U max(μT1(x), μT2(x))

(7)

where U denotes the underlying domain of E1 and E2 — but this is rather
drastic —, or by means of a measure such as:

μmatches(E1, E2) = inf
x∈U

1− |μT1(x) − μT2(x)|. (8)
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– check whether there exists at least one element which is typical both in E1

and in E2 (which corresponds to a rather lax view):

μmatches(E1, E2) = sup
x∈U

min(μT1(x), μT2(x)). (9)

– assess the extent to which most of the elements which are typical in E1 are
also typical in E2 and reciprocally:

μmatches(E1, E2) = min(μmost ∈ T2(T1), μmost ∈ T1(T2)). (10)

The evaluation of Formula (10) is based on (one of) the interpretation(s)
of fuzzy quantified statements of the form Q X A are B where A and B
are fuzzy predicates and Q is a fuzzy quantifier. See [17,15,16]. The most
simple interpretation was proposed by Zadeh [17] and is based on the ratio
of elements which are A and B among those which are A:

μ(QX A are B) = μQ

(∑
x∈X �(μA(x), μB(x))∑

x∈X μA(x)

)
(11)

where � denotes a triangular norm, for instance the minimum. Then, Equa-
tion (10) rewrites (taking � = min):

μmatches(E1, E2) = min(μmost

(∑
x∈X min(μT1(x), μT2(x))∑

x∈X μT2(x)

)
,

μmost

(∑
x∈X min(μT1(x), μT2(x))∑

x∈X μT1(x)

)
).

(12)

Example 3. Let us consider the bibliographic database introduced in Section 1
and assume that two authors are considered similar if the typical sets of journals
in which they publish are similar. Let us consider the typical sets:

T1 = {0.2/PVLDB, 0.3/TKDE, 0.6/JIIS, 0.6/DKE}

and

T2 = {0.3/DKE, 0.4/TODS, 0.6/PVLDB, 0.8/IJIS}.

The similarity degrees obtained using the previous measures are:

– with Formula (7): μmatches(E1, E2) =
0.5
3.3 ≈ 0.15

– with Formula (8): μmatches(E1, E2) = inf(0.6, 0.7, 0.4, 0.7, 0.6, 0.2) = 0.2
– with Formula (9): μmatches(E1, E2) = sup(0.2, 0, 0, 0.3, 0, 0) = 0.3
– with Formula (12) using a quantifier “most” defined by δ = 0.1 and γ = 0.5:

μmatches(E1, E2) = min(μmost(
0.5
2.1 ), μmost(

0.5
1.7 ))

= min(μmost(0.24), μmost(0.29))
= min(0.34, 0.48) = 0.48.*

Semantic proximity between values (if available) can also be taken into account
during the computation of the similarity of two fuzzy sets. Such a matching
measure, called interchangeability, is proposed in [4].
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Remark 2. In the case where the query aimed at retrieving similar objects in-
volves a conjunction of similarity conditions, the different degrees of matching
may be aggregated by means of a triangular norm (e.g., the minimum operator),
according to fuzzy set theory. However, some associations may be considered
more important than others, and an aggregation operator such as the weighted
average or the weighted minimum [7] can then be used instead of the minimum.

Remark 3. When the initial user query retrieves several objects (targets), one
must look for similar items for each of these targets. Then, it seems reasonable
to combine the different sets of similar items in a disjunctive manner: an object
is in the extended result if it is similar to one strict answer (one target) at least.
The degrees coming from the different sets of similar items are then combined
by means of a triangular co-norm (e.g., the maximum operator).

4 Implementation Aspects

Let us first show how the different tools described in Sections 2 and 3 can be
applied to the computation of a extended set of answers. First, let us emphasize
the difficulty of defining a fully automated process in this case. Indeed, it does
not seem possible, in general, to guess in what sense the end-user considers that
an object is similar to another object (in the introductory example, for instance,
is it because the authors have written papers on the same topics, and/or in
the same journals, etc). The system needs some hints in order to derive the
appropriate query. The outline of an interactive strategy could be as follows.
After the strict answers are returned, the system asks the user “do you wish to
get similar objects?”. If his/her answer is “yes”, the user is asked to check some
boxes (predefined by a domain expert on the basis of primary key/foreign key
constraints, in particular, or the discovery of so-called metapaths as defined in
[14]) in order to specify his vision of “similar”. For instance, in the context of the
introductory example, the options could be: i) publications in similar journals,
ii) publications on similar topics, iii) publications with similar co-authors.

Algorithm 1 describes the basic strategy for retrieving the objects similar to
a target object c. In this algorithm, the Ei(x)’s are the multisets obtained by
processing the n subqueries referring to x, and Ti(x) is the fuzzy set of typical
elements in Ei(x).

Let m denote the cardinality of the relation containing the target objet c (and
the objects one wants to retrieve). The previous algorithm implies to process
n×m subqueries. An optimization consists in prefiltering the relation by means
of a selection condition based on the typical sets associated with c, in order to
avoid an exhaustive scan of the relation.

Example 4. Let us consider again the query from Section 1. Let us assume that
the subquery:

select journal from P , W , A
where P .t = W .t and P .a = A.a and name = ‘Codd’

returns a multiset whose associated fuzzy set of typical elements is
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T1 = {0.1/JODS, 0.2/PVLDB, 0.3/TKDE, 0.6/JIIS, 0.6/DKE}.

Then, only the authors a belonging to the result of the following query should
be considered:

select a from P , W where P .a = W .a
and journal in (‘JODS’, ‘PVLDB’, ‘TKDE’, ‘JIIS’, ‘DKE’)

since the other authors have no chance to be somewhat satisfactory (they do not
share any journal with Codd).*

Input: a target object c ; n specifications of multisets (i.e., n subqueries) ;
a threshold α ∈ (0, 1]
Output: a fuzzy set S(c) of objects similar to c
begin

S(c) ← ∅;
for i ← 1 to n do

compute Ei(c); compute Ti(c) from Ei(c);
end
foreach item x in the relation concerned do

for i ← 1 to n do
compute Ei(x); compute Ti(x) from Ei(x);
compute the degree of matching μi between Ti(c) and Ti(x);

end
μ ← mini=1..n μi;
if μ ≥ α then

S(c) ← S(c) ∪ {μ/x}
end

end

end

Algorithm 1: Base algorithm

In the previous example, the selection condition is based on the support of the
fuzzy set T1. Notice that if one uses Equation (2) to compute the typicality
degree, the support of a given Ti(c) may be rather large. On the other hand,
with Equation (3), one applies the measure of matching (cf. Section 3) to sets
of objects that are sufficiently typical (i.e., whose frequency is sufficiently high).
This makes it possible to use a more restrictive selection condition for filtering the
relation. For instance, in the previous example, using a quantifier most defined
by δ = γ = 0.25, one would get the more selective prefiltering query:

select a from P , W where P .a = W .a
and journal in (‘TKDE’, ‘JIIS’, ‘DKE’)

since both JODS and PVLDB are not sufficiently typical with respect to the
target objet to be taken into account while searching for similar authors.
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5 Preliminary Experimentation

In order to check the efficiency and effectiveness of the approach, we performed
a preliminary experimentation using the IMDb1 movie database illustrated in
Figure 2, where the cardinality of each table is given in brackets. In this context,
queries may involve conditions on attributes such as actor’s name, movie title,
production date, etc.

id
title
production_year
genre
nationality

MOVIES (455,178) id
name

CHARACTERS (2,338,885)

id
name
sex

ACTORS (1,740,146)

id
name

COMPOSERS (68,552)

id
name

PRODUCERS (205,192)

id
name

DIRECTORS (129,906)

id
name

EDITORS (79,561)

id
name

CINEMATOGRAPHERS (92,873)
movie_id
cinematographer_id

movies_cinematographers (306,299)

movie_id
editor_id

movies_editors (245,614)

movie_id
director_id

movies_directors (436,391)

movie_id
producer_id

movies_producers (535,246)

movie_id
composer_id

movies_composers (219,466)

movie_id
character_id
actor_id

movies_cast (3,057,045)

Fig. 2. Schema of IMDb

We use typicality based on strict equality (Formula (2)) since no similarity re-
lations on the domains are available. A conjunction of two criteria is used to
define similarity between actors:

1. Director criterion: two actors are considered similar if they have often worked
with the same directors;

2. Actor criterion: two actors are considered similar if they have often played
with the same other actors.

We have carried out this experimentation using the RDBMS PostgreSQL running
on a PC with Intel CoreTM Duo CPU T7700 @ 2.40GHz, 2024MB of RAM, a
processor cache of 4096 KB, and a hard disk with 16 MB of cache.

5.1 Response Time

Algorithm 1, even modified as explained above (before Example 4), is still rather
inefficient inasmuch as it computes the typical sets associated with too many can-
didate objects (actors, here). In order to improve its performances, we introduced
two additional filters:
1 www.imdb.com

www.imdb.com
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1. Director criterion: one only considers the actors who have worked with at
least one of the five most typical directors associated with the target object;

2. Actor criterion: one only considers the actors with which the target actor
has played more than once.

We considered twenty target actors and computed the average gain brought by
the use of these filters. The results are as follows:

– without any filter, the average response time is 16.18 seconds (2500 objects
are evaluated on average), which is obviously unrealistic;

– using both filters, the average response time is 1.51 seconds (138 objects are
evaluated), which corresponds to a gain of 90.7%.

5.2 Comparison of the Answer Sets

A second objective was to compare the sets of answers produced by the different
matching measures presented in Section 3. We considered Formulas (7), (8), (9),
and (12) with μmost(x) = x. Again, we used twenty target actors and considered
the top-20 results in each set of answers obtained. We compared every pair of

sets of answers (Li, Lj) using the Jaccard indice: jac(Li, Lj) =
|Li∩Lj|
|Li∪Lj| . The

results are given in Table 1 (each number corresponds to an average computed
over the twenty target actors). In this table, L1, L2, L3, and L4 correspond to
the results obtained using Formulas (7), (8), (9), and (12) respectively.

Table 1. Comparison of the sets of top-20 answers (Jaccard indice)

L1 L2 L3 L4

L1 1 0.23 0.29 0.99
L2 1 0.15 0.23
L3 1 0.29
L4 1

It appears that the matching measures produce significantly different results,
except for measures (7) and (12) that produce answer sets that are almost always
the same: jac(L1, L4) = 0.99. Indeed, we observed that for these two measures,
the matching degrees obtained are different, but the sets of top-20 answers are
the same, and the elements are even ordered in the same way. Consequently,
Formula (12) will not be considered in the subsequent tests.

5.3 Relevance of the Answers

In order to assess the relevance of the answers obtained using the matching
measures corresponding to Formulas (7), (8), and (9), we conducted a study
involving 16 users who were asked to assess the top-20 results obtained using
each of these measures for three target actors (namely Tom Cruise, Julia Roberts,
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and Robin Williams) corresponding to three individual results that one tries to
expand. Again, a conjunction of two criteria (“director” and “actor”, cf. above)
was used to define the similarity between two actors (but the users were not
aware of the similarity criteria used). Each answer could be assessed using one
of the three choices “relevant”, “not relevant”, or “I don’t know”. For every set
of answers Li and every user uj , we computed the precision attached to each of
the three measures the following way:

prec(Li, uj) =
|answers judged “relevant” in Li by uj|

|answers judged “relevant” or “not relevant” in Li by uj|
.

Finally, for each matching measure and each target actor, we computed the
average precision over the 16 users. The results appear in Table 2.

Table 2. Average relevance

L1 L2 L3

Tom Cruise 0.51 0.45 0.43
Julia Roberts 0.47 0.39 0.13
Robin Williams 0.74 0.78 0.81
Average 0.58 0.54 0.46

It appears that the matching measure that yields the best precision on average
is that based on the Jaccard indice (Formula (7)). It remains to be studied
whether a combination of the lists of answers produced by different matching
measures could improve the precision of the global result. Let us also mention
that the rate of “I don’t know” assessments is rather high (between 60 and
75% on average for each of the three measures considered). This also deserves
a complementary analysis, in order to evaluate the proportion of such answers
that would finally be considered relevant once the user gets familiar with them.
Notice that this high rate of “I don’t know” assessments does not constitute a
weakness of the approach since it is indeed desirable to make the user discover
new objects, as in any recommender system.

6 Related Work

Some recent work on keyword search over databases proposes to return “joining
networks” of related tuples that together contain a given set of keywords where
the tuples are related by foreign key-primary key links [1,3,10]. However, the
goal of these approaches is not to retrieve the objects most similar to a given
target, but to better cover an initial keyword query.

In [6], the authors consider a class of queries called the “object finder” queries,
and their goal is to return the top-k objects that best match a given set of key-
words by exploiting the relationships between documents and objects. Contrary
to us, the authors consider an information retrieval context where the objects to
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be retrieved are documents and where the weight of a link between a document
and an entity has to be computed by means of a full text search process.

In [11], the authors provide a framework and an engine for the declarative
specification of a recommendation process over structured data. The recommen-
dation process in [11] is specified through a series of interconnected operators,
which apart from the traditional relational operators, includes also a number of
operators specific to the recommendation process, such as the recommend oper-
ator, that recommends a set of tuples of a specific relation with regards to their
relationship with the tuples of another relation. In this approach, the recommen-
dation strategy is rather classical since it is based on similarity between values,
not on association between entities.

In [14], the authors study similarity search that is defined among the same
type of objects in heterogeneous networks. Intuitively, two objects are similar if
they are linked by many paths in the network. Again, this definition is different
from ours inasmuch as we do not focus on the number of links between two
objects but on the number of entities that are connected to both objects.

In [13], the authors focus on the specific recommendation process of computing
YMAL (“You May Also Like”) results related to a specific user query. The
approach we proposed in this paper clearly belongs to the category of methods
that the authors of [13] call “current-state approaches” (where there is no other
information available other than a query q posed by a user u and its result R(q)),
but its originality lies in the exploitation of the notion of association between
entities from different tables, which is not explicitly mentioned by the authors
of [13].

7 Conclusion

In this paper, we have proposed an approach aimed at retrieving the items similar
to a target object from a database, on the basis of the associations that exist
between the different entities of the considered database. Intuitively, two objects
are similar if they are related with similar sets of entities. Since in general there
may exist several links between two given objets, multisets have to be considered,
and one makes use of fuzzy set theory in order to i) compute the fuzzy sets of
typical entities associated with a given one, ii) compare two fuzzy sets of typical
entities. This approach can be seen as the basis of a recommendation mechanism
in a structured database context. Of course, it can be used jointly with a value-
based similarity approach (objects may be considered similar if they have close
values on some attributes and are linked to similar sets of entities), which would
certainly improve the precision of the result. Preliminary experimental results
show that the approach described here is both tractable and promising in terms
of relevance/interest of the answers produced.

Among perspectives for future work, we intend to carry out a more complete
user study using different databases in diverse applicative contexts (bibliographic
database, classified ads database, etc). It is also worth studying how the notion
of similarity which makes the most sense for a given type of object could be
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learned or defined a priori. Finally, a perspective concerns the definition of a
mechanism aimed at providing the user with explanations related to the results
produced.
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Abstract. Data are often described at several levels of granularity. For
instance, data concerning fruits that are purchased can be categorized
regarding some criteria (such as size, weight, color, etc.). When dealing
with data from the real world, such categories can hardly be defined in
a crisp manner. For instance, some fruits may belong both to the small
and medium-sized fruits. Data mining methods have been proposed to
deal with such data, in order to take benefit from the several levels when
extracting relevant patterns. The challenge is to discover patterns that
are not too general (as they would not contain relevant novel informa-
tion) while remaining typical (as detailed data do not embed general and
representative information). In this paper, we focus on the extraction of
gradual patterns in the context of hierarchical data. Gradual patterns
describe covariation of attributes such as the bigger, the more expensive.
As our proposal increases the number of combinations to be considered
since all levels must be explored, we propose to implement the parallel
computation in order to decrease the execution time.

1 Introduction

Databases are often considered in order to extract relevant information that
describe the patterns occurring. For instance, gradual patterns such as the bigger,
the more expensive can be extracted from data describing purchases of fruits.

Example 1. As presented in [1], we consider the database containing sales from
a shop selling fruits as shown in Table 1. For the sake of simplicity, we consider
here natural numbers (e.g., number of kg) but our approach also works on other
domains, provided the fact that they are provided with a partial order Each
tuple from the database corresponds to a cashier ticket.

Gradual patterns are extracted from databases where data can be ordered
(e.g., numeric databases).

Several algorithms have been proposed for discovering such gradual patterns,
based on the ones that have been proposed in the literature. These algorithms
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Table 1. Fruit Sales Database

Id Pineapple RedApples Cherries Durian

T1 0 3 0 0
T2 2 1 1 2
T3 4 4 2 3
T4 2 1 1 1
T5 7 0 3 0

have been studied either to optimise performances (in terms of memory and/or
runtimes) [2–4], or to discuss various manners of computing to which extent a
pattern is present in a database or which patterns and rules can be discovered
[5–8].

Fuzzy extensions have been defined in order to deal with real life applications
where data and knowledge are often not crisp. [9] studies the possibility that
the graduality is not over all the attribute but may be hidden somewhere in the
domain of values. For instance, when mining gene expression, it may be the case
that there is no pattern such as “The more the expression of gene Gi, the less the
expression of gene Gj” over the whole interval but that it is rather the case that
the pattern correlates values within the interval of values. Such a pattern may
be “The more the expression of gene Gi is almost 0.2, the less the expression
of gene Gj is almost 0.8”. The approach proposes a definition of such fuzzy
patterns and algorithms based on genetic programming in order to discover the
most relevant parts of the universe (e.g. almost 0.2 and almost 0.8 in the above
example).

[10] proposes to consider fuzzy orders instead of crisp orders so as to tackle
the problem of data where differences between values may not always convey
a crisp decision. For instance, it may be the case that an expression of gene of
0.1887 may not be that lower than an expression of gene of 0.1888.

More recently, we have studied how hierarchies can be managed in order to
discover patterns at several levels of granularity, based on the work from the
literature addressing multiple level data mining [11, 12].

Hierarchies can be either horizontal or vertical.

– horizontal hierarchies allow to merge several columns, for instance to put
together small fruits,

– vertical hierarchies allow to merge several lines, for instance to merge pur-
chases made within the same day.

Example 2. In Table 2, we consider the database from Example 1, where T1, T2
and T3 are from Monday and T4 and T5 are from Tuesday.
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Table 2. Vertical Aggregation

Id Pineapple RedApples Cherries Durian

Monday (T1-3) 6 8 3 5
Tuesday (T4-5) 9 1 4 1

Example 3. In Table 3, we consider that the first two columns may be merged.

Table 3. Horizontal Aggregation

Id WithoutKernel WithKernel
(Pineapple + RedApples) (Cherries)

T1 3 0
T2 3 1
T3 8 2
T4 3 1
T5 7 3

Several hierarchies can be defined.

Table 4. RedFruit Aggregation

NotRed Red
(Pineapple) (RedApples + Cherries)

T1 0 3
T2 2 2
T3 4 6
T4 2 2
T5 7 3

However, real world data are often described by fuzzy hierarchies (e.g., a
people can hardly be always crisply categorized into “young” or “old”, a city
can hardly be always crisply categorised into “south” and “north”).

In this paper, we thus study how such fuzzy hierarchies can help for discover-
ing relevant gradual patterns at multiple levels of granularity. As it introduces
computation complexity, we consider the use of supercomputers in order to re-
main efficient and scalable over large and complex databases.
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2 Gradual Patterns: Preliminary Definitions

Gradual patterns have been studied in the literature. Several notations have been
proposed, we have chosen to consider the ones given below. Roughly speaking,
gradual patterns are extracted by discovering the largest subsets of data that
can be ordered when considering the corresponding attributes. For instance, from
Example 1, we may consider the pattern “The higher the number of pineapples,
the higher the number of durians” since the first four tuples can be ordered as <
T1, T4, T2, T3 > with T1.P ineapple ≤ T1.Durian and T4.P ineapple ≤ T4.Durian
and T2.P ineapple ≤ T2.Durian and T3.P ineapple ≤ T3.Durian.

Definition 1. Gradual-Attribute. A gradual attribute I is defined over a domain
dom(Ij) on which an order ≤j (or simply ≤) is defined.

Definition 2. Gradual-DB. A gradual database is a set of tuples T defined over
the schema S = {Id, I1, . . . , In} of n gradual attributes where Id is an identifier
(primary key).

Example 1 shows an example of a database which schema is S={Pineapple,
RedApples, Cherries,Durian} containing 5 tuples defined over three attributes
which domains are IN.

Definition 3. Gradual item. A gradual item is a pair (i, v) where i is an item
and v is variation v ∈ {↑, ↓}. ↑ stands for an increasing variation while ↓ stands
for a decreasing variation.

For example, (Pineapple, ↑) is a gradual item.

Definition 4. Gradual Pattern (also known as Gradual Itemset). A gradual pat-
tern is a set of gradual items, denoted by GP = {(i1, v1), . . . , (in, vn)}. The set
of all gradual patterns that can be defined is denoted by GP.

For example, {(Pineapple, ↑), (RedApples, ↑)} is a gradual itemset.

Definition 5. Tuple Ordering Over a Set of Attributes A. The tuples from a
gradual database are ordered by defining an order ≺ with respect to a gradual
pattern GP{(i1, v1), . . . , (in, vn)}. Two tuples t and t′ can be ordered with respect
to GP , denoted by t ≺GP t′ if all the values of the corresponding items can be
ordered with respect to the variations: for every ik(k ∈ [1, n]), t.ik ≤ t′.ik if vl =↑
and t′.ik ≤ t.ik if vl =↓.

When mining for gradual patterns, the goal is to extract frequent patterns.
We thus have to determine what frequent means.

Definition 6. Gradual Support. The support of a gradual pattern over a gradual
database GDB is a function supp from GP to [0, 1] that holds the following prop-
erty (anti-monotonicity): for all GP1, GP2 ∈ GP, GP1 ⊆ GP2 ⇒ supp(GP1) ≥
supp(GP2). The support is support(GP ) = maxL∈l(|L|)

(|R|) , where is the longest list

of tuples that respects the gradual itemset of GP and L = t1, t2, ..., tm is a list
of tuples from a set of tuples R.
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Definition 7. Frequent Gradual Pattern. Given a “minimum support” threshold
σ, a gradual pattern GP is said to be frequent if supp(GP ) ≥ σ.

When dealing with hierarchies, we consider the case where columns or lines
can be merged regarding their belonging to a common category in a taxonomy
as shown in Table 4.

A multiple level attribute MLA is an attribute equipped with a hierarchy.
This hierarchy is defined as a set of levels where every level is represented as a
partition, all the partitions being embedded.

Definition 8. ML-Attribute. An ML-Attribute MLA is defined by:

– a label,
– a domain dom(MLA),
– a set of embedded levels of granularity L = L0(MLA), . . . , Lg(MLA) such

as every domain dom(Li) is ordered with a relation ≤Li .

Frequent gradual patterns are extracted from such databases by building, as
described in [1], all possible hierarchies from the raw data. MLGP Operators are
considered to aggregate values when merging columns and lines. For instance,
the MLGP operator can be denoted by ⊕ and values are summed up as in
the following example. In Table 3, results are built by summing up values for
Pineapples and RedApples in the one hand and Cherries in the other hand.

3 M2LFGP: Dealing with Fuzzy Hierarchies

When dealing with fuzzy hierarchies, we consider that an item can be embedded
within several upper categories at some extent, this extent being expressed by a
degree ranging from 0 to 1 [13].

For instance, fruits belong to the category of small or big fruits at a certain
extent, as described on Fig. 1. It should be noted that we do not require that
all the degrees from a given category sum up to 1.

Fig. 1. Horizontal Hierarchy: Fruit Size
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Fig. 2. Horizontal hierarchy: Fruit Color

Fig. 3. Vertical Hierarchy: TimeStamps

When dealing with such cases, values must be merged differently from the
crisp case. In order to take fuzzy hierarchies into account, we consider an MFLGP
Operator which fuzzifies MLGP Operators. For this purpose, values are merged
by integrating the degree from the hierarchy.

For this purpose, n-ary operations built from T-norms are considered.
For instance, we consider the product T-norm and the sum as the MLGP

operator ⊕.
In the following table, we consider an example that merges lines for Begin of

week and End of Week.

Table 5. Vertical Fuzzy Aggregation

Id Pineapple RedApples Cherries Durian

BeginOfWeek 4 6 2 3.5
EndOfWeek 11 3 3 2.5

In this example, the value for Durian for “BeginOfWeek” is 3.5, computed as:
0 ∗ 1 + 2 ∗ 1 + 3 ∗ 0.5 = 3.5.

When merging lines with an horizontal hierarchy, we consider the computa-
tion of the merged columns by considering the degree D of an item value v to be



M2LFGP: Mining Gradual Patterns over Fuzzy Multiple Levels 443

mapped with hierarchy value h as D = v ∗ degreeh. These degrees are then
merged using the ⊕ operator.

For instance, the following example shows how columns can be merged for
small and big fruits with ⊕ = +:

Table 6. Horizontal Fuzzy Aggregation

Id BigFruit SmallFruit

T1 1.2 1.8
T2 4.4 1.6
T3 8.6 5.4
T4 2.4 1.6
T5 7 3

In this example, the value for SmallFruit for tuple 1 is 1.8, computed as:
3 ∗ 0.6 + 0 ∗ 1 = 1.8.

4 M2LFGP: Algorithms

In this part, we show how to extend our previous work to handle fuzziness.
The algorithms being considered are given below. They allow to build databases
from the source database provided with fuzzy hierarchies. Roughly speaking, the
algorithms must combine fuzzy horizontal and vertical hierarchies.

The databases being generated from such transformations are then mined by
classical algorithms for discovering relevant gradual patterns.

When generating the databases, the introduction of fuzzy hierarchies requires
both to:

– represent fuzzy degrees;
– take the degrees into account when transforming databases for considering

hierarchies.

Fuzzy hierarchies are represented using an XML description, as shown by
Fig. 4.

Every hierarchy, should it be horizontal or vertical, is taken into account
for transforming the database, in associated operations: Horizontal transfor-
mation, Vertical transformation and Horizontal-Vertical transformation which
merge columns or lines regarding the definition of the hierarchy.

5 M2LFGP: Experimental Results

In our experimentation, the algorithm is implemented in Java for the dataset
preparation / transformation and C++ for the parallel gradual pattern mining
algorithm [3]. We study the efficiency of our method to get more valuable results.
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<graph> 
 <node id="n0">
  <name>BigFruit</name>
  <level>1</level>
 </node>
 <node id="n1">
  <name>SmallFruit</name>
  <level>1</level>
 </node>
 <node id="n2" >
  <name>PineApple</name>
  <level>0</level>
 </node>
 .
 .
 <edge id="e0" source="n0" target="n2">
  <weight>0.4</weight>
 </edge>
 <edge id="e1" source="n1" target="n2">
  <weight>0.6</weight>
 </edge>
 .
 .
</graph>

Fig. 4. XML Representation of a Fuzzy Hierarchy

In order to decrease runtimes, we consider parallel programming and we run our
code on a server proposing up to 32 processing cores. This server provides a
8 AMD Opteron 852 (every processor being provided with 4 cores), 64 GB of
RAM running Linux Centos 5.

We consider a synthetic database integrating hierarchies. The hierarchies are
automatically generated from the databases. The dataset, C150A30, contains 150
tuples and 30 attributes, with 3 generated hierarchies (2 horizontal hierarchies
and 1 vertical hierarchies). The horizontal hierarchies that have been considered
contain 2 top level nodes and 3 top level nodes. The vertical hierarchy contains
2 top level nodes.

Figures 5 and 6 show the evolution of runtimes and speed up. Speed up
displays how runtime can decrease when several processors and cores are consid-
ered. The more linear the speed up, the better, showing that runtimes decreases
when the number of threads increases. For example, the comparison between
sequential and parallel executions shows that sequential execution takes about
350 seconds while the runtime with 2 threads is reduced down to 168 seconds,
as well the runtime with 3 threads that goes down to 80 seconds. As we can see,
the execution time is greatly reduced until 4 threads. This happens because the
processing of dataset has nearly reached the most efficient number of threads.
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Fig. 5. Speed Up

Fig. 6. Runtime over the number of
threads

Fig. 7. Memory usage over the number
of threads

The memory consumption is very low regarding the number of threads and
the size of our dataset, as shown by Figure 7. In order to produce a better result,
we need to improve our experiments. In particular, we plan to use the real-world
datasets from environmental domain.

6 Conclusion and Future Work

In this paper, we propose the original method M2LFGP for mining relevant grad-
ual patterns over fuzzy multiple levels (hierarchies). This work is very important
as many real world databases contain fuzzy hierarchies in order to describe the
data. We provide the necessary definitions together with algorithms that have
been tested through experiments.

Future works include the study of the discovery of fuzzy gradual patterns (i.e.,
fuzzy items) over fuzzy hierarchies. Our work can also be improved by studying
how the properties of the fuzzy hierarchy (e.g., degrees summing up to 1) can
be exploited in order to design more efficient algorithms. Moreover, we aim at
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further studying scalability by using the parallel programming paradigms, espe-
cially for taking benefit from high performance architectures that are specialised
in data distribution. Finally, we aim at applying our algorithms on several real
databases in order to prove its relevance.
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Abstract. In this work we present the implementation of a Fuzzy Valid
Time Support Module on top of a Fuzzy Object-Relational Database Sys-
tem, based on a model to deal with imprecision in valid-time databases.
The integration of these modules allows to perform queries that com-
bines fuzzy valid time constraints with fuzzy predicates. Both modules
can be deployed in Oracle Relational Database Management System 10.2
and higher. The module implements the mechanisms that overload the
SQL sentences: Insert, Update, Delete and Select to allow fuzzy tem-
poral handling. The implementation described supports the crisp valid
time model as a particular case of its fuzzy valid time support provided.

Keywords: Fuzzy Databases, Fuzzy Object-Relational Data Base Sys-
tem, Fuzzy Temporal Databases.

1 Introduction

The relational model developed by Codd [3] has been widely used and extended
to model reality in a closer way. There are two main research areas on this field.
The first one aims to represent more complex data, and the second aims to query
in a more human friendly way. This is also known as flexible querying.

The possibility theory [5] is the main mathematical framework that supports
the proposed extensions to the relational model. The main proposals for fuzzy
databases [2,20,22,23] deal with both representation and querying. Among them,
the GEFRED model [12] is a synthesis including the main features of the above
proposals. In GEFRED, both fuzzy relational algebra and relational calculus are
defined. Flexible querying is provided by these two query languages.

Besides, the concept of time in databases has been studied in depth [7,21,14]
in order to represent and handle time-variant or time related concepts. There
are even some implementations that manage time in a database, for example the
Oracle Workspace Manager [15] for crisp time intervals.

There are some theoretical models for dealing with uncertainty with respect to
the time in a database [13,11,18], among them some able to represent uncertain

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 447–458, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



448 C.D. Barranco et al.

time intervals [8,19] in the database, but there is not a complete implementation
for the management of time-dependent objects in a database.

In this work we present an implementation of a Fuzzy Valid Time Support
Module (FVTM) on top of a Fuzzy Object-Relational Database System [4,1]
based on a theoretical model to deal with imprecision in valid-time databases
described in [18].

The rest of the paper is organized as follows. In Section 2 some preliminary
concepts in time modelling and temporal databases, as well as the representation
of imperfect time intervals are introduced. Section 3 introduces the Fuzzy Object-
Relational Management System that is the basis for the implementation. Next to
that, in Section 4, the implementation of the Fuzzy Valid Time Support Module
is described together with some illustrative examples of the system capabilities.
Finally, Section 5 presents the main conclusions and lines for future work.

2 Preliminaries

In this section we are going to introduce some basic concepts on time modelling
and temporal databases. Then, some theoretical concepts and a mathematical
framework are provided to deal with imperfections in time intervals. Finally, a
high level description of the data manipulation language (DML) is given.

2.1 Time Modelling and Temporal Databases

A temporal database is a database that manages some aspects of time in its
schema [7]. The reality a temporal database tries to model, contains some tem-
poral notions which have to be handled specifically in order to maintain a con-
sistent modelling behavior. A chronon is the shortest duration of time supported
by the database. Time can be represented either as points [6] or intervals [9] that
may be subject to imperfection.

The temporal notions in temporal databases can be classified into four types
based on their interpretation and modelling purpose.

– User-defined time: has no specific impact on the database consistency.
– Transaction time: time when the fact is stored in the database [10].
– Valid time: time when the fact is true in the modelled reality [21].
– Decision time: time when an event was decided to happen [14].

Database models can also named as bi-temporal (both valid and transaction-
time) or tri-temporal (bi-temporal and decision time) models.

In the following, we will study the representation of imperfect time intervals.

Representation of Imperfect Time Intervals. In order to deal with un-
certainty in time intervals, there are several proposals to consider. Here, two
approaches are described: the first one, based on Fuzzy Validity Periods and the
second one, based on Possibilistic Valid-time Periods.
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Definition 1. A Possibilistic Valid-time Period [17] (PVP) is a time in-
terval in which one or both the starting or the ending points are not precisely
known. In this representation, the starting and ending points of the interval are,
respectively, two independent fuzzy sets. We note a PVP as I = [S,E], where
S,E are the starting and ending points respectively.

Definition 2. A Fuzzy Validity Period [9] (FVP) is defined as a fuzzy time
interval specifying when the data regarding an object are valid.

There are several proposals in the literature for transforming a PVP into a FVP.
Figure 1 illustrates the use of the convex-hull transformation defined in [9]. An
extended comparative between the properties of the FVP and the PVP is done
in [17].

Fig. 1. Convex hull transformation to obtain a fuzzy validity period, FVP from a
possibilistic valid-time period, PVP

Data Manipulation Language. The data manipulation language DML is im-
plemented by using three operations: insert, update and delete. The user may
set a temporal framework for the DML operations which consist on a valid-time
interval. A context validity period (called session context FVP or SFVTP for
short) may be defined by the user. This context validity period establishes a tem-
poral framework which concerns all the data manipulation language sentences.

Insert. The user wants to store an entity which is valid during the time interval
specified. The tuple is only inserted if there is no conflict with any other version.

Update. This operation adds new information about an existing entity (given
by the tuple r). It is necessary to distinguish between two cases:

– The tuple r has no explicit valid-time value. In this case, the validity period
for the update sentence is set by the SFVTP value. There are three main
cases:
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1. If there exists any other version of the tuple r in the database containing
the time period specified by SFVTP, then the update is rejected.

2. If the context validity period contains the validity period of only one
version (namely r

′
), then the validity period of that version is updated

with the context validity period. The values for the attributes in r
′
are

updated with the values for the attributes given in r.
3. The SFVTP contains several validity periods of other versions and may

overlaps to the left and to the right with some other versions. In this
case, the procedure is the following:

(a) First, to solve the overlappings to the left and to the right of the
SFVTP. This is done by modifying the starting and ending points of
the overlapping intervals to fit the starting and ending points of the
SFVTP.

(b) Then, if there exist only one tuple contained by the SFVTP, the
attributes as well as the validity period are updated.

(c) In the case that there are several versions contained in the SFVTP,
only the attribute values for these versions are updated, while the
value for the validity period is not updated.

– If the tuple t has a explicit value for the valid-time, then if only one other
version overlaps the validity period specified in r[S,E], the tuple r is inserted
in the relation vT .

Delete. The delete operation removes a current entity r ∈ vT which overlaps
the time interval specified by the SFVTP.

3 The Fuzzy Object-Relational Management System

The FVTM proposed in this work is based on top of Fuzzy Object-Relational
Database Management System (FORDBMS) introduced in some of our previ-
ous work [4,1]. This system is developed as an extension of a market leader
Database Management System (DBMS), Oracle�, by using its advanced object-
relational features. This strategy let us take full advantage of the host Object-
Relational DBMS (ORDBMS) features (high performance, scalability, availabil-
ity, etc.) adding the ability of representing and handling of fuzzy data.

The FORDBMS extension includes a set of user-defined types (shown in Fig.
2) to allow the representation of a wide variety of fuzzy data, as the following:

– Atomic fuzzy types (AFT) to represent possibility distributions over ordered
(OAFT) or non ordered (NOAFT) domains.

– Fuzzy collections (FC) able to represent fuzzy sets of objects, fuzzy or not,
with conjunctive (CFC) or disjunctive (DFC) semantics.

– Fuzzy objects (FO) including attributes of crisp or fuzzy types, with an
associated degree for each attribute to weigh its importance in object com-
parison.
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Fig. 2. Data type hierarchy for the FORDBMS

All fuzzy types define a Fuzzy Equal operator (FEQ) that computes the de-
gree of fuzzy equality for each pair of instances. Particularly, for OAFT, the main
data type used in this work, the system uses the possibility measure to implement
FEQ. Additionally, OAFT type implements another version the equality opera-
tor using the necessity measure named NFEQ. Further details on this operator
can be found in [1].

4 The Fuzzy Valid Time Support Module

This section describes the basic elements and use of the proposed implementa-
tion for the possibilistic valid time model. This implementation is called FVTM
(Fuzzy Valid Time Support Module) and is developed on top of Oracle� OR-
DBMS 10.2 and higher. The FVTM is integrated into our FORDBMS, uses its
OrderedAFT type and the operators defined on it, to perform some computa-
tions related with fuzzy valid time evaluations. As a result of this integration, we
can perform queries and DML operations that combine fuzzy time constraints
and fuzzy conditions. Another feature of the FVTM is that it supports the crisp
time valid model as a particular case of its fuzzy valid time support.

To illustrate the elements and use of FVTM we will use an example table,
deliberately oversimplified, that stores information about the employees of a
company. As below DDL code shows, the table includes a salary attribute of
type fsalary (orderedOAFT) that allows store fuzzy data on the salary domain
and to perform queries asking for imprecise salary values:

EXECUTE orderedOAFT.extends(’fsalary’);

create table employee (name varchar2(16) primary key, salary fsalary);

To enable a table for fuzzy valid time support (for instance our employee
table), it is necessary execute the sentence:

EXECUTE SDS_FTDB.enableFValidTime(’employee’);

As result of this execution, the FVTM, taking the argument table (employee
in this example), performs the following tasks:
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– Generates a new table with the _fvt suffix, that incorporates two additional
attributes: the attribute pvp_valid, that stores the Possibilistic Valid-time
Period (PVP) for the tuple, and the attribute version that stores the version
of the tuple. The primary key for this table is comprised by the primary key
of the original table together with the attribute version.

– Creates an index on the primary key of the original table and another index
based on the primary key of the new table generated.

– Copies the tuples of the original table to the new one, setting into the at-
tribute pvp_valid the FVT period: from current_time (a constant to rep-
resent the current time) until until_changed (a constant representing an
undefined future time) and 1 into the attribute version.

– Generates a view named like the original table (employee in this example)
that only shows the tuples that overlap the current PVP period with a
value greater or equal than 0.5. We use the Strictly Consistent approach
for FVT overlapping [18]. This approach establishes that the overlapping
of two versions of the same tuple cannot be higher than 1. The choice of
this threshold prevents the insertion or update of tuples (trough this view)
that violate the Strictly Consistent restriction. Also generates a view with
the _cp suffix that, further, shows the degree that each tuple overlaps this
period with a value greater than 0.0.

– Builds an insert trigger and an update trigger on the first view, that intercept
such DML operations, to adapt the PVP period for the affected tuples. For
delete operations, it is not necessary to build a delete trigger, because the
view it self determines the tuples affected by the deletion taking into account
the PVP period.

From now on, the user can set the FVT period and perform queries and DML
operations through the employee view. The Section 4.2 is devoted to illustrate
by examples some of the possibilities that the FVTM provides for such kind of
operations.

The next subsection describes the main components of the FVTM and is
functioning.

4.1 Components and Functioning

The FVTM is composed by the following elements:

– The TSDS_PERIOD user defined type, that represents a Fuzzy Validity Pe-
riod. It comprises four attributes of TIMESTAMP type: relaxedValidityFrom,
validityFrom, validityTill and relaxedValidityTill, that represent,
respectively, the trapezoidal possibility distribution [relaxedV alidityFrom,
validityFrom, validityT ill, relaxedV alidityT ill].

It includes several constructors to create its instances using diverse date
formats. Also includes the method to_oaft to transform a TSDS_PERIOD

instance into an OrderedAFT instance. To do this, for each attribute, it con-
verts its timestamp value as a number value expressed in seconds since the
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January 1, 4712 BC. This allows to transform several fuzzy valid time oper-
ations into fuzzy operations as feq or nfeq. The method foverlaps uses
the method to_oaft, and computes the degree of overlapping (in [0, 1])
of two TSDS_PERIOD instances. Moreover, this type includes the method
to_string(date_format) to transform TSDS_PERIOD instances into strings
taking into account the date format provided.

– The TSDS_PVP user defined type, that represents a Possibilistic Valid-time
Period. It is composed by two attributes of type TSDS_PERIOD: Tinitial,
Tfinal, that represent, respectively, the upper and lower of the PVP pe-
riod. It includes several constructors to create its instances using diverse
date formats. The included method to_convexFVP transforms a TSDS_PVP

instance into a TSDS_PERIOD instance using the convex hull approach (see
Fig. 1). With the help of this method, the method foverlaps computes the
degree of overlapping (in [0, 1]) of two TSDS_PVP instances. Another provided
method is closeR(J), that closes the self TSDS_PVP instance with the J in-
stance (implements the case 3(a) for update operations as described in 2.1).
Also, this type includes the method to_string(date_format) to transform
TSDS_PVP instances into strings taking into account the date format pro-
vided.

– Several SQL user defined operators: the overlaps() operator that applies
on two TSDS_PERIOD instances, using the implementation provided by the
method TSDS_PERIOD.foverlaps or, on two TSDS_PVP instances, using the
implementation provided by the method TSDS_PVP.foverlaps, the oper-
ator to_string() that applies on instances of TSDS_PERIOD or TSDS_PVP

using the corresponding method implementation and, finally, the operator
closeR() that applies on two instances of TSDS_PVP using the implementa-
tion provided by TSDS_PVP.closeR().

– A session context called TSDS_CTX, managed by means of the tsds_ctx_pkg
package. By means of this session context, the user can set, for the current
session, the FVT period that will determine all its DML operations and
queries on the database. If the FVT period is not established for the current
user session then, by default, the FVT period is from current_time until
until_changed.

– The package SDS_FTDB that includes constants, procedures and functions, to
support the functioning of the FVTM, such as:

• The MIN_TIME, and MAX_TIME TIMESTAMP constants that represent, re-
spectively, the minimum and the maximum date that the system can
represent. Another constant often used, is UNTIL_CHANGED, which takes
the same value that the MAX_TIME constant.

• The enableFValidTime(table) procedure (described in Section 4) gen-
erates the necessary functionality to provide FVT support for a table.
The disableFValidTime(table,keepPVPValid) procedure disables the
FVT support on the table passed as argument. If the second argument
is true (default), then the system keeps the pvp_valid column and its
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data, else the system removes the pvp_valid column and its data. In
this latter case, only the current row for each primary key value is kept.

• The setFValidTime procedure, that has several overloadings, allows set
the FVT period for the current user session context. If used without ar-
guments, the FVT period from current_time until until_changed will
be established in the current user session context. When this procedure
is invoked with the string argument ’ANYTIME’ then the FVT period
from the MIN_TIME value to MAX_TIME value will be established.

• The getFValidTime function returns, from the current user session con-
text, a TSDS_PVP value that represents the FVT period for the current
session.

4.2 Data Manipulation Operations

To illustrate the capabilities of the FVTM to handling DML operations affected
by a FVT period, we will use the Table 1 that shows the tuples that result of
the insert, update and delete statements described next. It is worth mentioning
that all the examples included in this section have been directly executed on
the FVTM prototype, using the proposed SQL operators to handle valid-time
data. To manage datetime values, the FVTM uses the same datetime formats
and functions as Oracle DBMS (see [16]). For the sake of simplicity, we use short
datetime intervals in the examples shown in this section.

For each session, FVTM establishes by default an FVT period that comprises
from current\_time until until\_changed. The user can change this FVT
period using the setFValidTime procedure, for example:

-- Establishes the day 24th of the current month and year as the start of the fvt
-- and until_changed as the end.
execute SDS_FTDB.setFValidTime(tsds_pvp(to_date(’24’,’dd’),SDS_FTDB.UNTIL_CHANGED));

Table 1. Employee fvt table showing DML operations

Row Name Salary PVP valid Ver.
1 Fred 40000 [[04,05,06,07];[08,14,17,21]] 1

1b Fred 42000 [[03,04,04,05];[28,29,29,30]] 1

2 Ronald 35000 [[24,24,24,24]; UNTIL CHANGED] 1

3 Frank [32000,35000,40000,42000] [[24,24,24,24]; UNTIL CHANGED] 1

4 Tom [38000,40000,42000,45000] [[15,16,16,18]; UNTIL CHANGED] 1

5 Michael 40000 [[04,05,06,07];[12,14,16,18]] 1

5b Michael 40000 [[04,05,06,07];[6,7,15,15]] 1

6 Michael 45000 [[16,18,21,22]; UNTIL CHANGED] 2

6b Michael 50000 [[16,16,16,16]; UNTIL CHANGED] 2

The next insert operations, performed through the employee view, taking
into account the FVT period set above, add to the employee_fvt base table,
the tuples shown in Table 1 with value 1, 2, 3, 4 and 5 for the Row column:
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INSERT INTO EMPLOYEE VALUES (’Fred’,fsalary(crisp(40000)),
tsds_pvp(tsds_period(’4’,’5’,’6’,’7’,’dd’),tsds_period(’8’,’14’,’17’,’21’,’dd’)));

INSERT INTO EMPLOYEE VALUES (’Ronald’,fsalary(crisp(35000)),null);
INSERT INTO EMPLOYEE VALUES (’Frank’,fsalary(trapezoid(32000,35000,40000,42000)),

tsds_pvp(systimestamp,SDS_FTDB.UNTIL_CHANGED));
INSERT INTO EMPLOYEE VALUES (’Tom’,fsalary(trapezoid(38000,40000,42000,45000)),
tsds_pvp(tsds_period(’16’,1,2,’dd’),sds_ftdb.until_changed));
INSERT INTO EMPLOYEE VALUES (’Michael’,fsalary(crisp(40000)),
tsds_pvp(tsds_period(’4’,’5’,’6’,’7’,’dd’),tsds_period(’12’,’14’,’16’,’18’,’dd’)));
INSERT INTO EMPLOYEE VALUES (’Michael’,fsalary(crisp(45000)),
tsds_pvp(tsds_period(’16’,’18’,’21’,’22’,’dd’),sds_ftdb.until_changed));

For the sake of simplicity of the the examples, dates are specified only by
the month day, assuming the current month and year. As we can see, the state-
ments show the use of several constructors for the tsds_pvp type. Also, several
fuzzy values for the salary column are inserted to show that our system also
can handle fuzzy data. The insert trigger created on employee view, intercepts
and validates all insertions, rejecting these that are not compatible with the
FVT constraints. For example, the next insert operation is rejected because the
PVP_valid value for the existing tuple of Michael (row 5) overlaps with the
PVP_valid value for the new tuple in a value greater than 0.5 (0.67 in this case):

INSERT INTO EMPLOYEE VALUES (’Michael’,fsalary(crisp(50000)),
tsds_pvp(tsds_period(’17’,1,1,’dd’),sds_ftdb.until_changed));

FVTM provides two types of update operations: sequential updates and non-
sequential updates. When the update statement does not establish a value for
the PVP_valid column in the set clause, the FVTM handles the operation as a
sequential update. If PVP_valid column is established in the update statement,
then the FVTM handles it as a non-sequential update.

In the following example, we set the FVT period the 16th of current month
and until until changed. Then, we perform the salary update for Michael in this
FVT period. This triggers the following sequential update: the PVP_valid value
of row 5 is right closed, using the current context FVT period. The row 5 is
replaced by the row 5b in this table. The row 6b is inserted with the new salary
value for Michael but, as the PVP_valid value for row 6b includes the PVP_valid
value for row 6, row 6b replaces the row 6 in the table employee_fvt.

execute SDS_FTDB.setFValidTime(tsds_pvp(to_date(’16’,’dd’),SDS_FTDB.UNTIL_CHANGED));
update employee set salary=fsalary(crisp(50000)) where name =’Michael’;

Next statement is a non sequential update because we have set a value for
the PVP_valid column. If the new PVP_valid value does not overlaps with the
currently value for Fred, the system shows the error message: ’Tuple to be up-
dated does not exist’. If they overlap then the update is successful and the row
1 in the employee_fvt table is replaced by the row 1b, with the new PVP_valid

and salary values set:

update employee set salary=fsalary(crisp(42000)), pvp_valid=tsds_pvp(’4’,1,1,’29’,1,1,’dd’)
where name=’Fred’;

After the previous sequence of insert and update sentences, finally, the table
employee_fvt will contain the tuples with row: 1b,2,3,4,5b and 6b.
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The delete statements are constrained by the context FVT period established.
For example if, with the previously established context FVT period, we execute
the statement: delete from employee;, the tuple 5 would be the only tuple
that would remain.

Table 2. Results of the queries executed on the Employee cd view

Row Name Salary PVP valid FTDeg1 FTDeg2 Cd(Sal)
1b Fred 42000 [[03,04,04,05];[28,29,29,30]] 1 0.67 0.6

2 Ronald 35000 [[24,24,24,24]; UC] 1 0 1

3 Frank [32000,35000,40000,42000] [[24,24,24,24]; UC] 1 0 1

4 Tom [38000,40000,42000,45000] [[15,16,16,18]; UC] 1 0 1

5b Michael 40000 [[04,05,06,07];[6,7,15,15]] 0 0.33 1

6b Michael 50000 [[16,16,16,16]; UC] 1 0 0

If the last delete statement is omitted then, finally, the table employee_fvt

will contain the tuples with row: 1b,2,3,4,5b and 6b.
The following examples illustrates some additional capabilities of the FVTM.

The FVTM system deals with both temporal and fuzzy predicates in the same
sentence. Table 2 shows the rows of employee after the execution of the example
queries. To illustrate in the same table the result set for all queries, we have
added three columns that show the degree of temporal overlapping (FTDeg1,
FTDeg2 ) and the degree of compliance of the fuzzy condition (Cd(Sal)) for each
tuple with respect to each query.

Query 1. ““Retrieve all data from employees when the context fuzzy valid time
period is from day 16th of the current month until changed”

The following code performs this query and, as FTDeg1 column shows, the
tuple whith row 5b is the only one that it is not retrieved, because its PVP_valid
value does not overlap the current FVT period:

execute SDS_FTDB.setFValidTime(tsds_pvp(to_date(’16’,’dd’),SYSTIMESTAMP));
SELECT name,to_string(salary) "Salary", to_string(pvp_valid,’dd’) "PVP_VALID",ftcdeg "FTDeg1"
FROM employee_cd

Query 2. “Retrieve all data from employees with ’middle’ salary (with degree
greatest than 0.5) when the context fuzzy valid time period is from day 16th of
the current month until changed”

The following code shows the definition of the ’middle’ label for salary by
means of the trapezoidal possibility distribution: [30000,35000,40000,45000], and
then shows the query statement. The columns FTDeg1 and Cd(Sal). of the Table
2 shows that the rows retrieved by this statement are: 1b, 2, 3 and 4 because
these have a value greater than 0.5 for Cd(Sal) and, its overlapping with the
context FVT period, is greater or equal to 0.5.

execute orderedAFT.labelDef(’Fsalary’,’middle’,trapezoid(30000,35000,40000,45000));
SELECT name,to_string(salary) "Salary",to_string(pvp_valid,’dd’) "PVP_VALID",ftcdeg "FTDeg1",
cdeg(1) "Cd(Sal)" FROM employee_cd WHERE fcond(feq(salary,fsalary(’middle’)),1) >0.5;

If, using the same fuzzy condition, we change the context FVT period, for
example:
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execute SDS_FTDB.setFValidTime(tsds_pvp(’02’,1,1,’03’,1,2,’dd’));

The query only retrieves the tuple with row number 1b, because it is the
only one that has a degree greater to 0.5 for the salary condition (Cd(Sal)
column) and its overlapping with the context FVT period is greater or equal to
0.5 (FTDeg2 column).

5 Concluding Remarks and Future Works

In this work, we present an implementation on top of a FORDBMS of a complete
valid-time model to represent and handle imprecise temporal intervals. The pa-
per includes the formal definition of possibilistic valid-time periods in order to
represent the time, to define suitable operators and to control integrity. This is
the first implemented formal model in the literature for possibilistic valid-time
intervals in object-relational databases. The semantics and the implementation
of the DML operations are described within this work.

The main advantage of our proposal is that it allows to integrate valid-time
handling (crisp and ill-defined), and even flexible querying handling, into a con-
ventional ORDBMS.

Referential integrity is not included in the presented implementation yet. It
will be subject of a upcoming version. Additionally, as future research, we plan to
improve the implementation of the FVTM prototype presented here to increment
its performance. For example, we will consider time indexing and alternative
access methods to accelerate the retrieval response.
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Abstract. Personalized Web search offers a promising solution to the
task of user-tailored information-seeking; however, one of the reasons
why it is not widely adopted by users is due to privacy concerns. Over
the past few years social networking services (SNS) have re-shaped the
traditional paradigm of information-seeking. People now tend to simul-
taneously make use of both Web search engines and social networking
services when faced with an information need. In this paper, using data
gathered in a user survey, we present an analysis of the correlation be-
tween the users’ willingness to personalize Web search and their social
network usage patterns. The participants’ responses to the survey ques-
tions enabled us to use a regression model for identifying the relationship
between SNS variables and willingness to personalize Web search. We
also performed a follow-up user survey for use in a support vector ma-
chine (SVM) based prediction framework. The prediction results lead to
the observation that SNS features such as a user’s demographic factors
(such as age, gender, location), a user’s presence or absence on Twitter
and Google+, amount of activity on Twitter and Google+ along with the
user’s tendency to ask questions on social networks are significant predic-
tors in characterising users who would be willing to opt for personalized
Web search results.

1 Introduction

When using a Web search engine to tackle an information-seeking task, users
typically oversimplify the complexity of their information needs by selecting a
few keywords (query). Moreover, given the lack of information regarding the con-
text of the query, it is hard to attain a reasonable user satisfaction when using
Web search engines. In recent years personalized Web search has emerged as a
promising way to improve the search quality through customization of search
results for people with different information interests and goals. However, con-
cerns about the privacy of users have introduced reluctance in the adoption of
personalized Web search systems [8,17] such as iGoogle [13].

In the pre-digital age the most common way to find useful information was
via interaction with friends, colleagues, or domain experts. With the advent of
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social networking services (SNS) the information-seeking patterns of users have
considerably changed [10] leading to an intersection between traditional and
modern approaches of information-seeking [16]. Social networking services are
now rekindling the pre-digital information-seeking pattern in the digital world.

Over the past few years, many research efforts have focused on both per-
sonalized Web search and social search [4,6]. In this paper, we investigate the
correlation between social network usage patterns of users and their openness
to opt for Web search personalization. This can open doors for understanding
the user’s willingness to adopt Web search personalization based on observable
correlations. As a motivating example, let us consider a scenario involving two
users: user A is highly active on various social networking services as he/she
communicates his/her thoughts over a range of topics (politics, religion, eco-
nomics etc.), while user B is much less active when compared to user A in
sharing his/her thoughts on social networking services. In line with this scenario
it would be interesting to investigate the correlations of the behaviors of both
users A and B and their openness to Web search personalization. Some commer-
cial systems have attempted a similar integration (as is evident in recent social
search approaches by Google and Bing: e.g., Bing’s Facebook integration1 and
Google’s “Search Plus Your World” Google+ integration2). However, to the best
of our knowledge, there is no literature that describes the correlations that we
investigate in this paper.

Apparently the existence of a correlation between the willingness to person-
alize Web search and the inclination to use social networks seems intuitively
obvious and hence, trivial. However, a thorough analysis of the various usage
patterns within different types of popular social networking services is some-
thing that needs careful investigation so as to form a more coherent basis for
the development of meaningful and well-accepted personalized search systems.
With the aim of finding a characterisation of users who would prefer person-
alized search results more than non-personalized search results we conducted a
user survey. We designed the user survey so that we can investigate the social
network usage patterns of users along with their privacy concerns with respect
to Web search personalization, and their preferences to opt for personalized
Web search. We also looked into various SNS tools (more specifically Facebook,
Twitter, LinkedIn etc.) as well as at the characteristics of SNS usage (such as
frequency of SNS usage, frequency of posting SNS updates, number of friends on
SNS, frequency of asking questions on SNS) which we hypothesise might relate
more closely to users’ willingness for Web search personalization. We conducted a
large-scale user survey in two parts where the first part gathered responses from
380 people from various countries, and the second part gathered responses from
113 people from various countries. This data was then used in a regression model
to analyse the correlation between SNS variables and willingness to personalize
Web search. The data was also used in a support vector machine (SVM) model

1 http://www.bing.com/community/site blogs/b/search/archive/2011/05/16/

news-announcement-may-17.aspx
2 http://www.google.com/insidesearch/plus.html

http://www.bing.com/community/site_blogs/b/search/archive/2011/05/16/news-announcement-may-17.aspx
http://www.bing.com/community/site_blogs/b/search/archive/2011/05/16/news-announcement-may-17.aspx
http://www.google.com/insidesearch/plus.html
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to explore the potential to make predictions about users who would be willing
to opt for personalized Web search results. We wish to explore if the prediction
accuracy would be sufficient for a real personalised Web search system. In doing
these analyses we discovered a number of useful patterns and behaviours about
users’ openness to Web search personalization; these outcomes can be of help in
the future developments of personalized Web search and social search systems.

The remainder of this paper is organized as follows. Section 2 presents some
related work relevant to our investigation along with an explanation of how
we differ from past work. Section 3 describes our survey methodology in detail.
Section 4 discusses the results of the survey while Section 5 presents the results of
the prediction framework along with an examination of the features that better
predict users who would opt for Web search personalization. Section 6 presents
an overview of implications from this study along with some limitations. Finally,
Section 7 concludes the paper.

2 Related Work

For over a decade Web search personalization has been viewed as an effective so-
lution for user-tailored information-seeking. A huge amount of research proposes
the use of implicitly-gathered user information such as browser history, query
and clickthrough history and desktop history to improve search results ranking
on a per-user basis [4,12,15]. The collection of such implicit user information
often raises serious privacy concerns which is one of the major barriers in de-
ploying personalized search applications [7,11]. The relationship between users’
social network usage patterns and their willingness for Web search personaliza-
tion is a promising direction that can help significantly towards the deployment
of personalized search applications. The decision to investigate the correlation
between social network usage patterns and willingness for Web search personal-
ization was taken on account of many studies that have shown people to spend
a considerable amount of time on social networks [3]. This high amount of so-
cial network usage by users in turn has also affected their information-seeking
habits and specifically, the way they interact with search engines [9]. Hence, we
argue in this contribution that it is necessary to revisit the notion of Web search
personalization from this perspective.

The literature closest to our identified research questions addresses the use of
social information in Web search [2,5]. However, these efforts do not aim towards
using social network activities for inferring users’ willingness towards Web search
personalization. Research by Morris et al. pursues a comparison of information-
seeking using search engines and social networks and proposes the design of
future search systems that can help direct users to social resources in some
circumstances [9]. We propose a somewhat similar notion through an analysis
of the correlation between user’s willingness for Web search personalization and
his/her social network usage patterns.
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3 Survey and Survey Results

In this section we describe the survey methodology along with the measures and
variables that are analysed. The survey comprised 20 close-ended questions with
five questions of a general nature (collecting basic information about the partic-
ipants), five questions related to various aspects of Web search personalization
(explained in section 3.2) and ten questions related to SNS usage (explained in
section 3.2).

3.1 Participants and Survey Content

In order to understand how SNS usage patterns affect people’s willingness to
personalize Web search results, we designed a survey and dispatched it to a wide
range of people in various countries (i.e. Ireland, Italy, Spain, France, United
Kingdom, Finland, United States, Canada, Pakistan, India, South Korea). In
the first phase, the survey was completed by 380 people. Demographic charac-
teristics for the survey respondents in the first phase are shown in Table 1. Par-
ticipants were recruited via university distribution lists (both online and offline)
and social networking sites (chiefly, Facebook and Twitter) and we recruited a
diverse range of people; distribution lists were employed to avoid recruiting only
those participants who have a social network presence and thereby avoiding high
skew in the results. In addition to collecting basic demographic information, we
also collected information about participants’ use of SNS tools such as which
SNS accounts they have and which of them they use the most (shown in Table
2 and Table 3 respectively).

Table 1. Demographic Variables (n=380)

Demographics N (%)

Male 235 (61.8%)
Female 145 (38.2%)

Europe 206 (54.2%)
America 21 (5.5%)
Asia 153 (40.3%)

10-20 0 (0%)
21-30 259 (68.2%)
31-40 87 (22.9%)
41-50 19 (5%)
Above 50 15 (3.9%)

Table 2. Statistics for SNS Accounts of
Survey Respondents

SNS Tool Details N (%)
Facebook Presence 356 (93.7%)
Twitter Presence 241 (63.4%)
Google+ Presence 239 (62.9%)
LinkedIn Presence 272 (71.6%)
Bookmarking Sites Presence 60 (15.8%)

Table 3. Statistics for Highly
Used SNS Accounts by Survey Re-
spondents

SNS Usage Details N (%)
Facebook As Most Used 325 (85.5%)
Twitter As Most Used 106 (27.9%)
Google+ As Most Used 30 (7.9%)
LinkedIn As Most Used 17 (4.5%)
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3.2 Measures and Variables

The following variables were included in the analyses:

Personalization Response: Respondents were asked whether or not they con-
sidered personalized search results to be of any benefit to them3. This was a bi-
nary variable with a “Yes” or “No” response. Additionally, a likert-scale variable
was used corresponding to respondents’ agreement with Web search personaliza-
tion making the information-seeking process less painstaking; the scale ranged
from “Strongly Disagree” (1) to “Strongly Agree” (5). Furthermore, three addi-
tional binary variables related to Web search personalization features of current
search engines were also investigated. Respondents were asked about their aware-
ness of the personalization feature in existing Web search engines in addition to
their awareness about search engines making use of their search history data
for the process of Web search personalization and finally, whether or not they
were comfortable with such use. We report these statistics about Web search
personalization in Table 4.

Table 4. Statistics on Users’ Desirability for Web Search Personalization

Personalized Web Search Results Considered as Useful N (%)

Yes 188 (49.5%)
No 192 (50.5%)

Awareness about Personalization Feature of Web Search Engines N (%)

Yes 275 (72.4%)
No 105 (27.6%)

Awareness about Web Search Engines using Search History Data N (%)

Yes 337 (88.7%)
No 43 (11.3%)

Comfortable with Web Search Engines using Search History Data N (%)

Yes 196 (51.6%)
No 184 (48.4%)

Likert Scale for Agreement on Worth of Web Search Personalization MEAN (SD)

3.58 (0.98)

Facebook Usage: Considering the high usage of Facebook as reported in Ta-
ble 3, some questions in the survey were particularly focused towards Facebook
usage. In particular, respondents were asked about the frequency of their Face-
book usage (with scale ranging from “several times a day” (7) to “never” (1)),
frequency of posting something (status update, photo or link) on Facebook (with
scale ranging from “frequently” (4) to “never” (1)), frequency of liking some-
thing on Facebook (with scale ranging from “frequently” (4) to “never” (1)) and
the approximate number of Facebook friends. We report these statistics about
Facebook usage in Table 5.

3 For the ease of survey respondents, we included in the survey an explanation of what
Web search personalization is along with an explanation of how implicit user data
is used for this process. Further, we asked the survey respondents to contact us in
case of any confusion with respect to Web search personalization and some of them
asked us questions to understand the personalization process better.
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Twitter Usage: We also included some Twitter-specific measures in our anal-
ysis. The survey did not ask for these measures explicitly. Instead, the survey
respondents who used Twitter were asked to provide their Twitter handles which
were then used to fetch all their tweets. From these tweets, we extracted for the
survey respondents their number of mentions (the mention feature of Twitter en-
ables its users to address a specific user within a tweet) and number of retweets
(the retweet feature of Twitter enables its users to re-post a tweet posted by
someone else). Additionally we also extracted the number of topics contained in
survey respondents’ tweets through the use of Twitter-LDA [18].

Table 5. Statistics on Facebook Usage

Frequency of Posting on Facebook MEAN (SD)

2.99 (0.95)

Frequency of Facebook Likes MEAN (SD)

3.22 (0.94)

No. of Facebook Friends N (%)

Less than 100 62 (17.4%)
100-200 88 (24.7%)
200-300 85 (23.9%)
300-400 50 (14.0%)
400-500 28 (7.9%)
More than 500 43 (12.1%)

Q & A Activity on SNS Tools: Lastly, given the significance of Q & A
activity on SNS [10], the survey also included questions about users’ Q & A
activities on SNS tools. Respondents were asked whether they had ever used
SNS tools for information-seeking and whether they considered Q & A activity
on SNS as useful. These were binary variables with a “Yes” or “No” response. If
respondents preferred Q & A activity on SNS, we further asked them about their
frequency of asking questions on SNS along with the frequency with which they
considered answers coming from SNS as more reliable than answers obtained
from search engines (with scale ranging from “most of the time” (4) to “never”
(1)). We report these statistics about Q & A activity on SNS in Table 6.

Table 6. Statistics on Social Network Q & A Activity

Ever Used Social Networks for Information-Seeking N (%)

Yes 272 (71.6%)
No 108 (28.4%)

Q & A Activity on Social Networks Considered as Useful N (%)

Yes 187 (49.2%)
No 193 (50.8%)

Frequency of Asking Questions on SNS MEAN (SD)

1.99 (0.95)

Frequency of Considering Answers on SNS More Reliable than Search Engines MEAN (SD)

2.38 (1.03)
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4 Analyses and Findings

We first examine the associations between variables representing Web search
personalization willingness while controlling for demographic and other factors.
Table 7 shows predictors of acts for Web search personalization willingness where
the rows of the table represent these acts. Here, the acts are basically the vari-
ables corresponding to presence on various SNS tools, frequency of usage of
various SNS tools, Facebook usage, Twitter usage, Q & A Activity on SNS as
explained in section 3.2. Table 7 shows the results of logistic regressions with
binary outcomes in the following dependent variables:

– User’s trust in search personalization as a beneficial process (shown as WP
i.e., Willingness of Personalization in Table 7)

– User’s awareness of personalized search services such as iGoogle (shown as
AP i.e., Awareness of Personalization in Table 7)

– User’s awareness that search engines use their search history data for the pro-
cess of Web search personalization (shown as AH i.e., Awareness of History
in Table 7)

– User’s acceptance (comfort level) of the fact that search engines use their
search history data for the process of Web search personalization (shown as
WH i.e., Willingness of History in Table 7)

Table 7. Logit regression showing the odds of users’ willingness towards Web search
personalization

1 WP AP AH WH

2 Male 1.635** 2.643** 6.318*** 1.480*
3 American 0.001 0.004 4.478 0.002
4 Asian 0.001 0.003 0.004 0.001
5 European 0.001 0.004 0.001 0.001
6 Age 1.069 0.997 0.981 0.841

7 Facebook Presence 0.982 0.561 0.860 1.844
8 Twitter Presence 1.544* 1.692 3.651*** 1.519*
9 Google+ Presence 1.816*** 1.427 1.364 1.626**
10 LinkedIn Presence 0.940 2.475* 2.031** 1.150
11 Bookmarking Sites Presence 1.289 2.535 1.153 1.771**

12 High Usage of Facebook 1.599 0.736 0.488 1.222
13 High Usage of Twitter 1.166* 1.574 3.986** 1.353
14 High Usage of Google+ 3.042*** 1.565 0.637 2.292**
15 High Usage of LinkedIn 1.193 2.069 1.127 0.971

16 Facebook Usage Frequency 0.898 1.204 1.051 1.231
17 Facebook Posting Frequency 1.637*** 0.450* 0.893 1.246
18 Facebook Liking Frequency 0.920 1.776 0.922 0.924
19 No. of Facebook Friends 0.873* 1.031 1.181 0.899

20 Twitter Mentions 1.000 0.983 0.997 0.998*
21 Twitter Retweets 1.001 0.982 0.999 0.999
22 No. of Topics in Tweets 0.997 0.969 1.036 1.012
23 No. of Tweets 0.999 1.015* 1.001 1.001*

24 Prefers Q & A Activity on SNS 1.821*** 1.474 0.972 1.492*
25 Considers Q & A Activity on SNS as Useful 1.771*** 1.173 0.916 1.318
26 Frequency of Q & A Activity on SNS 1.366** 0.940 0.884 1.273**
27 Frequency of Considering Responses
28 from SNS More Useful than Search Engines 1.374*** 1.232 0.950 1.228**

Note *p<.05, **p<.01, ***p<.001.
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Table 8. OLS regression showing the level of users’ agreement towards Web search
personalization

Personalization Agreement

High Usage of Facebook 0.278*
High Usage of Twitter 0.143
High Usage of Google+ 0.338*
High Usage of LinkedIn 0.036

Facebook Usage Frequency 0.052
Facebook Posting Frequency 0.139***
Facebook Liking Frequency 0.108*
No. of Facebook Friends -0.026

Twitter Mentions -0.171*
Twitter Retweets -0.188

No. of Topics in Tweets 0.148
No. of Tweets 0.145*

Prefers Q & A Activity on SNS 0.051
Considers Q & A Activity on SNS as Useful 0.083

Frequency of Q & A Activity on SNS 0.165**
Frequency of Considering Responses

from SNS More Useful than Search Engines 0.025

Note *p<.05, **p<.01, ***p<.001.

The results from Table 7 show that males are more likely to consider Web
search personalization as beneficial (row 2 corresponding to WP) while location
and age do not have much effect on willingness for Web search personalization
(row 3-6 corresponding to WP). Furthermore, the presence of a user on Twitter
and/or Google+ is a strong indicator that he/she will consider Web search per-
sonalization as beneficial and similar is the case for his/her high usage of Twitter
and/or Google+ (row 8-9 corresponding to WP and row 13-14 corresponding to
WP); the increase is more significant for user presence on Google+ and for high
usage of Google+. Additionally, as expected an increase in posting frequency
on Facebook increases the odds of willingness to personalize Web search and
contrary to expectation, an increase in the number of users’ friends on Facebook
decreases the odds of willingness to personalize Web search (row 17 and row 19
corresponding to WP). Lastly, users who use SNS more frequently for Q & A
activities are more likely to be willing to opt for Web search personalization in
addition to users who frequently consider that responses coming from SNS as
more reliable than responses from search engines (row 24-27 corresponding to
WP).

For the dependent variable reflecting whether or not the user is aware of the
personalization feature in current Web search engines (AP), the likelihood is
increased if the user is a male, has a presence on LinkedIn, has a high posting
frequency on Facebook, and has a high number of tweets on Twitter. Similarly
for the dependent variable reflecting whether or not the user is aware of search
engines making use of his/her search history data for the process of Web search
personalization (AH ), the likelihood is increased for males, for users with Twitter
and/or LinkedIn presence, and for highly frequent Twitter users. Lastly, for the
dependent variable reflecting whether or not the user is comfortable with search
engines making use of his/her search history data for the process of Web search
personalization WH, the likelihood is increased for males, for users of Twitter,
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Google+ and/or bookmarking sites, for more frequent Google+ users, for users
with less mentions and/or high number of tweets on Twitter, for users who
frequently use SNS for Q & A activities and consider responses from SNS to be
more reliable than responses coming from search engines.

Table 8 shows that users having a high usage frequency on Facebook and/or
Google+ tend to agree more strongly with the notion of Web search personal-
ization making the information-seeking process easier and less painstaking. This
is also the case for users who have a high posting and liking frequency on Face-
book along with a high tweeting frequency on Twitter. On the other hand, users’
level of agreement with the notion that Web search personalization makes the
information-seeking process easier decreases with their frequency of mentions on
Twitter. Lastly, users with a high frequency of Q & A activity on SNS agree
to a higher degree with the notion of Web search personalization making the
information-seeking process easier.

5 Prediction Model for Web Search Personalization
Willingness

In this section we explain the prediction model that we developed to predict
whether or not a user would be interested in Web search personalization. We
performed the predictions on a second set of user survey data (test data for our
prediction model) and for this we collected responses of 113 people using the
same survey designed for the correlation analysis of Section 3 and 4. The data
collected in the first phase of the survey served as the training data (i.e., the 380
responses gathered for correlation analysis) for our model.

We utilized five types of information described in Section 3 that can help
characterize a user’s willingness for Web search personalization. Here, we refer
to the demographic features (Table 1) as demographics, features denoting pres-
ence on various SNS tools (Table 2) as sns presence, features describing high
usage of various SNS tools (Table 3) as sns highusage, features describing Face-
book usage (Table 5) as fb usage and features describing Q & A activity (Table
6) as qa activity. The features we explored are used in conjunction with a super-
vised machine learning framework providing a model for predicting users who
would (and wouldn’t) opt for personalized Web search results. The baseline fea-
ture we used is setting of all Web search personalization predictions to “having
no willingess for Web search personalization.” As a learning algorithm, we used
Support Vector Machines which is a state-of-the-art machine learning algorithm.
We found the set of features that best predicted the variable WP i.e., Willing-
ness of Personalization of Table 7. The goal of our prediction model is two-fold:
first, to see if the prediction accuracy would be sufficient for a real personalized
Web search system and second, to explore the value of various types of infor-
mation in the process of automatically determining willingness for Web search
personalization.

Figure 1 shows the classification performance of the personalization willing-
ness prediction model, incrementally examining the role of each feature in the
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prediction accuracy4. In-line with intuition, we witnessed a consistent, gradual
increase in performance as additional information is made available to the clas-
sifier. It is interesting to note the significant performance boost when we move
from the baseline to sns presence and fb usage and also when the qa activity
features are added to the model. We first examined each feature in isolation
(a maximum of 53.9% was obtained with sns presence); after this we applied
all possible permutations of features and Figure 1 shows the best possible or-
der. Furthermore, within each category the following features led to the biggest
performance gain:

– demographics : Gender, Location and Age
– sns presence: Twitter Presence, Google+ Presence and Bookmarking Sites

Presence
– sns highusage: High Usage of Google+
– fb usage: Facebook Usage Frequency, Facebook Posting Frequency and No.

of Facebook Friends
– qa activity: Prefers Q & A Activity on SNS, Considers Q & A Activity on

SNS as Useful, Frequency of Q & A Activity on SNS and Frequency of
Considering Responses from SNS More Useful than Search Engines

Fig. 1. Overall classification results for Various Feature Types

6 Discussion

We will now discuss the theoretical and practical implications of our study along
with some limitations. The correlations (and their results) investigated here may
seem intuitively obvious in terms of high engagement in social networks signifying
a higher degree of readiness to accept the (at least partial) loss of privacy that is
inevitably involved in search personalization. However, recent research indicates
that this is not the case as users of SNS have shown growing privacy concerns
[14]. Boyd and Hargittai [1] found that the majority of young adult users of
Facebook have engaged with managing their privacy settings on the site at least
to some extent and noted a rise in such privacy settings’ engagement between

4 We show the combinations that are statistically significant at the 0.95 level with
respect to the baseline.
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2009 and 2010, a year in which Facebook unveiled many controversial privacy
changes that made more of information on the site public. In fact even as our
data shows the percentage of survey respondents who do not consider Web search
personalization as beneficial is higher than expected; similar is the case for survey
respondents who are not comfortable with Web search engines using their search
history data (refer to Table 4 for these statistics).

6.1 Implications

Users’ privacy concerns have proven to be a significant challenge with respect
to Web search personalization, and the issue of when to personalize and when
not personalize represents an important challenge, which has not been deeply
investigated yet. We argue through the investigations in this paper that social
network usage patterns of users can serve as a significant predictor for deter-
mination when to personalize and when not to personalize. Understanding the
target audience of personalized search systems is an important aspect for the de-
velopment of meaningful and well-accepted systems, and hence, this work serves
as a first step in that dimension. This could aid towards removing the need for
the user to state privacy requirements and to infer these settings through social
network usage patterns.

6.2 Limitations

Despite our maximum efforts to recruit a diverse range of participants for the
study the results may be somewhat skewed towards considerable levels of use
of SNS (Table 2) and this may not be representative of the general population.
Another possible limitation may be users’ lack of information about their an-
swers to the survey questions due to not having sufficient insight regarding what
personalized search actually comprises [8]. Nevertheless, there are reasons to
be confident in our conclusions. First, the high skewness towards SNS is natural
given the immense popularity of these services and evidence suggests that almost
every Web user maintains SNS presence (the important difference lies in SNS
activity which is a variable thoroughly investigated by us). Second, as explained
previously we thoroughly explained the process of Web search personalization
to the users so as to inform them of privacy considerations that arise from it.

7 Conclusion

In this paper, we utilized a survey methodology to gather relevant data and then
investigated the correlations between users’ social network usage patterns and
their openness to opt for Web search personalization. We believe the findings
of our study have significant implications for the design of future personalized
search and social search applications. More significantly, it provides indicators
as to where researchers could focus attention when attempting to deliver auto-
matically adjustable privacy-enhanced solutions for Web search personalization.
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By exploiting SNS data, predictions can be made about user preferences with-
out requiring explicit user input. As future work, we aim to investigate long-
term interaction of users with personalized Web search results obtained via SNS
inferences as outlined in this paper.
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Abstract. The wealth of information on nutrition and healthy diets
along the web, as health web magazines or forums, often leads to confuse
users in several ways. Reliability and completeness of information, as well
as extracting only the relevant one becomes a critical issue, especially for
certain groups of people such as the elderly. Likewise, heterogeneity of
information representation and without a clear semantics hinders knowl-
edge sharing and enrichment. In this paper, it is introduced a method
to compute the semantic similarity between foods used in NutElCare,
an ontology-based recommender system capable of collecting and repre-
senting relevant nutritional information from expert sources in order to
providing adequate nutrition tips for the elderly. The knowledge base of
NutElCare is an OWL ontology built from AGROVOC FAO thesaurus.

Keywords: Recommender systems, semantic web, ontology-based rep-
resentation, semantic similarity.

1 Introduction

Proper nutrition is a key factor in human health, but is particularly important
for vulnerable sectors of the population such as children, the elderly or people
with certain diseases or disabilities that require special attention. To meet these
needs, nutrition experts work on designing suitable healthy diet plans [20].

The big volume of data is, on the one hand, what contributes to its great
power, but on the other hand, makes its weaknesses more evident. It is becom-
ing difficult for users to know what information they find on the web is reliable or
complete. Also, handling the large volume of data and extracting the information
correctly to suit their needs efficiently is not an easy task. Recommender sys-
tems provide a way to address these problems. Nonetheless, classic recommender
systems suffer from some general drawbacks. One of the most important is the
problem of heterogeneity of the representation of information, which leads to
communication problems between agents that participate, even between agents
and users, and prevents this information from being reused by other processes
or applications [14].
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To overcome some of the problems of traditional recommender systems, se-
mantic recommender systems have emerged, which use Semantic Web techniques
in their development, such as ontologies [12]. Ontologies are known to be wide
sources of knowledge, this is largely due to its reasoning ability and the seman-
tic they bring [13]. They provide formal, uniform and shareable representations
about a domain [4] and have been applied to different recommendation systems
to reduce heterogeneity and improve content retrieval [5], [23], [6].

In the nutritional context, several recommender systems have been proposed
[1], [8], [19], [21]. Most of them are focused on obtaining recipes that appeal to
users and there are very few oriented to health care. The fact that users who are
intended to use such systems belong to more sensitive areas of the population,
nutritionally speaking, is taken into account in an even smaller number of them.

The expected growth in the world aging population, the ubiquity and af-
fordability of smart devices, and control over health care costs, lead to new
scientific challenges to be addressed in order to provide new life opportunities
for aging population [3]. In this paper it is introduced NutElCare (Nutrition
for Elder Care), a recommender system that retrieves reliable and complete
nutritional information from expert sources, either humans (e.g. nutritionists,
gerontologists, bromatologists) or computerized (e.g. information systems, nu-
tritional databases, World Health Organization -WHO- and Spanish Society of
Parenteral and Enteral Nutrition -SENPE- recommendations). It assists older
people to take advantage of these tips and make up their own diet plans in an
easy way. One of the purposes of this system is that final users could use it on
their own at home. In this way, elderly self-sufficiency is boosted, giving a major
value to the system.

In NutElCare, the representation of information is improved by applying Se-
mantic Web technologies. An OWL [22] ontology is used in order to make use
of reasoning capabilities that description logics provides. This ontology contains
a food taxonomy enriched with nutritional features and relations. AGROVOC
FAO Thesaurus [7], in its OWL version, has been used as a starting point in the
development of the NutElCare ontology for reusability and internationalization
purposes. Furthermore, specific procedures to automate information retrieval
and computation of the semantic similarity between concepts and terms have
been also devised.

The remainder of the paper is organised as follows. Section 2 introduces some
work related to nutritional recommender systems. In Section 3, it is explained
the development of NutElCare: architecture, ontology and recommendation pro-
duction. Finally, in Section 4, conclusions and future work are presented.

2 Related Work

Some work related to nutritional recommender systems exists in the literature.
Many of the current systems aim to provide recipes that the user would like, a
minor part aim to improve the user health and an even smaller part is intended
for the vulnerable sectors of the population.
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For example, members of CSIRO (Commonwealth Scientific and Industrial
Research Organisation) [9] developed a recommendation system of recipes for
all kinds of users. It uses a collaborative filtering method that takes into account
ratings from the user community of the recipes and food that integrate it to
generate recommendations and create new recipes. However, nutritional aspects
or user profiles are not taken into account.

FOODS [19] is a semantic recommender system that uses the PIPS [15] food
classification modelled as ontology in its knowledge base. It recommends recipes
for all kinds of users but classified in profiles. While taking into account the user
age and nutritional factors of the ingredients, it allows users to select those who
they want and it does not take into account what other foods have been eaten
during the week, so does not cover weekly needs if the user does not know them.

Aberg [1] proposes an intelligent food planning system that the elderly could
use at home, to avoid the risk of malnutrition experienced by this sector of the
population. The system considers different variables in recommendation such
as: user taste preferences, cost of meals, preparation difficulty, availability of
ingredients and nutritional needs. The system allows users to select values as
interval ranges for different variables such as fat, energy or cholesterol. Thus,
the author suggests that the use of the system must be guided by a carer, so it
does not foster the self-sufficiency of the elderly.

Van Pinxteren et al [21] propose a similarity measure between recipes for
nutritional recommender systems, that can be used to recommend alternatives
to selected meals. It considers providing different choices so that users can ask for
more vegetables or less fat, thus obtaining slight variations to selected recipes.
A feature vector on foods is set up using weights according to the occurrence
frequency of each feature and the Euclidean weighted distance between two
meals is calculated to obtain their similarity. To provide healthy recipes, similar
recipes to the selected healthy ones are provided but, in this case, similarity is
not nutrient guided.

3 NutElCare

NutElCare is a semantic recommender system to providing healthy diet plans
for the elderly. It makes use of an ontological description of the user profile
from the body mass index (BMI), time of year and geographical environment,
physical activity and the level of mastication and swallowing of the user. Once
this first part of the profile is carried out, NutElCare provides a basic healthy
diet plan based on it. The recommendation process starts, allowing the users to
make variations to the diets according to their own preferences. The recommen-
dations must be flexible and also take into account the personal tastes of the
users, their allergenic contraindications and what food has been taken during the
week, offering alternatives to the original diet plan based on these factors. The
recommendations are always nutrient guided, providing alternative suggestions
of similar conditions, to continue meeting the original healthy requirements of
the diet.



474 V. Esṕın et al.

The system allows the user the possibility of modifying this diet so that,
without losing its nutritional and healthy value, it can better suit his individual
interests and may become more to his taste. For this purpose, the recommender
system must know both the physical/demographic characteristics of the user and
their interests [18]. Hence, the first time that the user logs onto NutElCare, he
completes a form with the relevant information about himself. This information
will be the basis for selecting the diet model to recommend.

To offer a model diet, in addition to typical demographic data (such as name,
gender, age, address), the following information is required:

– Physical properties.

• The weight and height of the user in order to calculate the body mass in-
dex (BMI). Regarding the classification of the nutritional state in terms
of the BMI of the elderly in the consensus document created by SENPE
[17], NutElCare will classify the nutritional state of the users as: malnu-
trition, under-weight, normal-weight, over-weight or obesity.

• Deglution and chewing level, to distinguish whether the user needs nor-
mal, soft, semi-liquid, or easily digested diets.

– Environmental factors. Season and geographical area in which recommenda-
tions are made.

– Activity factors. Amount of exercise a week (active, standard or sedentary
life).

Next, the system collects the explicit interests of the user by means of ques-
tions about allergies and taste preferences. If one of these food elements or nutri-
ents, considered as no-interesting, appears on the diet model to recommend, the
system must reason which aliment from the knowledge base is the most similar
and offer it instead. In the following sections, the architecture of the system,
the proposed ontology and the process for semantic similarity calculation are
explained.

3.1 NutElCare Architecture

NutElCare architecture is based on the following components of the semantic
recommender systems:

– Knowledge base and items representation.
– User profiling and learning techniques of user interests.
– Obtaining and providing recommendations about items in the knowledge

base through semantic similarity measures.

We can thus represent the architecture of the system as shown in figure 1.
The following describes a summary of its components.

1. User Interface. One of the main success factors of the system is to be easy
to use, almost as a game, while motivating the users to its correct and serious
utilization, keeping in mind that it will contribute to improving their health
and quality of life.
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Fig. 1. NutElCare basic architecture

2. User Profile. It contains the model of the user that runs the system. The
user modelling is composed by the static model, obtained at the first contact
with the new user, and the dynamic model that is built with the help of the
learning agent studying the behaviour of the user in the system.

3. Learning Agent. As the user interacts with the system and sends feed-
back about his behaviour, the agent uses learning techniques to study such
behaviour, extracting patterns and communicating them to user profile to
build the model.

4. Diet Manager. It is responsible for retrieving the suitable diet models for a
user from the static part of his user profile. Once a diet model is retrieved, it
builds a personalized diet for the current user and sends it to user interface.

5. Recommender Agent. It obtains the nutritional recommendations about
food in order to provide it to the user or to the diet manager. It extracts
information from the knowledge base through reasoning to calculate, with
the help of a semantic similarity technique, a recommendation list of the
selected food.

6. Knowledge Base (Ontology). It is the core of NutElCare. In it, all the
nutritional information needed in the system operation is stored. It is mod-
elled through the NutElCare ontology, where food items are represented with
instances.

3.2 NutElCare Ontology

NutElCare contains a knowledge base represented as an OWL ontology, to which,
the nutritional expert knowledge has been transferred from the expert sources.
The ontology contains that information which the system reasons with, in order
to obtain proper recommendations and it is mainly formed by a food taxonomy
enriched with nutritional properties and the alimentary factors that combine
in the recommendation process. As one of the major motivations in the use of
ontologies is the reusability of a domain knowledge possibility, the initial work
was to search for and select one ontology in the domain of nutrition and feeding.
After some research, the AGROVOC FAO Thesaurus [7] of the United Nations
was chosen for the sake of reusability and internationalisation.

For space limitations, the process followed to reduce AGROVOC and keep
only the relevant information, as well as the development of the new ontology,
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are not explained in this paper. This process entails pruning the AGROVOC
branch ‘‘Products’’ using the OWL API Java Library [2]. Then, it is carried
out an iterative process, using Protégé [16], to build the ontology up consisting
of: creation of new instances and concepts, elimination of non relevant concepts,
restructure of the hierarchy to suit the nutritional requirements, and the addition
of some nutritional relations and properties as: Is rich in, Protein level,
Caloric level or Recommended rations a week. In figure 2 it is shown the
new basic food classification as well as datatype and object properties created.

Fig. 2. Basic food classification. Datatype and object properties of NutElCare.

Fig. 3. Recommended rations a week uses

Finally, some SWRL[11] rules have been added to enrich the semantics and
stimulate the inference of new knowledge. An example of SWRL rules to classify
aliments by their caloric level is shown in figure 4.
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Fig. 4. NutElCare SWRL rules

3.3 Recommendation Production

The NutElCare recommendation process mainly consists of providing recommen-
dations of alternatives to the different meals contained in the diets offered to the
users. These recommendations are closely linked to the nutritional properties
of food, represented both in their relations is-a and their semantic properties
contained within type Nutritional Properties.

When the system explicitly obtains the characteristics and interests of the
user (allergies and tastes), it becomes able to provide the user model diet. This
initial model comes only from explicit user information. When the user obtains
the diet that fits his physical profile complemented with his explicit interests, he
may seek advice in order to vary those dishes that, for any reason (availability,
palatability, preparation time, and so on), he does not want at this time.

To obtain the new food to recommend, replacing that specified by the user, the
system calculates the semantic similarity of the selected food with other foods in
the ontology, resulting in a list of those which are most nutritionally similar to
that specified, and which complies with the user interests. The technique used
in the calculation of the semantic similarity between foods is described below.

3.3.1 Distance
To define a semantic similarity measure between two individuals, we can apply
an approach using the subsumption links in the domain ontology [10]. When
calculating the semantic similarity between two foods, several factors are taken
into account. First, the foods to offer must match in some point of the ontology
hierarchy so that some important nutritional factors of both foods are the same.
This point is the stop node defined with the property Recommended weekly

intake, which gathers the aliments according to the number of rations to ingest
of a type of food. For instance, the foods belonging to the class fresh meat can
be ingested at least 3 times and at most 4 times a week. The ontology design
allows all food instances to have some ancestor concept in the is-a hierarchy
that matches one of these stop nodes. In the example of figure 5, all descendant
classes of the stop node fresh meat are shown. In this case, all the instances
of these classes need to go up to the superclass of the class they belong to.
So, the comparisons would be between all the descendant foods of the class
fresh meat.
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Fig. 5. Descendant classes of fresh meat stop node

The distance between two food instances i and i is defined by the equation
(1), where ca is the common ancestor that subsumes both instances.

distance(i, j) = min{ca(i, j)} . (1)

In the example of figure 5, the distance between two instances i and j will
have value 1 if they belong to the same class and value 2 if the superclass of the
class they belong to is common.

3.3.2 Nutritional Object Properties
The nutritional datatype properties are classified into object properties, i.e. those
whose super-property is Nutritional Properties, with the goal of calculating
the similarity between the different nutritional levels that the food belongs to.

For this reason, two different types of nutritional object properties are defined:

– Level Properties (LP ): classify the nutritional level of some nutritional
datatype property. They are inferred in the reasoning (through SWRL rules)
and the values of their range are annotated with an annotation axiom of type
isDefinedBy with integers from 1 to N , where N is the number of values
that the property can take. For instance, Caloric level, can take 5 different
values, so N for this LP is 5:

isDefinedBy(CaloricLevel, x) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
very low caloric level x = 1
low caloric level x = 2
medium caloric level x = 3
high caloric level x = 4
very high caloric level x = 5

As the LP are functional properties, it is possible to calculate the similarity
of the property for two instances i and i with the formula (2).

simlp(i, j) =
Nlp − abs(vlpi − vlpj )

Nlp
(2)
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where Nlp is the N value for the property level lp and vlpi and vlpj are the
annotation values isDefinedBy of the property lp for i and j.
For example, in the case of a comparison between “Chicken meat” (cm) and
“Duck meat” (dm):

• “Chicken meat”: very high protein level → isDefinedBy = 5
• “Duck meat”: high protein level → isDefinedBy = 4

simlp(cm, dm) =
5− abs(4− 5)

5
= 0.8

where the number of values that the lp Protein Level can take is 5 (N).
– Typical Properties (TP ): are the remaining properties. The similarity be-

tween nutritional object properties TP is calculated using a weight for each
instance being compared. For a property TP , two identical values (tpij) of
such a property from among the Ntp possible values in the instance is calcu-
lated and the weight for this property in the instances i and j is obtained
from the formula (3).

weightpt(i) = wtpi =
tpij
Ntpi

(3)

weightpt(j) = wtpj =
tpij
Ntpj

where tpij is the number of coincidences of the TP “is rich in” between both
instances and Ntpi and Ntpj the number of occurrences of the property in each
instance i and j.

The object properties of the previous example are shown in figure 6.

Fig. 6. Typical properties of Chicken meat and Duck meat in NutElCare

Considering “is rich in” as the nutritional object property P , the weights
of the example may be calculated as:

wtpcm =
tpcm,dm

Ntpcm

=
3

4
= 0.75

wtmdm
=

tpcm,dm

Ntpdm

=
3

5
= 0.60



480 V. Esṕın et al.

From the obtained weights, the similarity is calculated as the arithmetic mean
between both weights for the TP property, as shown in equation (4). simtp(i, j)
is in the interval [0,1].

simtp(i, j) =
wtpi + wtpj

2
. (4)

In the example:

simtp(cm, dm) =
0.75 + 0.6

2
= 0.675 .

3.3.3 Semantic Similarity
Finally, the semantic similarity between two instances is calculated as the arith-
metic mean between all the similarities of their properties divided by the tax-
onomic distance between them. It is assumed that all the properties have the
same importance. Thus, the semantic similarity between two individuals i and
j may be calculated with the equation (5).

sim(i, j) =

1

T

N∑
k=1

simtpk
(i, j) +

1

T

M∑
l=1

simlpl
(i, j)

distance(i, j)
(5)

where T = N +M is the total number of compared properties.
If we apply the equation (5) to the previous example, the semantic similarity

between Chicken meat and Duck meat results in:

sim(cm, dm) =

1

3
(0.8 + 0.8) +

1

3
(0.675)

1
= 0.7583 .

3.3.4 Recommendation Step. Once the semantic similarity between the
target food and its adjacents has been obtained, a TOP-K method is used to
form a recommendation and provide it to the user. For space limitations, we
won’t explain this step deeper on this paper.

4 Conclusions and Future Work

Some general problems of the traditional recommender systems arise from het-
erogeneity in the data representation, leading to knowledge sharing problems.
This deficiency also affects the reusability of the system or its components, by
other agents, processes or applications. Several nutritional recommender systems
have been proposed so far, but, they usually focus on user tastes only and do
not consider nutritional properties of foods or user health status either.

In this paper we have presented NutElCare, a semantic recommender system
of diets which makes use of a knowledge base represented in an OWL ontology
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and that provides nutritional advice for the elderly. Recommendations are mo-
tivated by the nutritional features of the foods and the particular interest of the
users (explicit or implicit). An existent ontology, AGROVOC FAO in its OWL
version, has been used to develop the NutElCare ontology, extracting the rele-
vant concepts, and incorporating additional nutritional information. Moreover,
NutElCare and AGROVOC ontologies are aligned so that roundtrip knowledge
sharing is enabled.

A recommendation strategy for suggesting foods to the elderly has been de-
signed taking into account healthy, nutrient guided and user interesting varia-
tions of diets based on the user profile. A method to calculate semantic similar-
ity of foods based on their nutritional properties has been proposed. As future
work, we plan to extend and improve the knowledge in the ontology by adding
new nutritional properties and concepts, so that, with appropriate adaptations,
other groups of people may be targeted and further inferences can be reasoned.
Likewise, we intend to develop a graphical front-end so that interaction with
NutElCare be more user-friendly. To end, the design and implementation of a
learning agent for the study and comparison of different learning techniques
in order to discover behaviour patterns, enhancing recommendations with the
learned interests of the users, is also part of future work.
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novation Office from the Andalusian Government under project TIC-6600 and the
SpanishMinistry of Economy andCompetitiveness under projectTIN2012-38600.
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and formal analysis of Ambient Assisted Living systems. Journal of Systems and
Software 85(3), 498–510 (2012)

4. Bermudez, M., Noguera, M., Hurtado-Torres, N., Hurtado, M.V., Garrido, J.L.:
Analyzing a firm’s international portfolio of technological knowledge: A declara-
tive ontology-based OWL approach for patent documents. Advanced Engineering
Informatics (2013)

5. Blanco-Fernández, Y., Pazos-Arias, J.J., Gil-Solla, A., Ramos-Cabrer, M.,
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Abstract. In this paper, we present an innovative method to use Linked Open 
Data (LOD) to improve content based recommender systems. We have selected 
the domain of secondhand bookshops, where recommending is extraordinary 
difficult because of high ratio of objects/users, lack of significant attributes and 
small number of the same items in stock. Those difficulties prevents us from 
successfully apply both collaborative and common content based 
recommenders. We have queried Czech language mutation of DBPedia in order 
to receive additional attributes of objects (books) to reveal nontrivial 
connections between them. Our approach is general and can be applied on other 
domains as well. Experiments show that enhancing recommender system with 
LOD can significantly improve its results in terms of object similarity 
computation and top-k objects recommendation. The main drawback hindering 
widespread of such systems is probably missing data about considerable portion 
of objects, which can however vary across domains and improve over time. 

Keywords: Recommender systems, Linked Open Data, implicit user 
preference, content based similarity. 

1 Introduction 

Recommending and estimating user preferences on the web are both important 
commerce application and interesting research topic. The amount of data on the web 
grows continuously and it is impossible to process it directly by a human. Keyword 
search engines were adopted to fight information overload but despite their undoubted 
successes, they have certain limitations. Recommender systems can complement 
onsite search engines especially when user does not know exactly what he/she wants.  

Many recommender systems, algorithms or methods have been presented so far. 
Initially, the majority of research effort was spent on the collaborative systems and 
explicit user feedback. Collaborative recommender systems suffer from three well 
known problems: cold start, new object and new user problem. New user / object 
problem is a situation, where recommending algorithm is incapable of making 
relevant prediction because of insufficient feedback about current user / object. The 
cold start problem refers to a situation short after deployment of recommender 
system, where it cannot relevantly predict because it has insufficient data generally. 
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The new object problem became even more important when there is only limited 
amount of items per object type and thus object fluctuation is higher. Using attributes 
of the objects (and hence content based or hybrid recommender systems) can speed up 
learning curve and reduce both cold start and new object problems. Various domains 
however differ greatly in how many and how useful attributes can be provided in 
machine readable form. 

The Linked Open Data (LOD) is a community project aiming to provide free and 
public data under the principles of linked data [3]. LOD datasets are available on the 
web under an open license in machine readable format (RDF triples) and linked 
together with unique URIs.  

DBPedia [2] is one of the cornerstones of LOD cloud. It extracts data available on 
Wikipedia topic pages (primarily Wikipedia Infoboxes), publishes it as LOD and 
hence provides data about wide range of topics. Several language mutations of 
DBPedia are available varying in both in size of corresponding Wikipedia language 
mutation and completeness of transcription rules converting Wikipedia pages into the 
RDF. 

1.1 Motivation, Problem Domain 

Despite the widespread of recommending systems, there are still domains, where 
creating useful recommendations is very difficult.  

• Auction servers or used goods shops have often only one object of given 
type available which prevents us from applying collaborative filtering 
directly. 

• For some domains e.g. films, news articles or books it is difficult to define 
and maintain all important attributes hindering content based methods. 

• Websites with relatively high ratio between #objects / #users will 
generally suffer more from cold start and new user problems. 

For our study, we have selected the secondhand bookshops domain which includes 
all mentioned difficulties. The main problem of the book domain is that similarity 
between books is often hidden in vast number of attributes (characters appeared, 
location, art form or period, similarity of authors, writing form etc.). Although those 
attributes are difficult to design and fill, it is not impossible. But in the most cases, 
only one book is available in the secondhand bookshop, so creating a new record must 
be fast and simple enough that potential purchase could eventually cover the costs of 
work. For example average book price in our dataset is approximately 7EUR, so 
potential income per sold book is 2-3EUR. Collaborative recommender systems can 
be used, but their efficiency is hindered both by high ratio between #objects / #users 
and the fact that each object can be purchased only once. 

On the other hand, Wikipedia covers the book domain quite well, so our main 
research question is whether we can effectively use information available on Linked 
Open Data cloud (e.g. DBPedia) to improve recommendation on difficult domains 
such as secondhand book shop. 
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1.2 Main Contribution 

The main contribution of our work is: 
• Proposing on-line method to automatically enrich object attributes with 

Linked Open Data and enhance content-based recommending. 
• Experimental evaluation against both content-based and collaborative 

filtering on secondhand bookshops – a domain with high object 
fluctuation, high ratio objects/users and not much meaningful attributes. 

• Identifying key problems hindering further development of similar 
systems. 

 
The rest of the paper is organized as follows: we finish section 1 with review of some 
related work. In section 2 we describe in general how the LOD datasets can be used to 
enhance recommender systems and section 3 describes its implementation for Czech 
secondhand bookshop domain. Section 4 contains results of our experiments and 
finally section 5 concludes the paper and points out some future work. 

1.3 Related Work 

Although areas of recommender systems and Linked Open Data have been 
extensively studied recently, papers involving both topics are rather rare. The closest 
to our work is the research by Di Noia et al. [4], who developed content based 
recommender system for a movie domain based sole on several LOD datasets. 
Similarly A. Passant [12] developed dbRec – the music recommender system based 
on DBPedia dataset. The main difference between these and our approaches is that we 
start with real system and use LOD only as an instrument to improve 
recommendations on it. Objects of the system don’t have to correspond to the data 
available in LOD and so we need to cope with problems like absence of unique 
mapping, missing records etc. Among other work connecting areas of recommender 
systems and LOD we would like to mention paper by Heitmann and Hayes [7] using 
Linked Data to cope with new-user, new-item and sparsity problems and Goldbeck 
and Hendler’s work on FilmTrust [6]: movie recommendations enhanced by FOAF 
trust information from semantic social network. 

As for the recommender systems, we suggest the papers by Adomavicius and 
Tuzhilin [1] or Konstan and Riedl [9] for overview. A lot of recommending 
algorithms aims to do decompose user’s preference on the object into the preference 
of the objects attributes e.g. Eckhardt [5], which is a parallel to our content based 
similarity method. In our recent work [13], we present several methods how to 
combine attribute preferences together and analogically we plan to experiment with 
e.g. T-conorms to combine attribute similarities. 

We suggest paper by Bizen, Heath and Berners-Lee [3] as a good introduction to 
the Linked Open Data. Our current experiment was based on Czech version of 
DBPedia1, originally developed by Chris Bizer et al. [2]. 

                                                           
1 http://cs.dbpedia.org 
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2 Enhancing Content-Based Recommending with Linked Data 

In this section, we would like to describe general principles how to enhance 
recommending systems with data from LOD cloud. We want to stress that one of our 
intentions was to keep the architecture simple and straightforward to enable its further 
widespread. Several extensions are possible. The top-level architecture is shown on 
Figure 1.  

The system maintains one or more SPARQL endpoints to various LOD datasets. 
The connections are usually REST APIs or simple HTTP services. Whenever an 
object of the system is created or edited, the system will automatically query each 
SPARQL connection with unique object identifier or other best possible object 
specification, if no common unique ID is available (see Figure 2 for example of 
SPARQL query to Czech DBPedia).  

The important step while using more than one LOD dataset is matching identical 
resources. The difficulty of this step is highly dependent on the datasets, but mostly 
involves (recursive) traversing of owl:sameAs links. Resources are then stored in the 
system triples store, which can be however quite simple (relational database table was 
sufficient during our experiment). 

 

Fig. 1. Top-Level architecture of enhancing recommender system with LOD. Figure 1A 
represents original e-commerce system with a content-based recommender; 1B is its extension 
for querying and storing LOD datasets. 

Each object of the system should be also queried periodically as the LOD datasets 
can provide more information over time. We have also considered using local copies of 
LOD datasets. This approach would however result in excessive burden to both data 
storage and system maintenance and also prevent us from using up-to-date dataset. 

There are several possible approaches to map RDF triples <RDF subject, RDF 
predicate, RDF object> into the binary relation <object, attribute>. Each pair <RDF 
predicate, RDF object> (or RDF object only if we wish to omit predicates) can be 
identified as an attribute of RDF subject (object of the system) forming Boolean 
matrix of attributes A|objects| × |RDF objects|. This approach leads to various methods of 
matrix factorization [10]. Strength of such approach is that each resource is 
considered separately so more important resources may have more significant impact. 
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Also resource similarities e.g. SimRank [8] can be applied. However the number of 
resources can grow unlimited could make such solution computationally infeasible.  

Our approach is to identify each RDF predicate as an attribute of RDF subject 
(object of the system). The value of the attributes is then a set of all relevant RDF 
objects. Two sets can be compared relatively fast with e.g. Jaccard similarity
( ) ( )yxyx aaaa  .

 
Total number of attributes will be limited and allows us to use e.g. 

linear combination as a similarity metrics. We lose the ability to weight each resource 
separately, but we still can weight each RDF predicate. The method can be further 
simplified by omitting RDF predicate and use set of all RDF objects as single attribute.  

2.1 Content Based Similarity 

The key part of any content based recommender system is defining similarity of its 
objects. We expect that each object of the system is represented by its attributes 
vector. Attributes can be one of following type: 

• Numerical 
• String 
• Unordered (enumeration, category etc.) 
• Set 

Our content-based similarity is based on the idea of two-step preference model 
published by our research group [5]. The method works in two steps: for objects x and 
y, it first computes local similarity ]1,0[: 2 →aa Dμ for each attribute Aa ∈ . Global 

similarity of objects S is defined as linear combination of local similarities: 


∈

=
Ai

iiw μ*S    (1) 

The choice of proper local similarity measure might depend on the domain and a 
nature of each attribute. As we aims to keep our method domain independent, we 
have chosen rather simpler, widely adopted metrics than ones closely specialized on 
particular domain. For objects x, y and values of their attribute ax and ay local 
similarity μa is: 

• Normalized absolute value of the difference for numerical attributes. 

( )o
oobjects

yx aaa
∀

− max  (2) 

• Relative levenshtein distance for string attributes. 
)))(),(max(),((1 yxyx alenghtalenghtaanlevenshtei−  (3) 

• Equality of unordered attributes. 
• Jaccard similarity of set attributes. 

( ) ( )yxyx aaaa  (4) 
Metrics (2), (3), (4) allows us to compute local similarity smoothly which can be 

beneficial as we expect to have rather high ratio #objects/#attributes. It is possible to 
compare all attributes in terms of equality, but it won’t make much sense for many 
real-world attributes (e.g. small difference in price or issuing date implies high 
similarity). For string attributes, our aim was to both cope with minor typos and 
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inconsistencies (e.g. Arthur Conan Doyle vs. A. C. Doyle) or to track series of books 
(usually containing common substring). There are analogies for this behavior in other 
domains as well.  

Weight wa of each local similarity μa is set by Linear Regression maximizing 
similarity of objects x, y co-occurring in the list of preferred objects Pu for some user 
u and minimizing otherwise. Optimizing formula is defined as follows: 

( ) ( )



 ∈∃↔

=

−= 
∈

OTHERWISE0

,:1
),(

),()(minarg 2

,

u

Oyx

T

Pyxu
yxwhere

yxRSS

π

π μww
w

 (5) 

2.2 Content-Based and Collaborative Top-n Recommending 

We are yet to describe the procedure of deriving recommendations. For arbitrary fixed 
user u, set of his/her preferred objects Pu and set of candidate objects Cu, the 
recommending algorithm computes similarity S(oi,oj) for each ui Po ∈ and uj Co ∈ . 

Candidate objects are then ranked according to their average similarity: 
( )));,(()( uijii PoooAVGRankoRank ∈∀= S  (6) 

Similarity measure S can be one of: 
• Content based similarity as described in section 2.1. In the experiment 

section, this method is further divided according to the usage of LOD. 
• Item-to-item collaborative similarity as described in [11]. Similarity of 

objects x and y is measured as cosine similarity of vectors of users Ux and 
Uy preferring x and y respectively. 

yx

yx
Cosine

UU

UU
S

•
=  (7) 

In production recommender system, we should take into account also other metrics 
like diversity, novelty, serendipity, or pre-filter candidate objects, but for purpose of 
our study, we will focus on similarity only. 

2.3 Hybrid Top-n Recommending 

In order to benefit from both content-based and collaborative filtering, we have 
implemented also a hybrid approach enhancing content-based filtering with 
collaborative data: Collaborative similarity of objects (7) is used as an additional 
attribute of content-based similarity (we expand vectors w and μ from equation (5)).  

3 Using Linked Open Data for Secondhand Bookshop 

First domain dependent task is typically selecting proper LOD dataset. There are 
several datasets in the LOD cloud2 containing information about books. We can 

                                                           
2 http://datahub.io/group/lodcloud 
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mention i.e. DBPedia3, Freebase4, Europeana project5 or British National 
Bibliography (BNB)6. One of our concerns was quality of the available data. From 
this point of view although BNB provides good coverage, it contains only a little 
more data (mostly about authors), than what is already available within the bookshop.  

However the main drawback of the most datasets is language: without common 
identifier, it is difficult to connect data between various languages (e.g. Czech as the 
bookshop language and English as a foremost LOD language). ISBN does not work 
well in this case as it identifies each issue, publisher or language version separately 
and we also have to deal with books from the pre-ISBN era. The best way to identify 
data records is using textual comparison of book title and author name. So our key 
constraint for selecting dataset is availability of book titles (and person names) in 
Czech. Another constraint given by the architecture is availability of SPARQL 
endpoint in order to query effectively for demanded data. 

Given the constraints we identified Czech DBPedia dataset as the best option. We 
plan to use automated translation services in future to be able to query also non-Czech 
datasets. 

3.1 Querying Czech DBPedia 

The example of SPARQL query to Czech DBPedia is shown on Figure 2a, portion of 
result on Figure 2b. Some restrictions on RDF predicates were applied thereafter to 
filter out useless data. We do not show them for the sake of clarity. In order to access 
more available data, we have conducted also separate authors search. 

Czech DBPedia in its current state unfortunately doesn’t support directly object 
categories (purl:subject in English DBPedia). It contains information about explicit 
links to other Wikipedia pages (dbpedia:wikiPageWikiLink), where categories can 
be extracted by “Category:” prefix. However the dataset doesn’t contain its 
supercategories which make them far less useful, so we decided not to distinguish 
them from other links. We collect data also from preceding/following books in the 
series, source country, genre, translator of the book, author occupation, influences 
etc.   

Our dataset contains information about 8802 objects (books). By querying Czech 
DBPedia, we were able to gather data about 87 books and authors of 577 books 
altogether recording additional information about 7.3% of books. This small 
coverage, as we investigated, was caused mainly by missing infoboxes on the vast 
majority of books in Czech Wikipedia, causing DBPedia to fail identifying them as 
books. The problem could be bypassed by traversing categories/supercategories 
which is however not possible in current version of Czech DBPedia. We are working 
with Czech DBPedia administrators to eliminate this problem.  

                                                           
3 http://dbpedia.org 
4 http://www.freebase.com/ 
5 http://datahub.io/dataset/europeana-lod 
6 http://bnb.data.bl.uk/ 
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Fig. 2. Example of SPARQL query about The Return of the King (in Czech “Navrat krale”) by 
J. R. R. Tolkien and a portion of returned data. 

4 Experiments 

In order to prove our theory as feasible, we performed a series of off-line experiments 
on real users of a Czech secondhand bookshop. The objects (books) have following 
content-based attributes: book name, author name, book category and book price. The 
experimental website does not provide an interface to collect explicit feedback (e.g. 
object rating), so we had to rely on implicit feedback only. For the purpose of 
experiments, we consider page-view action (user u visit object o) as an expression of 
positive user preference. The list of preferred objects Pu is then precisely list of visited 
objects. We have also restricted the domain of books to only those for which we were 
able to mine some data from DBPedia. Both similarity metrics and recommending 
algorithm can however predict for all objects. Finally we use all collected RDF 
objects as a value (set) of single attribute to show that even sole presence of additional 
data can improve recommendations. 

The experiment had two phases. First, we compared differences between 
similarities of objects visited by the same user, which we believe should be more 
similar to those which were not visited. The first phase gives us rough picture about 
how can various similarity methods explain user behavior. Thereafter in the second 
phase we compared methods in more realistic recommending top-k objects scenario. 

4.1 Similarity of Objects 

In the first phase of our experiment, our aim was to demonstrate that adding semantic 
information from LOD can improve recommender systems capability to distinguish 
between similar and non-similar objects from the user perspective. For each pair of 
objects visited by the same user, we have computed content based similarity either 
including or not including DBPedia data. Similarities of mutually visited objects were 
then compared against average object similarity in general population as we want to 
test their resolving power. 
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Experiment results are shown in Table 1. The result seems to corroborate our 
theory that additional DBPedia data can help to distinguish between similar and 
dissimilar and thus also preferred and non-preferred objects.  

Table 1. Results for similarity of objects: table shows average similarity of mutually visited 
objects Svisited, general population Sgeneral and their quotient for content based similarity with and 
without using DBPedia resources. Both Content only and Content with DBPedia methods have 
Svisited significantly higher than Sgeneral (p-value < 10-7). Content with DBPedia has also 
significantly higher Svisited / Sgeneral ratio (p-value < 10-7). 

Similarity Method Svisited Sgeneral Svisited / Sgeneral 

Content-based only 0.261701 0.101041 2.59005 
Content-based with DBPedia 0.339476 0.084035 4.03970 

4.2 Top-n Recommending 

Although similarity can provide us with rough image about benefits of external 
Linked Data, the real usage scenario is different. Most typically, we have a user 
currently visiting an object or a category and we want to recommend him/her some 
other options. We expect that user already visited few objects.  

Our dataset contains implicit feedback from the users. For arbitrary fixed user, 
his/her sequence of visited objects, let n be its size, was sorted according to the 
timestamp. Then we split the sequence and denote first k objects as a train set and 
nonempty remaining portion of the sequence as a test set. Note that only users with at 
least two visited objects qualify for the experiment. Train set sizes was set from 1 up 
to 5 because not enough users would qualify for larger train set sizes. For the purpose 
of the top-n recommending experiment, we define train set as preferred objects Pu and 
all objects expect those from train set as candidate objects: Cu = O\Pu. We compute 
the list of recommended objects as described in (6). Following methods were tested: 

• Collaborative filtering forming our baseline. 
• Content-based filtering with no additional data. 
• Content-based filtering with DBPedia data handled as a single attribute 

(referred as Content+DBPedia in results). 
• Hybrid approach as described in 2.3 with DBPedia data (referred as 

Hybrid+DBPedia in results). 

Only the feedback available at the time when current user visits the last object from 
train set is used. This simulates real situation (we cannot use data which will be 
created in the „future“). 

We consider as success if methods rank objects from the test set "good enough". In 
another words, recommending methods should be able to predict objects, which will 
user visit in the “future”. In order to compare the recommending methods, we have 
set three success metrics: 

• Average position of test set objects in the recommended list. 
• Normalized Discounted Cumulative Gain (nDCG), where relevance is 

defined as 1 for objects from test set and 0 otherwise.  
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• Presence of test set object(s) at top-10 as this is a typical size of list of 
recommended objects shown to the user. 

Figure 3 shows results of the experiment: 3a, 3b and 3c show trend of the metrics 
while enlarging train set sizes, 3d contains average data for all users. 

Both content based and hybrid methods outperform greatly the item-item 
collaborative filtering in all observed metrics (p-value < 10-7 according to Tukey HSD 
test). The added value of Content + DBPedia method was observed mainly for the 
smaller train set sizes. It dominates over Content method consistently in both nDCG 
(p-value: 0.065) and Presence at TOP-10 (p-value: 0.0399), however the absolute 
difference was rather small with growing train set sizes indicating, that additional data 
was most useful for new users of the system.  

Hybrid with DBPedia method dominates significantly in average position (p-value 
≤ 5.1*10-4) but has only small effect on other metrics suggesting that it only improves 
position of badly ranked objects. Even though it might be useful if the candidate set 
Cu is pre-filtered. 

 

 

Fig. 3. Recommending experiment results: all metrics shown according to the train set size per 
user. Figure 3a displays nDCG, 3b average position and 3c relative presence of preferred 
objects in top 10. Figure 3d shows average values per all train set sizes. In nDCG Content + 
DBPedia outperformed Content only method, but with rather low significance (p-value: 0.065). 
Similar results, however a bit more conclusive provides also P@10 (p-value: 0.0399). In 
average position Hybrid + DBPedia dominates over all other methods (p-value ≤ 5.1*10-4). 

Interesting phenomenon was decrease of all methods performance while increasing 
train set size. This might be partially caused by inappropriately chosen aggregation 
function (average) supported by the assumption, that objects visited further in the past 
has only limited impact on future visiting objects. Further result analysis also shown 
that majority of users who received best recommendations had only small number of 
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visited object and so did not qualify for larger train sets. We will further investigate 
whether this is only coincidence and how to avoid such problem. 

5 Conclusions and Future Work 

In this paper, we aim to improve recommendations on problematical e-commerce 
systems by using additional data collected from Linked Open Data Cloud. We have 
shown several difficulties which current recommender systems may encounter and a 
domain (secondhand bookshops) where all those difficulties can be found. We have 
presented method for enhancing content based recommender system with data from 
LOD cloud. This on-line method is straightforward and quite general, so it can be 
applied on various domains.  

The off-line experiments held on the real visitors of Czech secondhand bookshop 
corroborates our assumption, that enhancing recommender systems with LOD data 
can improve recommendation quality.   

One of the main drawbacks of our approach is low coverage of objects within the 
Czech DBPedia. Therefore our future work involves improving Czech DBPedia 
mapping rules, refining SPARQL queries used during the experiment and exploring 
other available datasets. The possibility of automatic translation of book names 
should be also considered. Last but not least the experiments have shown unexpected 
behavior while increasing train set sizes which should be further investigated. 
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Abstract. Relational Databases are used to store structured data,
which is typically accessed using report builders based on SQL queries.
To search, forms need to be understood and filled out, which demands
a high cognitive load. Due to the success of Web search engines, users
have become acquainted with the easier mechanism of natural language
search for accessing unstructured data. However, such keyword-based
search methods are not easily applicable to structured data, especially
where structured records contain non-textual content such as numbers.

We present a method to make structured data, including numeric
data, searchable with a Web search engine-like keyword search access
mechanism. Our method is based on the creation of surrogate text doc-
uments using Natural Language Generation (NLG) methods that can
then be retrieved by off-the-shelf search methods.

We demonstrate that this method is effective by applying it to two
real-life sized databases, a proprietary database comprising corporate
Environmental, Social and Governance (ESG) data and a public-domain
environmental pollution database, respectively, in a federated scenario.
Our evaluation includes speed and index size investigations, and indi-
cates effectiveness (P@1 = 84%, P@5 = 92%) and practicality of the
method.

1 Introduction

Keyword-based search offered by modern Web search engines (like Bing or
Google) have become pervasive, and terabytes of public, unstructured Web pages
available on the Internet are made available for searching that way. However,
structured data, information stored in relational databases, is not as easily find-
able using the same mechanism, for various reasons. First, databases are often
not exposed on the Web as static HTML pages, for example due to rights viola-
tions concerns. Instead, a Web form might give access selectively after filling in a
set of fields that comprise a query. The totality of information available that way
is known as the Deep Web [1]. Second, structured information often comprises

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 495–506, 2013.
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non-textual information such as numbers, which need to be interpreted in con-
text: for instance, a number like 1970 might either be a date of birth of a person,
the annual revenue (in million USD) of a company, or the amount (in tons) of
a toxic substance released into the air in an industrial accident. To make sense
of numbers in a database, the application using the database together with the
database schema provide the appropriate context, and database report builders
are typically used to search the data. Unfortunately, report builders are often
complex and therefore difficult to use.

In this paper, we propose a novel solution to this findability problem for
structured data: we address the problem of how to make structured databases
searchable by generating unstructured documents artificially, which can then be
indexed with off-the-shelf inverted index files like any unstructured data and
retrieved using e.g. the vector space model. This permits the application of
keyword search to a realm it was previously not applicable to. In some sense, we
turn the information extraction problem upside down: in information extraction,
structured data needs to be extracted from unstructured document collections.
Imagine again a value like 1970 : the database schema tells us that it is a numeric
entity, but it does not reveal whether it is a year or a monetary amount.1 We
describe a mechanism of generating documents based on simple natural language
generation (NLG) rules that permits a non-programmer to write a small set of
rules for a database that makes its content findable.

We apply our method to two databases from the environmental domain. The
first data set comprises proprietary information about the reported Environmen-
tal, Sustainability and Governance (ESG) performance of companies, an area of
growing interest in the context of sustainable and ethical investing and good gov-
ernance [2].2 ESG databases monitor corporate scandals, environmental issues,
ethical concerns such as conflicts of interest, bribery, investment in education or
well-being of its workforce (such as training and development program invest-
ments in dollars per employee per year), and similar aspects not covered by a
company’s financial fundamental analysis. In sustainable investment, the hope
is that in the longer term, more ethical companies and those that focus not
just on quarterly-measured shareholder value will fare better than companies
that ignore ethical, social and environmental concerns. Our second data set is a
database of toxic spill events in the USA that were reported to meet compliance
obligations.

Paper Plan. The remainder of this paper is structured as follows: in Section 2,
we discuss previous work in the fields of (structured) database search and text
generation, respectively. In Section 3 we present our new method, and Section 4
describes our E-Mesh search engine, which implements it. Section 5 describes

1 Note that even if the database schema contains a column named PERSON BIRTHYEAR,
this does not automatically facilitate the search per se, as the machine is oblivious
to the meaning of these names even if they are mnemonic to humans.

2 This data set is commercially available as a data feed, e.g. for research or investment
analysis purposes.
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our data. Section 6 reports on our evaluation. In Section 7, we summarize and
conclude the paper with suggestions for future work.

2 Related Work

We present related work from database and Business Intelligence (BI) search,
natural language text generation, and our application area, information systems
for environmental and ESG (Environmental, Social and Governance) data.

BI Search. [3] is a general textbook on the state of the art in information re-
trieval, which form the basis of question answering systems over unstructured
data as found in document collections (e.g. [4]). In contrast, [5] surveys tradi-
tional natural language database interface techniques. [6] present SODA, a sys-
tem that can search stuctured data across a set of data warehouses in a company.
SODA does not carry out a natural language analysis of the query, but is capable
of recognizing concepts and operators in a free-form text query, from which a
query graph is constructed. To implement Soda for a new set of data warehouses,
a domain ontology needs to be devised by humans for optimal results. [7] outline
a tutorial on keyword search across structured, semistructured and graph data.
[8] present a method for making structured data searchable that is based on
adding additional tables to any database instance, and by adding a processing
layer between Microsoft SQL Server and the ODBC API layer. They index all
rows (direct or via foreign key join) such that each row contains all keywords.
Unlike ours, their methods does not permit multi-lingual search, nor can it cope
with finding numeric content. [9] apply smoothed relevance language models to
ranked retrieval of structured data. Their experiments include Wikipedia, IMDB
(both more unstructured than structured) and MONDIAL, a small structured
data base comprising 9 MB and 17k relational tuples. Again, numeric information
and multilinguality are beyond its scope. Traditionally, graph-based algorithms
[10–12] have been tried to enable keyword search on relational and other data.

Environmental and ESG Information Systems. “Green” data, i.e. data
from the realm of protecting the environment, has recently become available at
scale (e.g. [13]). Not surprisingly, data management [14] and search are becoming
increasingly important. The United Nations Environment Programme (UNEP)
developed UNEP Explorer, a Web-based software for navigating environmental
data sets in the public domain [15]. Unlike the method presented in this paper,
UNEP Explorer does not have an easy-to-use keyword-based search function
that delivers focused results. ESG, the Environmental Scenario Generator [16],
is an advanced distributed tool to explore environmental data for scenario anal-
ysis, particularly around weather situations. It uses maps and a menu-based,
i.e. non-textual GUI to solicit input and does not permit keyword search. [17]
present KOIOS, a keyword search engine for environmental data built on top of
the commercial EIS Cadenza (by Dizy GmbH). They take a very different route
from the approach presented here: given a structured database, three indices
are generated, namely a data index (a graph), a keyword index (which captures
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unstructured data parts) and a schema index, which represents classes and rela-
tionships. All three indices are represented in RDF, and queries are translated
into SPARQL. No evaluation regarding retrieval effectiveness, query processing
efficiency or index size overhead are described.

[18] make the case for so-called ESG data (short for “Environmental, Social
and Governance” company data) to contain valuable evidence that can inform
trading.

Natural Language Generation. We are not aware of any previous work that
attempts to make structured data searchable by applying natural language gen-
eration techniques. [19] and [20] survey the state of the art in text generation
methods, including systems. [21] is one of the few textbooks on NLG.

3 Method

Imagine a database like the toy example in Figure 1. We cannot query easily
what is in the database with a Google-style search engine because we do not
have an inverted file index – after all keyword search basically responds to a
query with a set of ranked pages that contain the query keywords, and for our
database no such (natural language) index exists.

Table 1. A Sample Toy Database Table T PERSON

ID Name Weight Age

1 John 80 35
2 Anna 60 33

To address this, we generate English prose documents, one per table row, using
a set of template generation rules as shown in Table 2. Each rule comprises a
pattern section containing a template with canned text that may contain slots
that may be filled with values bound to variables (e.g. $P). We say the template
gets instantiated and we call the resulting document surrogate document, as
its main purpose is to make the data in the database row findable. There is
no need to physically store surrogate documents in a file system, as their only
purpose is to feed an indexing process, and they can be stored memory-efficiently
together with the index itself in compressed form. The keyword section of the
generation rule adds terms to the surrogate document to increase recall, but
marks them as “not for rendering”, as the keywords listed here are not part of
any system response to the user. In particular, we aim for the pattern to be
linguistically well-formed, whereas the keyword section is just a bag of terms
and phrases that may be useful for retrieval. The datapoint section finally
provides a binding between rows in the database row under consideration and
the parameter variables in the pattern section. Database rows get processed
one by one, so in the first iteration $P gets bound to John (i.e. T_PERSON.NAME),
in the second iteration $P gets bound to Anna, and so on. Field names from
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the schema are added to the keyword section automatically, thus potentially
supplementing any human-written generation rules. Table 2 shows a toy rule for
explanation purposes; Appendix A lists a real generation rule in XML format as
used by our system.

Table 2. A Natural Language Generation Rule That Generates Table 3 From the First
Row in Table 1

pattern: $P weighs $W kilograms and is $A years old.

keywords: kg age

datapoint: T_PERSON.NAME|T_PERSON.Weight|T_PERSON.AGE

Table 3. Generated Two-Part Surrogate Document

John weighs 80 kilograms and is 35 years old.

kg age

Default rules control the output for non-existing data-points. All text genera-
tion rules are defined per language, as they have an ISO-639 language attribute;
a separate index is automatically generated for each language that has at least
one generation rule. Thus our method can generate a set of search engines in
various languages from a single XML specification file.

The number of generation rules that need to be authored for a database table
with |T | tables and |R| rows each is at most |T | × |R|; in practice, one rule can
generate surrogates covering multiple columns (Table 2 used a single rule for all
four columns).

Ease of Customization. A key benefit of our method is that there are no
software changes necessary to deal with a change of the database schema or
with the addition of a new database: the only modification/extension required
is the adaptation or extension of the text generation rules in a single XML file.

4 System

We implemented the method described in the previous section in Java. The
architecture of our system E-Mesh is shown in Figure 1. A data reader component
based on the Apache Hibernate framework [22] iterates over all database rows
for each database tables; we will henceforth call each row data points. A text
generator component (based on the Apache Velocity template engine) reads
a set of NLG rules and instantiates them by binding data points mentioned
in rules to variable parameters. Generation rules like the one in Table 2 were
represented in XML. Variable values are inserted where they occur inside of
generation templates that comprise the core part of rules, thus instantiating
surrogate documents. An indexer component (based on the Apache Lucene search
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library) indexes these documents on the fly, creating one index per language for
which generation rules exist. This completes the offline processing. The actual
search engine provides online access to the indexed documents and makes them
available to a GUI (again based on Lucene and the Glassfish servlet container).
Figure 2 shows the E-Mesh search engine’s user interface.
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Web GUI
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Fig. 1. E-Mesh System Architecture

Fig. 2. Screen Capture of E-Mesh’s Web GUI

5 Data

We apply the methods described above to two data sets. The first data set is a
proprietary database comprising Environmental, Social and Governance (ESG)
information such as data points describing a company’s environmental perfor-
mance (e.g. carbon emissions), social/ethical performance (e.g. investments in
employee training, ongoing harassment litigation) or governance performance
(e.g. reports on insider trading, corruption charges against management). The
data set is part of the Datastream product sold by Thomson Reuters, so the
method is also applied to a second data set for easier replication of our study.
We use a toxic spill database covering environmental pollutions in the U.S.,
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data which was put into the public domain by the U.S. government [23].3 This
data set, henceforth TOXICSPILL for short, contains information about release
events, namely time of the event, the name of the company responsible for the
spill, the location, and the name of the chemical accidentally released. Table 4
summarizes the size and content of the two data sets and their corresponding
generation rules.

Table 4. Data Setup Used in Our Experiments

Database Size Tables Average Columns/Table Generation Rules

ESG 21,000 MB 111 9.81 28 (EN) / 28 (DE)
TOXICSPILL 401 MB 1 87 2 (EN) / 2 (DE)

6 Evaluation

6.1 Experimental Design

Evaluating natural database interfaces or question answering systems over struc-
tured data poses the problem that the user does not know what he or she can
ask, as the database schema is not known to them. Knowledge of the schema, on
the other hand, would biases the user and hence any evaluation. There is also no
standard evaluation database and query corpus available, which is partly due to
the fact that many query systems are domain specific and/or database specific.
To address these issues, we created two query corpora as follows: we generated a
random list of companies, a random list of data point names, and a random list
of years. We then asked human subjects not involved in this study to formulate
one human natural language search query for each 〈company; data point; year〉
triple. With a probability 1/2, we included a the year from the interval [2008;
2012] into the query (years covered in our snapshop of the databases). The re-
sulting two query corpora (one used as a development set and another one used
as a test set) comprise 50 queries each, 25 asking for data from the ESG and
the other 25 asking for data from the TOXICSPILL data set. We then ran these
two query sub-corpora against the E-Mesh system, and evaluated the correct-
ness of the results, measuring precision at ranks one and five, respectively. This
methodology ensures independence while generating queries that are as natural
as feasible and at the same time the resulting queries are not “unfair” to the
system in the sense that the information needs encoded by the queries should in
principle be answerable by the data in the databases at hand.

Baseline & Hypothesis.We compare the precision of the implemented method
compared to a baseline which applies a TFIDF ranking to a “raw” index of data
rows together with their names (taken from the schema), without applying our
proposed generation templates. Our hypothesis is that the proposed offline NLG
approach significantly increases retrieval performance.

3 The data is publically available from http://data.gov

http://data.gov
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6.2 Empirical Evaluation Results and Discussion

Indexing. The system was subjected to the generation of search engines for En-
glish and German based on the data described above. This paper presents some
findings for the query corpus, which was only in English (we leave the evaluation
for German for future work). A set of rules were authored, which took about 3
hours for ESGG, and 1.5 hours for TOXICSPILL, respectively. One database was
completely modeled, the other one partially (but our method ensures to always
obtain a functional system). The result is shown in Table 4.

We carried out the indexing on a desktop PC with Intel CoreDuo PC with two
x86 cores (model 6,400) at 2.13 GHz with 3 GB RAM. The method’s observed
offline indexing run time (Figure 3) and the persistent storage space required
for the generated inverted file indices (Figure 4) grow linearly with the number
of rules and database rows (since the number of templates is constant) in the
offline indexing step, and there is no additional runtime overhead for searching
the generated index of surrogate documents.

Fig. 3. Scalability of Text Generation Rules: Index Generation Time (in ms) Grows
Nearly Linearly With the Number of Rules (ESG database)

Retrieval. The system was tested on the test corpus of 50 test queries4, half
of which ask for information from the ESG database and the other half with
information needs from the TOXICSPILL database. The system logs all queries
so once the system has been used by real users, more large-scale evaluations
can be carried out. We found that the precision at rank one was 80% for the
ESG data set and 88% for the the TOXICSPILL data set, amounting to a total
of P@1 = 84%. If we look at precision at the top five ranks, precision rises
to 92% for both databases. Note that our query corpus is small, so getting

4 Comprising only English examples; the evaluation of German is left for future work.
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Fig. 4. Scalability of Text Generation Rules: Index Size (in bytes) Grows Nearly Lin-
early As a Function of the Number of Rules (ESG database)

just a single query wrong leads to a 0.04 decrease, as it happened with one
query where the user gave a short form of a company, in a situation where
many other companies with similar names exist: in query #29 from the test
set, Metal Finishing lead 2002 the user is seeking information on lead spills
of a company called Metal Finishing Co. Inc. in the year 2002. When run
against the TOXICSPILL database E-Mesh, returns the correct result on rank
3 instead of top rank (wrongly placing Quality Metal Finishing Co.’s lead
emissions at the top). Overall, looking at the top five results for any query, our
method (P@5 = 92%) improves over the baseline (64%).

Discussion. Our hypothesis, namely that the proposed offline NLG approach
significantly increases retrieval performance, could be confirmed: it holds indi-
vidually for the ESG dataset, and it holds overall, although we did not observe
an improvement for the TOXICSPILL dataset. In future work, we will investigate
whether this is caused by a shortage in generation rules.

We also measured the retrieval speed, and observed a mean processing time
of 12 ms per query on average.

Table 5. Evaluation Results

E-Mesh Dev. Baseline Test E-Mesh Test
P@1 P@5 P@1 P@5 P@1 P@5

ESG 0.32 0.40 0.20 0.36 0.80 � 0.92 �
TOXICSPILL 0.92 0.92 0.92 0.92 0.88 0.92

all 0.62 0.66 0.56 0.64 0.84 � 0.92 �
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The rather static offline text generation process has two potential issues that
we have identified so far. First, the concept of surrogate document generation
from rows of data sometimes lacks flexibility; an extension to querying more
than one data point at the same time (responding to a single natural language
query), i.e. the natural language counterpart of a join, is not straight forward
to implement. Second, dynamic computations cannot be handled directly. For
example, Table 1 has an “age” row, which is an example of a data field that
should be updated regularly. Such changing data needs to trigger an incremental
re-indexation process. If the age is computed on the fly from a date of birth
stored in the database (a better design), such a mapping also needs to be carried
out symmetrically at retrieval time if the user asks for the age. On the flip
side, the present method trades space for runtime speed, and it is maximally
interoperable with unstructured search of document collections, as it basically
transforms structured search into an un-structured search.

7 Summary and Conclusion

We presented a novel method that uses natural language generation for making
structured data searchable.We described its implementation in our search engine
E-Mesh, which was evaluated on a set of queries against two databases. The
method proved to be both fast and offers high accuracy at a reasonable index
overhead.

In future work, the method could be extended to provide more complex text
generation capabilities. Another possible extension is the combination of data-
points from more than one database in a single surrogate document. Our query
corpus is limited in size; once logfiles have been gathered after production de-
ployment, the effectiveness can be more systematically assessed. We also plan
to evaluate the system performance for other languages (such as German, which
we already implemented).

To the best of our knowledge, this is the first paper to suggest how search en-
gines for structured data including numeric data can be “generated” by harness-
ing NLG techniques to create an inverted file index offline for a set of structured
databases, and we offer a way of doing it that easily supports multiple languages.
We measured an improvement in precision of the method when retrieving the
top five answers for a corpus of 50 queries from a set of two federated databases
(performing at P@5 = 92% compared to a baseline of P@5 = 64%. In the future,
we plan to evaluate languages other than English, notably our German rule set.
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A Sample XML Generation Rule

<generate-rule>

<template lang="en">

<index>company codes</index>

<index>CO2</index>

<render>The total CO&lt;sub&gt;2&lt;/sub&gt; emissions

of ${Company} in ${Year} was ${CO2} tons.</render>

<index>carbon dioxide equivalents</index>

<default>I don’t know how large were the total CO&lt;sub&gt;2&lt;/sub&gt;

emissions of ${Company} in ${Year}.</default>

</template>

<datareader database="Asset4">

<param result="CO2">En_En_ER_DP023</param>

</datareader>

</generate-rule>

http://geodata.grid.unep.ch/
http://www.hibernate.org/subprojects/search.html
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Abstract. We presented a top-k algorithm to retrieve tuples according
to the order provided by a non-necessarily monotone ranking funtion
that belongs to a novel family of functions. The conditions imposed on
the ranking functions are related to the values where the maximum score
is achieved.

1 Introduction

Usually when users make queries in databases, they are only interested in a
subset of answers. Consider just a search for a house in a database according to
some preferences about size, location, etc. In such a case, an user usually is not
interested in knowing which is the worst house according to his preferences: an
answer with simply the ten best houses is good enough. Top-k algorithms deal
with that issue and have become an important topic of interest in the last years
[1,2,5,6,8,9]. Roughly speaking, the answer of a top-k query is the subset with
the k best results.

It is worth mentioning that, a priori, top-k algorithms can be defined on
various and diverse frameworks; for instance on fuzzy logic programming [9] and
on uncertain databases [11,12]. However, most approaches of top-k retrieval have
been developed on relational databases [3,4]; this paper is not an exception.
Hence, for us, an answer of a top-k query is a set of k tuples with the greatest
score (according to a ranking function f) among those which satisfy a relation
R (called the joint condition).

The typical procedure to obtain the answer of a top-k query consists in de-
veloping a threshold algorithm which computes an upper bound for the scores of
tuples non retrieved yet. Usually, threshold algorithms need two requirements:
firstly a database sorted in decreasing order with respect to score; and secondly,
a monotonic ranking function.

In this paper instead of requiring monotonic mappings, we will consider a
most general family of ranking functions. Note that removing the monotonicity
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CZ.1.05/1.1.00/02.0070 and CZ.1.07/2.3.00/30.0010.

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 507–518, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



508 N. Madrid and U. Straccia

as a requirement in ranking functions arises naturally in many contexts. Just
consider an user searching for a house who is interested preferably in houses
with a size close to 100 m2. In such a case the function determining how much
far is the size of a house from 100 m2 is obviously not monotonic.

Allowing the use of non monotonic ranking functions in top-k algorithms is a
current challenge. To the best of our knowledge, there are only two papers dealing
with non-monotonic ranking functions; namely [7] and [10]. In [10], the authors
require an indexed-merge structure in the database and the procedure consists
in partitioning the domain in sub-domains where the ranking function (a priori
arbitrary) is monotonic (or semi-monotonic). On the other hand, [7] defines the
top-k procedure by considering isolines in a specific family of ranking functions.

The approach described in this paper is the first step of a more general re-
search towards the definition of a top-k algorithm for arbitrary ranking functions.
Specifically, in this paper we present a top-k procedure for a family of ranking
functions allowing the use of distance functions among others.

In the following, we proceed as follows. In Section 2 we present the properties
that a ranking function has to verify. Moreover, we provide some additional
properties and methods to construct them. In Section 3 we describe our top-
k algorithm and give the theorem of correctness of the procedure. Finally in
Section 4 we present the conclusions and address future work.

2 Ranking Functions

A ranking function is defined as follows.

Definition 1. A mapping f : [0, 1]n → R is called a ranking function if there
exists an element (m1, . . . ,mn) ∈ [0, 1]n such that for all (c1, . . . , cn) ∈ [0, 1]n

and all i ∈ {1, . . . , n}, the mapping defined by:

gi(x) = f(c1, . . . , ci−1, x, ci+1, . . . , cn)

is monotonic in [0,mi] and antitonic in [mi, 1].
1

Let us explain briefly the condition imposed on ranking functions. The tuple
(m1, . . . ,mn) (called the best preference of f) represents the scores associated
to the best possible answer ranked by f . Hence, the coefficients m1, . . . ,mn

can be interpreted as a preference for tuples with such scores. Moreover, those
coefficients do not represent simply “an overall best preference” but also “local
best preferences”, since the closer the i-th variable to mi, the greater the value
of f ; independently of the values in the rest of variables.

The family of ranking functions contains some interesting families as the set
of monotonic and antitonic mapping defined from [0, 1]n to R.

Proposition 1. Any monotonic mapping (resp. antitonic mapping) is a rank-
ing function.

1 For the sake of clarity, we recall that a mapping f : [0, 1] → R is monotonic (resp.
antitonic) if x ≤ y implies f(x) ≤ f(y) (resp. f(x) ≥ f(y)) for all x, y ∈ [0, 1].
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The following example shows that our notion of ranking functions can deal,
somehow, with distances as well.

Example 1. Let d be the Euclidean distance, then the mapping defined by:

f((x1, x2)) =
√
2− d((x1, x2), (1/2, 1/2)) =

√
2−
√
(1/2 − x1)2 + (1/2 − x2)2

is a ranking function, whose maximal score is reached at (1/2, 1/2).

Actually, the family of distances induced by norms can be considered as rank-
ing functions as shown in the following proposition.

Proposition 2. Let d : [0, 1]n × [0, 1]n → R+ be a distance induced by a norm
and let (m1, . . . ,mn) ∈ [0, 1]n. Then the mapping defined by:

f : [0, 1]n → R

f(x1, . . . , xn) = −d((x1, . . . , xn), (m1, . . . ,mn))

is a ranking function whose maximal score is reached at (m1, . . . ,mn).

Proof. To prove that f is a ranking function we have to show that for all
(c1, . . . , cn) ∈ [0, 1]n, each mapping gi defined by

gi(x) = −d((c1, . . . , ci−1, x, ci+1, . . . , cn), (m1, . . . ,mi−1,mi,mi+1, . . . ,mn))

is monotonic on [0,mi] and antitonic on [mi, 1].
Without lost of generality we assume that i = 1. Moreover, we use a well

known result of metric space theory: if d is a distance induced by a norm, then
the closed ball of radius r > 0 centered at x:

B(x, r) = {y ∈ X : d(y, x) ≤ r}

is convex (i.e. all line segment bounded by two points of B(x, r) is contained in
B(x, r)).

Now, consider y ≤ x ≤ m1 and let us show that g1(y) ≤ g1(x); that is

−d((y, . . . , cn), (m1, . . . ,mn)) ≤ −d((x, . . . , cn), (m1, . . . ,mn))

or equivalently:

d((y, . . . , cn), (m1, . . . ,mn)) ≥ d((x, . . . , cn), (m1, . . . ,mn))

Note that

d((y, . . . , cn), (m1, . . . ,mn)) = d((2m1 − y, . . . , cn), (m1, . . . ,mn))

since:

– d((y, . . . , cn), (m1, . . . ,mn)) = ||(m1 − y, . . . ,m2 − cn)||
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– d((2m1 − y, . . . , cn), (m1, . . . ,mn)) = ||(2m1 − y −m1, . . . ,m2 − cn)|| =
= ||(m1 − y, . . . ,m2 − cn)||.

Now, consider r = d((y, . . . , cn), (m1, . . . ,mn)). Then both (y, . . . , cn) and
(2m1 − y, . . . , cn) belongs to B((m1, . . . ,mn), r). Additionally, note that (x, . . . ,
cn) belongs to the line segment bounded by (y, . . . , cn) and (2m1 − y, . . . , cn)
since y ≤ x ≤ m1 ≤ 2m1 − y. Thus, by the result presented above, (x, . . . , cn) ∈
B((m1, . . . ,mn), r); or equivalently:

d((x, . . . , cn), (m1, . . . ,mn)) ≤ r = d((y, . . . , cn), (m1, . . . ,mn)) .

The previous result allows us to use the idea “the closer, the better” in ranking
functions. The following result has the aim of facilitating the obtainment of
ranking functions.

Proposition 3. Let f1 : [0, 1]
n → [0, 1] and f2 : [0, 1]

k → [0, 1] be two ranking
functions and let g : [0, 1]2 → [0, 1] be a monotonic function. Then the function
defined by: f : [0, 1]n × [0, 1]k → [0, 1]

f(x, y) = g(f1(x), f2(y))

is a ranking function. Moreover, if n = k and the best preferences of f1 and f2
coincide, then the function defined by: f : [0, 1]n → [0, 1]

f(x) = g(f1(x), f2(x))

is a ranking function as well.

Proof. The proof is straightforward just taking into account that if m1 and m2

denote the best preferences of f1 and f2, then (m1,m2) is the best preference
of f . Moreover, in the case that both best preference coincide, then it is easy to
prove that m1 (or equivalently m2) is the best preference of f .

Note that although the proposition above has been defined to deal with two
ranking functions, it easily extensible to deal with a numerable amount of ranking
functions. Moreover, as a consequence, compositions of ranking functions with
monotonic mappings are also ranking functions.

Corollary 1. Let f : [0, 1]n → [0, 1] be a ranking functions and let h : [0, 1]2 →
[0, 1] be a monotonic function. Then the function defined by h(f(x)) is a ranking
function.

Proof. Just apply Proposition 3 to functions f1 = f2 = f and g = h ◦ p1; where
p1 : [0, 1]

2 → [0, 1] denotes the projection on the first component.

Example 2. It is easy to show that the mapping provided in Example 1 is a
ranking function by using Proposition 2 and Corollary 1. Consider the mappings
f1 : [0, 1]

2 → R and f2 : R → R given by

f1(x1, x2) = −
√
(1/2 − x1)2 + (1/2 − x2) f2(x) =

√
2 + x
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Note that f1 is the negated Euclidean distance from the point (1/2, 1/2), so we
can assert that f1 is a ranking function (Proposition 2). On the other hand, f2
is monotonic, so by Corollary 1, f is a ranking function. Finally, the mapping f
given in Example 1 is the composition of f1 and f2; i.e. f(x1, x2) = f2(f1(x1, x2)).

Example 3. The mapping given by:

f(x1, x2) =

{
2 if x ≥ 1/2 and y ≥ 1/2

2−
√
(x1 − 1/2)2 + (x1 − 1/2)2 otherwise

is a ranking function since is the maximum of the following two ranking functions

f1(x1, x2) =

{
2 if x ≥ 1/2 and y ≥ 1/2
0 otherwise

f2(x1, x2) = 2−
√
(x1 − 1/2)2 + (x1 − 1/2)2

with the same best preference (m = (1/2, 1/2)). That is

f(x1, x2) = max{f1(x1, x2), f2(x1, x2)} .

Below we present some properties of our ranking functions. The first result
shows that the best preference is the point where the maximum is reached.

Proposition 4. Let f : [0, 1]n → R be a ranking function and let m ∈ [0, 1]n be
its best preference. Then:

max
x∈[0,1]n

f(x) = f(m)

The next Lemma is slightly more general than the previous Proposition.

Lemma 1. Let f : [0, 1]n → R be a ranking function with best preference
(m1, . . . ,mn). Then for all c ∈ [0, 1],

max
(x1,...,xn)∈[0,1]n−1

f(x1, . . . , xi−1, c, xi+1, . . . , xn) = f(m1, . . . ,mi−1, c,mi+1, . . . ,mn) .

Proof. Let us show that for all (a1, . . . , ai−1, c, ai+1, . . . , an) ∈ [0, 1]n we have:

f(a1, . . . , ai−1, c, ai+1, . . . , an) ≤ f(m1, . . . ,mi−1, c,mi+1, . . . ,mn) .

Note that from the above inequality, the result is straightforward. Let us assume
that a1 ∈ [0,m1] (resp. a1 ∈ [m1, 1]). By using that f is a ranking function,
we have that the mapping defined by g(x) = f(x, a2 . . . , ai−1, c, ai+1, . . . , an) is
monotonic on [0,m1] (resp. antitonic on [m1, 1]); thus we have the inequality:

f(a1, . . . , ai−1, c, ai+1, . . . , an) ≤ f(m1, . . . , ai−1, c, ai+1, . . . , an) .

By using the same reasoning inductively for a2, . . . , an, we obtain eventually:

f(a1, . . . , ai−1, c, ai+1, . . . , an) ≤ f(m1, . . . ,mi−1, c,mi+1, . . . ,mn) .

The following result plays an important role in the correctness of the top-k
algorithm described in the next section.
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Lemma 2. Let f : [0, 1]n → R be a ranking function with best preference m =
(m1, . . . ,mn) and let I = [a1, b1]×· · ·× [an, bn] ⊂ [0, 1]n be an interval satisfying
that m ∈ I. Then for all x ∈ [0, 1]n � I we have:

f(x) ≤ max
{
f(a1,m2, . . . ,mn), f(m1, a2, . . . ,mn), . . . , f(m1,m2, . . . , an),

f(b1,m2, . . . ,mn), f(m1, b2, . . . ,mn), . . . , f(m1,m2, . . . , bn)
}
.

Proof. Consider x = (x1, . . . , xn) ∈ [0, 1]n � I, then at least one component xi

has to be either lesser or equal than its respective ai or greater or equal than its
respective bi. Let us assume without lost of generality that x1 ≤ a1. Then, by
Lemma 1:

max
(y2,y3,...,yn)∈[0,1]n−1

{f(x1, y2, . . . , yn)} = f(x1,m2, . . . ,mn) .

As a particular case we obtain that:

f(x1, x2, . . . , xn) ≤ f(x1,m2, . . . ,mn) .

So, thanks to the monotonicity of f(x,m2, . . . ,mn) in [0, a1] ⊆ [0,m1] and that
x1 ∈ [0, a1] we conclude:

f(x1, x2, . . . , xn) ≤ f(x1,m2, . . . ,mn) ≤ f(a1,m2, . . . ,mn) .

3 Top-k Retrieval Algorithm

In this section we describe a top-k retrieval algorithm2 for query answering over
relational databases, where tuples are ranked by a function belonging to the
family of ranking functions introduced in Section 2. The algorithm presented
in this paper is based on [3], which presents a top-k retrieval algorithm for
monotonic ranking functions. However, the presence of a more general family
of ranking functions than the monotonic functions one requires considering a
different tuple retrieval strategy.

3.1 Join Strategy

The join strategy used to retrieve tuples plays an important role in top-k al-
gorithms, since it is crucial for the correctness and response time. Note that if
tuples associated to the best preference have not been considered yet, we can
not ensure that we have already retrieved the top-1. So, it seems appropriated
to check the join condition from the tuples which scores are associated with the
best preference instead of from the top. Somehow, the idea underlying in this
alternative is: the closer from the best preference, the better are the results.

The main drawbacks of this strategy with respect to the strategies starting
from the top are two. On the one hand, for each table we must consider now

2 For lack of space, it is not possible to describe formally the top-k problem. So the
reader is referred to [3].
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two directions to retrieve tuples: up and down (or equivalently decreasing and
increasing the scores from the start point). So this increments slightly the storage
cost of the procedure. On the other hand, before applying the algorithm, we need
to arrive somehow to the tuples associated to the best preference. Just note that
the computational cost of this pre-procesing is aceptable (O(log n)).

The join strategy used in the top-k described in this paper generalizes the
“symmetric Ripple Join strategy” given in [3]. In the case of making joins with
only two tables A and B, the difference between both strategies can be described
easily. That is because we can represent graphically how both strategies sweep
the cartesian product both table’s scores X.A × X.B. Roughly speaking, the
difference between both approaches is that whereas [3] sweeps the cartesian plane
from a corner, our approach sweeps the cartesian plane from a point allocated,
a priori, anywhere.

Figure 1 below represents five steps of the join strategy by considering a
“clockwise movement”. Suppose that the best preference of the weak ranking
function f is (a, b). The first iteration simply gets two tuples, one from A and
another from B with scores a and b respectively and checks the join condition for
both tuples. In the case there is not tuples with scores a in A (resp. b in B), we
insert a new tuple with score a (resp.b) in A (resp. in B) non satisfying the join
condition with any tuple. The second step consists in considering the tuple of A
with the closest score to a between the tuples non considered yet and with a score
less or equal than a. So the new tuple considered in A is achieved by decreasing
the score. Before to pass to the next step, it is necessary to verify if the new
tuple considered in A holds the join condition with the only tuple considered in
B. In the third step we retrieve a new tuple of B, as in the previous step, by
choosing a tuple decreasingly. In other words, we consider the tuple in B with
the closest score to b between the tuples non considered yet and with a score less
or equal than b. Additionally, in this step we verify the join condition between
all posible combination of tuples considered up to this step. The fourth and fifth
steps are similar to the second and third steps respectively but by considering
greater scores. That is, firstly it is considered the tuple in A (resp. B) with the
closest score to a (resp. b) between the tuples non retrieved yet and with a score
greater or equal than a (resp. b); secondly it is verified the join condition for all
posible combination between the tuples already considered in B (resp. A).

We provide two remarks to finish this section. Firstly, the Ripple Join can
be considered as a particular case of the Clockwise Join; specifically when the
best preference coincides with the point (1, 1). Secondly, it is possible to consider
asymmetric strategies following the idea underlying in the clockwise join. That
is, instead of retrieving tuples one by one (either one of A by one of B or one
increasingly by one decreasingly), we can use heuristic to determine a preferential
direction.

3.2 Top-k Retrieval Algorithm

The algorithm is divided in two procedures, the main source Top.k.retrieval
and the subroutine Get.Next.Tuple. Briefly, Get.Next.Tuple retrieves in each



514 N. Madrid and U. Straccia

Fig. 1. Our join strategy

step the best result between the tuples non retrieved yet and Top.k.retrieval
determines when Get.Next.Tuple can stop of retrieving tuples. To facilitate the
presentation, both algorithms are defined and described here by considering only
two tables; however it can be generalized to an arbitrary number of tables.

For the sake of clarity we describe the variables appearing in Top.k.retrieval:

– Top.Tuple.List: in this list we include one by one the top-k results. Actually,
this list is the output of the algorithm.

– Q: this list contains temporally each tuple retrieved by using the join con-
dition but non included in Top.Tuple.List yet.

– firstTuple.A and firstTuple.B: these Boolean variables are used in the
subroutine Get.Next.Tuple to get in buffer the variables A.init and B.init;
where the value of the best preference is saved.

– tuple: is the answer of Get.Next.Tuple. Such variable can be either a tuple
belonging to the top-k or the value “NULL” if no more tuple can be obtained
by the join condition.

The procedure Top.k.retrieval works as follows. Initially the lists Top.Tuple.List
and Q are empty and the Boolean variables firstTuple.A and firstTuple.B are
considered to be true. In each loop, a call to the procedure GetNextTuple is
done. The latter returns the tuple with the best score between the tuples sat-
isfying the join condition and are not already in the list Top.Tuples.List. The
loop is broken only in two cases: either if we have already retrieved k tuples
by using the subroutine GetNextTuple (step 4) or if it is impossible to retrieve
more tuples by using the join condition (step 6).

The variables appearing in GetNextTuple and not in Top.k.retrieval are
described as follows:

– Top.Q: gets the tuple in Q with the best score.
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Procedure: Top.k.retrieval(A,B,R,k,f)
output: the list Top.Tuples.List with the k best tuples
inputs: A,B: two ranked relational tables
s R: a relation used in the join condition
s k: number of best tuples we are interested in
s f: weak ranking function
init:
s firstTuple.A= true;
s firstTuple.B= true;
s Top.Tuples.List = ∅;
s Q = ∅;
1. Loop
2. tuple := GetNextTuple;
3. include tuple in Top.Tuples.List;
4. if (|Top.Tuples.List| = k) then
5. break Loop;
6. if (tuple = NULL) then
7. break Loop;
8. end Loop;
9. end;

Fig. 2. Top.k.retrieval Algorithm

– A↑ ; A↓ ;B↑ ; B↓: are the scores of the respective last tuples seen in each
table w.r.t. each direction (see Section 3.1).

– A.init ; B.init: are the scores of the respective first tuple retrieved by each
table. Note that those values represent the best preference of the ranking
function.

– T : this value is a threshold which upper bounds the score of the rest of tuple
non retrieved yet.

– nextTuple: this Boolean variable is used to indicate when it is imposible to
retrieve more tuple satisfying the join condition.

The procedure GetNextTuple works as follows. Previously to start with the
loop, the algorithm checks if there is already any tuple in Q with a score greater
or equal than the threshold T ; or equivalently if the top-1 of the tuples non
contained in Top.Tuple.List belongs to Q. In such a case, is not necessary to
activate the loop and the procedure ends (step 5). Otherwise (as in the first call,
since Q is empty) the procedure activates a loop. That loop generates tuples till
one answer can be returned. Two cases are considered to generate new tuples:

– First of all, if every tuple in tables A and B has been already considered,
then no more tuples can be generated. In such case the Boolean variable
nextTuple gets the value false and the algorithm goes directly to step 21.

– Otherwise, we consider one new tuple (either from A or from B depending on
the joint strategy considered). If this new tuple is the first tuple considered
in the table (step 11), then the score of such tuple is one of the coefficients of
the best preference; so this value is saved in the variable I.init. Anyway, the
loop between the steps 15 and 20 recomputes the threshold T , determines
all possible join combinations and includes the new tuples in Q decreasingly
by using the ranking function f .
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Between the steps 20 and 32 the algorithm computes the answer to return to
Top.k.retrieval. Such answer depends on which case holds:

– If there exists in Q a tuple with score greater or equal than T (step 20) then
the answer to return is the tuple with the greatest score in Q.

– If the algorithm has retrieved the whole set of tuples satisfying the joint
condition and the list Q is not empty (step 26), the algorithm returns the
tuple in Q with the greatest score.

– Finally, if every tuple of A and B has been considered and Q is empty, the
algorithm returns “NULL” . This answer means that no more results can
be obtained by the join condition, so it is imposible to return the k better
results since there is no k tuples satisfying the join condition. With this
answer, the main procedure Top.k.retrieval breaks its loop and ends.

Procedure: GetNextTuple
output: Next tuple to attach in Top.Tuples.List
init: NextTuple=true;
1. if (Q �= ∅) then
2. tuple = Top.Q
3. if (tuple.score ≥ T ) then
4. return tuple;
5. end;
6. Loop
7. Determine the next seen tuple, I∗ (Comment: I∗ ∈ {A↑, A↓, B↑, B↓});
8. if (No next seen tuple I∗ can be considered) then
9. nextTuple = false ;
10. else
11. if (firstTuple.I = true) then
12. I.init = I∗.score
13. firstTuple.I = false
14. I∗.lastSeen = I∗.score
15. T = max(f(A.init, B↑.lastSeen), f(A.init, B↓.lastSeen),
16. f(A↑.lastSeen, B.init), f(A↓.lastSeen, B.init));
17. determine all possible join combination;
18. For each valid join combination by using the relation R
19. compute the score result by using f ;
20. insert each join result in Q and rank them;
21. if (Q �= ∅) then
22. tuple = Top.Q
23. if (tuple.score ≥ T ) then
24. remove tuple from Q;
25. break Loop;
26. else
27. if ( nextTuple = false ) then
28. remove tuple from Q;
29. break Loop;
30. else
31. if ( nextTuple = false ) then
32. tuple = NULL;
33. break Loop;
34. end Loop;
35. return tuple;
36. end;

Fig. 3. GetNextTuple Algorithm
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3.3 Correctness of the Algorithm

At follows we attend to the correctness of the algorithm.

Lemma 3. The algorithm GetNextTuple correctly reports the best join result
(according to the ordering provided by f) among the tuples which do not belong
to the set Top.Tuple.List and satisfy the join condition.

Proof. Let xA and xB be the scores in A and B associated to the tuple returned
by GetNextTuple. By definition (step 22) the score of such tuple (f(xA, xB))
is greater or equal that any score of the tuples belonging to the list Q. Note as
well that, by the join strategy, the scores in A (resp. B) associated to any tuple
in Q belongs to the interval [A↓, A↑] (resp. [B↓, B↑]).

Let xA and xB be the scores in A and B associated to a tuple satisfying
the join condition but non retrieved yet; and therefore non belonging neither to
Top.Tuple.List nor to Q. Then, by the join strategy, the tuple (xA, xB) belongs
to [0, 1]2 \ [A↓, A↑] × [B↓, B↑]. Applying now the Lemma 2, we can assert that
the score of such a tuple is upper bounded by:

f(xA, xB) ≤ max
{
f(A↓, B.init); f(A↑, B.init); f(A.init, B↓); f(A.Init, B↑)

}
= T

Now, (by step 23) the score of the tuple returned by GetNextTuple holds neces-
sarily f(xA, xB) ≤ T ≤ f(xA, xB). In conclusion, the score of the tuple returned
by GetNextTuple is greater or equal that the score of any tuple in Q and any
tuple non retrieved yet; in other words, the score of such a tuple has the greatest
score between the join results non belonging to Top.Tuple.List.

Theorem 1. Let A and B be two relational tables, R be a binary relation, k be a
natural number and f be a ranking function. Then Top.k.retrieval(A,B,R, k, f)
correctly reports the top-k join results ordered by f .

Proof. The proof comes directly from the Lemma 3, since in each step the loop
GetNextTuple inserts in Top.Tuple.List the tuple with the greatest score among
the tuples non belonging to Top.Tuple.List and satisfying the join condition.

4 Conclusion and Future Work

We have presented a top-k algorithm to retrieve tuples according to the order
provided by a non-necessarily monotone ranking function that belongs to a novel
family of functions satisfying some conditions related to the values where the
maximum is achieved. For instance, this approach is the first one that allows
the use of the mapping f : [0, 1]2 → R given by f((x, y) = ey − (x − 0.5)2 as a
ranking function in top-k retrieval over non-index-merge paradigms.

The ultimate goal of our research is to develop a top-k algorithm for queries
ordered by arbitrary mappings. An idea to achieve this goal may be the following.
First we may try to develop a method to decompose arbitrary functions in terms
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of ranked functions (under Definition 1). For instance, every distance d(x, y) can
be decomposed in the following two ranking functions:

f1(x, y) =

{
d(x, y) if x ≤ y
0 otherwise

and f2(x, y) =

{
d(x, y) if x ≥ y
0 otherwise

by considering the supremum; i.e d(x, y) = sup{f1(x, y), f2(x, y)}.
The second step would consist in generalizing the join strategy and the thresh-

old computation according to the decomposition given in the previous step. For
instance, considering the decomposition given above for arbitrary distances, the
threshold for d would be given in terms of the threshold of f1 and f2.
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Abstract. We describe a novel and flexible method that translates free-
text queries to structured queries for filling out web forms. This can ben-
efit searching in web databases which only allow access to their informa-
tion through complex web forms. We introduce boosting and discounting
heuristics, and use the constraints imposed by a web form to find a so-
lution both efficiently and effectively. Our method is more efficient and
shows improved performance over a baseline system.

1 Introduction

Many web pages contain structured information that cannot be indexed by gen-
eral web search engines like Bing or Google [4]. Web search engines use crawlers
to follow hyperlinks and download web pages in order to index these pages,
which enables fast keyword search. This crawler architecture has three draw-
backs [1, 15]. First, a large part of the web cannot be crawled by simply following
hyperlinks. Many pages are hidden behind web forms which cannot be automat-
ically filled out by a crawler. Second, the indices of crawler-based search engines
are only a snapshot of the state of the web. Pages containing real-time or highly
dynamic information like traffic information or stock information are outdated
as soon as they are indexed. Third, most of this information resides in structured
databases that allow structured queries, a powerful means of searching. In con-
trast, putting this information in indices of crawler-based search engines would
only allow unstructured keyword queries, a less powerful means of searching.

In this work we alleviate these problems by providing a single free-text search
box to search multiple websites through complex web forms. We address the
problem of translating a free-text query into a structured query, i.e., key-value
pairs accepted by web forms. For instance, the free-text query “acer travelmate at
least 4gb” could be mapped to the fields ‘brand’, ‘model’ and ‘minimum memory’
of a shopping website. As results, our system would return forms containing such
fields, filled out and ready to be submitted. Note that in order to return results,
the system does not need to crawl the web pages behind the forms, it just needs
to know how to fill out the form given the free-text query. The problem can
be decomposed into a segmentation problem of cutting up the free-text query
into parts (segments); and a labeling problem of actually assigning each segment
to the right input field. Our work extends existing segmentation & labeling
methods based on HMMs (Hidden Markov Models) [16]. Segmenting is based
on whitespace and punctuation characters, and subsequent labeling is based
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on a probabilistic model. Our contributions are as follows. We propose a novel
method that incorporates constraint information (see Sect. 3) and segments,
labels, and normalizes queries; thereby deriving structured queries. We show
that it is beneficial to apply boosting and discounting heuristics; that our method
can be applied to a multi-domain, multi-site per domain setting; and, that our
method outperforms a well known baseline. Paper outline: In Sect. 2, we discuss
and compare related work to this work. We then formalize the problem and
describe our framework in Sects. 3 and 4. We describe our data in Sect. 5, and
our evaluations in Sect. 6. Finally, we round up with our conclusions in Sect. 7.

2 Related Work

Correct query segmentation in web IR can substantially improve retrieval
results, e.g., grouping ‘new’ and ‘york’ as ‘new york’ can make a big difference.
Li et al. [14] argue that supervised methods require expensive labeled data and
propose an unsupervised segmentation model that can be trained on click log
data. Hagen et al. [7] show that their segmentation algorithm, which uses only
raw web n-gram frequencies and Wikipedia titles, is faster than state-of-the-art
techniques while having comparable segmentation accuracy. Lastly, Yu and Shi
[19] train a CRF (Conditional Random Field [12]) with tokens from a database.
They first predict labels for each word in the query, and then segment at each
start (S-) label. For example, given the query Green Mile Tom Hanks and the
predicted labels {[S-MOVIE],[R-MOVIE],[S-ACTOR],[R-ACTOR]}, it is segmented
as “Green Mile” and “Tom Hanks”.

Query Segmentation & Labeling. The previous example illustrates that
CRFs can both indicate segment offsets (e.g., with start/rest labels) and assign
entire segments to fields (e.g., ACTOR or MOVIE). However, CRFs need a lot of
expensive (manually labeled) training data. To avoid the high costs of manually
labeled data, Li et al. [13] used two data sources to train CRFs: a pool of 19K
queries labeled by human annotators; and a pool of 70K queries, automatically
generated by matching entries from click logs with information from a product
listings database. However, the generated queries did not contain all possible
labels. Still, the highest performance was obtained when combining the evidence
of both sources. In contrast, Kiseleva et al. [10] train multiple CRFs solely on
click log data. But unlike manually labeled data, click log data suffers from noise
and sparsity. In a follow-up study [11], they did use some manual data (brand
synonyms and abbreviations) and artificially expanded their training set aiming
to reduce data sparsity. Sarkas et al. [17] propose an unsupervised approach
to segment & label web queries. They train an open language model (LM) on
tokens derived from a general web log, and attribute LMs on tokens from the
structured data residing in tables. They score results using a generative model of
the probability of choosing: a set of attributes T.A from table T , a set of tokens
AT given T.A, and a set of free tokens FT given the table T . Further, they
decide whether a query is intended as a web keyword query, or as a structured
search query. Datamold, by Borkar et al. [3], uses nested HMMs to segment &
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label short unformatted text into structured records. They modify the Viterbi
algorithm [6] to include semantic constraints, restricting it from exploring invalid
paths. Since this violates the independence assumption, they re-evaluate a path
when some state transition is disallowed by the constraints. Zhang and Clark [20]
describe a framework that uses the averaged perceptron algorithm for training
and a beam search algorithm (which is essentially, a stack decoder with a small
stack) for decoding, and apply it to various syntactic processing tasks, like joint
segmentation and POS-tagging. Our approach differs from these approaches in
that it uses a stack decoder [2] and incorporates constraint information to prune,
boost and discount; it is not purely probabilistic and works without training; and
while it does not require, it can benefit from training.

Conclusion. Probabilistic methods like HMMs or CRFs outperform other meth-
ods for segmentation & labeling, but require large amounts of expensive training
data, while fully unsupervised methods suffer from noisy training data. As a gen-
eral remark, there is no agreed upon test collection to compare these methods,
which makes it hard to determine the best method. That is, if such a conclusion
can be made at all, since each method was developed for very specific use cases.

3 Problem Description and Approach

Our query translation problem can be formalized as:

Given a web form and a free-text query, find the intended values and assign the
values to their intended fields, under the constraints imposed by the web form.

A web form has input fields, it only accepts queries as structured information
needs consisting of a set of field-value assignments, e.g., Fi=vi, for i = 1 . . . n ;
and, a free-text query is an unstructured sequence of characters describing an
intended structured information need. Next, we describe the types of contraints,
how they can aid free-text to structured query translation, and our approach.

3.1 Hard Constraints

Web forms impose constraints that only allow certain combinations of fields and
values. Queries satisfying these constraints are valid. Otherwise, they are invalid.

Mandatory Fields.A web form may require certain fields to be filled out before
it can be submitted. For example, it may require either the make field, or both
the min and max price fields to be filled out before it can be submitted. Formally,
mandatory field constraints are propositions of the form: (Fi) ∨ (Fj ∧Fk)∨ . . . ,
stating that at least one set of fields must be present in the query.

Conditional Fields. While a field may not be mandatory, it may be required
if some other field is used. For example, consider a query that contains the text
5 miles near, which states a radius (near some place). A web form with fields
radius and place, may require that if you fill out radius, you must also fill out
place. Formally, assertive conditional constraints are implications of the form:
Fi → Fj , stating that if some field Fi is present, then so must Fj . Negative
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conditional constraints are implications of the form: Fi → ¬Fj , stating that if
some field Fi is present, then Fj may and must not also be present.

Field Frequency. We refer to fields that allow only one value as single-valued
fields and to fields that allow more values as multi-valued fields. Frequency con-
straints state that if a field is single-valued, it can be used at most once.

Categories. A category defines a set of values. For example, the category base

color defines ‘red’, ‘green’ and ‘blue’ as values, while year could define numbers
between 1970 and 2015 as values. Closed categories have a limited set of values,
which are typically stored in a dictionary. Open categories have a limitless set of
values, such as the set of real numbers. These are typically modeled by regular
expressions. An input field will only accept values of one specific category.

Dependencies. The values allowed for one field may depend on the value of
another. For example, if a make field has value Ford, then modelmay have Fiesta,
but not Laguna. Formally, dependency constraints are implications of the form:
Fi ∧ Fj → f(λ(Fi), λ(Fj)) , stating that if two dependent fields Fi and Fj are
used, then the function f applied on their values λ(Fi) and λ(Fj) must be true.
Here, f can be any function that takes two values as input and returns a boolean.

3.2 Soft Constraints

Soft constraints indicate which filled out form is more likely, given a valid query.

Patterns. A pattern determines when to assign values to a particular field
by detecting field-specific hints that appear just before or after the values of
a field’s expected category. Formally, a pattern is defined as a 4-tuple {field
name, prefixes, category, postfixes}. Prefixes and postfixes denote a set of words
which may be empty. For example, consider the query to New York from Dallas
and assume that New York and Dallas are values of the category city, which
can be assigned to the fields: departure or destination. Then, a pattern for the
destination field could for example be: {destination, [to], city, [ ]}.
Field Order. Ideally, when a query contains a hint for some field F , followed
by a value v of the category expected by F , then by all means, assign v to F .
In practice however, queries may just contain values, like the query New York
Dallas. The system would benefit from knowing that a particular field order is
more likely than another, e.g., that P(departure, destination) ≥ P(destination,
departure). We make the Markov assumption and model the probability of a
sequence of fields as: P (F1, F2, . . . , Fn) =

∏n
i=1 P (Fi|Fi−2, Fi−1) .

3.3 Approach

Our approach consists of three steps: a) segmenting, i.e., splitting the free-text
query into smaller segments ready to be assigned to some field—a segment is a
subsequence of the characters of the free-text query. At each character position in
the query, we search for known values which are defined by a regular expression
or are contained in a dictionary. Our dictionary is based on a Bursttrie [8], but
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is modified to tolerate spelling errors as long as the first few characters of the
search string are error free, and return search completions even if the string
being completed has a spelling error. Whenever a value is found, it is added
to the segment in which it was found. This process yields a set of segments,
each segment containing a list of values, e.g., the segment ‘red’ can contain the
values ‘4’ (a color), and ‘red hat’ (an operating system name); b) labeling,
i.e., indicating what to do with a segment value. A label assigned to a segment
indicates one of three roles, namely that the segment contains: 1) a value v that
will be assigned to some field F ; 2) a field name, hinting that the value of an
adjacent segment must be assigned to F ; or, 3) no useful information. During this
process, we also determine an actual segmentation. A segmentation denotes a list
of segments such that the whole query can be reconstructed by concatenating
each segment from the list. This also implies that the chosen segments may not
overlap each other. In Section 4, we discuss how we apply our stack decoder
for this labeling task; and c) normalizing, i.e., (slightly) rewriting the field
value into a format accepted by the form, if necessary. A field has a format in
which a value must be specified. For example, a field may require that a time
be entered as hh:mm, i.e., two digits for the hour, a colon, and two digits for the
minutes. If the query contains a time as ten to five am, it should be normalized to
04:50. For normalizing dates and times, we created a separate function. Other
normalizations, like when the color red actualy has a value 4, or when a word is
misspelt, are dealt with using a dictionary.

4 Stack Decoding

Given a free-text query, we first segment it into a set of segments, each segment
containing a list of values. Next, we initialize a sorted stack with an empty path.
A path has a score and a list of labeled segments. We then iteratively decode
the query as follows: 1) remove the best path from the stack; 2) look up all
segments S that follow immediately after the last segment in the path; 3) for
each value in each segment s ∈ S, determine the possible labels and label the
segment; 4) for each labeled segment, create a new path and add it to the stack.
The process iteratively extends partial paths to become complete paths. When a
path is complete, it is removed from the stack and stored as a result for further
processing. The decoding stops when the stack is empty, or when some stopping
criterion is met (e.g., some max decoding time t has elapsed).

Scoring. A path’s score is based on the field values, and on the field order which
was discussed in Section 3.2. The score of a value v from some closed category
C is initially modeled as a uniform probability of 1

|C| for observing v. The score

of a numeric value from an open category is determined heuristically: based
on the number of digits, it diminishes quadratically such that a 4-digit value
gets the highest score, then 3-digit and 5-digit values, and so on. An important
issue in stack decoders is the comparability of partial paths [2, 20]. We lower
a partial path’s score by the number of characters that must yet be processed.
This basically estimates for any partial path what the score would be if the whole
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query was processed. Note that lowering the score too much causes the decoder
to proceed in a depth-first search manner instead of best-first search manner.

Pruning. With enough time and memory resources, we could theoretically ex-
amine all possible paths, including invalid ones. In practice however, we have
little time and resources and need to reduce the time spent on processing in-
valid paths. Therefore, we prune partial paths that violate the dependency, field
frequency, or negative conditional constraints defined in Section 3.1.

Boosting & Discounting. The speed of a stack decoder depend on it repeat-
edly choosing and expanding the best partial path until it finds the best complete
path. The choice is based on fields and values seen so far, without regard for
possible further fields and values. This is not always desirable. For example,
consider the query BMW 2000 euro and a form with three fields: make, year
and price. The segment ‘BMW’ is labeled as make and we must now label the
segment ‘2000’. If we only considered segments up to and including ‘2000’, then
both labels year and price would seem fine. However, if we would have looked
ahead when labeling ‘2000’ as year, we would have known that this label is not
likely, therefore we would have lowered the position of this path in the stack.
The process of looking ahead and deciding to raise or lower a path’s position in
the stack is referred to as boosting or discounting, respectively. We can rank the
complete paths by their original scores or by the boosted & discounted scores.

5 Data Used for Evaluation

Our aim was to obtain realistic queries under three conditions: a)multi-domain
search environment. Participants should be able to search in different domains,
like travel planning or second hand cars, and get real-time query suggestions; b)
multi-site domains. Each domain should have different sites that may or may
not offer the same search functionality. For example, in travel planning, one site
might offer bus travel results, while other sites offer train or flight results; and,
c) minimal query bias. Participants should not be persuaded to any kind of
information need nor to any structure in which the they can phrase a query.

5.1 Data Acquisition

We setup an online search system covering 3 multi-site domains, and instructed
the participants that they could search these domains. We briefly describe the
domains and instructions for the participants. The travel planning domain has
3 sites, each providing either bus, train, or flight travel information. Instruction:
Find travel advice (for example, a traintrip to someone you know) and rate the
result. The second hand cars domain has 5 sites, each having a web form with
fields for at least minimum price, maximum price, make, and model. Instruction:
Find cars with specific characteristics (for example, find cars with characteris-
tics like your own car or a car of someone you know) and rate the result. The
currency exchange domain has 3 sites, each with a form that has three input
fields (from currency, to currency, and amount). Instruction: Find the exchange
rate (of currencies of your choice) and rate the result.
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Participants started with a training session in which they could issue multiple
queries in each of the three domains. Whenever a result was clicked on, a box
appeared asking to rate the result as either: ‘completely wrong’, ‘iffy’, or ‘com-
pletely right’. After rating a result, the system prompted for the next domain.
It is natural to rephrase the query if a system returns no or unsatisfying results.
However, if a participant believed that the query could have been answered
corectly by the system, he/she could indicate this and optionally describe what
kind of results should have been returned. During the training session, partici-
pants got acquainted with the system and discovered the search functionality by
themselves. After introducing all domains, the participant was asked to conduct
10 different searches and rate at least one result of each search request. As an
incentive to continue with the experiment, a score was shown based on, amongst
others: the number of queries issued, the number of results rated, and the search
functionality1 discovered so far. Participants could quit whenever they wanted.

5.2 Manual Analysis and Labeling

We manually analysed all submitted queries and specified which forms could
return relevant results and how the forms should be filled out. For each form, we
compiled a testcorpus specifying the set of field-value assignments for the queries
that make sense to the web form. We then measured how much our judgments
agreed with those of the participants using the overlap between our manually
assigned query-result pairs and those of the participants. Overlap is defined as
the size of the intersection of the sets of relevant results divided by the size of
their union, and has been used by several studies for quantifying the agreement
among different annotators [18, 9, 5]. We needed to compile the testcorpora
ourselves because: first, participants did not (and were not expected to) find
and label all correct results. Second, the system may not have returned any
correct results, making it impossible for participants to label all correct results.

5.3 Data Obtained

In total, 47 participants interacted with the system and 23 opted to state their
age and gender, resulting in 17 males (age: 19–81, avg. 39) and 6 females (age:
25–41, avg. 30). We analyzed 363 queries, but nearly half were invalid, either
missing mandatory fields or asking information that was out of scope. Examples
of invalid queries are: to Amsterdam; how long is the Golden Gate bridge; kg
to pound ; and, for sale: 15 year old mercedes. In total, we labeled 194 valid
queries containing enough information to fill out a form in our experiment. When
multiple forms could be filled out for a given query, we chose the ones in which
we could specify most key-value pairs of the query. A summary of the results for
the travel planning, currency exchange, and second hand cars domains is shown
in Table 1. The rows ‘A’ to ‘K’ each correspond to a form in the specified domain
and shows:Q: the number of queries submitted in that form; Max: the maximum

1 Search functionality here means the number of different fields in all clicked results,
divided by the total number of fields from all web forms configured in the system.
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number of different ways to fill out that form for a single query; Avg: the average
number of filled out forms per query; and, Std.dev: the standard deviation from
this average. The row ‘All’ shows the results when aggregating all forms, and
should be interpreted as: 194 queries were submitted in this aggregated form;
there was a query that could be filled out in 19 different ways; there were 2.99
filled out forms per query on average, with a standard deviation of 2.43.

Table 1. Manual labeling results

Travel Q. Max. Avg. Std.dev.

A 52 8 1.19 0.99
B 5 5 1.80 1.79
C 12 3 1.25 0.62

Currency

D 61 1 1.00 0.00
E 61 2 1.03 0.18
F 62 1 1.00 0.00

Cars Q. Max. Avg. Std.dev.

G 24 2 1.04 0.20
H 59 7 1.39 1.16
I 61 9 1.38 1.29
J 52 4 1.12 0.51
K 49 3 1.20 0.58

Merged

All 194 19 2.99 2.43

A result (i.e., a filled out form) denotes a set of field-value pairs. On a result
level, the agreement of our judgments and those of the participants is 0.33, which
is consistent with the “key” agreement reported in [5]. Though it might seem
low, it is a direct result of the strict comparison: one slightly different field value
causes results to disagree completely. If we considered field-value pairs instead,
and averaged the field-value agreement per result, the agreement is 0.68.

6 Evaluating the Stack Decoder

We evaluated our system using the data described in Section 5.3. We investigated
how different stopping criteria, boosting, discounting, and ranking on original or
on boosted scores, affected the decoding time and retrieval performance—which
was measured using MAP (Mean Average Precision [18]). Table 2 lists the 6
stopping criteria that we used. The decoding stopped when: a maximum of r
results was found; or, more than t time elapsed during decoding; or, the next
result’s score was lower than some absolute minimum abs.min; or, when it was
lower than some mimimum rel.min relative to the best result. Further, we tested
two settings for pruning probably irrelevant paths based on the percentage of
the query that was ignored. A path was discarded if more than j% was ignored
(e.g., due to unknown words). One (fairly strict) setting required the system to
interpret at least 60% of the query, while the other required only 20%.

Table 2. Stopping criteria, sorted by number of results and “strictness”

Abs. Rel. Ignore Abs. Rel. Ignore
Results Time min. min. % Results Time min. min. %

A 10 0.5 -200 -150 40 D 50 45 -200 -150 40
B 10 0.5 -200 -150 80 E 50 45 -200 -150 80
C 10 0.5 -600 -550 80 F 50 45 -600 -550 80



Using a Stack Decoder for Structured Search 527

Table 3. Results obtained without training. The headers A–F denote stopping criteria
(see Table 2). The leftmost letters B, D, and R denote boosting, discounting, and ranking
by original score, respectively. Time is the average query decoding time. Map1 and
Map2 are the MAP of filled out forms, and of segmentation & labeling, respectively.

(a) Evaluation results, averaged over the individual tests per form.

B D R MAP1 Time MAP2 MAP1 Time MAP2 MAP1 Time MAP2 MAP1 Time MAP2 MAP1 Time MAP2 MAP1 Time MAP2
- - - 0.485 0.05 0.549 0.551 0.04 0.608 0.622 0.07 0.625 0.485 0.05 0.548 0.551 0.05 0.608 0.629 0.31 0.627
0 1 0 0.502 0.04 0.576 0.568 0.04 0.636 0.641 0.07 0.656 0.501 0.05 0.575 0.568 0.05 0.635 0.647 0.30 0.653
1 0 0 0.503 0.04 0.567 0.569 0.04 0.627 0.639 0.07 0.641 0.503 0.05 0.566 0.569 0.05 0.626 0.647 0.16 0.645
1 1 0 0.504 0.04 0.579 0.570 0.04 0.638 0.640 0.07 0.652 0.504 0.04 0.577 0.570 0.04 0.637 0.649 0.15 0.656
0 1 1 0.519 0.04 0.583 0.582 0.04 0.644 0.642 0.07 0.664 0.521 0.05 0.586 0.583 0.04 0.647 0.649 0.31 0.666
1 0 1 0.521 0.04 0.580 0.583 0.04 0.642 0.642 0.07 0.656 0.522 0.05 0.583 0.585 0.05 0.645 0.649 0.16 0.664
1 1 1 0.522 0.04 0.585 0.584 0.04 0.646 0.643 0.07 0.659 0.523 0.04 0.588 0.586 0.04 0.649 0.650 0.16 0.668

FA B C D E

(b) Evaluation results of the aggregated web forms.

B D R MAP1 Time MAP2 MAP1 Time MAP2 MAP1 Time MAP2 MAP1 Time MAP2 MAP1 Time MAP2 MAP1 Time MAP2
- - - 0.414 0.09 0.523 0.444 0.08 0.547 0.442 0.23 0.539 0.446 0.11 0.556 0.475 0.10 0.581 0.504 1.64 0.597
0 1 0 0.424 0.08 0.539 0.454 0.08 0.562 0.453 0.22 0.554 0.455 0.11 0.571 0.484 0.10 0.596 0.516 1.66 0.611
1 0 0 0.427 0.08 0.539 0.463 0.08 0.570 0.461 0.22 0.553 0.462 0.14 0.573 0.495 0.13 0.603 0.514 1.09 0.608
1 1 0 0.428 0.08 0.545 0.464 0.08 0.576 0.464 0.22 0.558 0.461 0.13 0.576 0.493 0.12 0.606 0.517 1.16 0.613
0 1 1 0.402 0.08 0.509 0.434 0.08 0.540 0.439 0.22 0.540 0.417 0.10 0.527 0.452 0.10 0.558 0.479 1.88 0.579
1 0 1 0.407 0.08 0.511 0.440 0.08 0.548 0.447 0.22 0.538 0.424 0.13 0.533 0.457 0.12 0.567 0.477 1.23 0.579
1 1 1 0.408 0.08 0.514 0.441 0.08 0.550 0.449 0.22 0.537 0.422 0.12 0.532 0.456 0.12 0.567 0.478 1.25 0.582

A B C D E F

6.1 Untrained and Individual, “per Form” Evaluation

One at a time, we loaded a form’s dictionary and constraints and ran its tests. We
did not train the system but used a uniform field order distribution2.
Table 3(a) shows the averaged results of the individual tests, weighted by the num-
ber queries per form. The results show that we should not prune “improbable”
paths beforehand, i.e., paths with low scores and in which up to 80% of the query
is ignored. It also shows that boosting and discounting affects MAP, especially
with relatively strict stopping criteria; and that as the criteria relaxes, the effect
decreases. This is due to the relatively small search space in the individual tests.
The stopping criteria limit the part of the search space can be inspected, and the
boosting and discounting try to sneak in as many relevant paths to this limited
space as possible. Thus when the stopping criteria are sufficiently relaxed, the ef-
fects of boosting and discounting will naturally decrease. For the individual tests,
we can conclude that boosting reduces decoding time, and that boosting, discount-
ing, and ranking on original scores yields the best retrieval performance.

6.2 Untrained and Collective, “Aggregated Forms” Evaluation

We collectively loaded all forms into our system. This causes the search space to
be much larger, and aside from determining how to fill out a form, the system
must also determine which forms to return in the first place. We also aggre-
gated the tests, specifying for each query all forms that should be returned and

2 Except in one form where we manually specified that “departure” fields were more
likely followed by “destination” fields, instead of other fields. However, this was done
before going online and gathering data, so before we had even seen the test data.
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all ways of filling out a form for that query. From the collective evaluation re-
sults in Table 3(b), we can conclude that: we should not prune “improbable”
paths beforehand, which agrees with the results of the individual tests; Boosting,
discounting, and ranking on the boosted & discounted scores yields the best re-
trieval performance, which contrasts with the individual tests where you should
rank on the original scores; Finally, our system effectively brokers over different
sites across different domains (e.g., travel planning, currency, second hand cars).

6.3 Baseline Evaluation

To our knowledge, no other system translates free-text queries to filled out forms,
normalizes values, and checks against constraints. However, LingPipe3 is a suit-
able baseline, as it recognizes named entities by segmenting & labeling text, and
is a widely used text processing toolkit. We manually segmented the queries
and labeled each segment. Filled out forms naturally correlate with segmented
& labeled queries. However, due to normalization and constraint checking, there
may not be a valid filled out form even if the query is correctly segmented.

We evaluated both systems on their prediction of which query segments con-
tained field values and what label to assign to each segment. We used 3 data sets
to simulate “untrained” up to “fully trained” systems: set A contains uniform
field transitions and uniform token counts; set B contains field transitions from
the queries, but uniform token counts; and, set C contains both field transitions
and token counts taken from the queries. We cross-validated LingPipe using
out-of-the-box settings for named entity recognition. In each test, we loaded the
dictionary but no regular expressions because they cannot be used together (at
least, not out-of-the-box). We cross-validated our system using the parameters
from Table 3 that gave the best filled out forms (i.e., with the highest MAP1 , and
lowest time if MAP1 is equal). So, for the individual tests we used {criteria=C;

B,D,R=1,1,1}, and for the collective tests {criteria=B; B,D,R=1,1,0}.
The segmentation & labeling results are shown in Table 4. Row A denotes

results of untrained systems (i.e., they are only “trained” on uniform distribu-
tions). Rows B and C denote 5-fold cross validation results of the systems. The
collective cross-validations tests are stratified, i.e., 1/5-th of the queries of each
form is used in each fold. As expected with no training (row A), LingPipe per-
forms poorly, which constrasts with our untrained system. For now, our system

Table 4. Segmentation & labeling results. Training set A involves no training. In B
we train on field transitions, and in C on both field transitions and token counts.

(a) Averaged individual tests.

Training set MAP Time Training set MAP Time
A 0.302 0.27 A 0.659 0.07
B 0.459 0.04 B 0.717 0.05
C 0.708 0.04 - - -

LingPipe Our system
(b) Collective tests.

Training set MAP Time Training set MAP Time
A 0.117 66.88 A 0.576 0.08
B 0.207 5.16 B 0.629 0.07
C 0.289 5.11 - - -

LingPipe Our system

3 Alias-i. 2013. LingPipe 4.1.0. http://alias-i.com/lingpipe (accessed March 1, 2013).
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can only train on field transitions (row B), and this already improves perfor-
mance. Training LingPipe on only field transitions also improves performance;
but training on both transitions and token counts (for which it was designed)
gives the biggest improvement. Since LingPipe does not know that once it uses
labels of one form it cannot use labels of others, it performs very poorly in the
collective tests. Then again, it was not developed for such a task.

6.4 Further Discussion

The problem of converting non-structured queries to structured queries goes back
as far as 30 years, and solutions were proposed based on heuristics, grammars,
and graphs. Due to space limits however, we focussed on probabilistic, state-of-
the-art approaches to segmentation & labeling in Sect. 2. In Sect. 3, the form’s
constraints must be specified manually. Automatic detection of such constraints
would be beneficial and warrants further research. Regarding the results, after
inspecting a sample of the results we noted that OOV (out-of-vocabulary) words
were lowering retrieval performance. Some OOV words can easily be added (e.g.,
new car models), but others consitute natural language phrases that must be
interpreted in context and cannot easily be added. The problem of OOV words
must be further researched. Online learning using click log data is potentially
the cheapest solution, but comes with several challenges (see Section 5.2). We
also noticed that few labels were used for numerical tokens, e.g., a number was
often intended as a price, but never as the engine displacement. This makes it
easier for LingPipe to guess the right label, as it is ignorant of the actual possible
labels for each numerical token and just considers the labels seen during training.
Finally, we will extend our system to train on token counts as well (i.e., data
from set C ), which should further improve retrieval results.

7 Conclusion

We introduced a novel and flexible method for translating free-text queries to
structured queries for filling out web forms. This enables users to search struc-
tured content using free-text queries. In contrast, web search engines struggle
to index structured content from web databases, and users cannot enter struc-
tured queries in a typical web search engine. Our method consists of three steps:
segmenting, labeling, and normalizing. We use the constraints imposed by web
forms to prune the search space and apply boosting & discounting heuristics.
Our results confirm that our heuristics are effective, reducing decoding time
and raising retrieval performance. We also showed that without training, our
system outperforms an untrained baseline on the individual and the collective
tests. Compared to a trained baseline, our trained system is still better on the
individual tests and outperforms the baseline on the collective tests.
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Abstract. The cosine and Tanimoto similarity measures are widely applied in 
information retrieval, text and Web mining, data cleaning, chemistry and bio-
informatics for finding similar objects, their clustering and classification. 
Recently, a few very efficient methods were offered to deal with the problem of 
lossless determination of such objects, especially in large and very high-
dimensional data sets. They typically relate to objects that can be represented by 
(weighted) binary vectors. In this paper, we offer methods suitable for searching 
vectors with domains consisting of zero, a positive number and a negative 
number; that is, being a generalization of weighted binary vectors. Our results 
are not worse than their existing analogs offered for (weighted) binary vectors. 

Keywords: the cosine similarity, the Tanimoto similarity, nearest neighbors, 
near duplicates, exact duplicates, non-zero dimensions, vector’s length. 

1 Introduction 

The cosine and Tanimoto similarity measures are widely applied in information 
retrieval, text and Web mining, data cleaning, chemistry, biology and bio-informatics 
for finding similar vectors representing objects [4, 10, 11] as well as for meaningful 
clustering and classification of objects based on their vectors’ representation. In 
particular, documents are often represented as term frequency vectors or its variants 
such as tf_idf vectors [9]. While approximate lossy search of similar vectors is quite 
popular [3, 6], competing approaches enabling their lossless search have been offered 
recently [1, 2, 8, 12]. In particular, lossless search of sufficiently similar vectors is 
vital for data cleaning [1], as well as for plagiarism discovery. The search of similar 
vectors should be carried out very efficiently when the task is to be carried out for 
very large number of vectors (for example, in the case of data cleaning). 

In this paper, we focus on efficient lossless search of cosine and Tanimoto near 
duplicate vectors of a given vector u; that is, on searching vectors that are similar to a 
vector u in a given degree with respect to the cosine or Tanimoto similarity, 
respectively. The cosine similarity of vectors is defined as the cosine of the angle 
between them. Vectors are treated as cosine near duplicates if the angle between them 
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is small; that is, if its cosine is close to 1. In the case of binary vectors, with 
dimensions’ domains restricted to {0, 1}, the Tanimoto similarity between two 
vectors equals the ratio of the number of attributes with “1s” shared by both vectors to 
the number of attributes with “1s” that occur in either vector. In this case, the 
Tanimoto similarity is equivalent to the Jaccard similarity, which is defined for sets, 
and equals the ratio of the cardinality of the intersection of the two sets to the 
cardinality of their union. However, the Tanimoto similarity by definition is 
computable for any non-zero real-valued vectors, and thus can be regarded as a 
generalization of the Jaccard similarity. In the literature, one may also meet different 
definitions of so called “weighted Jaccard similarity”. Beneath, we describe briefly 
two typical definitions of a weighted Jaccard similarity in which it is assumed that a 
weight w(e) is associated with each element e that may occur in a set. We will also 
comment their relationships with the Tanimoto similarity. In one of these approaches, 
a weighted Jaccard similarity is defined for multi-sets as usual Jaccard similarity for 
unweighted bags obtained from the multi-sets by making rw(e) copies of each 
element e, where rw(e) is the rounded value of w(e). This definition of a weighted 
Jaccard similarity can be expressed in terms of the Tanimoto similarity provided each 
element e will be represented by rw(e) dimensions. The resultant vectors would be 
binary (non-weighted). Nevertheless, the above definition of a weighted Jaccard 
similarity was found unsatisfactory in [1]. Another approach to generalizing the 
Jaccard similarity consists in calculating the ratio of the sum of weights of elements 
common in two sets to the sum of weights of all elements in their union [12]. This 
definition of a weighted Jaccard similarity can be expressed equivalently in terms of 
the Tanimoto similarity provided each vector domain i is two-valued and equals 

{0, )( iew }, where ie  is an element corresponding to domain i.  

In nineties, first probabilistic algorithms based on the idea of locality-sensitive 
hashing (LSH) were offered for efficient approximate search of near duplicates in 
very large and high dimensional data sets [3, 6]. Nevertheless, they do not guarantee 
the identification of all near duplicates [1, 2]. In addition, recently, a few very 
efficient methods were offered to deal with the problem of lossless determination of 
near duplicates in the case of large and very high-dimensional data sets that are 
competitive to LSH methods [1, 2, 12]. They typically relate to objects that can be 
represented by (weighted) binary vectors [1, 2, 12]. In this paper, however, we 
consider vectors each domain of which may contain at most three values: zero, a 
positive value and a negative value. We will call such vectors as ZPN-vectors. 
Beneath, we consider example applications that illustrate usefulness of such vectors. 

One possible application of ZPN-vectors is the search of documents that cite 
similar papers in a similar way. If a paper is cited as valuable, it could be graded with 
a positive value; if it is cited as invaluable, it could be graded with a negative value; if 
it is not cited, it could be graded with 0. Let us consider another example of using 
vectors with three-valued dimensions. Some teachers grade answers to test queries in 
three ways: a positive answer is graded with a positive value, a negative answer is 
graded with a negative value and lack of an answer is graded with 0. Such grading 
might discourage students from guessing answers. ZPN-vectors may be also used to 
better describe and analyse the results of medical tests – in order to indicate that a 
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result of a particular medical test is positive, it can be expressed by a positive value 
that reflects the importance of the test; to indicate that a result of the test is negative, it 
can be expressed by a negative value. Please note that the restriction to weighted 
binary domains of the form {0, a} would ignore either negative (if a > 0) or positive 
(if a < 0) significance of a medical test. ZPN-vectors representations allow us to avoid 
this shortcoming. 

In our paper, we offer and prove how to use knowledge about non-zero dimensions 
of ZPN-vectors and their lengths for lossless finding of cosine and Tanimoto near 
duplicates with respect to a given similarity threshold. We also derive specific 
properties of a special case of near duplicates of ZPN-vectors called exact duplicates 
for the cosine and Tanimoto similarity measures. In fact, our finding concerning exact 
Tanimoto duplicates is more general and covers the case of real-valued vectors. 

Our paper has the following layout. Section 2 provides basic notions used in this 
paper. In particular, the definitions of the cosine and Tanimoto similarities are 
recalled here. In Section 3, we derive bounds on lengths of cosine and Tanimoto near 
duplicate ZPN-vectors, while in Section 4, we offer theoretical results related to using 
non-zero dimensions for reducing candidates for near duplicate ZPN-vectors. In 
Section 5, we derive properties of exact duplicates. In Section 6, we present related 
work. Section 7 summarizes our contribution.  

2 Basic Notions 

In the paper, we consider n-dimensional vectors. A vector u will be also denoted as 
[u1, …, un], where ui is the value of the i-th dimension of u, i = 1..n. 

By NZD(u) we denote the set of those dimensions of vector u which have values 
different from 0; that is,  

NZD(u) = {i ∈ {1, ..., n}| ui  ≠ 0}. 

Analogously, by ZD(u) we denote the set of those dimensions of vector u which 
have zero values; that is,  

ZD(u) = {i ∈ {1, ..., n}| ui = 0}. 

A dot product of vectors u and v is denoted by u ⋅ v and is defined as  = ni iivu
..1

. 

One may easily observe that the dot product of vectors u and v that have no common 
non-zero dimension equals 0. 

A length of vector u is denoted by | u | and is defined as uu ⋅ . 
In Table 1, we present an example set of ZPN-vectors that will be used throughout 

this paper. In Table 2, we provide its alternative sparse representation, where each 
vector is represented only by its non-zero dimensions and their values. More 
precisely, each vector is represented by a list of pairs, where the first element of a pair 
is a non-zero dimension of the vector and the second element – its value. For future 
use, in Table 2, we also place the information about lengths of the vectors. 
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Table 1. Dense representation of an example set of ZPN-vectors 

Id 1 2 3 4 5 6 7 8 9 
v1 -3,0   4,0     3,0   5,0   3,0   6,0   
v2  3,0  -2,0      5,0    6,0   
v3    6,0   4,0        
v4  -2,0    4,0    5,0   -5,0   
v5     4,0  -3,0    3,0    
v6   -9,0   4,0       5,0  
v7    6,0   4,0       
v8   4,0    4,0       5,0  
v9    -2,0   3,0    3,0    5,0  
v10  -2,0  -9,0        

Table 2. Sparse representation of the example set of ZPN-vectors from Table 1 (extended by 
the information about vectors’ lengths) 

Id (non-zero dimension, value) pairs length 
v1 {(1,-3.0), (2, 4.0), (5, 3.0), (6, 5.0), (7, 3.0), (8, 6.0)} 10.20     
v2 {(1, 3.0), (2,-2.0), (6, 5.0), (8, 6.0)}  8.60     
v3 {(3, 6.0), (4, 4.0)}  7.21     
v4 {(2,-2.0), (4, 4.0), (6, 5.0), (8,-5.0)}  8.37     
v5 {(4, 4.0), (5,-3.0), (7, 3.0)}  5.83     
v6 {(3,-9.0), (4, 4.0), (9, 5.0)} 11.05     
v7 {(3, 6.0), (4, 4.0)}  7.21     
v8 {(2, 4.0), (4, 4.0), (9, 5.0)}  7.55     
v9 {(4,-2.0), (5, 3.0), (7, 3.0), (9, 5.0)}  6.86     
v10 {(2,-2.0), (3,-9.0)}  9.22     

 
The cosine similarity between vectors u and v is denoted by cosSim(u, v) and is 

defined as the cosine of the angle between them; that is,  

cosSim(u, v) = 
|||| vu

vu ⋅
. 

The Tanimoto similarity between vectors u and v is denoted by T(u, v) and is 
defined as follows,  

T(u, v) = 
vuvvuu

vu

⋅−⋅+⋅
⋅

. 

Clearly, the Tanimoto similarity between two non-zero vectors u and v can be 
expressed equivalently in terms of their dot product and their lengths as follows:  

T(u, v) = 
vuvu

vu

⋅−+
⋅

 |||| 22 . 

For any non-zero vectors u and v, T(u, v) ∈ 



− 1,

3

1
 (see [10]). 

Obviously, if 0=⋅vu for non-zero vectors u and v, then cosSim(u, v) = T(u, v) = 0. 
Hence, when looking for vectors v such that cosSim(u, v) ≥ ε or, respectively, T(u, v) ≥ ε, 
where ε > 0, non-zero vectors w that do not have any common non-zero dimension with 
vector u can be skipped as in their case cosSim(u, w) = T(u, w) = 0=⋅ wu . In Example 
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1, we show how to skip such vectors by means of inverted indices [11]. In a simple form, 
an inverted index stores for a dimension dim the list I(dim) of identifiers of all vectors for 
which dim is a non-zero dimension. 

Example 1. Let us consider the set of vectors from Table 2 (or Table 1). In Table 3, 
we present the inverted indices that would be created for this set of vectors. Let us 
assume that we are to find vectors v similar to vector u = v1 such that cosSim(u, v) ≥ ε 
(or T(u, v) ≥ ε) for some positive value of ε. To this end, it is sufficient to compare u 
only with vectors that have at least one non-zero dimension common with NZD(u) = 
{1, 2, 5, 6, 7, 8} (see Table 2); i.e., with the vectors in the following set (see Table 3):  

=∈ })()({ uNZDiiI I(1) ∪ I(2) ∪ I(5) ∪ I(6) ∪ I(7) ∪ I(8)  

= {v1, v2, v4, v5, v6, v8, v9, v10}. 

Hence, the application of inverted indices allowed us to reduce the set of vectors to 
be evaluated from 10 vectors to 8.                                                                                  

Table 3. Inverted indices for dimensions of vectors from Table 2 (and Table 1) 

dim I(dim) 
1 <v1, v2> 
2 <v1, v2, v4, v8, v10>
3 <v3, v6, v7, v10>
4 <v3, v4, v5, v6, v7, v8, v9>
5 <v1, v5, v9>
6 <v1, v2, v4>
7 <v1, v5, v9>
8 <v1, v2, v4>
9 <v6, v8, v9>

 
Please note that in Example 1 the value of ε has not been taken into account when 

determining vectors potentially similar to the given vector u.  
In this paper, we will propose a more powerful mechanism for reducing the 

number of candidates for similar vectors than the one presented by means of 
Example 1; namely, we will derive which subsets among non-zero dimensions of 
vector u can be used to restrict the number of candidate vectors v that have a chance 
to meet the similarity condition cosSim(u, v) ≥ ε and, respectively, the similarity 
condition T(u, v) ≥ ε for a given positive value of ε and will derive bounds on lengths 
of such vectors. We will also examine more deeply properties of exact duplicates, that 
is, near duplicates found for the similarity threshold ε = 1.  

3 Bounds on Lengths of Near Duplicate ZPN-Vectors  

In this section, we examine a possibility of reducing the search space of candidates for 
near duplicate ZPN-vectors by taking into account their lengths. We will start with an 
observation (Proposition 1), which we will use later to derive respective theorems.  

Let u and v be ZPN-vectors and i be any of their dimensions. Let {0, a, b}, where a 
is a real positive number and b is a real negative number, be the domain of 
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dimension i. Table 4 presents the values of multiplying i-th dimension of vector u by 
i-th dimension of vector v (ui vi), as well as the square of i-th dimension of vector u 
(ui

2) and the square of i-th dimension of vector v (vi
2) for all nine possible 

combinations of values of i-th dimension of vectors u and v. Based on the results of 
the multiplications from Table 4, we conclude: 

Proposition 1. For any ZPN-vectors u and v, the following holds: 

a) },...,1{ ni∈∀ (ui vi ≤ ui
2).  

b) 2|| uvu ≤⋅ . 

Table 4. The result of multiplying any i-th dimension with domain {0, a, b}, where a > 0 and 
b < 0, of a pair of ZPN-vectors u and v 

ui vi ui vi ui
2 vi

2 
0 0 0 0 0 
0 a 0 0 a2 
0 b 0 0 b2 
a 0 0 a2 0 
a a a2 a2 a2 
a b ab a2 b2 
b 0 0 b2 0 
b a ab b2 a2 
b b b2 b2 b2 

 
Theorem 1. Let u and v be non-zero ZPN-vectors, cosSim(u, v) ≥ ε and ( ]1,0∈ε . Then: 

a) | v | ∈ 





ε
ε ||

|,|
u

u . 

b) | v |2 ∈ 











2

2
22 ||
,||

ε
ε u

u . 

Proof. Ad a) By Proposition 1b, .|| 2uvu ≤⋅  Hence, cosSim(u, v) = ≤⋅
|||| vu

vu
 

||||

|| 2

vu

u
 

=
||

||

v

u
. As cosSim(u, v) ≥ ε, we conclude further that ε  ≤ 

||

||

v

u
. Analogously, one may 

derive that ε ≤ 
||

||

u

v
. Hence, as ε > 0, we obtain: | v | ∈ 





ε
ε ||

|,|
u

u . 

Ad b) Follows immediately from Theorem 1a.                                                              

Example 2. Let us consider vector u = v1 from Table 2 and let ε = 0.85. By 

Theorem 1a, only vectors the lengths of which belong to the interval 





ε
ε ||

|,|
u

u  = 





 ×

85.0

20.10
,20.1085.0  ≈ [ ]00.12 ,67.8  have a chance to be sought near cosine 
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duplicates of u. Hence, only vectors v1, v6 and v10, which fulfill this length condition, 
have such a chance.                                                                                                         

Beneath, we provide and prove Theorem 2 related to bounds on lengths of 
Tanimoto similar ZPN-vectors. 

Theorem 2. Let u and v be non-zero ZPN-vectors, T(u, v) ≥ ε and ( ]1,0∈ε . Then: 

a) | v |2 ∈ 












ε
ε

2
2 ||
,||

u
u . 

b) | v | ∈ 








ε
ε ||

|,|
u

u . 

Proof. Ad a) By Proposition 1b, 2|| uvu ≤⋅  and .0 || 2 ≥⋅− vuu Hence, T(u, v) 

=
vuvu

vu

⋅−+
⋅

22 ||||
 2

2

||

||

v

u≤ . As T(u, v) ≥ ε, we conclude that ε  ≤ 2

2

||

||

v

u
. Analogously, 

one may derive that ε ≤ 2

2

||

||

u

v
. Hence, as ε > 0, we get: | v |2 ∈ 













ε
ε

2
2 ||
,||

u
u . 

Ad b) Follows immediately from Theorem 2a.                                                              

Clearly, Theorem 2b, which concerns the Tanimoto similarity, specifies a more 
restrictive condition on candidates for near duplicate vectors than analogous 
Theorem 1a, which concerns the cosine similarity. 

Property 1. Let ( ]1,0∈ε , u be a non-zero ZPN-vector and D be a set of non-zero 

ZPN-vectors. Then: 

.
||

|,| 
||

|,| 












∈∈⊆





















∈∈

ε
ε

ε
ε u

uvDv
u

uvDv  

One may easily note that if u is a ZPN-vector whose each dimension has domain 
{0, 1, -1}, then | u |2 = |NZD(u)|. This observation allows us to obtain the following 
corollary from Theorem 1 and Theorem 2, respectively, which refers to the number of 
non-zero dimensions of similar vectors.  

Corollary 1. Let u and v be non-zero ZPN-vectors whose each dimension has domain 
{0, 1, -1} and ( ]1,0∈ε . Then: 

a) If cosSim(u, v) ≥ ε, then | NZD(v) | ∈ 





2
2 |)(|

|,)(|
ε

ε uNZD
uNZD . 

b) If T(u, v) ≥ ε, then | NZD(v) | ∈ 





ε
ε |)(|

|,)(|
uNZD

uNZD . 
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4 Employing Non-zero Dimensions for Determining Near 
Duplicate ZPN-Vectors 

In this section, we offer and prove theorems related to using non-zero dimensions for 
searching near duplicate ZPN-vectors. Let us start with Theorem 3 concerning cosine 
(dis)similar vectors. 

Theorem 3. Let u and v be non-zero ZPN-vectors, J ⊆ NZD(u), J ⊆ ZD(v) and 
( ]1,0∈ε . Then: 

a) If cosSim(u, v) ≥ ε, then ( ) 222    1 uu
Jï i

ε−≤ ∈
. 

b) If ( ) 222    1 uu
Jï i

ε−> ∈
, then ε<),( vucosSim . 

c) ( ) [ )1,01 2 ∈−ε . 

Proof. Ad a) Let cosSim(u, v) ≥ ε. Since J ⊆ ZD(v), then .0 =∈Ji ii
vu  Therefore, 

cosSim(u, v) = 
|||| vu

vu ⋅
= .

||||

 
\} .., {1,

vu

vu
Jni ii ∈

 We also note 

≤∈ Jni ii
vu

\} .., {1,
 ∈ Jni i

u
\} .., {1,

2  (by Proposition 1a) and | v | ≥ ε| u|  (by Theorem 

1a). Thus, 

2

\} .., {1,

2

||

 
),(

u

u
vucosSim Jni i

ε
 ∈≤ 2

2

} .., {1,

2

  

  

u

uu
Jini ii

ε
 ∈∈

−
= 2

22

  

   

u

uu
Ji i

ε
 ∈

−
= . So, 

0 < ε ≤ cosSim(u, v) 2

22

  

   

u

uu
Ji i

ε
 ∈

−
≤ . Hence, ( ) 222    1 uu

Jï i
ε−≤ ∈

.  

Ad b) Follows from Theorem 3a.  
Ad c) Trivial.                                                                                                                   

In the beneath example, we illustrate the usefulness of Theorem 3b for reducing the 
number of vectors that should be considered as candidates for near duplicates. 

Example 3. Let us consider vector u = v1 from Table 2. NZD(u) = {1, 2, 5, 6, 7, 8} 
(see Table 2). Let J = {8} (so, J ⊆ NZD(u)) and ε = 0.85. We note that 

22
8

2 0.6 == ∈
uu

Ji i
 and ( ) ( ) .8711.280.201 85.01   1 2222 =×−=− uε Hence, 

( ) 222    1 uu
Jï i

ε−> ∈
. Thus, by Theorem 3b, all vectors in Table 2 for which all 

dimensions in J are zero dimensions (here: J contains only dimension 8) are 
guaranteed not to be sufficiently similar to vector u for ε = 0.85. Hence, only the 
remaining vectors; that is, =∈ })({ JiiI I(8) = {v1, v2, v4} (please, see Table 3 for 

I(8)), have a chance to be sought near duplicates of vector u.  
Please observe that for the same vector u and the same similarity threshold ε, we 

found a different set of candidates for cosine duplicates of u in Example 2, where we 
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applied bounds on lengths (according to Theorem 1a). There we found the following 
vectors: v1, v6, v10 as candidates for near duplicates of u. The application of both 
non-zero dimensions and the bounds on lengths of near duplicate ZPN-vectors allows 
us to restrict the number of candidates even further to {v1, v2, v4} ∩ {v1, v6, v10} = 
{v1}.                                                                                                                                

In Theorem 4, we formulate properties of Tanimoto (dis)similar ZPN-vectors. 

Theorem 4. Let u and v be non-zero ZPN-vectors, J ⊆ NZD(u), J ⊆ ZD(v) and 
( ]1,0∈ε . Then: 

a) If ε≥),( vuT , then ( ) 22   1 uu
Jï i ε−≤ ∈

. 

b) If ( ) 22    1 uu
Jï i ε−> ∈

, then ε<),( vuT . 

c) ( ) [ )1,01 ∈−ε . 

Proof. Ad a) Let T(u, v) ≥ ε. Since J ⊆ ZD(v), then .0 =∈Ji ii
vu  Thus, T(u, v) = 

=
⋅−+

⋅
vuvu

vu
22 ||||

.
||||

 
22

\} .., {1,

vuvu

vu
Jni ii

⋅−+
 ∈

We also note ≤∈ Jni ii
vu

\} .., {1,
 

 

∈ Jni i
u

\} .., {1,

2 (by Proposition 1a) and 0 || 2 ≥⋅− vuv (by Proposition 1b). Hence, 

T(u, v) 2

\} .., {1,

2

||

 

u

u
Jni i ∈≤ 2

2

} .., {1,

2

  

  

u

uu
Jini ii  ∈∈

−
= 2

22

  

   

u

uu
Ji i ∈

−
=  So, 

0 < ε ≤ T(u, v) .
  

   
2

22

u

uu
Ji i ∈

−
≤  Therefore, ( ) 22   1 uu

Jï i ε−≤ ∈
. 

Ad b) Follows from Theorem 4a.  
Ad c) Trivial.                                                                                                                   

Please note that the threshold ( ) 22    1 uε−  obtained in Theorem 3 for the cosine 

similarity is greater than or equal to the threshold ( ) 2
   1 uε−  obtained in Theorem 4 

for the Tanimoto similarity for ( ]1,0∈ε  and any vector u. 

Property 2. Let ( ]1,0∈ε  and u be a vector. Then: 

( ) ( )( ) ( )  ||1 ||11||1 2222 uuu εεεε −=+−≤− . 

Taking into account that | u |2 = |NZD(u)| and   2 Ju
Jï i = ∈

if u is a ZPN-vector 

whose each dimension has domain {0, 1, -1} and J ⊆ NZD(u), we obtain Corollary 2 
from Theorem 3b and Theorem 4b, respectively.  

Corollary 2. Let u and v be non-zero ZPN-vectors whose each dimension has domain 
{0, 1, -1}, J ⊆ NZD(u), J ⊆ ZD(v) and ( ]1,0∈ε . Then:  
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a) If ( ) )( 1 || 2 uNZDJ ε−> , then ε<),( vucosSim . 

b) If ( ) )( 1 || uNZDJ ε−> , then ε<),( vuT . 

5 Searching Exact Duplicate ZPN-Vectors 

In this section, we examine properties of vectors maximally similar with regard to the 
cosine and Tanimoto measures; that is, for the similarity threshold ε = 1. 

Theorem 5. Let u and v be non-zero ZPN-vectors. Then: 

(cosSim(u, v) = 1) ⇔ (u = v). 

Proof. () Let cosSim(u, v) = 1. Then,  ∠(u, v) = 0°; that is, u = kv for some k > 0. 

Hence, iini kvu =∀ =   .., 1, for some k > 0. In the case of ZPN-vectors, this means that for 

each domain i, ui and vi have identical value, which is either positive or negative or 

equal to 0. Thus, cosSim(u, v) = 1 implies that iini vu =∀ =   .., 1, ; that is, u = v. 

() Trivial.                                                                                                                     

Lemma 2. Let u and v be non-zero vectors and h = .
||

||

||

||

u

v

v

u +  Then: 

a) .2≥h  

b) T(u, v) = 
),(

),(

vucosSimh

vucosSim

−
. 

Proof. Ad a) Follows from the fact that 0|)||(| 2 ≥− vu . 

Ad b) Follows from the definition of T(u, v) and the fact that 
),(|||| vucosSimvuvu =⋅ .                                                                                              

Theorem 6. Let u and v be non-zero vectors. Then: 

(T(u, v) = 1) ⇔ (u = v). 

Proof. By Lemma 2, T(u,v) = 
),(

),(

vucosSimh

vucosSim

−
, where h = 

||

||

||

||

u

v

v

u +  and h ≥ 2. 

Thus, (T(u,v) = 1) ⇔ ((2cosSim(u, v) = h) ∧ (2 ≥ 2cosSim(u, v)) ∧ (h ≥ 2)) ⇔ 
((2 = 2cosSim(u, v) ∧ (h = 2)) ⇔ ((cosSim(u, v) = 1) ∧ (| u | = | v |) ⇔ (u = v).              

In conclusion, cosine similar ZPN-vectors as well as Tanimoto similar ZPN-vectors 
are exact duplicates if and only if they are equal. 

6 Related Work 

Most research on efficient lossless search of near duplicates in large high-dimensional 
data sets is carried out under assumption that objects are represented by (weighted) 
binary sets or (multi-)sets that can be implemented as such vectors. Very efficient 
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methods to search near duplicates in such data were offered and verified 
experimentally in [1, 2, 12]. In [12], the authors offered methods for using non-zero 
dimensions in searching near duplicate (weighted) binary vectors that are equivalent 
to Theorem 3b and Theorem 4b. In [1, 2, 7], the authors offered bounds on lengths of 
near duplicate (weighted) binary vectors that are the same as the bounds specified in 
Theorem 1 and/or Theorem 2. Our contribution can be regarded as a generalization of 
those results in that we derived equally strong mechanisms for using non-zero 
dimensions and lengths of vectors for finding near duplicates for ZPN-vectors, which 
are more general than weighted binary vectors. 

It should be mentioned, however, that [2] offers also a method for discovering near 
duplicates among positive real valued vectors. Namely, it was shown in [2] that if 
cosSim(u, v) ≥ ε > 0 for positive real-valued non-zero vectors u and v, then |NZD(v)| ≥ 

.
},...,1|max{

||

niu

u

i =
ε

 On the other hand, we derived in [8] that if T(u, v) ≥ ε > 0 for 

real-valued non-zero vectors u and v, then | v | ∈ ,|| |,|
1







uu α
α

 where 














−






 ++






 += 4

1
1

1
1

2

1
2

εε
α . The bounds on lengths of near duplicate ZPN-

vectors specified in Theorem 2b are more precise than those obtained for real-valued 
vectors in [8] (see Proposition 2). 

Proposition 2. Let u be a non-zero vector and ε ∈ (0, 1]. Then:  










ε
ε ||

|,|
u

u  ⊆ ,|| |,|
1







uu α
α

where 













−






 ++






 += 4

1
1

1
1

2

1
2

εε
α . 

Proof. ( ) .01
2

≥−ε Hence, .
1

1
2

1

2

11 α
εε

ε
ε

≤





 +=+≤                                              

Table 5. Coefficients determining up to how many times the lengths of similar vectors can be 
longer/shorter than the length of a given vector 

 angle 
[°] 

cosSim (Theorem 1a; 
ZPN-vectors) 

Tanimoto (Theorem 2b; 
ZPN-vectors) 

Tanimoto ([8]; 
real-valued vectors) 

ε arccos(ε) 
ε
1

 
ε
1

 α 

1.000   0.0°  1.00      1.00      1.00     
0.999   2.6°  1.00      1.00      1.03     
0.99   8.1°  1.01      1.01      1.11     
0.97 14.1°  1.03      1.02      1.19     
0.95 18.2°  1.05      1.03      1.26     
0.90 25.8°  1.11      1.05      1.39     
0.85 31.8°  1.18      1.08      1.52     
0.80 36.9°  1.25      1.12      1.64     
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Table 5 provides a comparison of the bounds on lengths of near cosine and Tanimoto 
duplicates in the case of ZPN-vectors and the bounds on lengths of near Tanimoto 
duplicates in the case of real-valued vectors for different values of the similarity threshold 
ε. As follows from Table 5, near duplicate ZPN-vectors have very similar lengths. 

7 Summary 

In this paper, we have offered and proved how to use knowledge about: 1) non-zero 
dimensions of ZPN-vectors and 2) their lengths for finding cosine and Tanimoto 
similar ZPN-vectors with respect to a given similarity threshold. By means of an 
example, we have shown that these two types of the derived filtering conditions on 
candidates for near duplicate ZPN-vectors are complementary and can be used 
together to obtain a better reduction ratio. Our results are not worse than the 
corresponding ones proposed for objects that can be represented by (weighted) binary 
vectors, which are a particular case of ZPN-vectors. We have also shown that exact 
cosine duplicates of a ZPN-vector u are all and only vectors which are equal to u. In 
addition, we have shown that exact Tanimoto duplicates of a non-zero vector u are all 
and only vectors which are equal to u even in the case of real-valued vectors. In the 
future, we plan to continue our work on efficient search of near duplicates for other 
similarity measures (see e.g. [5] for a survey of similarity measures) as well. 
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Abstract. L2RLab is a development environment that lets us to
integrate all the stages to develop, evaluate, compare and analyze
the performance of new learning-to-rank models. It contains tools for
individual and multiple pre-processed of the data collections, it also
lets us to study the influence of the features in the ranking, the
format conversion (e.g., Weka’s .ARFF) and visualization. This software
facilitates the comparison between two or more methods taking as
parameters the performance achieved in the ranking, also includes
functionalities for the statistical analysis on the query-level precision of
the algorithm proposed regarding to those referenced in the literature.
The study of the learning curves’ behavior of the different methods
is another feature of the tool. L2RLab is programmed in java and is
designed as a tool oriented to the extensibility, therefore, the addition
of new functionalities is an easy task. L2RLab has an easy-to-use
interface that avoids the reprogramming of the applications for our
experiments. Basically, L2RLab is structured by two main modules:
the visual application and a framework that facilitates the inclusion
of the new algorithms and the performance measures developed by the
researcher.

Keywords: Information Retrieval, Learning to Rank, Experimentation
Tool, Data analysis tool.

1 Introduction

The interest for the Learning to Rank (L2R) task has not been in the air for
that long, it began about 15 years ago. Specifically, since 2005, a large number
of studies have been conducted on L2R [1–3] and its application to Information
Retrieval (IR) [4].

Nowadays, the majority of the research works seek the development of new
L2R models that require mandatorily a high level of experimentation, for their
conception and refinement.

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 543–554, 2013.
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544 Ó.J. Alejo et al.

Normally, all the experiments are carried out using different data collections
and evaluation measures. Besides, fixing the ideal combination of parameters of
a model for a data collection is a complex task.

On the other hand, to prove that a specific proposal is superior to others
(speaking of performance, computational time, etc.) it is necessary to compare
them in similar situations, (e.g., hardware requirement, executions, data
collections, evaluation measures, others), which is not always that easy. This is
mainly because the algorithm varies in structure, programming language, etc.;
and in most of the cases the resources implemented by the other authors are
inaccessible.

In the latest years the scientific community has created different tools for the
machine learning task that can be adapted to assist the researchers within this
area of the Artificial Intelligence.

Weka [5] is an example of it. Weka is a vast collection of machine learning
algorithms developed by the Waikato University (New Zealand) implemented
in java and using the GPL1 license. Although Weka has the tools needed to
carry out transformations on the data, classification tasks, regression, clustering,
association and visualization, it does not contemplate an appropriate structure
for the L2R task. In general, results more feasible and less expensive design a
new tool, than to modify the structure of Weka to include functionalities that
facilitate the L2R.

On the other hand, there are professional applications as MatLab2.
The MatLab high-performance language for technical computing
integrates computation, visualization, and programming in an easy-to-use
environment.

It could be mentioned the Java Data Mining (JDM) too. JDM is a standard
Java API for developing data mining applications and tools. JDM defines an
object model and Java API for data mining objects and processes. JDM enables
applications to integrate data mining technology for developing predictive
analytic applications and tools.

However, none of these two alternatives are developed specifically for the
L2R, that’s why if the user decides to use them; he must spend a long time in its
adaptation and usage. Even more, some of them are not free according to GNU
license, which is the case for example of MatLab.

For the current topic, we have LETOR and RankLib, as more specific
proposals.

In LETOR3official web site (LEarning TO Rank for Information Retrieval
by Microsoft Research), we can find a complete schema of experimentation to
facilitate the L2R task. There are also data collections published, the results of
some of the main L2R methods and a few evaluation tools programmed in Perl.

1 GNU Public License. http://www.gnu.org/copyleft/gpl.html
2 Available in: http://www.mathworks.com
3 Available in: http://research.microsoft.com/en-us/um/beijing/
projects/letor/

http://www.gnu.org/copyleft/gpl.html
http://www.mathworks.com
http://research.microsoft.com/en-us/um/beijing/projects/letor/
http://research.microsoft.com/en-us/um/beijing/projects/letor/
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RankLib4 is a library of learning to rank algorithms. Currently eight popular
algorithms have been implemented in its last version. It also implements many
retrieval metrics as well as provides many ways to carry out evaluation. However,
such elements in both cases are not enough to carry out pre-processing tasks,
data collections analysis, comparison, statistical analysis and to study deeply
the behavior of new L2R models.

To solve the above mentioned necessity, in this work we propose the Learning-
to-Rank Laboratory (L2RLab), which is a new tool that has as main purpose
to assist and facilitate the researcher labor in the experimentation process with
L2R models and data collections.

L2RLab is programmed in java and is designed as a tool oriented to the
extensibility, therefore, the addition of new functionalities is an easy task.

Basically, L2RLab is structured by two main modules: the visual application
and a framework that facilitates the inclusion of the new algorithms and the
performance measures developed by the researcher.

The system interfaces allow us to set and control the experiments execution.
The results of these executions are visualized both numerically and graphically.

Also, L2RLab allows us to carry out transformations on the data collections,
to evaluate and compare the performance of two or more L2R algorithms, to
study the learning curves’ behaviors, and to carry out statistical analysis, among
others tasks.

With the goal of explaining properly the usage of this tool, the rest of the
work is organized as following.

In section 2 the technical aspects of L2RLab are described, meanwhile in
section 3 the principal functionalities are explained. In section 4, a case of study
is analyzed. Finally, in Section 5 we conclude this work and point out some
directions for future research.

2 Technical Aspects of L2RLab

L2RLab was programmed under the Java technology, which is a high level
language developed by Sun Microsystems5. So this proposed tool is architecture
independent and works in any platform on which exists a Java virtual machine.

As mentioned in the introduction, L2RLab is composed by two main
components: a framework for the creation and inclusion of L2R algorithm and
performance measures, and a visual application to control the experiments
execution and to visualize the obtained results. That is why the user just has to
worry about the programming of his proposals. In the following subsections the
details of these two components will be explained.

2.1 Framework

An Object Oriented Framework (OOF) is the reusable design of a system that
describes how should itself break down in a group of objects that interact which

4 Available in: https://sourceforge.net/p/lemur/code/2535/tree/RankLib/tags/
release-2.1/bin/RankLib.jar

5 Available in: http://www.sun.com/

https://sourceforge.net/p/lemur/code/2535/tree/RankLib/tags/release-2.1/bin/RankLib.jar
https://sourceforge.net/p/lemur/code/2535/tree/RankLib/tags/release-2.1/bin/RankLib.jar
http://www.sun.com/
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each other. Different to a simple software architecture, an OOF is expressed in
a programming language and it is based on the domain of a specific problem [6].

Basically, a OOF is composed by two types of main elements: hot points
and frozen points. The hot points represent expandable source through abstract
classes and interfaces, while the frozen points are functionalities that cannot be
changed for the final user and that define the problem domain logic (in this
case, experimentation with L2R models). So, with the idea of supplying the
researcher with the needed facilities in the proposal and problems programming,
it was implemented an OOF, and its classes are shown in Figure 1.

Fig. 1. Framework classes diagram included in L2RLab - Some methods, attributes
and parameters are excluded for a better comprehension -.

The classes with a more intense tonality represent the hot points (e.g. aModel,
aCollection, etc.), while the lighter ones are the frozen points. In this diagram
other methods and attributes are excluded for a better comprehension.

Note that an experiment, defined by the L2RExperiment class, consists of one
or many L2R models and one or many data collections; where this class is the
one in charge of carrying out and controlling the many L2R tasks.
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There is also a class named EvaluationMeasures, that gathers a collection
of evaluation measures, in charge of quantify the performance of the learning
models concerning to the data collections used.

The inclusion of the interfaces gives more freedom to the user in his proposals
when programming, while the abstract classes reduces the implementation time
due to fact that they contain some functionalities. Then the user can extend the
framework taking as initial point the interfaces or the abstract classes already
implemented. The L2RExperiment class is in charge of finally carrying out the
L2R task.

2.2 Visual Application

The visual application developed is intuitive and simple. Through 3 modules
visually connected from the same main window, it is possible to access the
different system functionalities.

The system modules are: (1) Collection Data Pre-processing, (2) Models
Training and Testing, and (3) Model analysis and comparison.

The main class of the application communicates with the users code
through the framework, specifically with the L2RExperiment class. Each L2R
model is represented by a class implemented by the user, which reference
to a configuration file loaded (see LoadConfigurationFile method) when the
application starts.

Besides the parameters definitions of the learning algorithm, in this file it is
included the name of the class with a brief description of it. Each class defines
by the user gets through its constructor the values of the parameters for the
algorithm, like others specific for the executions. One of the advantages that the
inclusion of configuration files as the ones used gives is that each class could
be associated to several different files, with the consequent derivation of several
instances or scenarios for each learning algorithm.

3 Main Functionalities

In the following subsections the main functionalities of the L2RLab are
explained, particularly the visual part.

3.1 Datasets Pre-processing

The datasets pre-processing module allows carrying out several operations upon
one or many datasets and data collections.

The format L2RLab supports for the collections analysis and processing is
the standard L2R format, where each row is a query-document pair. The first
column contains the relevance label of this pair, the second column contains the
query id, the following columns contains the features, and the end of the row is
comment about the pair, including id of the document. The larger the relevance
label, the more relevant the query-document pair. Here it is one example row
from the MQ2007 dataset:
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——————————————————————————————————
2 qid:10032 1:0.056537 2:0.000000 3:0.666667 4:1.000000 5:0.067138 ... 45:0.000000 46:0.076923

#docid = GX029-35-5894638 inc = 0.0119881192468859 prob = 0.139842

——————————————————————————————————
It is important to mention that the values added next to the features (e.g.,
#docid, inc and prob), do not influence in the correct datasets pre-processing.

Knowing this and once the data collection is selected according to the File
- Open option, it is shown in the corresponding window the basic information
(Figure 2), it means, the collection amount of queries, irrelevant documents and
the amount of relevant documents separated according to the relevance category
they belong to.

It is also shown; the amount of retrieved documents for each one of the queries;
and for each one of the attributes that compose the data, a statistical summary
is detailed with: the range of the data, the arithmetic mean and the standard
deviation.

It can also be determined, the influence of the features in the ranking; in this
action we can check first the time that will take the operation to be completed
(according to the collection and our computer hardware characteristics).

If we execute this functionality we will obtain a graphic, where it is reflected
how influential each feature in the ranking is, it also facilitates us in a new
window each one of the features descendingly ordered according to its strength
to achieve a better ranking.

Once the general information of one or more collections is known, we can carry
out other individual tasks or group tasks, as example, the union and modification
of data files, the clustering of datasets starting from general collections, the
format conversion, among others.

L2RLab gives the possibility to the user of specifying names to the resulting
files of each operation, in case the user does not want to name the new
file, the application uses an agreement of intuitive names for each action. On
the other hand, the tool lets us to save in a new file the modifications and
eliminations carried out on the collections, keeping unaltered the original data
and guaranteeing the reliability of a new process of pre-processing. Another of
the common characteristics for all functionalities in each one of the interfaces is
to use a progress bar and to notify the state and result of the different operations.
The Log button lets us to access this information.

The modification of one or more data files can be carried out through different
options that facilitate the individual or by group elimination, in queries, features,
and documents. For the case of the relevance judgments, they can be substituted
by new labels.

The tool is also able to generate multiple data files in a controlled way, starting
from the information of a main file, where all the queries belong to a certain data
collection. Firstly, we have the option of creating a file for each query of the data
collection. In a second option it is possible to generate the three classic files for
the experimentation (training, validation and testing), when specifying which
percentage of data of the main file, will correspond to each one of these new
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Fig. 2. Screen of the module #1 that shows specific information about a data collection

files. Finally, the researcher, also has the option to decide which queries of the
main file, will be included in the conformation of the training, validation and
testing files. In these cases, we should be careful to avoid a data fracture. In
general, we recommend to use the experimental outline (5-fold-cross validation)
proposed in LETOR for each data collection.

On the other hand, this module offers a simple interface that allows us to select
and to convert a dataset from (.L2R) to the well-known format of Weka (.arff).
In the transformed file, the features will be considered as attributes, where the
missing features will be labeled with the “?” character; and on the other hand,
the relevance judgments will be the classes.

3.2 Models Training and Testing

As we can see in the Figure 3 this module allows us to take the control of the
training and evaluation of new L2R models.

In a first moment, the L2R algorithm, the training set and the evaluation
measure used to build the ranking function is selected.

The tool then, allows us to specify different options to carry out the evaluation
of the learned model: (1) to use the whole training set, (2) to select a new dataset,
(3) to carry out n-fold cross validation, where the n value will be fixed by the
researcher, and finally, (4) to specify what percent of the training set will be
used for the evaluation.

Finished the phases of training and testing, it is visualized in the results
area, the learned model, the computational time used to build the model and
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Fig. 3. Screen of the module #2 that allows us to carry out trainings to evaluate the
behavior of the L2R models

a summary of the performances achieved by the algorithm for the evaluation
measures used in the Learning to Rank for Information Retrieval, such as, Mean
Average Precision (MAP) [7], Normalized Discounted Cumulative Gain (NDCG)
[8] and Precision at n (P@n) [7]. For these last two measures the precision is
shown in the first 10 positions of the ranking. None of the tests carried out
to the model, are not eliminated, but rather are registered in the results list
- located in the left inferior part -. This option has the advantage of allowing
the consultation of the previous results, while other tests are executed. These
results also, are stored in independent text files inside the Results folder of the
main directory of L2RLab. The inferior panel of this screen presents information
of the state of the current execution of the algorithm and by clicking the Log
button we can access the system history of events for this module.

Another of the functionalities of this module is that a scores file can be
created from a L2R model and a dataset. These scores represent how good
the ranking function considers a certain recovered document with regard to
the corresponding question. These scores files can be used to determine the
performance of the method evaluated at the query level.

3.3 Model Analysis and Comparison

The third module of L2RLab seeks to analyze and to compare the performances
of the different L2R methods, which have to be interesting to the researcher.
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We can configure our own comparison scheme to determine the performance
achieved by each learning method as for precision in the ranking. We choose then,
the methods that we will confront, the evaluation measure and the corresponding
dataset. The final results are visualized graphically, where the performances
obtained by each method at the dataset level and for each specific query are
shown. The evaluation at the query level is vital to determine how robust and
stable it is the model learned by each algorithm.

Fig. 4. Screen of the module #3 that lets us to carry out nonparametric tests,
considering the query-level performances of the L2R methods

Another of the functional options of this module is lead to facilitate the study
of the learning curves behavior of each L2R method. The resulting graph gives
us the possibility to observe in n-iterations how the learning of each algorithm
behaves, while it constructs its ranking function. This study is essential to
understand the operation of a learning method and to be able to know its
capacity of adaptation under diverse conditions of training.

On the other hand, L2RLab lets us carry out nonparametric tests. Specifically,
in the screen of Figure 4, an entire outline is shown for a variance analysis of
second way (two way ANOVA) [9]. For this purpose, the Friedman test can
be used [10]. If the null-hypothesis is rejected, we can proceed with a post-hoc
test. We recommend Nemenyi test [11], this test is similar to the Tukey test for
ANOVA and is used when all algorithms are compared to each other.

This model was applied because is adjusted well to compare different
algorithms on the same group of queries; all that which allowed to carry out
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a comparative study of the performances of each algorithm with a high level
of truthfulness and accuracy. Concluded the analysis, a complete report of the
ranks, test statistics, and descriptive statistics is shown, besides the pairwise
comparisons for each L2R algorithm.

4 Study Case

In order to prove the goodness that L2RLab offers, we will describe a specific
study case.

It is about including a new L2R algorithm, based on PSO (Particle Swarm
Optimization) and inspired in the RankPSO[12] method.

We use JSwarm6, this is a particle swarm optimization package written in
Java; designed to require minimum effort to use (out of the box) while also
highly modular.

To include JSwarm in L2RLab a small adaptation is required in order to
communicate with the framework design, achieving a simple RankPSO design.

To accomplish this, we have created a class denominated PSOModel, which
extends from the abstract class aModel.

We created a configuration file with the following parameters: 45 dimension,
true maximize, 0.721 inertia weight, 30.0 maximum position, -10.0 minimum
position, 40.0 minimum velocity, 1.193 particle increment, 1.193 global
increment, 50 iterations and 40 particles. The values of certain parameters have
been determined by work [13] on PSO behavior in continuous problems and
complex multidimensional spaces.

After that, we implemented the function LoadConfigurationFile() of our
PSOModel class, which was pretty simple.

In class MyFitnessFunction of JSwarm, within the evaluate() method we
instantiated the EvaluationMeasures class from our framework and we specified
the MAP measure as evaluation function, indicating in the constructor of this
class that this function should be maximized.

Then, in the Evaluate() function of the PSOModel, we set as result of this
function the output of the evaluate() method that is in class MyFitnessFunction.

In a different site, in the main method BuildModel() of our model, we
created an instance of the Swarm class from the used package, we passed
it the parameters read from the configuration file and we generically defined
the parameter training set and then invoked the evolve() method. For the
TestModel() method case, we just specified as parameter the testing set and the
evaluation measure; this function uses directly the EvaluationMeasures class.

Once this link between classes is finished, we used the interface shown in figure
3, where we specified each one of the options needed to carry out the experiment
(training and testing).

It is important to highlight that when we select the training set, a
OHSUMEDCollection class is created that extends from the abstract class
6 Available in:
http://en.sourceforge.jp/frs/g redir.php?m=jaist&f=%2Fjswarm-pso%2

Fjswarm-pso%2Fjswarm pso 1 2%2Fjswarm-pso.jar

http://en.sourceforge.jp/frs/g_redir.php?m=jaist&f=%2Fjswarm-pso%2Fjswarm-pso%2Fjswarm_pso_1_2%2Fjswarm-pso.jar
http://en.sourceforge.jp/frs/g_redir.php?m=jaist&f=%2Fjswarm-pso%2Fjswarm-pso%2Fjswarm_pso_1_2%2Fjswarm-pso.jar
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aCollection, an updating of the MyParticle class from JSwarm is also carried
out, by specifying in the constructor that a 45-dimensional particle (due to the
amount of features extracted from OHSUMED correlates with this value) must
be created.

Following the experimental settings of LETOR, we carried out a 5-fold-cross-
validation and the final results were the next ones: MAP 0.4525, P@1 0.6718,
P@2 0.6192, P@3 0.5926, P@4 0.5929, P@5 0.5786, P@6 0.5577, P@7 0.5470, P@8
0.5330, P@9 0.5211, P@10 0.5058, NDCG@1 0.5584, NDCG@2 0.4940, NDCG@3
0.4824, NDCG@4 0.4818, NDCG@5 0.4784, NDCG@6 0.4707, NDCG@7 0.4675,
NDCG@8 0.4607, NDCG@9 0.4586 and NDCG@10 0.4539.

This experimental schema let us carry out direct comparisons with the
referenced L2R methods in the literature, which performance have been
published in LETOR. Finally, we conclude that for all the considered evaluation
measure, the precision values achieved by this method [12] are highly competitive
(the best and second best result), both for the 10 first positions of the ranking
and general average.

Our future works will be intended to include new algorithms and evaluation
measures, with the objective of obtaining a new framework with the main
exponents of the state-of-the-art L2R. Promoting the comparison and statistical
analysis between the new proposals, as well as the saving of time in the coding
and result visualization. The future availability of this tool will be of free access.

5 Conclusions and Future Work

In this paper, we have proposed an integrated experimenter environment for
learning to rank called L2RLab. This tool lets us to integrate all the stages to
develop, evaluate, compare and analyze the performance of the new learning-to-
rank models.

The main advantages are the following: gives a practical tool to assist the
experimentation process with L2R models; the code reuse and implemented
resources are another possibility; greater speed (time saving) and dependability
(errors reduction) in the experimentation process; the researcher will be able
to concentrate on the learning-to-rank task, without having to worry about
technical aspects in the experiments design. Also, as the technologies used to
develop the L2RLab are free, therefore it is not necessary to pay licenses.

On the other hand, we described a case of study with the goal of illustrating
one typical workflow in L2RLab, when adding and evaluating new algorithms.

As future work, we plan to address the following issues:

• To incorporate to L2RLab the main state-of-the-art algorithms in the
learning-to-rank field.

• To add to L2RLab the possibility to carry out new statistical tests that
facilitate the analysis and the comparison between L2R models.

• To provide a new framework for data analysis.
• To improve the system’s help, incorporating a detailed description of the
procedures in each module and for each L2R method.
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Abstract. Multi-label classification, in opposite to conventional classi-
fication, assumes that each data instance may be associated with more
than one labels simultaneously. Multi-label learning methods take ad-
vantage of dependencies between labels, but this implies greater learning
computational complexity.

The paper considers Classifier Chain multi-label classification method,
which in original form is fast, but assumes the order of labels in the chain.
This leads to propagation of inference errors down the chain. On the
other hand recent Bayes-optimal method, Probabilistic Classifier Chain,
overcomes this drawback, but is computationally intractable. In order
to find the trade off solution it is presented a novel heuristic approach
for finding appropriate label order in chain. It is demonstrated that the
method obtains competitive overall accuracy and is also tractable to
higher-dimensional data.

1 Introduction

Assuming that X ∈ Rd is a d-dimensional real input space and L = {λ1, λ2, . . . ,
λl} is a finite set of class labels, where l denotes the number of class labels,
in multi-label classification setting an instance x ∈ X can be associated with
a subset of labels Λ ∈ L that refers to set of relevant labels for x. Given a
training data set of size n drawn identically and independently from an unknown
probability distribution on X × 2L, namely:

{(x1, Λ1), (x2, Λ2), . . . , (xn, Λn), } (1)

the aim of multi-label classification is to train a classifier Ψ(x) : X → 2L that
provide generalization abilities over these instances. In other words, multi-label
classification is a mapping from an input x ∈ X to an output Λ ∈ 2L.

The paper brings closer view on the Classifier Chain (CC) multi-label clas-
sification method (Section 2). There are discussed origins and motivations that
influenced the research and creation of the method, its general idea with ap-
propriate algorithms for training and testing as well as complexity assessment.
It is highlighted, that the method may perform inaccurate classification due to
the fact that it assumes particular order of generalization in chain. In order to
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deal with that problem it is proposed in the paper the extension to CC that can
protect it from inappropriate generalization (Section 3). The proposed Heuristic
Classifier Chain Method with Ordered Training utilizes three distinct propos-
als, formalized as heuristics, in the searching process of label factorization. The
results of empirical evaluation of the proposed extension of CC is contained in
Section 4 and concluded in Section 5.

2 Backgroud of Classifier Chain Method for Multi-label
Classification

Classifier Chain multi-label classification method, which was a result of the orig-
inal work initially introduced in parallel in [1] and [2], was motivated by a need
of new multi-label classification method which is able to model the dependencies
that exist between labels in multi-label data and achieve it with limited time
complexity. The initial point of the research was a solution in which each label
generalization was treated as independent binary classification problem (Binary
Relevance). That approach presents reasonable complexity, but does not model
label dependencies. The general idea of the new method was to assume capturing
label dependencies by decomposition of the multi-label problem into l number
of binary classification problems, where l denotes the number of distinct labels
in the label-set L.

The origins of classifier chain method can be found in the early work on the
idea of stacked generalization [3]. The classification organized in the stacked
approach assumes to accomplish two stages in learning and inference. The first
one, so called level-0-model, learns k base classifiers in k-cross-fold validation
manner and infers k classification results for each data instance using models
learnt on each fold. Thus, the first stage of learning from population of instances
x returns the (Φ1(xi), Φ2(xi), . . . , Φk(xi)) classifiers result for each instance i.
In the second stage - learning of level-1-model is performed using original input
values x augmented with the results from the first stage, namely a new model is
learnt on {(xi, Φ1(xi), Φ2(xi), . . . , Φk(xi))}, i = 1, 2, . . . , n data. The output of
inference in level-1-model is the final classification result.

What is worth mentioning, in [4] it was shown that successful stacked gener-
alization requires using output class probabilities rather than class predictions.

However, stacked generalization by its nature is not able to be applied di-
rectly to multi-label classification since it was originally proposed to enhance
the accuracy in single-label classification. The direct adaptation of the method
to multi-label classification was proposed in [5]. The authors proposed using
stacking while learning each of labels in Binary Relevance scheme. The original
data set was split into k disjoint parts and in each of them l binary classifiers were
learning the relevance of labels independently, one classifier per label (level-0).
In this setting each label was generalized by the k classifiers. The level-1 classi-
fication model was learning from the original data augmented by k classification
results obtained in level-0. It can be concluded that the solution presented in
[5] introduced a Binary Relevance Stacking. In other words the idea was based
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on simple bootstrapping scheme that was generalized by ensemble of possibly
diverse binary classifiers. Its output was utilized to extend the input space for
final decision making.

Similar concept of input space augmentation was applied in Classifier Chain.
However, the information that expands the input space as well as the scheme of
classification process are different.

2.1 Description of Classifier Chain Method

The Classifier Chain (CC) method transforms the multi-label classification prob-
lem to |L| binary classification problems, one for each label from L. Therefore,
CC method may be treated as binary relevance (BR) model. However it differs
from BR on the attribute space used in each binary model. The CC method
utilizes extended learning attribute space with the 0/1 outputs indicating label
relevance obtained from partially generalized output label space.

Similarly to common supervised learning techniques, the CC method performs
two phases: training, that results with learned multi-label chain of classifiers and
testing, which infer the output value for previously unseen instances. Training
and testing phases of the CC method are presented in Algorithm 1 and Algo-
rithm 2.

The Ψ multi-label Classifier Chain is formed of |L| base classifiers, namely
Ψ = (Φ1, . . . , Φ|L|). As it can be observed in line 7 of Algorithm 1 each base
classifier Φi corresponds to binary classification of ith label. Each base classifier
Φi is trained using the attribute space augmented by all previously accomplished
classifications in the chain. Following the Algorithm 1 the input x may be com-
posed of any variable type (binary, numerical or categorical values). However
the chained attributes (yi, . . . , yi) are always binary. The graphical notation of
the dependencies that are modelled by Classifier Chain method is presented in
Figure 1. It can be observed that generalization of λi label is obtained from
learning on initial attributes of data instance x and all labels λ1, . . . , λi−1.

Fig. 1. The learning scheme of Classifier Chain method

In order to obtain the classification results from classifier chain Ψ a straightfor-
ward process is performed. Each base classifier Φi from the chain (Φ1, . . . , Φ|L|)
provides binary prediction of ith label’s relevance. As presented in lines 1 to 4
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of Algorithm 2 the classification propagates along the chain using input attribute
space augmented by all previously obtained classification results in the chain.
Hence in the chain the information of label relevance is passed between follow-
ing classifiers. It allows CC to model the dependencies in the label space and
overcome the problem of inability of label correlation modelling known in binary
relevance. Although the additional attributes constitute only a part of attribute
space, if there exist a strong correlation, the following base classifiers may be
provided with relatively valuable input and result with better classification ac-
curacy.

Algorithm 1. The training phase of Classifier Chain multi-label classification
method.
Input: Dtr, Φ untrained base classifier
Output: Ψ = (Φ1, . . . , Φ|L|) trained classifiers chain
1: for i = 1, . . . , |L| do
2: D̂tr

i ← {}
3: for all (x, y) ∈ Dtr do
4: x̂ ← [x, y1, . . . , yi−1]

5: D̂tr
i ← D̂tr

i ∪ (x̂, yi)
6: end for
7: train Φi to predict yi
8: end for

Algorithm 2. The testing phase of Classifier Chain multi-label classification
method.
Input: (x, y) ∈ Dts, Ψ = (Φ1, . . . , Φ|L|) trained classifiers chain
Output: ŷ predicted output
1: for i = 1, . . . , |L| do
2: x̂ ← [x, ŷ1, . . . , ŷi−1]
3: ŷi ← Φi(x̂)
4: end for

In other words the Classifier Chain method models the labels’ relevance y =
(y1, . . . , yl) that can be obtained from the product rule of probability:

P (y|x) = P (y1|x) ·
l∏

i=2

P (yi|x, y1, . . . , yi−1) (2)

The estimation of joint distribution of labels is possible through realization
of l functions fi(·) on augmented input space X × {0, 1}i−1 with (y1, . . . , yi−1)
additional attributes. If fi(·) is interpreted as a probabilistic classifier resulting
with probability that yi = 1, it can be written:
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P (y|x) = f1(x) ·
l∏

i=2

fi(x, y1, . . . , yi−1) (3)

According to Equation 3 we can observe that the order of the output variables
yi used in the product part may be important. For instance the label y2 estimated
in the second partial product may not be as good argument for f3 as y4 in order
to obtain accurate generalization for label y3. This feature of the method may
lead to inaccurate prediction. Nevertheless there are at least three ways how to
deal with it. First, the easiest solution to this problem is to use some a priori
knowledge on the dependencies between the labels and model the order according
to it. This is probably the most obvious method but usually it does not hold and
the a priori knowledge on label dependencies is not often available. This can be
appointed in modelling of problems described by hierarchical structure of labels.
The second idea of modelling dependencies in the method is to reformulate the
Classifier Chain enabling it to take all possible dependencies between labels. This
can be formulated as presented in the work of [6] in the idea called Probabilistic
Classifier Chain (PCC). First difference depicts the output shape of each of
classifiers in the chain - whereas CC uses {0, 1} indicators of label relevance and
is a deterministic approximation the PCC method is able to handle continuous
scores. The key change to original CC recalling the work presented in [7] and [6] is
in the way the probability of each label combination y = (y1, . . . , ym) is obtained.
Please indicate that PCC accomplishes the estimation as in Equation 4.

P (y|x) =
l∏

i=1

fi(x, y1, . . . , yi−1, . . . , yi+1, . . . , yl) (4)

We can see that the multi-label problem reformulated as in Equation 4 is much
more flexible than in 3. However it is much more complicated and in practical
applications might not be possible to obtain.

The problem of learning order in Classifier Chain method might be now seen as
a problem of searching a right path in a tree that denotes a proper learning order.
Nodes in this tree denote labels λ ∈ L. According to presented Algorithm 1 and 2
CC accomplishes only single path in this tree. This might result in labelling with
not necessarily the highest accuracy. However as long as CC searches only for
single path of length m in the aforementioned tree, the PCC method requires to
check 2m paths. This works for CC method and makes it much more applicable,
even for data sets larger than 15 labels, which was identified as a limit for PCC
[6]. Searching a proper path in such a tree may be a third solution to the problem.
The proposal for Classifier Chain Method with Ordered Training is provided in
following Section 3.

2.2 Complexity of Classifier Chain Method

The computational complexity of Classifier Chain method depends outright on
the size of label set |L|. It can be quantified as O(|L| × f(d + |L|, N)), where
f(d + |L|, N) denotes the complexity of underlying base classifier performing
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on data set with d attributes and N instances. Therefore the CC’s complexity
is comparable to original BR’s complexity O(|L| × f(d,N)) and is incurred
by penalty of handling |L| additional attributes. In practice the difference in
running time of CC and BR tends to be small as long as |L| < d, which is
normally expected in multi-label classification.

The Classifier Chain method does not manifest ability to be parallelized in
the training phase. However CC may be easily serialized in such a way that at
each time only a single binary classification is required to be handled in memory.
This constitute a clear advantage of the method over other methods based on a
single large model.

3 Heuristic Classifier Chain Method with Ordered
Training

Needless to say the classifier chain method may provide poor estimation of the
true distribution P (y|x). In overall the method performs generalization in se-
quential manner, step by step for each of the labels. Obtained label’s relevance
is then utilized as an additional input for next labels classification. Therefore,
the order in which labels are generalized may have significant impact on the
overall classification accuracy of the whole label set [8, 9].

As a complete overview over the space of all possible labels’ orderings is expo-
nentially complex, for instance as it is proposed in Probabilistic Classifier Chain
[6], there should be a method providing reasonable ordering with acceptable
computational complexity. In order to provide the ordering of the training for
classifier chain, three distinct proposals, formalized as heuristics in the searching
process, are proposed.

3.1 Description of Proposed Ordering Schemes

As the order in which chain of classifiers is constructed may influence classi-
fication accuracy the classifier chain method needs to be enriched with a step
allowing selection of label order that constitutes the chain of classifiers. In the
Algorithm 3 this is accomplished by calculation of ordering OR in line 1. It is
assumed that the decision on the order is performed externally to the training of
base classifiers but equally good it can be accomplished dynamically inside the
training using momentary measurements such as classification accuracy, ham-
ming loss or other.

Searching for the appropriate order of training steps can be presented as a tree
searching problem. In such representation nodes denote particular labels from
the label set. Each level of the tree indicates appropriate position in the training
order, e.g. the first level of the tree indicates the first position in the chain,
whereas each next level corresponds to the following positions in the chain.

The complete overview of the whole tree is highly complex and therefore a
less complex method providing approximate, good solution is required. In order
to provide such mechanism, at each of non-leading-to-leaf nodes, the decision on
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Algorithm 3. The training phase of Classifier Chain with ordering multi-label
classification method.
Input: Dtr, Φ untrained base classifier, Υ ordering method
Output: Ψ = (Φ1, . . . , Φ|L|) trained classifiers chain
1: calculate training order OR =< l1, . . . , l|L| > using Υ
2: for i = 1, . . . , |OR| do
3: D̂tr

i ← {}
4: for all (x, y) ∈ Dtr do
5: x̂ ← [x, yl1), . . . , yl(i−1)

]

6: D̂tr
i ← D̂tr

i ∪ (x̂, yli)
7: end for
8: train Φi to predict yli
9: end for

Algorithm 4. The testing phase of Classifier Chain with ordering multi-label
classification method.
Input: (x, y) ∈ Dts, Ψ = (Φ1, . . . , Φ|L|) trained classifiers chain, OR =< l1, . . . , l|L| >

training order
Output: ŷ predicted output
1: for i = 1, . . . , |OR| do
2: x̂ ← [x, ŷl1 , . . . , ŷli−1 ]
3: ŷi ← Φi(x̂)
4: end for

which branch to explore next should be taken. Three heuristics providing such
decisions in the searching process are proposed below.

The first proposed heuristic H1 is constructed on the basis of classification
error minimization. The heuristic determines which label should be taken in
consideration in the next step of training process performed in chain. It is done
by assessment of the classification error of base classifier for all remaining labels
in output space that has not been chained yet. The label that is classified with
the smallest error is taken as the next one in the chain. This approach seems
to search for the best single-label classification which in general, after complete
chain is formed, may not result in the best training order. However the H1
heuristic tries to minimize the propagation of error in conditional probability
estimation which in CC method is based on part of labels obtained from chain.

In Figure 2(a) it is presented a toy example of how H1 works incorporated in
the Classifier Chain method. The process starts with separate evaluation of four
distinct labels {λ1, λ2, λ3, λ4}. Depicted by triangles, base classifiers (see Figure
2(a)) are trained on input space X and evaluated on the testing data set and the
one with the best accuracy (dark triangle) is selected to be a first classifier in the
chain. Therefore the first modelled label in the chain is λ2. In next step for all 3
remaining labels {λ1, λ3, λ4} again the evaluation of base classifier is performed.
However this time the classifiers are trained on augmented input space X by the
λ2 relevance indicator - a new input attribute. We can see that the best accuracy
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(a) H1 heuristic. (b) H2 heuristic.

Fig. 2. Illustration of heuristic approaches, which discovers the order of generalisation
in Heuristic Classifier Chain algorithm

was obtained in λ4 generalization. The process continues until whole label space
is covered.

Another proposed heuristic H2 provides similarly the decision of exploration
on the basis of minimal classification error. The label that should be modelled in
the chain is obtained by evaluation of classification error obtained in the second-
level descendant node. It means that classification error needs to be calculated
for all 2-element permutations of labels. For instance, discovering the label to
be chosen on the level 1 (first label modelled in the chain), the heuristic accedes
all descendant nodes (level 2) and computes the classification error using input
attributes enriched with the first chosen label. When the element at level 1
provides the best training ability resulting in the smallest average error for local
classification of all descendants (at level 2), it is then selected as a next label to
be modelled in the chain.

In Figure 2(b) it is presented an example of H2 used in the Classifier Chain
method. It can be noticed that the process starts with evaluation of accuracy
obtained by CC for each permutation of four distinct labels {λ1, λ2, λ3, λ4}. λ2

is elected as a first label to be used in final training of Classifier Chain because
it resulted with the smallest average classification error for all permutations of
the shape (λ2, ·) obtained in CC. Then similarly the next label is chosen, but
the input space is augmented as in H1.

Third order construction method for classification in classifier chain H3 is
realized likewise the H2. Similarly to H2, the label that should be modelled
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in the chain is obtained by evaluation of classification error obtained in the
second level descendant node. However, the decision on the node representing
a label to be chosen as the next one in training is selected based on mean
classification accuracy for the pair of elements: parent(ascendant) and a child
(descendant). The node which has minimal average classification error with any
of its descendant nodes is chosen then.

3.2 Complexity

The computational complexity of classifier chain method accompanied by an
ordering calculation can be considered as standard complexity of CC with ad-
ditional computational cost of order generation. In case of H1 order calculation

method modelling the output space of |L| labels requires to perform |L|2+|L|
2

− 1
evaluations to propose an ordering solution. For instance considering multi-label
classification with ten labels H1 heuristics requires ten error evaluations to de-
termine the first label in the training order. The second label will be chosen from
nine remaining and so on, up to the tenth label, together 54 evaluations.

The complexity of classifier chain method accompanied byH1 ordering heuris-

tics will arise to O(( |L|2+3|L|
2

−1)×f(d+|L|, N)), where f(d+|L|, N) denotes the
complexity of underlying base classifier performing on data set with d attributes
and N instances.

In case of H2 heuristics computing the ordering for chain of L length requires
L3−L

3
− 1 evaluations. Again, the computational complexity of CC grows to

O(( |L|3+2|L|
3

− 1)× f(d+ |L|, N)).

The most complex ordering calculation -H3 heuristic - requires L3

3
+L2

2
+L

6
−1

evaluations for the label set of |L| elements in order to provide the ordering

solution. The total complexity of CC and H3 is quantified by O((L
3

3
+ L2

2
+

7L
6

− 1)× f(d+ |L|, N)).

4 Experiments

The main objective of the performed experiments was to evaluate predictive per-
formance of the Classifier Chain method that uses proposed heuristics H1, H2,
H3 in comparison to random Classifier Chain. The main attention in the exper-
iment was concentrated on the evaluation of three proposed heuristics deriving
distinct ordering schemes. In the experiment there were examined Hamming Loss
(HL) and Classification Accuracy (CA) separately for six distinct data sets.

4.1 Datasets

In order to evaluate and compare all proposed approaches, the experiments were
carried out on six distinct data sets, with assumed train–test split, from four di-
verse application domains: semantic scene analysis, bioinformatics, music catego-
rization and text processing. The image data set scene [10] semantically indexes
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still scenes. The biological data set yeast [11] concerns micro-array expressions
and phylogenetic profiles for genes classification. The music data set emotions
[12], in turn, contains data about songs categorized into one or more classes of
emotions. Themedical [13] data set is based on the Computational Medicine Cen-
ter’s 2007 Medical Natural Language Processing Challenge and contains clinical
free text reports labelled with disease codes. Another data set, enron, is based
on annotated email messages exchanged between Enron Corporation employees.
The last data set, genbase [14] refers to protein classification.

4.2 Evaluation Measures

The first examined measure, Hamming Loss HL, is defined as:

HL =
1

N

N∑
i=1

Yi(F (xi)

|Yi|
(5)

where: N is the total number of instances x in the test set; Yi denotes actual
(real) list of labels for instance xi, F (xi) is a sequence of labels predicted by
multi-label classifier for instance xi and ( stands for the symmetric difference of
two vectors, which is the vector-theoretic equivalent of the exclusive disjunction
in Boolean logic.

The second evaluation measure is Classification Accuracy CA defined as:

CA =
1

N

N∑
i=1

I(Yi = F (xi)) (6)

where: N , Yi, F (xi) have the same meaning as in Eq. 5, I(true) = 1 and
I(false) = 0.

Fig. 3. Hamming Loss (HL) and Classification Accuracy (CA) results obtained by
Heuristic Classifier Chain using H1, H2 and H3 ordering schemes for distinct data sets
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Measure CA provides very strict evaluation as it requires the predicted set of
labels to be an exact match of the true set of labels.

4.3 Results

As it is presented in Figure 3 H1, H2 and H3 ordering heuristics applied to
CC revealed different predictive abilities. It can be observed that among all
examined data sets H2 provided the best HL and comparative to others CA
results. Moreover H2 provides slightly better results in comparison to CC with
random generalization order.

5 Conclusions

The proposal for extension of Classifier Chain multi-label classification method
was presented in the paper. Three distinct heuristics for generalization order
were proposed and examined in terms of predictive accuracy. In general it can
be concluded that by providing the ordering schemes to Classifier Chain it is pos-
sible to obtain better accuracy than in random ordering. The proposed heuristics
are able to overcome the propagation of inference errors down the chain and are
tractable to higher-dimensional data in comparison to Bayes-optimal Probabilis-
tic Classifier Chain method.
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Abstract. Our recently proposed method to predict from a data stream of real 
estate sales transactions based on ensembles of genetic fuzzy systems was 
extended to include weighting component models. The method consists in 
incremental expanding an ensemble by models built over successive chunks of 
a data stream. The predicted prices of residential premises computed by aged 
component models for current data are updated according to a trend function 
reflecting the changes of the market. The impact of different techniques of 
weighting component models on the accuracy of an ensemble was compared in 
the paper. Three techniques of weighting component models were proposed: 
proportional to their estimated accuracy, time of ageing, and dependent on 
property market fluctuations. 

Keywords: genetic fuzzy systems, data stream, sliding windows, ensembles, 
weighting component models, trend functions, property valuation. 

1 Introduction 

The paper reports the extension of our study on predicting from a data stream of real 
estate sales transactions using ensembles of genetic fuzzy systems [18], [19], [20]. 
Working out the methods of processing data streams poses a considerable challenge 
because they require taking into account memory limitations, short processing times, 
and single scans of arriving data. Many strategies and techniques for mining data 
streams have been devised. Gaber in his recent overview paper categorizes them into 
four main groups: two-phase techniques, Hoeffding bound-based, symbolic 
approximation-based, and granularity-based ones [7]. Much effort is devoted to the 
issue of concept drift which occurs when data distributions and definitions of target 
classes change over time [6], [16], [24], [25]. Among the instantly growing methods 
of handling concept drift in data streams Tsymbal distinguishes three basic 
approaches, namely instance selection, instance weighting, and ensemble learning 
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[22]. The latter has been systematically overviewed in [12], [17]. In adaptive 
ensembles, component models are generated from sequential blocks of training 
instances. When a new block arrives, models are examined and then discarded or 
modified based on the results of the evaluation. Several methods have been proposed 
for that, e.g. accuracy weighted ensembles [23] and accuracy updated ensembles [3]. 
In [1], [2] Bifet et al. proposed two bagging methods to process concept drift in a data 
stream: ASHT Bagging using trees of different sizes, and ADWIN Bagging 
employing a change detector to decide when to discard underperforming ensemble 
members. 

The goal of our research we have been conducting recently is to apply a non-
incremental genetic fuzzy systems (GFSs) to build reliable predictive models from a 
data stream. The approach was inspired by the observation of a real estate market of 
in one big Polish city in recent years when it experienced a violent fluctuations of 
residential premises prices. Our method consists in the utilization of aged models to 
compose ensembles and correction of the output provided by component models by 
means of trend functions reflecting the changes of prices in the market over time. In 
this paper we propose three methods of weighting the members of an ensemble: 
proportional to their estimated accuracy, time of ageing, and dependent on property 
market fluctuations. 

2 Motivation and GFS Ensemble Approach 

The approach based on fuzzy logic is especially suitable for property valuation 
because professional appraisers are forced to use many, very often inconsistent and 
imprecise sources of information, and  their familiarity with a real estate market and 
the land where properties are located is frequently incomplete. Moreover, they have to 
consider various price drivers and complex interrelation among them. The appraisers 
should make on-site inspection to estimate qualitative attributes of a given property as 
well as its neighbourhood. They have also to assess such subjective factors as location 
attractiveness and current trend and vogue. So, their estimations are to a great extent 
subjective and are based on uncertain knowledge, experience, and intuition rather than 
on objective data. 

So, the appraisers should be supported by automated valuation systems which often 
incorporate data driven models for premises valuation developed employing sales 
comparison method. The data driven models, considered in the paper, were generated 
using real-world data on sales transactions taken from a cadastral system and a public 
registry of real estate transactions. So far, we have investigated several methods to 
construct regression models to assist with real estate appraisal based on fuzzy 
approach: i.e. genetic fuzzy systems as both single models [11] and ensembles built 
using various resampling techniques [10], [14], but in this case the whole datasets had 
to be available before the process of training models started. All property prices were 
updated to be uniform in a given point of time. Good performance revealed evolving 
fuzzy models applied to cadastral data [13], [15]. 

The outline of the GFS ensemble approach to predict from a data stream is 
depicted in Fig. 1. The data stream is partitioned into data chunks according to the 
periods of a constant length tc. Each time interval determines the shift of a sliding 
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time window which comprises training data to create GFS models. The window is 
shifted step by step of a period ts in the course of time. The length of the sliding 
window tw is equal to the multiple of tc so that tw=jtc, where j=1,2,3,... . The window 
determines the scope of training data to generate from scratch a property valuation 
model, in our case GFSi. It is assumed that the models generated over a given training 
dataset is valid for the next interval which specifies the scope for a test dataset. 
Similarly, the interval tt which delineates a test dataset is equal to the multiple of tc so 
that tt=ktc, where k=1,2,3,.. . The sliding window is shifted step by step of a period ts 
in the course of time, and likewise, the interval ts is equal to the multiple of tc so that 
ts=ltc, where l=1,2,3,… . 

 

Fig. 1. GFS ensemble approach to predict from a data stream 

We consider in Fig. 1 a point of time t0 at which the current model GFS0 was built 
over data that came in between time t0–2tc and t0. The models created earlier, i.e. 
GFS1, GFS2, etc. have aged gradually and in consequence their accuracy has 
deteriorated. However, they are neither discarded nor restructured but utilized to 
compose an ensemble so that the current test dataset is applied to each component 
GFSi. However, in order to compensate ageing, their output produced for the current 
test dataset is updated using trend functions T(t). As the functions to model the trends 
of price changes the polynomials of the degree from one to five were employed [18]. 
The trends were determined over two time periods: shorter and longer ones. The 
shorter periods encompassed the length of a sliding window plus model ageing 
intervals, i.e. tw plus, tai for a given aged model GFSi. In turn, the longer periods took 
into account all data since the beginning of the stream.  

We proposed two different methods of updating the prices of premises according to 
the trends of the value changes over time. The first one based on the difference 
between a price and a trend value in a given time point and we called it the Delta 
method. In turn, the second technique utilized the ratio of the price to the trend value 
and it was named the Ratio method of price correction [18]. In this paper we utilize 
only the latter method. 
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Fig. 2. Correcting the output of aged models using Ratio method 

The idea of correcting the results produced by aged models using the Ratio method 
is depicted in Fig. 2. For the time point tgi=t0–tai , when a given aged model GFSi was 
generated, the value of a trend function T(tgi), i.e. average price per square metre, is 
computed. The price of a given premises, i.e. an instance of a current test dataset, 
characterised by a feature vector x, is predicted by the model GFSi. Next, the total 
price is divided by the premises usable area to obtain its price per square metre Pi(x). 
Then, the ratio of the price to the trend value Ri(x)=Pi(x)/T(tgi) is calculated. The 
corrected price per square metre of the premises Ṗi(x) is worked out by multiplying 
this ratio by the trend value in the time point t0 using the formula Ṗi(x) =Ri(x)T(t0), 
where T(t0) is the value of a trend function in t0. Finally, the corrected price per square 
metre Ṗi(x) is converted into the corrected total price of the premises by multiplying it 
by the premises usable area.  

3 Proposed Methods for Component Model Weighting 

In our previous works we have used the arithmetic mean as an ensemble output 
averaging function assuming that each component model contributes equally to the 
final average. However, it seems to be more adequate to weight ensemble members 
according to their expected accuracy, stability, dependability, etc. Using the weighted 
mean shown in Formula 1 we assure that components with a high weight contribute 
more to the weighted mean than do elements with a low weight. In this formula Erri 
denotes the accuracy of individual model expressed in terms of its error over a test 
set, e.g. mean square error, and ݎݎܧതതതതത௘௡௦ stands for the accuracy of the whole ensemble. 
തതതതത௘௡௦ݎݎܧ  ൌ ∑ ∑௜ே௜ୀଵݎݎܧ௜ݓ ௜ே௜ୀଵݓ  (1) 

 
Three following methods of weighting models embraced by ensembles have been 

proposed in our study, namely weights proportional to model ageing time (denoted by 
wA), weights proportional to the predictive accuracy estimated for a given model 
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(wP), and weights dependent on fluctuations of real estate market during a model 
generation (wF). The denotation used in the description of proposed weighting 
methods is illustrated in Fig. 3. 

 

Fig. 3. Denotation used in the description of proposed weighting methods 

Weights proportional to model ageing time (wA) 
The first method of weighting ensemble members assumes that the models created 
earlier age gradually and in consequence their accuracy deteriorates. Therefore, we 
proposed to apply weights reversely proportional to ageing time according to Formula 
(2). In this formula the difference between time point of consideration t0 and time of 
generation of a given model tgi determines the ageing period tai expressed e.g. in 
months. In turn, the constant c can take real values from 0 to 1 and controls the 
strength of differentiating individual models. The values closer to 1 the bigger 
differences among weights and conversely the values closer to 0 the smaller 
discrepancy. 
஺௜ݓ  ൌ 11 ൅ ܿ ൫ݐ଴ െ ௚௜൯ݐ ൌ 11 ൅ ܿ  ௔௜ (2)ݐ

Weights proportional to estimated model predictive accuracy (wP) 
The second method of weighting models presumes that the models which reveal 
better predictive accuracy should acquire greater weights. Therefore, we proposed to 
assign weights reversely proportional to error level produced by individual models 
(Erri) in terms of mean absolute error (MAE) or root mean square error (RMSE) 
according to Formula (3). In this formula Erri(tgi) stands for error value of i-th model 
estimated at the moment of its generation tgi. Moreover, Erri is normalized by 
dividing it by the value of the trend function Ti(tgi) determined for the i-th model. In 
turn, the constant c takes real values from the bracket 0 to 1 and differentiates 
individual models. The values of c closer to 1 the bigger differences among weights 
and conversely the values closer to 0 the smaller discrepancy. 
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௉௜ݓ ൌ 11 ൅ ܿ ௚௜ሻݐ௚௜ሻ௜ܶሺݐ௜ሺݎݎܧ  
(3) 

Weights dependent on fluctuations of real estate market (wF) 
The idea behind the dependence of weights upon fluctuations of real estate market 
consists in granting bigger weights to the models created when the prices of properties 
were stable or their rise or fall were easy to predict, e.g. in the case of linear changes. 
On the other hand, models created in the period when the market was unstable and the 
real estate prices were unpredictable should be given smaller weights. To establish the 
weights we utilize the derivatives because they constitute a measure of a function 
change rate, in greater detail, at each point the derivative of a function is the slope of a 
line that is tangent to the function curve. Therefore, we proposed to apply weights 
reversely proportional to the difference between the derivatives of a trend function 
determined at the edges of time period delineating a training set according to Formula 
(4). In this formula the difference between the derivative ௜ܶᇱሺݐ௕௜ሻ  at the beginning of 
training set and the derivative ௜ܶᇱ൫ݐ௚௜൯ at the moment of generating the model reflects 
the fluctuation rate. We take the absolute value of this difference to be able to 
consider both growth and fall of the trend function. In turn, the constant c taken from 
the bracket of real values 0 to 1 is used to control the diversity among the models. The 
values of c closer to 1 the bigger differences among weights and conversely the 
values closer to 0 the smaller discrepancy. ݓி௜ ൌ 11 ൅ ܿ ሺݏܾܣ ௜ܶᇱሺݐ௕௜ሻ െ ௜ܶᇱሺݐ௚௜ሻሻ (4) 

 
For comparison, ensembles comprising component models without weights, i.e. 

with all weights equal to one (denoted by w1), were also used in experiments.  

4 Experimental Setup and Results 

The investigation was conducted with our experimental system implemented in 
Matlab devoted to carry out research into machine learning algorithms using various 
resampling and multi-model methods for regression problems. We have recently 
extended our system to include the functions of building ensembles over a data stream 
and weighting their component models. The trends are modelled using the Matlab 
function polyfit(x,y,n), which finds the coefficients of a polynomial p(x) of degree n 
that fits the y data by minimizing the sum of the squares of the deviations of the data 
from the model (least-squares fit). 

Real-world dataset used in experiments was drawn from an unrefined dataset 
containing above 100 000 records referring to residential premises transactions 
accomplished in one Polish big city with the population of 640 000 within 14 years from 
1998 to 2011. In this period the majority of transactions were made with non-market 
prices when the council was selling flats to their current tenants on preferential terms. 
First of all, transactional records referring to residential premises sold at market prices 
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were selected. Then, the dataset was confined to sales transaction data of residential 
premises (apartments) where the land was leased on terms of perpetual usufruct. The 
other transactions of premises with the ownership of the land were omitted due to the 
conviction of professional appraisers stating that the land ownership and lease affect 
substantially the prices of apartments and therefore they should be used separately for 
sales comparison valuation methods. The final dataset counted 9795 samples. Due to the 
fact we possessed the exact date of each transaction we were able to order all instances in 
the dataset by time, so that it can be regarded as a data stream. Four following attributes 
were pointed out as main price drivers by professional appraisers: usable area of a flat 
(Area), age of a building construction (Age), number of storeys in the building (Storeys), 
the distance of the building from the city centre (Centre), in turn, price of premises 
(Price) was the output variable. In order to characterize quantitatively the data stream the 
sizes of one-year datasets are given in Table 1. 

Table 1. Number of instances in one-year datasets 

1998 1999 2000 2001 2002 2003 2004 
446 646 554 626 573 790 774 

2005 2006 2007 2008 2009 2010 2011 
740 776 442 734 821 1296 577 

 
The property valuation models were built from scratch by genetic fuzzy systems 

over chunks of data stream determined by a sliding window which was 12 months 
long. The parameters of the architecture of fuzzy systems as well as genetic 
algorithms are listed in Table 2. Similar designs are described in [4], [11].  

Table 2. Parameters of GFS used in experiments 

Fuzzy system Genetic Algorithm 
Type of fuzzy system: Mamdani 
No. of input variables: 4 
Type of membership functions (mf): triangular 
No. of input mf: 3 
No. of output mf: 5 
No. of rules: 15 
AND operator: prod 
Implication operator: prod 
Aggregation operator: probor 
Defuzzyfication method: centroid 

Chromosome: rule base and mf, real-coded 
Population size: 100 
Fitness function: MSE 
Selection function: tournament 
Tournament size: 4 
Elite count: 2 
Crossover fraction: 0.8 
Crossover function: two point 
Mutation function: custom 
No. of generations: 100 

 
The results of evaluating experiments were considered within three periods of time, 

namely 1) 2002-2004, 2) 2005-2007, and 3) 2008-2010 marked with grey shades in 
Fig. 4. In the first period a modest rise of real estate prices just before Poland entered 
the European Union (EU) could be observed, in the second one the prices of 
residential premises were increasing rapidly during the worldwide real estate bubble. 
The third one corresponds to a modest growth of prices after the bubble burst and 
during the global financial crisis. This period was characterized by unstable real estate 
market and great fluctuations of prices due to nervous behaviour of both buyers and 
sellers. The trend of premises price changes over 14 years from 1998 to 2011, shown 
in Fig. 4, can be modelled by the polynomial function of degree four. 
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Fig. 4. Change trend of average transactional prices per square metre over time 

This study is the continuation of our recent works on predicting from a data stream 
using the GFS ensembles [18], [19], [20]. So far we have investigated among others 
the impact of ensemble size and different trend functions on the accuracy of single 
and ensemble fuzzy models. Moreover, we proved the usefulness of ensemble 
approach incorporating the correction of individual component model output. Based 
on the results of our previous study, we were able to determine following parameters 
of our first series of experiments including two phases: generating single GFS models 
and building GFS ensembles. 

 
Generating single GFS models 
• Set the length of the sliding window to 12 months, tw = 12. 
• Set the starting point of the sliding window, i.e. its right edge, to 2000-01-01 

and the terminating point to 2010-12-01. 
• Set the shift of the sliding window to 1 month, ts = 1. 
• Move the window from starting point to terminating point with the step ts = 1. 
• At each stage generate a GFS from scratch over a training set delineated by the 

window. In total 108 GFSs were built. 
 
Building GFS ensembles 
• Select periods characterizing different fluctuation of real estate market, i.e. 

2002-2004, 2005-2007, and 2008-2010. 
• For each three-year period built 36 ensembles composed of 24 ageing GFSs 

each. An ensemble is created in the way described in Section 2 with shift equal 
to one month, ts =1. 

• Take test sets actual for each t0 over a period of 3 months, tt =3. 
• Compute the output of individual GFSs and update it using trend functions of 

degree four determined over time periods from the beginning of the stream. 
• Derive weights for each model using formulas (2), (3), or (4). 
• As the output of individual ensembles compute the weighted means applying 

the derived weights and additionally determine the arithmetic mean. 
• Conduct statistical analysis of the results obtained. 
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The analysis of the results was performed using statistical methodology including 
nonparametric tests followed by post-hoc procedures designed especially for multiple 
N×N comparisons [5], [8], [9], [21]. The idea behind statistical methods applied to 
analyse the results of experiments was as follows. The commonly used paired tests 
i.e. parametric t-test and its nonparametric alternative Wilcoxon signed rank tests are 
not appropriate for multiple comparisons due to the so called family-wise error. The 
proposed routine starts with the nonparametric Friedman test, which detect the 
presence of differences among all algorithms compared. After the null-hypotheses 
have been rejected the post-hoc procedures should be applied in order to point out the 
particular pairs of algorithms which produce differences. For N×N comparisons 
nonparametric Nemenyi’s, Holm’s, Shaffer’s, and Bergamnn-Hommel’s procedures 
are recommended. 

The goal of the statistical analysis was to compare the accuracy of GFSs ensembles 
created using the aforementioned techniques and to conduct nonparametric tests of 
statistical significance within three periods 2002-2004, 2005-2007, and 2008-2010 
characterized by different fluctuations of real estate market. Within each of these 
periods 36 values of MAE computed using weighting methods wA, wP, wF, and w1, 
respectively, constituted the points of observation. The Friedman test performed in 
respect of MAE values of the ensembles showed that there were significant 
differences between some ensembles. Average ranks of individual models are shown 
in Table 3, where the lower rank value the better model. In the period 2002-2004 the 
ranks are not statistically insignificant so that we were not justified to proceed to the 
non-parametric post-hoc procedures. In the next two periods 2005-2007 and 2008-
2010 the wP and wF were in the first two places whereas for all years wP took the 
first and wF the last position.  

Table 3. Average rank positions of weighting methods produced by Friedman tests 

2002-2004 2005-2007 2008-2010 All years 
p-value=0.47529 p-value=0.00000 p-value=0.0000 p-value=0.0000 

Rank   Weighting Rank  Weighting  Rank  Weighting Rank  Weighting 
2.31 wP 1.53 wP  1.75 wA 1.96 wP 
2.39 w1 2.14 wF  2.06 wP 2.45 wA 
2.56 wA 3.06 wA  2.61 w1 2.76 w1 
2.75 wF 3.28 w1  3.58 wF 2.82 wF 

 
Adjusted p-values for Nemenyi’s, Holm’s, Shaffer’s, and Bergmann-Hommel’s 

post-hoc procedures for N×N comparisons for all possible pairs of algorithms are 
shown in Tables 4, 5, and 6 for the 2005-2007, 2008-2010, and all year periods, 
respectively. For comparison, the results of paired Wilcoxon tests are placed in all 
tables. The p-values indicating the statistically significant differences between given 
pairs of algorithms are marked with italics. The significance level considered for the 
null hypothesis rejection was 0.05. Following main observations could be done based 
on the most powerful Shaffer’s, and Bergmann-Hommel’s post-hoc procedures. For 
the period 2005-2007 both weighting methods wP and wF lead to significantly better 
performance than the other methods but there is not any significant difference 
between them. For the period 2008-2010 both weighting methods wA and wP provide 
significantly better performance than the other methods but one, however, there is not 
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any significant difference between them. For all periods together the weighting 
method wP yields significantly better results than any other method, in turn, there are 
not significant differences among wA, wF, and w1 weighting methods. 

Table 4. Adjusted p-values for N×N comparisons of weighting methods over 2005-2007 

Meth. vs Meth. pWilcox pNeme pHolm pShaf pBerg 
wP vs w1 0.000000 5.32E-08 5.32E-08 5.32E-08 5.32E-08 
wP vs wA 0.000284 3.09E-06 2.57E-06 1.54E-06 1.54E-06 
wF vs w1 0.000001 0.001092 7.28E-04 5.46E-04 5.46E-04 
wF vs wA 0.000731 0.015548 0.007774 0.007774 0.002591 
wP vs wF 0.001351 0.267658 0.089219 0.089219 0.089219 
wA vs w1 0.001211 1.000000 0.465209 0.465209 0.465209 

Table 5. Adjusted p-values for N×N comparisons of weighting methods over 2008-2010 

Meth. vs Meth. pWilcox pNeme pHolm pShaf pBerg 
wA vs wF  0.000041 1.01E-08 1.01E-08 1.01E-08 1.01E-08 
wP vs wF  0.000001 3.09E-06 2.57E-06 1.54E-06 1.54E-06 
w1 vs wF  0.000000 0.008388 0.005592 0.004194 0.002796 
wA vs w1 0.000173 0.027938 0.013969 0.013969 0.013969 
wP vs w1 0.000066 0.407335 0.135778 0.135778 0.067889 
wA vs wP 0.000433 1.000000 0.315302 0.315302 0.315302 

Table 6. Adjusted p-values for N×N comparisons of weighting methods for all years 

Meth. vs Meth. pWilcox pNeme pHolm pShaf pBerg 
wP vs wF 0.000000 5.71E-06 5.71E-06 5.71E-06 5.71E-06 
wP vs w1 0.000000 3.50E-05 2.91E-05 1.75E-05 1.75E-05 
wP vs wA 0.887873 0.031300 0.020866 0.015650 0.010433 
w1 vs wF 0.020658 1.000000 0.712178 0.712178 0.712178 
wA vs wF 0.271165 0.210090 0.105045 0.105045 0.105045 
wA vs w1 0.465694 0.491942 0.163981 0.163981 0.105045 

5 Conclusions and Future Work 

In the paper we reported our further study of methods to predict from a data stream of 
real estate sales transactions based on ensembles of genetic fuzzy systems. Our 
ensemble approach consists in incremental expanding an ensemble by models built 
from scratch over successive chunks of a data stream determined by a sliding 
window. The predicted prices of residential premises computed by aged component 
models for current data are updated according to trend functions which model the 
changes of the market. In the paper we proposed three methods for weighting 
component models of ensembles created to predict from a data stream of real estate 
sales transactions. The methods derive weights which are reversely proportional to 
model ageing time, reversely proportional to the expected errors produced by the 
models, and are dependent on fluctuations of real estate market. 

We conducted intensive evaluating experiments using real-world data taken from 
cadastral systems. They consisted in generating ensembles for 108 points of time and 
then comparing the impact of proposed weighting methods on the ensemble accuracy 
using nonparametric tests of statistical significance adequate for multiple 
comparisons. The time points fell in to three periods of time characterized by different 
rates of premises price growth and different stability of real estate market. 



 Weighting Component Models 577 

 

For the time period 1) 2002-2004, by the moderate price growth and relative stability 
of the market, there were no statistically significant differences among the methods. In 
turn, for the time period 2) 2005-2007, when the process were soaring due to the real 
estate bubble, the methods which derived the weights proportional to expected model 
accuracy and reflecting the fluctuations of the market lead to significantly better 
performance than the other methods. And finally, for the time period 3) 2008-2010, 
characterized by the market instability due to the global financial crisis, the method 
determining weights proportional to model ageing time provided the best results. 
However, the comparison over all periods together pointed out as the best solution the 
method which consisted in the estimation of a model accuracy. 

The study opens the area for our further research into the selection of the best 
parameters of weighted ensembles including ensemble pruning as well as the impact 
of the constant c. So far, we have treated an models as black boxes we will make an 
attempt to explore the intrinsic structure of component models, i.e. their knowledge 
and rule bases, as well as their generation efficiency, interpretability, the problems of 
overfitting and outliers. We also intend to conduct experiments employing as base 
learning algorithms other methods capable of learning from concept drifts such as: 
decision trees, recurrent neural networks, support vector regression, etc. Moreover, 
we plan to compare the outcome produced by proposed genetic fuzzy models with 
human based predictions. 
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Abstract. Evolving systems are recently focus of intense research be-
cause for most of the real problems we can observe that the parameters of
the decision tasks should adapt to new conditions. In classification such
a problem is usually called concept drift. The paper deals with the data
stream classification where we assume that the concept drift is sudden
but its rapidity is limited. To deal with this problem we propose a new al-
gorithm called Weighted Aging Ensemble (WAE), which is able to adapt
to changes of classification model parameters. The method is inspired by
well-known algorithm Accuracy Weighted Ensemble (AWE) which allows
to change the line-up of a classifier ensemble, but the proposed method
incudes two important modifications: (i) classifier weights depend on the
individual classifier accuracies and time they have been spending in the
ensemble, (ii) individual classifier are chosen to the ensemble on the basis
on the non-pairwise diversity measure. The proposed method was eval-
uated on the basis of computer experiments which were carried out on
SEA dataset. The obtained results encourage us to continue the work on
the proposed concept.

Keywords: machine learning, classifier ensemble, data stream, concept
drift, incremental learning, forgetting.

1 Introduction

The market-leading companies realize that smart analytic tools which are capa-
ble to analyze collected, fast-growing data could lead to business success. There-
fore they desire to exploit strength of machine learning techniques to extract
hidden, valuable knowledge from the huge databases. One of the most promising
directions of that research is classification task, which is widely used in com-
puter security (e.g. designing intrusion detection/prevention systems IDS/IPS),
medicine, finance (e.g., fraud detection or credit approval), or trade. Designing
such solutions we should take into consideration that in the modern world the
most of the data arrive continuously and it causes that smart analytic tools
should respect this nature and be able to interpret so-called data streams. Un-
fortunately most of the traditional methods of classifier design do not take into
consideration that:
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– the statistical dependencies between the observations of a given objects and
their classifications could change,

– data can come flooding in the analyzer what causes that it is impossible to
label all records.

This work focuses on the first problem called concept drift [17] and it comes
in many forms, depending on the type of change. In general, the following ap-
proaches can be considered to deal with the mentioned above problem

– Rebuilding a classification model if new data becomes available, which is
very expensive and impossible from a practical point of view, especially if
the concept drift occurs rapidly.

– Detecting concept changes in new data and if these changes are sufficiently
”significant”, then rebuilding the classifier.

– Adopting an incremental learning algorithm for the classification model.

We will concentrate on the last proposition. Adapting the learner is a part of an
incremental learning [10]. The model is either updated (e.g., neural networks) or
needs to be partially or completely rebuilt (as CVFDT algorithm [4]). Usually
we assume that the data stream is given in a form of data chunks (windows).
When dealing with the sliding window the main question is how to adjust the
window size. On the one hand, a shorter window allows focusing on the emerging
context, though data may not be representative for a longer lasting context. On
the other hand, a wider window may result in mixing the instances representing
different contexts. Therefore, certain advanced algorithms adjust the window size
dynamically depending on the detected state (e.g., FLORA2 [17]) or algorithms
can use multiple windows [9]. One of the important group of algorithms dedicated
to stream classification exploits strength of ensemble systems, which work pretty
well in static environments [8], because according to ”no free lunch theorem”
[18] there is not a single classifier that is suitable for all the tasks, since each of
them has its own domain of competence. A strategy for generating the classifier
ensemble should guarantee its diversity improvement therefore let us enumerate
the main propositions how to get a desirable committee:

– The individual classifiers could be train on different datasets, because we
hope that classifiers trained on different inputs would be complementary.

– The individual classifiers can use the selected features only.
– Usually it could be easy to decompose the classification problem into simpler

ones solved by the individual classifier. The key problem of such approach
is how to recover the whole set of possible classes.

– The last and intuitive method is to use individual classifiers trained on dif-
ferent models or different versions of models.

It has been shown that a collective decision can increase classification accu-
racy because the knowledge that is distributed among the classifiers may be
more comprehensive [14]. Usually, a diversity may refer to the classifier model,
the feature set, or the instances used in training, but in a case of data stream
classification diversity can also refer to the context, but the problem how the
diversity of the classifier ensemble should be measured still remains.
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Several strategies are possible for a data stream classification:

1. Dynamic combiners, where individual classifiers are trained in advance and
their relevance to the current context is evaluated dynamically while pro-
cessing subsequent data. The level of contribution to the final decision is
directly proportional to the relevance [5]. The drawback of this approach is
that all contexts must be available in advance; emergence of new unknown
contexts may result in a lack of experts.

2. Updating the ensemble members, where each ensemble consists of a set of
online classifiers that are updated incrementally based on the incoming data
[2].

3. Dynamic changing line-up of ensemble e.g., individual classifiers are evalu-
ated dynamically and the worst one is replaced by a new one trained on the
most recent data.

Among the most popular ensemble approaches, the following are worth noting:
the Streaming Ensemble Algorithm (SEA) [15] or the Accuracy Weighted En-
semble (AWE)[16]. Both algorithms keep a fixed-size set of classifiers. Incoming
data are collected in data chunks, which are used to train new classifiers. All
the classifiers are evaluated on the basis of their accuracy and the worst one in
the committee is replaced by a new one if the latter has higher accuracy. The
SEA uses a majority voting strategy, whereas the AWE uses the more advanced
weighted voting strategy. A similar formula for decision making is implemented
in the Dynamic Weighted Majority (DWM) algorithm [7].

In this work we propose the dynamic ensemble model called WAE (Weighted
Aging Ensemble) which can modify line-up of the classifier committee on the ba-
sis of diversity measure. Additionally the decision about object’s label is made
according to weighted voting, where weight of a given classifier depends on its
accuracy and time spending in an ensemble. The detailed description of WAE
is presented in the next section. Then we present preliminary results of com-
puter experiments which were carried out on SEA dataset and seem to confirm
usefulness of proposed algorithm. The last section concludes our research.

2 Algorithm

We assume that the classified data stream is given in a form of data chunks
denotes asDSk, where k is the chunk index. The concept drift could appear in the
incoming data chunks. We do not detect it, but we try to construct self-adapting
classifier ensemble. Therefore on the basis of the each chunk one individual is
trained and we check if it could form valuable ensemble with the previously
trained models. In our algorithm we propose to use the Generalized Diversity
(denoted as GD) proposed by Partridge and Krzanowski [11] to assess all possible
ensembles and to choose the best one. GD returns the maximum values in the case
of failure of one classifier is accompanied by correct classification by the other
one and minimum diversity occurs when failure of one classifier is accompanied
by failure of the other.
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GD(Π) = 1−

L∑
i=1

i(i− 1)pi
L(L− 1)

L∑
i=1

ipi
L

(1)

where L is the cardinality of the classifier pool (number of individual classifiers)
and pi stands for the probability that i randomly chosen classifiers from Π will
fail on randomly chosen example.

Lets Pa(Ψi) denotes frequency of correct classification of classifier Ψi and
itter(Ψi) stands for number of iterations which Ψi has been spent in the en-
semble. We propose to establish the classifier’s weight w(Ψi) according to the
following formulae

w(Ψi) =
Pa(Ψi)√
itter(Ψi)

(2)

This proposition of classifier aging has its root in object weighting algorithms
where an instance weight is usually inversely proportional to the time that
has passed since the instance was read [6] and Accuracy Weighted Ensemble
(AWE)[16], but the proposed method called Weighted Aging Ensemble (WAE)
incudes two important modifications:

1. classifier weights depend on the individual classifier accuracies and time they
have been spending in the ensemble,

2. individual classifier are chosen to the ensemble on the basis on the non-
pairwise diversity measure.

The WAE pseudocode is presented in Alg.1.

3 Experimental Investigations

The aims of the experiment were to assess if the proposed method of weighting
and aging individual classifiers in the ensemble is valuable proposition compared
with the methods which do not include aging or weighting techniques.

3.1 Set-Up

All experiments were carried out on the SEA dataset describes in [15]. Each
object belongs to the on of two classes and is described by 3 numeric attributes
with value between 0 and 10, but only two of them are relevant. Object belongs
to class 1 (TRUE) if arg1 + arg2 < φ and to class 2 (FALSE) if arg1 + arg2 ≥
φ. φ is a threshold between two classes, so different thresholds correspond to
different concepts (models).Thus, all generated dataset is linearly separable, but
we add 5% noise, which means that class label for some samples is changed, with
expected value equal to 0. The number of objects, noise and the set of concepts
are set by user. We simulated drift by instant random model change.
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Algorithm 1. Weighted Aging Ensemble (WAE)

Require: input data stream, data chunk size, classifier training procedure, ensemble
size L

1: i := 1
2: repeat
3: collect new data chunk DSi

4: train classifier Ψi on the basis of DSi

5: add Ψi to the classifier ensemble Π
6: if i > L then
7: Ψk+1 = Ψi

8: Πt = ∅
9: GDt = 0
10: for j = 1 to L+ 1 do
11: if GD(Π\Ψi) (calculated according to (1)) > GDt then
12: Πt = Π\Ψi

13: end if
14: end for
15: Π = Πt

16: end if
17: w := 0
18: for j = 1 to L do
19: calculate w(Ψi) according to (2)
20: w := w + w(Ψi)
21: end for
22: for j = 1 to L do
23: w(Ψi) :=

w(Ψi)
w

24: end for
25: i := i+ 1
26: until end of the input data stream

For each of the experiments we decided to form homogenous ensemble i.e., en-
semble which consists of the classifier using the same model. We repeated exper-
iments for Naive Bayes, decision tree trained by C4.5 [13], and SVM with poly-
nomial kernel trained by the sequential minimal optimization method (SMO)
[12].

During each of the experiment we tried to evaluate dependency between data
chunk sizes (which were fixed on 50, 100, 150, 200) and overall classifier quality
(accuracy and standard deviation) for the following ensembles:

1. w0a0 - an ensemble using majority voting without aging.

2. w1a0 - an ensemble using weighted voting without aging, where weight as-
signed to a given classifier is inversely proportional to its accuracy.

3. w1a1 - an ensemble using weighted voting with aging, where weight assigned
to a given classifier is calculated according to (2).

Method of ensemble pruning was the same for each ensemble and presented in
Alg.1. The only difference was line 19 of the pseudocode what was previously
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described. All experiments were carried out in the Java environment using Weka
classifiers [3].

3.2 Results

The results of experiments are presented in Fig.1-6. Fig. 1-3 show the accuracies
of the tested ensembles for a chosen experiment. Unfortunately, because of the
space limit we are not able to presents all extensive results, but they are available
on demand from corresponding author. Fig.4-6 present overall accuracy and
standard deviation for the tested methods and how they depend on data chunk
size.

3.3 Discussion

On the basis of presented results we can formulate several observations. It does
not surprise us that quality improvements for all tested method according to
increasing data chunk size. Usually the WAE outperformed others, but the dif-
ferences are quite small and only in the case of ensemble built on the basis of
Naive Bayes classifiers the differences are statistical significant (t-test) [1] i.e.,
differences among different chunk sizes. The observation is useful because the
bigger size of data chunk means that effort dedicated to building new models is
smaller because they are being built rarely.

Another interesting observation is that the standard deviation is smaller for
bigger data chunk and usually standard deviation of WAE is smallest among all
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Fig. 1. Classification accuracy of the ensembles consist of Naive Bayes classifiers for
the chunk size = 200. Vertical dotted lines indicate concept drift appearances.



Aging Classifier Ensemble for the Incremental Drifted Data Streams 585

0,81

0,88

0,83

0,57

0,59

0,51

0,58

0,53

0,37

0,39

7 2 8 70 79 74 73 66 61 65 97 92 98 20 29 24 23 16 11 15 47 42 48 80 89 84 83 56 51 55 37 32 38 700 709 704 703 776 771 775 767 762 768 790

w0a0 w7a0 w7a7

Fig. 2. Classification accuracy of the ensembles consist of C4.5 (decision tree) classifiers
for the chunk size = 150. Vertical dotted lines indicate concept drift appearances.
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Fig. 3. Classification accuracy of the ensembles consist of SVM classifiers for the chunk
size = 150. Vertical dotted lines indicate concept drift appearances.
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Fig. 6. Classification accuracy (left) and standard deviation (right) of SVM classifier
for different data chunk sizes
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tested methods. It means that the concept drift appearances have the weakest
impact on the WAE accuracy.

We realize that the scope of the experiments we carried out is limited and
derived remarks are limited to the tested methods and one dataset only. In this
case formulating general conclusions is very risky, but the preliminary results
are quite promising, therefore we would like to continue the work on WAE in
the future.

4 Conclusions

The paper presented the original classifier for data stream classification tasks.
Proposed WAE algorithm uses dynamic classifier ensemble i.e., its line-up is
formed when new data chunk is come and the decision which classifier is chosen
to the ensemble is made on the basis of General Diversity (diversity measure).
The decision about object’s label is made according to weighted voting where
weight assigned to a given classifier depends on its accuracy (proportional) and
how long the classifier participates in the ensemble (inversely proportional). The
experiments conformed that proposed method can adapt to changing concept
returning stable classifier. We would like to emphasize that we presented pre-
liminary study on WAE which is a starting point for the future research. In the
near future we are going to:

– carry out experiments on the wider number of datasets,
– evaluate WAE’s behavior for more sharp sudden concept drift,
– evaluate usefulness of the other diversity measures for WAE’s classifier en-

semble pruning,
– assess more sophisticated combination rules based on support functions of

individual classifiers,
– check if training set of different classifier model on the basis of new data

chunk could have an impact on WAE’s quality, because such an approach
will lead to the more diverse heterogenous classifier ensemble.
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Abstract. A method to predict from a data stream of real estate sales 
transactions based on ensembles of artificial neural networks was proposed. The 
approach consists in incremental expanding an ensemble by models built over 
successive chunks of a data stream. The predicted prices of residential premises 
computed by aged component models for current data are updated according to 
a trend function reflecting the changes of the market. The impact of different 
trend functions on the accuracy of ensemble neural models was investigated in 
the paper. The results indicate it is necessary to make selection of correcting 
functions appropriate to the nature of market changes. 

Keywords: neural networks, data stream, sliding windows, ensembles, 
predictive models, trend functions, property valuation. 

1 Introduction 

Processing data streams demands elaboration of specific methods because they should 
take into account memory limitations, short processing times, and single scans of 
incoming data. Many strategies and techniques for mining data streams have been 
devised. Gaber in his recent overview paper categorizes them into four main groups: 
two-phase techniques, Hoeffding bound-based, symbolic approximation-based, and 
granularity-based ones [7]. Much effort is devoted to the issue of concept drift which 
occurs when data distributions and definitions of target classes change over time [6], 
[21], [29], [30]. Among the instantly growing methods of handling concept drift in 
data streams Tsymbal distinguishes three basic approaches, namely instance selection, 
instance weighting, and ensemble learning [27]. The latter has been systematically 
overviewed in [14], [22]. In adaptive ensembles, component models are generated 
from sequential blocks of training instances. When a new block arrives, models are 
examined and then discarded or modified based on the results of the evaluation. 
Several methods have been proposed for that, e.g. accuracy weighted ensembles [28] 
and accuracy updated ensembles [4]. In [2], [3] Bifet et al. proposed two bagging 
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methods to process concept drift in a data stream: ASHT Bagging using trees of 
different sizes, and ADWIN Bagging employing a change detector to decide when to 
discard underperforming ensemble members. 

This study is the continuation of our recent works on predicting from a data stream 
using the genetic fuzzy system ensembles [23], [24], [25]; we spread our approach 
over artificial neural networks. Our approach was inspired by the observation of a real 
estate market of in one big Polish city in recent years when it experienced a violent 
fluctuations of residential premises prices. Our method consists in the utilization of 
aged models to compose ensembles and correction of the output provided by 
component models by means of trend functions reflecting the changes of prices in the 
market over time. So far we have investigated among others the impact of ensemble 
size and different trend functions on the accuracy of single and ensemble fuzzy 
models. Moreover, we proved the usefulness of ensemble approach incorporating the 
correction of individual component model output. 

The goal of research reported in this paper is to apply a non-incremental artificial 
neural networks (ANNs) to build reliable predictive models from a data stream. In 
this paper we explore multilayer perceptron within the above mentioned framework. 

2 Motivation and ANN Ensemble Approach 

Professional appraisers are forced to use many, very often inconsistent and imprecise 
sources of information, and  their familiarity with a real estate market and the land 
where properties are located is frequently incomplete. Moreover, they have to 
consider various price drivers and complex interrelation among them. The appraisers 
should make on-site inspection to estimate qualitative attributes of a given property as 
well as its neighbourhood. They have also to assess such subjective factors as location 
attractiveness and current trend and vogue. So, their estimations are to a great extent 
subjective and are based on uncertain knowledge, experience, and intuition rather than 
on objective data. So, the appraisers should be supported by automated valuation 
systems which often incorporate data driven models for premises valuation developed 
employing sales comparison method. The data driven models, considered in the 
paper, were generated using real-world data on sales transactions taken from a 
cadastral system and a public registry of real estate transactions.  

So far, we have investigated several methods to construct regression models to 
assist with real estate appraisal based on neural networks. Our earlier works focused 
on exploring single models built by means of neural networks [12], [18], [19] and 
next on ensembles created using various resampling techniques [1], [11], [13], [20]. 
Finally, we constructed property valuation models using such more advanced fusion 
and ensemble techniques as mixture of experts [9], [15], random subspaces, random 
forests and rotation forests [16], [17]. The methods utilized in these investigations 
required that the whole datasets had to be available before the process of training 
models started.  

The outline of the ANN ensemble approach to predict from a data stream is 
depicted in Fig. 1. The data stream is partitioned into data chunks according to the 
periods of a constant length tc. Each time interval determines the shift of a sliding 
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time window which comprises training data to create ANN models. The window is 
shifted step by step of a period ts in the course of time. The length of the sliding 
window tw is equal to the multiple of tc so that tw=jtc, where j=1,2,3,... . The window 
determines the scope of training data to generate from scratch a property valuation 
model, in our case ANNi. It is assumed that the models generated over a given training 
dataset is valid for the next interval which specifies the scope for a test dataset. 
Similarly, the interval tt which delineates a test dataset is equal to the multiple of tc so 
that tt=ktc, where k=1,2,3,.. . The sliding window is shifted step by step of a period ts 
in the course of time, and likewise, the interval ts is equal to the multiple of tc so that 
ts=ltc, where l=1,2,3,… . 

 

Fig. 1. ANN ensemble approach to predict from a data stream 

We consider in Fig. 1 a point of time t0 at which the current model ANN0 was built 
over data that came in between time t0–2tc and t0. The models created earlier, i.e. ANN1, 
ANN2, etc. have aged gradually and in consequence their accuracy has deteriorated. 
However, they are neither discarded nor restructured but utilized to compose an 
ensemble so that the current test dataset is applied to each component ANNi. However, 
in order to compensate ageing, their output produced for the current test dataset is 
updated using trend functions T(t). As the functions to model the trends of price changes 
the polynomials of the degree from one to five were employed, denoted in the rest of the 
paper by T1, T2,..,T5, respectively. The trends were determined over two time periods: 
shorter and longer ones. The shorter periods encompassed the length of a sliding 
window plus model ageing intervals, i.e. tw plus, tai for a given aged model ANNi. In 
turn, the longer periods took into account all data since the beginning of the stream. 
Hence, the shorter periods are denoted by Age and the longer periods are marked by Beg 
in the symbols of methods used in tables presenting the experimental results further on 
in the paper. In order to be concise, in remaining text of the paper we will call the 
former Age Trends and the latter Beg Trends. 

Moreover, we proposed two different methods of updating the prices of premises 
according to the trends of the value changes over time. The first one based on the 
difference between a price and a trend value in a given time point and we called it the 
Delta method. In turn, the second technique utilized the ratio of the price to the trend 
value and it was named the Ratio method of price correction [22]. In the present paper 
we utilize only the former method. 
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Fig. 2. Correcting the output of aged models using Delta method 

The idea of correcting the results produced by aged models using the Delta method 
is depicted in Fig. 2. For the time point tgi=t0–tai , when a given aged model ANNi was 
generated, the value of a trend function T(tgi), i.e. average price per square metre, is 
computed. The price of a given premises, i.e. an instance of a current test dataset, 
characterised by a feature vector x, is predicted by the model ANNi. Next, the total 
price is divided by the premises usable area to obtain its price per square metre Pi(x). 
Then, the deviation of the price from the trend value ΔPi(x)=Pi(x)–T(tgi) is calculated. 
The corrected price per square metre of the premises Ṗi(x) is worked out by adding 
this deviation to the trend value in the time point t0 using the formula Ṗi(x) 
=ΔPi(x)+T(t0), where T(t0) is the value of a trend function in t0. Finally, the corrected 
price per square metre Ṗi(x) is converted into the corrected total price of the premises 
by multiplying it by the premises usable area.  

3 Experimental Setup 

The investigation was conducted with our experimental system implemented in 
Matlab environment. The system was designed to carry out research into machine 
learning algorithms using various resampling methods and constructing and 
evaluating ensemble models for regression problems. We have recently extended our 
system to include the functions of building ensembles over a data stream and 
weighting their component models. The trends are modelled using the Matlab 
function polyfit(x,y,n), which finds the coefficients of a polynomial p(x) of degree n 
that fits the y data by minimizing the sum of the squares of the deviations of the data 
from the model (least-squares fit). 

Real-world dataset used in experiments was drawn from an unrefined dataset 
containing above 100 000 records referring to residential premises transactions 
accomplished in one Polish big city with the population of 640 000 within 14 years 
from 1998 to 2011. In this period the majority of transactions were made with non-
market prices when the council was selling flats to their current tenants on preferential 
terms. First of all, transactional records referring to residential premises sold at 
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market prices were selected. Then, the dataset was confined to sales transaction data 
of residential premises (apartments) where the land was leased on terms of perpetual 
usufruct. The other transactions of premises with the ownership of the land were 
omitted due to the conviction of professional appraisers stating that the land 
ownership and lease affect substantially the prices of apartments and therefore they 
should be used separately for sales comparison valuation methods. The final dataset 
counted 9795 samples. Due to the fact we possessed the exact date of each transaction 
we were able to order all instances in the dataset by time, so that it can be regarded as 
a data stream. Four following attributes were pointed out as main price drivers by 
professional appraisers: usable area of a flat (Area), age of a building construction 
(Age), number of storeys in the building (Storeys), the distance of the building from 
the city centre (Centre), in turn, price of premises (Price) was the output variable. In 
order to characterize quantitatively the data stream the sizes of one-year datasets are 
given in Table 1. 

Table 1. Number of instances in one-year datasets 

1998 1999 2000 2001 2002 2003 2004 
446 646 554 626 573 790 774 

2005 2006 2007 2008 2009 2010 2011 
740 776 442 734 821 1296 577 

 
The property valuation models were built from scratch by artificial neural networks 

over chunks of data stream determined by a sliding window which was 12 months 
long. The multilayer perceptron Matlab function mlp was used with four inputs, a 
three neuron hidden layer and one output. The number of epochs to learn each mlp 
network was equal to 100. As the performance measure the root mean square error 
(RMSE) was used. 

 

 

Fig. 3. Change trend of average transactional prices per square metre over time 

The results of evaluating experiments were considered within three periods of time, 
namely 1) 2002-2004, 2) 2005-2007, and 3) 2008-2010 marked with grey shades in 
Fig. 3. In the first period a modest rise of real estate prices just before Poland entered 
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the European Union (EU) could be observed, in the second one the prices of 
residential premises were increasing rapidly during the worldwide real estate bubble. 
The third one corresponds to a modest growth of prices after the bubble burst and 
during the global financial crisis. This period was characterized by unstable real estate 
market and great fluctuations of prices due to nervous behaviour of both buyers and 
sellers. The trend of premises price changes over 14 years from 1998 to 2011, shown 
in Fig. 3, can be modelled by the polynomial function of degree four. 

Based on the results of our previous study, we were able to determine following 
parameters of our experiments including two phases: generating single ANN models 
and building ANN ensembles. 

 
Generating single ANN models 
• Set the length of the sliding window to 12 months, tw = 12. 
• Set the starting point of the sliding window, i.e. its right edge, to 2000-01-01 

and the terminating point to 2010-12-01. 
• Set the shift of the sliding window to 1 month, ts = 1. 
• Move the window from starting point to terminating point with the step ts = 1. 
• At each stage generate a ANN from scratch over a training set delineated by 

the window. In total 108 ANNs were built. 
 
Building ANN ensembles 
• Select periods characterizing different fluctuation of real estate market, i.e. 

2002-2004, 2005-2007, and 2008-2010. 
• For each three-year period built 36 ensembles composed of 24 ageing ANNs 

each. An ensemble is created in the way described in Section 2 with the shift 
equal to one month, ts =1. 

• Take test sets actual for each t0 over a period of 3 months, tt =3. 
• Compute the output of individual ANNs and update it using trend functions of 

degree from one to five determined for Age Trends and Beg Trends. 
• As the aggregation function of ensembles use the arithmetic mean. 
• Conduct statistical analysis of the results obtained. 

 
The analysis of the results was performed using statistical methodology including 

nonparametric tests followed by post-hoc procedures designed especially for multiple 
N×N comparisons [5], [8], [10], [26]. The idea behind statistical methods applied to 
analyse the results of experiments was as follows. The commonly used paired tests 
i.e. parametric t-test and its nonparametric alternative Wilcoxon signed rank tests are 
not appropriate for multiple comparisons due to the so called family-wise error. The 
proposed routine starts with the nonparametric Friedman test, which detect the 
presence of differences among all algorithms compared. After the null-hypotheses 
have been rejected the post-hoc procedures should be applied in order to point out the 
particular pairs of algorithms which produce differences. For N×N comparisons 
nonparametric Nemenyi’s, Holm’s, Shaffer’s, and Bergamnn-Hommel’s procedures 
are recommended. 
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4 Statistical Analysis of Results 

The goal of the statistical analysis was to compare the accuracy of the ensembles 
composed of ANN models which output was updated using trend functions T1, T2, T3, 
T4, and T5 for Age Trends and Beg Trends. Additionally, the results not updated with 
any trend function were utilized for comparison, they were denoted by noT. 
Nonparametric tests of statistical significance were conducted within three periods 
2002-2004, 2005-2007, and 2008-2010. Within each of these periods 36 values of 
RMSE, determined for each trend function, constituted the points of observation. 
Finally, similar analysis was done for all years together. 

The Friedman test performed in respect of RMSE values of the ensembles showed 
that there were significant differences among ensembles within each time period 
considered. Average ranks of individual models for Age Trends and Beg Trends are 
shown in Tables 2 and 3, respectively, where the lower rank value the better model. 
For Age Trends in can be noticed in Table 2 that noT was in the last place within all 
periods but one. In turn, the differences in positions taken by other ensembles were 
rather slight. This observation was confirmed by the analysis of the number of null-
hypotheses rejected by the post-hoc procedures (see Table 4). For three periods of 
time the number was equal to five and meant that statistically significant differences 
occurred only between noT and other ensembles. Therefore, the results provided by 
the post-hoc procedures for Age Trends are not presented here in detail. 

Table 2. Average rank positions of Age Trends produced by Friedman tests 

2002-2004 2005-2007 2008-2010 All years 
Rank       Trend Rank       Trend  Rank       Trend Rank      Trend 
2.61 AgeT5 2.56 AgeT2  2.61 AgeT1 2.93 AgeT2 
3.00 AgeT4 2.78 AgeT3  3.08 AgeT2 2.98 AgeT5 
3.08 AgeT3 2.92 AgeT4  3.08 AgeT4 3.00 AgeT4 
3.14 AgeT2 3.19 AgeT5  3.14 AgeT5 3.15 AgeT3 
4.47 noT 3.56 AgeT1  3.58 AgeT3 3.62 AgeT1 
4.69 AgeT1 6.00 noT  5.50 noT 5.32 noT 

Table 3. Average rank positions of Beg Trends produced by Friedman tests 

2002-2004 2005-2007 2008-2010 All years 
Rank       Trend Rank       Trend  Rank       Trend Rank      Trend 
2.11 BegT5 1.86 BegT4  1.94 BegT3 2.65 BegT4 
2.44 BegT4 1.97 BegT5  2.00 BegT2 2.78 BegT5 
3.00 BegT1 2.17 BegT3  3.64 BegT4 2.81 BegT3 
4.06 noT 4.03 BegT2  3.78 BegT1 3.70 BegT2 
4.31 BegT3 4.97 BegT1  4.25 BegT5 3.92 BegT1 
5.08 BegT2 6.00 noT  5.39 noT 5.15 noT 

Table 4. Number of hypotheses rejected by post-hoc procedures out of 15 possible ones 

Trends 2002-2004 2005-2007 2008-2010 All years 
Age Trends 8 5 5 5 
Beg Trends 8 10 11 11 
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For Beg Trends it can be observed in Table 3 that AgeT4 and AgeT5 were in the 
first two places in all periods but 2008-2010. In turn, noT took the last positions in all 
periods but 2002-2004. It is shown in Table 4 that the most powerful Shaffer’s, and 
Bergmann-Hommel’s post-hoc procedures rejected from 8 to 11 null-hypotheses out 
of 15 possible pairs of ensembles. 

Adjusted p-values for Nemenyi’s, Holm’s, Shaffer’s, and Bergmann-Hommel’s 
post-hoc procedures for N×N comparisons for all possible 15 pairs of ensembles for 
Beg Trends are shown in Tables 5, 6, 7, and 8 for the 2002-2004, 2005-2007, 2008-
2010, and All year periods, respectively. For comparison, the results of paired 
Wilcoxon tests are placed in all tables. The p-values indicating the statistically 
significant differences between given pairs of ensembles are marked with italics. The 
significance level considered for the null hypothesis rejection was 0.05. Following 
main observations could be done based on the most powerful Shaffer’s, and 
Bergmann-Hommel’s post-hoc procedures.  

For the period 2002-2004 BegT4 and BegT5 ensembles revealed significantly 
better performance than BegT2, BegT3, and noT models. There were no significant 
differences among the BegT1, BegT4, and BegT5 ensembles as well as among BegT2, 
BegT3, and noT models.  

For the period 2005-2007 BegT3, BegT4 and BegT5 ensembles produced 
significantly better results than BegT1, BegT2, and noT models. No significant 
differences among BegT3, BegT4, and BegT5 were shown. 

For the period 2008-2010 BegT2 and BegT3 ensembles provided significantly 
better performance than other models. No significant differences were shown between 
BegT2 and BegT3 as well as among BegT1, BegT4 and BegT5 ensembles. In turn, noT 
yielded significantly worse results than any other model. 

For All years together the BegT3, BegT4 and BegT5 ensembles revealed 
significantly better performance than other models. No significant differences were 
discovered among BegT3, BegT4 and BegT5 as well as between BegT1 and BegT2 
ensembles. In turn, noT led to significantly worse performance than the other 
ensembles. 

For all considered periods of time the paired Wilcoxon test allowed for rejection of 
a greater number of null hypotheses than post-hoc procedures did. 

Table 5. Adjusted p-values for N×N comparisons of Beg Trends methods over 2002-2004 

Meth. vs Meth. pWilcox pNeme pHolm pShaf pBerg 
BegT2 vs BegT5 0.000002 2.37E-10 2.37E-10 2.37E-10 2.37E-10 
BegT2 vs BegT4 0.000002 3.26E-08 3.04E-08 2.17E-08 2.17E-08 
BegT3 vs BegT5 0.000000 9.71E-06 8.42E-06 6.47E-06 6.47E-06 
BegT1 vs BegT2 0.000001 3.46E-05 2.77E-05 2.31E-05 1.61E-05 
noT vs BegT5 0.000173 1.55E-04 1.14E-04 1.04E-04 7.25E-05 
BegT3 vs BegT4 0.000000 3.65E-04 2.44E-04 2.44E-04 1.46E-04 
noT vs BegT4 0.000185 0.003878 0.002327 0.001810 0.001034 
BegT1 vs BegT3 0.875162 0.046038 0.024554 0.021484 0.012277 
noT vs BegT1 0.000009 0.250140 0.116732 0.116732 0.050028 
noT vs BegT2 0.000111 0.296474 0.118589 0.118589 0.118589 
BegT1 vs BegT5 0.001084 0.657297 0.219099 0.175279 0.175279 
BegT2 vs BegT3 0.000341 1.000000 0.311040 0.311040 0.175279 
BegT1 vs BegT4 0.001146 1.000000 0.623136 0.623136 0.415424 
BegT4 vs BegT5 0.031371 1.000000 0.899384 0.899384 0.899384 
noT vs BegT3 0.109051 1.000000 0.899384 0.899384 0.899384 
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Table 6. Adjusted p-values for N×N comparisons of Beg Trends methods over 2005-2007 

Meth. vs Meth. pWilcox pNeme pHolm pShaf pBerg 
noT vs BegT4 0.000000 9.34E-20 9.34E-20 9.34E-20 9.34E-20 
noT vs BegT5 0.000000 9.89E-19 9.23E-19 6.59E-19 6.59E-19 
noT vs BegT3 0.000000 5.29E-17 4.58E-17 3.52E-17 2.47E-17 
BegT1 vs BegT4 0.000000 2.58E-11 2.07E-11 1.72E-11 1.72E-11 
BegT1 vs BegT5 0.000000 1.53E-10 1.12E-10 1.02E-10 6.13E-11 
BegT1 vs BegT3 0.000000 2.98E-09 1.99E-09 1.99E-09 7.94E-10 
BegT2 vs BegT4 0.000000 1.34E-05 8.05E-06 6.26E-06 6.26E-06 
BegT2 vs BegT5 0.000000 4.71E-05 2.51E-05 2.20E-05 1.26E-05 
noT vs BegT2 0.000000 1.16E-04 5.41E-05 5.41E-05 4.64E-05 
BegT2 vs BegT3 0.000000 3.65E-04 1.46E-04 1.46E-04 7.31E-05 
noT vs BegT1 0.000000 0.296474 0.098825 0.079060 0.079060 
BegT1 vs BegT2 0.000000 0.483145 0.128839 0.128839 0.128839 
BegT3 vs BegT4 0.171683 1.000000 1.000000 1.000000 1.000000 
BegT3 vs BegT5 0.186940 1.000000 1.000000 1.000000 1.000000 
BegT4 vs BegT5 0.648673 1.000000 1.000000 1.000000 1.000000 

Table 7. Adjusted p-values for N×N comparisons of Beg Trends methods over 2008-2010 

Meth. vs Meth. pWilcox pNeme pHolm pShaf pBerg 
noT vs BegT3 0.000000 8.49E-14 8.49E-14 8.49E-14 8.49E-14 
noT vs BegT2 0.000000 2.29E-13 2.14E-13 1.53E-13 1.53E-13 
BegT3 vs BegT5 0.000011 2.56E-06 2.22E-06 1.71E-06 1.71E-06 
BegT2 vs BegT5 0.000731 5.03E-06 4.02E-06 3.35E-06 2.01E-06 
BegT1 vs BegT3 0.000000 4.82E-04 3.54E-04 3.22E-04 2.25E-04 
BegT1 vs BegT2 0.000000 8.31E-04 5.54E-04 5.54E-04 2.25E-04 
noT vs BegT4 0.000080 0.001084 6.51E-04 5.54E-04 5.06E-04 
BegT3 vs BegT4 0.000016 0.001826 9.74E-04 8.52E-04 7.30E-04 
BegT2 vs BegT4 0.001146 0.003028 0.001413 0.001413 8.08E-04 
noT vs BegT1 0.000000 0.003878 0.001551 0.001551 0.001034 
noT vs BegT5 0.000408 0.147021 0.049007 0.039206 0.029404 
BegT4 vs BegT5 0.001351 1.000000 0.663147 0.663147 0.663147 
BegT1 vs BegT5 0.509354 1.000000 0.852644 0.852644 0.663147 
BegT1 vs BegT4 0.648673 1.000000 1.000000 1.000000 1.000000 
BegT2 vs BegT3 0.813698 1.000000 1.000000 1.000000 1.000000 

Table 8. Adjusted p-values for N×N comparisons of Beg Trends methods over All years 

Meth. vs Meth. pWilcox pNeme pHolm pShaf pBerg 
noT vs BegT4 0.000000 1.39E-21 1.39E-21 1.39E-21 1.39E-21 
noT vs BegT5 0.000000 1.91E-19 1.78E-19 1.27E-19 1.27E-19 
noT vs BegT3 0.000000 5.29E-19 4.59E-19 3.53E-19 2.47E-19 
noT vs BegT2 0.000000 2.10E-07 1.68E-07 1.40E-07 9.78E-08 
BegT1 vs BegT4 0.000000 9.41E-06 6.90E-06 6.27E-06 6.27E-06 
noT vs BegT1 0.000000 1.98E-05 1.32E-05 1.32E-05 9.22E-06 
BegT1 vs BegT5 0.000002 1.15E-04 6.93E-05 5.39E-05 4.62E-05 
BegT1 vs BegT3 0.000000 1.91E-04 1.02E-04 8.92E-05 5.10E-05 
BegT2 vs BegT4 0.000064 5.07E-04 2.37E-04 2.37E-04 2.03E-04 
BegT2 vs BegT5 0.000137 0.004138 0.001655 0.001655 0.000828 
BegT2 vs BegT3 0.000000 0.006284 0.002095 0.001676 0.000838 
BegT1 vs BegT2 0.000006 1.000000 1.000000 1.000000 1.000000 
BegT4 vs BegT5 0.034175 1.000000 1.000000 1.000000 1.000000 
BegT3 vs BegT4 0.766223 1.000000 1.000000 1.000000 1.000000 
BegT3 vs BegT5 0.892718 1.000000 1.000000 1.000000 1.000000 
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5 Conclusions and Future Work 

In the paper we reported our study of the method to predict from a data stream of real 
estate sales transactions based on ensembles of artificial neural networks, namely 
multilayer perceptrons. Our ensemble approach consists in incremental expanding an 
ensemble by models built from scratch over successive chunks of a data stream 
determined by a sliding window. The predicted prices of residential premises 
computed by aged component models for current data are updated according to trend 
functions which model the changes of the market. The impact of different trend 
functions on the accuracy of ensemble neural models was investigated in the paper. 

We conducted first series of evaluating experiments using real-world data taken 
from cadastral systems. They consisted in generating ensembles for 108 points of time 
and then comparing their predictive accuracy using nonparametric tests of statistical 
significance adequate for multiple comparisons. As the functions to model the trends 
of price changes the polynomials of degree from one to five were employed. The 
trends were determined over two time periods: shorter and longer ones. The shorter 
periods encompassed the length of a sliding window plus model ageing time whereas 
the longer ones took into account all data since the beginning of the stream. The 
method of correcting the output of component models was based on the difference 
between a predicted price and a trend value in a given time point. 

We analysed the ensemble performance within three periods of time characterized 
by different rates of premises price growth and different stability of real estate market. 
The results we obtained are not consistent which indicates it is necessary to make 
selection of correcting functions appropriate to the nature of market changes.  

For the time period 1) 2002-2004, by the moderate price growth and relative 
stability of the market, BegT4 and BegT5 led to significantly better performance than 
the other models. In turn, for the time period 2) 2005-2007, when the process were 
soaring due to the real estate bubble, BegT3 and again BegT4 and BegT5 revealed the 
best performance. And finally, for the time period 3) 2008-2010, characterized by the 
market instability due to the global financial crisis, BegT2 and BegT3 provided the 
best results. For All years together the ensembles composed of aged models which 
output was corrected with polynomial functions of higher degrees, i.e. BegT3, BegT4 
and BegT5 yielded the best accuracy. 

The other conclusions are as follows. The trends determined over shorter time 
periods led to the rejection of the smaller number of null-hypotheses than the trends 
over longer periods did. The paired Wilcoxon test can lead to over-optimistic 
decisions compared to post-hoc nonparametric procedures adequate for multiple 
comparisons, because it allowed for the rejection of a greater number of null 
hypotheses. 

The study opens the area for our further research into the selection of the best 
parameters of the proposed method including the number of aged models 
encompassed by an ensemble as well as the selection of the degree of a trend function 
adequate for the dynamics of a given time period. We also intend to conduct 
experiments employing as base learning algorithms other methods capable of learning 
from concept drifts such as: decision trees, recurrent neural networks, support vector 
regression, etc. Moreover, we plan to compare the outcome produced by proposed 
ensembles with human based predictions. 
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Abstract. This article introduces a novel keyword query paradigm for
end users in order to retrieve precise answers from semantic data sources.
Contrary to existing approaches, connectors corresponding to linking
words or verbal structures from natural languages are used inside queries
to specify the meaning of each keyword, thus leading to a complete and
explicit definition of the intent of the search. An example of such a query
is name of person at the head of company and author of article about
“business intelligence”. In order to help users formulate such connected
keywords queries and to translate them into SPARQL, an interactive
mechanism based on autocompletion has been developed, which is pre-
sented in this article.

1 Introduction

Social networks have boosted the need for efficient and intuitive query interfaces
to access large scale knowledge graphs whose semantics is defined by means
of ontologies. The buzz around the launches of Google Knowledge Graph1 and
Facebook Graph Search2 clearly illustrates how crucial that issue is. Before get-
ting a great deal of media attention, this issue has been largely addressed by
the scientific community where interesting approaches have been developed to
propose keyword-based access to structured data stored in XML documents [5],
relational databases [16] or ontologies [19]. Classical queries based on simple un-
ordered lists of keywords may be highly ambiguous and their interpretation wrt.
a data structure may lead to several concurrent analyses, and consequently to
erroneous answers. To let users clearly express the meaning of their search, some
works have been dedicated to the enrichment of the expressivity of query inter-
faces especially using natural language processing techniques [6]. In the spirit
of the approaches proposed in [14,12], the approach presented in this article is
half-way between Natural Language (NL) queries and classical keyword queries.

1 http://www.google.com/insidesearch/features/search/knowledge.html
2 https://www.facebook.com/about/graphsearch

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 601–612, 2013.
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In between NL queries that are difficult to analyze due to the high diversity of
linguistic structures and classic keyword queries that are difficult to interpret due
to the lack of information about the meaning of each keyword, a pseudo-formal
model of keyword queries is introduced that relies on grammatical connectives
that clearly express how keywords have to be linked. These connectives corre-
spond to linking words (conjunctions, prepositions) or verbal structures that are
used to express the meaning of the keyword they precede.

The use of connectives to link keywords together facilitates the translation of
the keyword query into a formal language as SPARQL. An example of such a
connected keyword query is: name of person at the head of company and au-
thor of article about “business intelligence” where one clearly remarks that the
connectives in bold disambiguate the keywords they link. Keywords and connec-
tives being attached to elements of the searchable ontology, an autocompletion
mechanism is proposed to help users navigate in the ontology and interactively
define connected keyword queries. Developed in a context of data mediation
guided by a domain ontology, this approach is particularly relevant for native
apps to access distributed heterogeneous data sources over the Web. Contribu-
tions of this work are twofold: i) the formalization of connected keyword queries
addressed to a domain ontology and ii) the proposition of an efficient and suit-
able autocompletion system to help users make the most of this novel keyword
query system and to support the translation of keyword queries into SPARQL
queries. The rest of the article is organized as follows. Section 2 introduces the
context of this work, whereas Section 3 gives a formalization of connected key-
word queries wrt. to an ontology. Section 4 points out the crucial role of the
autocompletion strategy that acts as the unique interface to the searchable data
sources. Before concluding and drawing some perspectives for future works in
Section 6, Section 5 compares the proposed approach with existing ones.

2 Context and Data Modeling

2.1 Applicative Context

The keyword query approach presented in this article has been developed on top
of an integration system called AGGREGO server developed by the company
SEMSOFT3. As shown in Figure 1, AGGREGO server relies on a mediation layer
associated with a domain ontology corresponding to the searchable ontology and
adaptors to make the integration of distributed and heterogeneous data sources
easier [17]. SPARQL queries submitted to this mediation layer are rewritten in
terms of views [13] describing the schemas of the searchable data sources.

This context of data mediation introduces interesting particularities but also
strong constraints that have influenced the development of the keyword query
approach presented in this paper. First, one takes advantage of the fact that
AGGREGO server uses a mediation layer and a reference domain ontology to
give access to distributed and semantically heterogeneous data sources. Thus,

3 http://semsoft-corp.com

http://semsoft-corp.com


An Autocompletion Mechanism 603

Connected keyword queries

Views
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MEDIATOR
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RDB XML
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serviceFiles
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software

RDFS

CoCo

AA

Search

SPARQL

Fig. 1. Architecture of AGGREGO toolbox

queries addressed to this mediation system are defined according to the reference
ontology. Then, contrary to existing keyword query approaches that rely on an
index of the complete searchable vocabulary, data is not directly accessible in
such a mediation architecture. This is why an adapted autocompletion strategy
has been defined as explained in Section 4. The query strategy is thus particularly
suitable to design a lightweight native app for tablet computers as only the
domain ontology has to be stored on the device as well as the code of the query
interface.

Figure 2 shows how the proposed keyword query strategy may be used to
extract exact answers from very large distributed data sources like Twitter,
Linkedin, BFM, Coface Services, Infolegale, etc.

name of company managed by person has last name ``Jacquin de Margerie'' and has first name ``Christophe'' Search

1. CCM
2. CDM PATRIMONIAL
3. CENTRE CAPITAL DEVELOPPEMENT
4. CHOIX SOLIDAIRE
5. TOTAL E&P INDONESIE

Fig. 2. AGGREGO SEARCH on top of AGGREGO SERVER

2.2 Data Structure

The searchable distributed data sources are defined by means of a central RDFS
ontology. SPARQL queries submitted to the aforementioned mediation system
exploit this central ontology and a view-based rewriting strategy is then used
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to extract answers from the distributed data sources. The searchable ontology
is composed of classes (rdf:class) that are used to divide resources, properties
(rdfs:property) that link a subject resource to an object resource, and instances
(rdf:type) of classes like textual or numerical values. Figure 3 gives an example
of an ontology about business organizations, employees and news articles.

org:FormalOrganization
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rdfs:range

rdfs:domain

org:Site

org:siteAddress

rdfs:domain

org:Address

rdfs:range
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rdfs:range

rdfs:range

rdfs:range
rdfs:domain
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rdfs:domain rdfs:range
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rdfs:range
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rdfs:domain

rdfs:range

ns:ClassName

ns:propertyName rdfs:property

rdfs:class
legend

Fig. 3. Extract of an ontology

2.3 Searchable Vocabulary

According to this ontology, one may be interested in retrieving e.g. the name of
persons that are at the head of a company and that are authors of articles about
a particular subject like business intelligence. To be able to precisely answer
such queries, a link has to be defined between words or grammatical structures
used in the query and elements of the ontology. For each searchable element of
the ontology (Sec. 2.2), this link is materialized by an rdfs:label property to at
least one instance of rdfs:Literal that gives a human readable description of the
concerned resource.

The searchable vocabulary that may be used inside so-called connected key-
word queries are thus composed of labels associated with classes, properties and
instances of the ontology. An rdf:Property is defined by its name, its domain and
range, and expresses a link between a subject resource taken from its domain
and an object resource taken from its range. Three rdfs:label properties are at-
tached to each searchable property to obtain a complete human description: one
attached to the property itself to describe its meaning, and two others attached
respectively to its domain and range.
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Thus, textual literals linked by rdfs:label properties to searchable elements
of the ontology form the query vocabulary that can be used inside connected
keyword queries. These labels are a priori defined by an expert so as to be
concatenated in order to form an explicit human readable description, as close
as possible to natural language, of a path in the ontology. Thus, the searchable
vocabulary that can be used inside connected keyword queries is composed of:

– labels of classes hereafter called CLASSNAME,

– labels of properties hereafter called PROPNAME,

– labels of property ranges hereafter called RANCON,

– labels of property domains hereafter called DOMCON,

– rdfs:Literal instances hereafter called VALUES,

– and additional logical connectives like and and some tool words like of that
make the query more natural and explicit (see Section 3.1).

To illustrate this use of labels in connected keyword queries, let us consider the
query introduced at the beginning of this section whose aim is to retrieve the
name of persons that are at the head of a company and that are authors of
articles about business intelligence. Figure 4 illustrates how labels have been
associated with the elements of the ontology introduced in Figure 3. For the
sake of clarity, only rdfs:label properties concerned by the query are informally
specified in rectangles. Using these labels, the connected keyword query version
of the example query is: name of person at the head of company and author of
article about “business intelligence”.

org:FormalOrganization

foaf:Person

org:memberOf

rdfs:domain
org:headerOf

rdfs:range

rdfs:subPropertyOf

foaf:lastName

rdfs:domain
sch:author

rdfs:domain

sch:NewsArticle

rdfs:range

sch:headline

rdfs:domain

rdfs:range

rdfs:label 
``at the head of''

rdfs:label 
``company''

rdfs:label 
``person''

rdfs:label
``article''

rdfs:label
``author of''

rdfs:label
``about''

rdfs:label
``name''

rdfs:Literal
``business 

intelligence"

Fig. 4. Graph view of the query name of person at the head of company and author of
article about “business intelligence”
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3 Structured Keyword Queries and SPARQL Translation

3.1 Query Structure

The final goal of the presented approach is to translate a user-defined keyword
query into a SPARQL query. A SPARQL query is composed of a projection part
introduced by the keyword SELECT and a selection part introduced by the key-
word WHERE. The projection clause is used to declare the variables on which
matching patterns defined in the selection clause are applied when querying the
graph. For example, the keyword query illustrated in Figure 4 is translated into
SPARQL as follows:

SELECT DISTINCT ?name

WHERE {
?name rdf:type foaf:lastName.

?person rdf:type foaf:Person. ?person foaf:name ?name.

?person org:headerOf ?comp. ?person sch:author ?art.

?art rdf:type sch:NewsArticle. ?art sch:headline ?head.

FILTER regex(?head, “business intelligence”) }

In our model, it is assumed that keyword queries are also composed of a first
projection part where the expected information is specified, and a second op-
tional selection part where filtering criteria are defined. A context free grammar
has been defined to determine the patterns that may compose a valid connected
keyword query. This grammar G = (terminals, nonTerminals, startSymbol,
rules) is defined as follows:

– terminals uses the searchable vocabulary as the set of terminal symbols,
– nonTerminals is composed of the symbols {query, select, where,

selectElmt, whereElmt},
– the startSymbol is query,
– the production rules are given hereinbelow in a Backus Naur Form.

query :: = select where | select
select ::= selectElmt ‘and’ select | selectElmt select | selectElmt

where ::= whereElmt ‘and’ where | whereElmt where | whereElmt

selectElmt ::= propNameList ‘of’ CLASSNAME | CLASSNAME

propNameList ::= PROPNAME ‘and’ propNameList | PROPNAME

whereElmt ::= RANCON CLASSNAME | DOMCON CLASSNAME

| DOMCON VALUE | DOMCON RANCON VALUE

According to this grammar, the structure of the query introduced in Figure 4
may be represented by the derivation tree illustrated in Figure 5.

Notice that some labels of properties attached to a domain or a range involving
a datatype (string, integer, real, etc.) are tagged to indicate that they have to be
interpreted as a SPARQL filter. Such filters may also be explicitly used inside
a selection statement of the type DOMCON RANCON VALUE as in: has title
contains “SPARQL”, where has title may be a label attached to the domain of
property sch:title and contains is attached to its range.

The current grammar covers a limited number of query patterns only. As
explained in Section 4, this is not a problem in practice as this grammar is used
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``name"
PROPNAME
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propNameList

selectElmt
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whereElmt
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query

Fig. 5. Derivation tree of the query from Fig. 4

to guide an autocompletion system only and not to syntactically validate the
structure of freely-typed user queries.

4 Autocompletion System

As illustrated in Figure 7, the query interface of the approach presented in this
article is composed of a single field. Currently, this field is not completely freely
editable by the user, but may only be used with an autocompletion mechanism
that plays a crucial role as it: i) helps users define connected keyword queries
whose structure is covered by the grammar, and ii) builds its SPARQL transla-
tion on-the-fly.

4.1 Autocompletion of Structured Queries

Compared with classical autocompletion systems embedded in search engines,
suggested completions are relevant regarding not only the first letters typed
by the user but also regarding the structure of the query whose construction
is in progress. Suggestions made by the autocompletion system are guided by
the grammar detailed in Section 3.1 that is internally represented as a directed
labelled graph (cf. Figure 6).

query

PROPNAME

`and'

CLASSNAME

`of'

DOMCON

CLASSNAME

VALUE

`and'

RANCON

`and'

whereselect

RANCON

Fig. 6. Graph representation of the grammar
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Algorithm 1 shows that the autocompletion system simply performs a kind
of breadth-first-traversal of the graph representation of the grammar until the
final node is reached, which corresponds to the submission of the query by the
user. Starting with the initial node query, the autocompletion system suggests
all the vocabulary elements corresponding to the category of the nodes directly
connected to the current node. In Algorithm 1, the list of categories of vocabulary
elements that may be appended to the query after the current node, say N ,
is given by the function nextCat(N). Then, for each possible next category
of vocabulary element, say cat, the function getV ocab(cat, actClass) returns
the vocabulary elements to suggest, where the role of the second parameter is
explained just below.

curNod ← query;
actClass = [];
while curNod �= finalNode do

completions ← [];
C ← nextCat(curNod);
foreach C as c do

completions ← completions
⋃

getVocab(c, actClass);
end
display(completions);
curNod ← read userSelectedNode;
if curNod.category = CLASSNAME and curNod.resource /∈ activatedClass
then

actClass ← actClass
⋃

(curNod.resource, newVariable());
end

end
Algorithm 1. Autocompletion process

One considers SPARQL queries with joins between selection statements only,
i.e. pairwise sharing of a common variable, and not queries involving cartesian
products [2] since such queries would not make sense in the context considered.
Thus, a valid SPARQL query corresponds to a connected subgraph of the on-
tology. To help users define connected subgraphs, the system suggests selection
statements about classes already activated in the projection clause or in a previ-
ous selection statement. This property significantly reduces the list of suggested
autocompletions as only labels attached to the domain or range of properties
linked to already activated classes are proposed. This is why in Algorithm 1
an array named actClass is updated during the graph traversal to store the list
of activated classes and their associated SPARQL variables (generated with a
function named newVariable()). For example, if one considers headline of article
written by person as the current state of the query, then only labels of domains
of properties linked to the activated classes sch:NewsArticle and foaf:Person are
suggested as illustrated in Figure 7.
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As explained in Section 2, this keyword query approach is implemented in a
particular context of mediated-access to distributed data sources. As it is impos-
sible to index all the data (i.e. values) of the different sources, the autocompletion
system only suggests vocabulary elements of a reference domain ontology. Thus,
if a selection statement involving a value is being proposed, the user is invited
to type this value as a quoted string. In the example illustrated in Figure 4,
the label about associated with the domain of the property sch:headline, which
is itself linked to the class sch:article, introduces a value. This is why a quoted
string is opened directly after the selection by the user of the keyword about
to let him/her type a description of the headline he/she is interested in, e.g.
“business intelligence”.

To be able to determine which activated class a selection statement is related
to, two solutions may be envisaged. The first one is to impose non ambiguous
labels, i.e. each searchable element of the ontology is associated with a dis-
criminative label. The second one is to handle ambiguous labels and to display
additional information in case of ambiguities between suggested completions in
order to explain which element an ambiguous suggestion is related to. If one
considers an ambiguous label of property, e.g. name, attached to two different
classes, e.g. foaf:Person and org:FormalOrganization, then instead of suggesting
the property label name twice, complete projection statements are displayed as
name <of Person> and name <of Company>. This last point of disambiguation
is all the more important when it concerns selection statements starting with
ambiguous labels of domain properties whose range is linked to a string element.
In order to precisely transcribe the sense of the keyword query into SPARQL, it
is indeed mandatory to attach each selection statement to its right variable.

Fig. 7. Suggestion of relevant completions

4.2 On-the-Fly SPARQL Query Construction

During query construction using the autocompletion system (Algorithm 1), a
translation of the keyword query into SPARQL is performed on-the-fly. As soon
as a projection statement is completed by the user, the SELECT clause of the
target SPARQL query is completed. A translation rule is indeed associated with
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each of the two covered projection statements. For the first one (propNameList
PROJCON CLASSNAME), a variable is created for each property enumerated
in the propNameList element as well as a link to a variable representing the
class explicitly defined as the CLASSNAME element of the rule. Variables rep-
resenting classes involved in the query are stored in the already mentioned array
of activated classes named actClass. For the second type of covered projection
statement that contains the name of a class only, one completes this statement
with all the properties linked to this class. For example, the projection statement
described only by article is completed with title and published date and headline
and author of article that is translated into:

SELECT DISTINCT ?title ?published data ?headline ?author

WHERE {
?title rdf:type sch:title. ?headline rdf:type sch:headline.

?published rdf:type sch:datePublished. ?author rdf:type sch:author.

?article rdf:type sch:NewsArticle.

?article sch:title ?title. ?article sch:datePublished ?published.

?article sch:headline ?headline. ?article sch:author ?author.

As selection statements concern classes already mentioned in the query and
referenced in the array of activated classes, their translation into SPARQL is
straightforward. For example, if a class say Person is associated with the variable
?person in the array of activated classes, then the selection statement author of
article corresponding to the pattern DOMCON (author of) CLASSNAME (ar-
ticle) is translated into:

?article ref:type sch:NewsArticle. ?person sch:author ?article.

where ?person is the variable associated with the class Person that has to be previ-
ously mentioned in the query. If the class Article has not been mentioned so far in
the query, the class is added to the array of activated classes with its associated
variable ?article .

5 Related Works

After being largely studied in a context of Information Retrieval (IR) for un-
structured documents [11], keyword querying over structured data has emerged
during this last decade as a crucial issue for the database research community.
IR-style methods have first been extended to handle structured data containing
both textual, numerical and categorical values [7,10]. Whatever the model used
to structure the data: XML documents [5,4], relational databases [15,9,16] or on-
tologies [19,8], all the researchers that tackled this problem agree that in order to
efficiently return relevant answers, the interpretation process of a keyword query
has to take into account the data structure and not only string similarities and
terms frequency or entropy. Most of the contributions to keyword search over
structured data consider that a query is composed of an unstructured enumer-
ation of keywords referring values and metadata of the searchable data source.
To get a better expressiveness, Pound et al. [14] introduces a pseudo-formal
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query language to let users define the exact meaning of their search, whereas
Bergamaschi et al. [1] take into account the order of the keywords as a indicator
of their relative importance. In terms of expressivity, the approach detailed in
this article shares some similarity with the STRUCT system described in [12].
However, instead of being interpreted with basic Natural Language Processing
(NLP) tools, keyword queries are interactively constructed and interpreted using
an autocompletion system. As in [3], one considers that autocompletion systems
are less intrusive than visual tools like [18] and thus more likely to be adopted
by end users. Contrary to approaches based on NLP [12,6], the autocompletion
system proposed in this article guarantees that all the constructed queries are
semantically valid wrt. the ontology and return exact answers.

6 Conclusion and Perspectives

This article introduces a novel autocompletion-based interactive strategy to help
users manipulate searchable elements of an ontology to finally obtain a seman-
tically and syntactically valid SPARQL query. The aforementioned query con-
struction guide relies first on a matching between searchable elements of the
ontology and keyword-based human readable descriptions. Then, a formaliza-
tion as a context-free grammar of the SPARQL queries handled by the system
is used to control the autocompletion system and to display relevant suggestions
only.

Currently, this grammar handles basic query structures only. Even if in prac-
tice this limited coverage is sufficient to precisely retrieve some information from
an ontology, a perspective for future works is to increase the coverage of the gram-
mar with more elaborated query structures like nested-queries. We also intend
to perform a qualitative assessment of the system usability and its answers rel-
evance through experiments with real users. To let users freely type their query
with more expressivity and without using the autocompletion system, a NLP
chain composed of lexical and syntactic analyzers is under development.
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Abstract. A new language is introduced for describing hypotheses about
fluctuations of measurable properties in streams of timestamped data,
and as prime example, we consider trends of emotions in the constantly
flowing stream of Twitter messages. The language, called EmoEpisodes,
has a precise semantics that measures how well a hypothesis character-
izes a given time interval; the semantics is parameterized so it can be
adjusted to different views of the data. EmoEpisodes is extended to
a query language with variables standing for unknown topics and emo-
tions, and the query-answering mechanism will return instantiations for
topics and emotions as well as time intervals that provide the largest de-
flections in this measurement. Experiments are performed on a selection
of Twitter data to demonstrates the usefulness of the approach.

1 Introduction

Social media are becoming more and more popular in humans’ daily lives and
networking on social media is an increasingly important social activity. With
the evolving social networks and increased media activity the already massive
amount of media data is rapidly growing and so is the potential value of these
data as sources for analysis of structure, relationships and structural trends.
There is also a huge potential for the derivation of valuable and reliable indi-
cations of trends in development of opinions and sentiments from the immense
messaging on social media, but there is still a lack of systematic approaches
for these purposes. However, messaging is target for various new and promising
approaches to data mining and sentiment analysis and this area is undergoing a
rapid development. The present paper emphasizes a new direction for this kind
of analysis where opinions on topics can be investigated, not only for appearance
but also for development over time.

We introduce a language, EmoEpisodes, for hypothesis testing and querying.
Hypotheses about sentiments and emotions and their development over time can
be formulated in the language. The language allows for querying on emotions
about specified topics, for instance “fear of asteroids” and the degree to which
an emotion is expressed about a given topic. An emotion about a given topic
can be queried for a specific period, or the period can be left open to investigate
peeks. In addition, consecutive sequences of periods can be enclosed in queries
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to investigate development of emotions over time, for instance to query peeks in
shifts from negative to positive attitudes about a given topic. A query can focus
on a specific topic, such as “how did the fear of astroids develop during Christ-
mas” or refer to correlated topics, such as “did the School shooting influence
the opinion against Obama’s policy”. We present a general and flexible language
for formulating hypothesis – and thus queries – about detailed patterns of the
evaluation of emotions over time. This is in contrast to earlier efforts which have
mostly been concerned with measuring specific trends in social media data.

The validity of a given hypothesis in some time interval is measured by a sat-
isfaction degree which is a number in the unit interval, and the grading is applied
for ranking of best matches for a given hypothesis. Specifically, we consider here
streams of timestamped messages in social media and hypotheses about fluctu-
ations of emotions related to given topics.

Emotions are characterized and measured for some fixed time granule
adapted to the application at hand. For applications in literature, one year or
one decade may be chosen, for historical studies perhaps centuries. For the ap-
plication chosen here – evolving emotions in social media – we have chosen one
day as the granule. This choice abstracts away variations caused by the rotation
of the earth and the uneven distribution of users around the globe, but allows to
characterize relatively fast changes. In our current implementation, we arbitrar-
ily chose 24h periods starting at 00:00:00 GMT+1, i.e., CET without Summer
Time. Within each time granule we characterize topics by level of emotion
where emotion is a classification of expression and level can be chosen from a
finite set of fuzzy linguistic expressions.

Different applications may require different ways of combining satisfaction
degrees for the constituents of complex hypotheses and as indicated we may
combine topics and evaluate emotions as they appear simultaneously as well
as consecutively over time. We discuss aspects of aggregation of constituent
emotions and introduce a parameterizable function to adapt the different kinds
of aggregations needed as well as for user preference.

The present paper is structured as follows. In section 2 we introduce the
language EmoEpisodes and in section 3 we describe the chosen semantics for
our application at hand – mining trends in social media. In section 4 we describe
experiments and evaluation based on an implementation of the language and on
an application on Twitter data from about 1.5 month from late December to
early February 2013. In section 5 we discuss related work and finally in section
6 we conclude.

2 A Proposal for an Emotional Episode Language,
EMOEPISODES

In the following, a time point refers to a specific time granule having a fixed
position along a time line, and a time interval is a contiguous set of time points.
The symbol T I refers to all such time intervals; below we use letter d to refer
to time intervals (as t will be used for topics; below).
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2.1 The Basic Emotional Episode Language

An arbitrary set of topics T I is assumed, e.g., T = {Xmas, love, beer, asteroids,
. . .} and set of emotions, e.g, E = fear, happiness, anger, sadness, . . .}. As men-
tioned above, the level of an emotion is described by a finite set of symbols L,
ordered by magnitude; we use for our main example high > medium > low, but
more or less (at least two) steps may be used.

An atomic emotion statement for a given topic associates an emotion and a
level to that topic. Example:

asteroids: fear(high)

The data semantics is given by a satisfaction degree function SD : AS × T I →
[0; 1] where AS is the set of such atomic statements, i.e., a measurement of how
well a given statement characterizes a given time interval.1

A compound statement consists of a collection of atomic ones written with
curly brackets; when more than one atomic statements concerns the same topic,
we may group these also by curly brackets. Examples:

{asteroids: fear(high), doomsday: fear(high)}
asteroids: {fear(medium), excitement(high)}

The second example is a shorthand for a compound consisting of two atomic
statements about asteroids.

A compound statement is understood as a sort of conjunction, i.e., all con-
tained atomic statements influence the satisfaction of the compound; S will
denote the set of all statements, with AS ⊂ S. The satisfaction degree function
is extended to go all statements, SD : S × T I → [0; 1], as follows where

⊗com

is an aggregation function [0; 1]∗ → [0; 1].

SD({φ1, . . . , φn}, d) =
com⊗

i=1..n

SD(φi, d)

A scene is a statement with an associated time constraint. Examples:

asteroids:fear(high)[5 days]
asteroids:fear(high)[> 5 days]
asteroids:fear(high)[2 days, from 2013-02-15]
asteroids:fear(high)[2013-02-15]
asteroids: {fear(medium), excitement(high)}[> 5 days]

The detailed language for time constraints is not specified further; we assume a
natural definition of whether a given time interval is matched by a constraint.
For example, [5 days] matches any interval of exactly 5 days. A time assignment
for a scene is any interval of days that satisfies its time constraint, so, e.g.,

1 As it appears, SD measured over an interval is not a mere aggregation of SD for
each granule in the interval; this provides a freedom to let SD measure, say, relative
frequencies over the entire interval.
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the interval consisting of the days from 2013-02-14 to 2013-02-18 can be an
assignment for asteroids:fear(high)[C], where, say, C is ‘5 days’, ‘> 2 days’ or ‘5
days, after 2012-31-12’.

Finally, an episode is a sequence of consecutive scenes, indicated by semicolon.
Example:

asteroids:fear(medium)[5 days] ;
{meteorites:fear(high), doomsday:fear(high)}[2 days, after 2013-02-15]

A time assignment for an episode is a sequence of assignments of consecutive
intervals for each of its scenes; it is also referred to as a match. An episode
is called inconsistent if no possible match exists, otherwise it is consistent. In
order to allow ‘holes’ in episodes, we introduce the empty statement {} having
SD({},−) = e where e is a neutral element (not specified further).2

The satisfaction degree of an episode with respect to a time assignment is an
aggregation

⊗eps
of the satisfaction degrees for the individual scenes in their

respective, assigned time interval. A best match in a given context is a match
with the highest satisfaction degree.

Notice as a consequence of our definitions that the satisfaction degree of,
say asteroids:fear(medium)[5 days], in a given time interval is independent of the
emotions for asteroids in the days before or after the chosen period.

2.2 EMOEPISODES as a Query Language

The semantics ofEmoEpisodes can produce a measure of the satisfaction degree
of a given episode for a specific time assignment, and this is the basis on which we
can form a query language. Here we discuss how EmoEpisodes can be used as
a query language; actual experiments performed on Twitter messages are shown
in section 4, below.

It gives good sense to query with a given episode for the best match within a
larger time interval, i.e., for the best time assignment together with its satisfac-
tion degree. Such a query mechanism can be extended with an a priori defined
threshold and only report a match better than this threshold.

While for many other information retrieval tasks, it is relevant to ask for a
sorted list of the k best matches, this is more dubious for episode matching due
to overlapping matches. To see this, consider the following episode

asteroids: fear(medium)[> 10 days] ; asteroids: fear(high)[> 10 days]

and a data set in which the frequency of observations of asteroids: fear grows
slowly over a period of 1000 days. Here we may expect one optimal match about
two thirds into the data, and it will be surrounded by a cloud of near optimal
matches. It will be even worse in case asteroids: fear varies in very long waves,
having peaks of different magnitudes. Here the sorted list approach may likely

2 A proper formalization of the empty statement would require an extension of the
domain for satisfaction degree to [0; 1] ∪ {e} and a specification of how the different
aggregation operators treats e. These details are not interesting and left out.
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report only the highest peak and the cloud around it, and having the second and
third highest peaks outside the k best matches shown to the user, which we do
not consider to be desirable.

If graphical output is an option, the best way to present the result of a query
for an episode E may be as a curve showing, for each time point t, the satisfaction
degree for an occurrence of E starting at t. When textual or symbolic output
is expected, it may be suggested to report islands (defined as contiguous unions
of matches better that a threshold) together with the best match in each island
(the peaks), sorted according to the latter.

We can extend the EmoEpisodes language for queries involving variables that
stands for unknown parts of an episode. The expected answers to a query with
variables is a list of alternative instantiations of the variables, sorted according
to the satisfaction degrees for their respective best match in the data set. In an
interactive query system, a mouse click may, for each such instantiation, open a
window with a satisfaction degree curve of a list of islands and peaks as explained
above.

In order to obtain efficient query-answering algorithms, we allow only variables
in positions where a topic, an emotion or a degree is expected (and not for, say,
entire statements or time constraints).

EmoEpisodes as a query language can also be used for giving alert when
certain patterns are observed. A journalist may, for example, want a report
whenever the attitude towards the topic president changes. He can do this by
setting up a tenant that sends a report whenever one of the following two queries
have a match in the current data stream.

president: X(high)[3 days] ; president: X(low)[1 day]
president: X(low)[3 days] ; president: X(high)[1 day]

The three day interval indicates a certain stability, but the journalist allows
only one day to see a possible shift, so he may be the first to write about it if it
happens to be interesting.

3 EMOEPISODES Semantics for Mining Trends on Twitter

In this section we show two different semantics for EmoEpisodes by different
choice of data semantics, both considered relevant for the sample applications,
mining trends in Twitter data. We suggest also relevant choices for aggregation
operators, that fit with both data semantics.

The data semantics for atomic scenes (t : e(�), d), with t being a topic, e an
emotion, � a level, and d a time interval, is defined in terms of the number of
messages tagged with t and classified as e in d. For scenes with compound state-
ments, t1 : e1(�1), t2 : e2(�2), . . . the aggregation is based on counting messages
tagged with all of t1, t2, . . ..
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3.1 Atomic Statement Semantics

Let T be the set of topics andD the set of duration specifications (time intervals).
Apart from marking some messages with detected emotions, currently among
E = {anger, disgust, fear, joy, sadness, surprise}, the given prototype also
provides a sentiment classification for each message from S = {negative, neutral,
positive}. We want to cover both by the language, but since each of these is a
disjoint classification of messages (where E is partial and S is complete), we
generalize to calculate satisfaction degrees for a specific classification among a
given set C of classifications, where C = {E, S}. For a classification C ∈ C and
d ∈ D, we define δC(d) as the set of all messages during d that are classified by
C, while, for topic t ∈ T and class c ∈ C, δC(t, d) and δC(t : c, d) denotes the set
of all messages during d on topic t and the set of all messages during d on topic
t classified as c respectively.

Based on cardinalities of these sets, we define the relative satisfaction RC of
a statement φ = (t : c) during d for class (emotion or sentiment) c ∈ C (with
C ∈ C = {E, S}) by

RC(φ, d) = RC(t : c, d) =
|δC(t : c, d)|
|δC(t, d)|

, c ∈ C

and measure the satisfaction degree of sentences by way of compliance with
simple fuzzy linguistic terms low ,medium , and high over relative satisfaction.
Membership functions for these terms are defined individually for each classi-
fication such that the membership function for medium is symmetric around
1/n where n = |C|. Figure 1(a) shows definitions of relative satisfaction level
terms low ,medium, high for classifications E and figure 1(b) for classifier S
(notice that |E| = 6 and |S| = 3). For the relative satisfaction level level ∈
{low ,medium , high} the satisfaction degree of a statement φ = (t : e) during d
is defined by:

SD(φ, d) = SD(t : c[level], d) = μlevel(RC(t : c, d)), c ∈ C
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Fig. 1. Membership functions μlevel for fuzzy linguistic terms over relative satisfaction
with level ∈ {low ,medium, high}. Shown in (a) for classifier E and in (b) for classifier
S (6 and 3 classes respectively).
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3.2 Elitist and Populist Data Semantics

Queries are evaluated over time intervals and satisfaction for an individual scene
enclosed in a query is based on the fraction of tweets, in the given time interval,
satisfying the scene. We consider two data semantics that differ in the way this
fraction is derived: elitist and populist data semantics.

When applying elitist semantics SD(t : c[level], d) is measured relative those
tweets that refer to topic t during d. This corresponds to applying the relative
satisfaction as introduced above, that is:

R(φ, d) = R(t : c, d) =
|δ(t : c, d)|
|δ(t, d)|

An alternative is to apply populist semantics where SD(t : c[level], d) rather
is measured relative to all tweets during d, thus based on a relative satisfaction,
which is:

R(φ, d) = R(t : c, d) =
|δ(t : c, d)|

|δ(d)|
As indicated elsewhere we have chosen the elitist for our preliminary experi-

ments. However the choice of semantics could be left to the user as a preference
parameter.

3.3 Compound Statement and Episode Semantics

To complete the semantics of the language we must specify aggregation princi-
ples for compound statements (aggregating multiple simultaneous statements for
a given time interval) as well as for episodes (aggregating statements over contin-
uous time intervals). Intuitively both aggregations should reflect a conjunction
of the statements, but we need to take into account the graded satisfaction of
statements so an obvious choice is to go for a single, but parametrizable, graded
averaging aggregation function. We adopt the Order Weighted Averaging (OWA)
function [13] and introduce a simplification of the parameterization of this – scal-
ing with a single parameter a class of averaging functions with min and max as
extremes. OWA aggregates n values a1, · · · , an by means of an ordering vector
W = [w1, ..., wn], applying w1 to the highest value among a1, · · · , an, w2 to next
highest value, etc. Thus OWA is defined by:

FW (a1, · · · , an) =
n∑

i=1

wibi; wi ∈ [0, 1] ;

n∑
i=1

wi = 1

where bi is the i’th largest among a1, · · · , an and b1, · · · , bn is thus the descend-
ing ordering of the values a1, · · · , an. By modifying W we can obtain differ-
ent aggregations, for instance, W = [1, 0, 0, · · ·] corresponds to the maximum,
W = [1/n, 1/n, · · ·] becomes the average, and W = [0, 0, · · · , 1] the minimum.
Order weights can, independent of n, be modeled by an increasing function
K : [0, 1] → [0, 1] such that:
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wi = K

(
i

n

)
−K

(
i− 1

n

)
Assuming K(0) = 0 and K(1) = 1, aggregations such as max can be modeled
by K(x) = 1 for x > 0, min by K(x) = 0 for x < 1, average by K(x) = x and
for instance a restrictive aggregation (closer to max that min) by K(x) = x3.
Using this principle of prescribing weights by increasing functions, order weight
specification can be further simplified using a single parameter β ∈ [0, 1], as in:

K(x) = Gβ(x) =

{
0 for β = 0

x
1
β−1 for β > 0

where values 0, 1 and 0.5 for β corresponds to min, max and average respec-
tively, while values closer to zero corresponds to more restrictive aggregations
and values closer to 1, to less.

OWA aggregation conveniently adapts intuitive definitions of “linguistic quan-
tifiers”. Using the single-parameter approach above we can define EXISTS by
Gβ(x) with β = 1 and FOR ALL with β = 0, while quantifiers such as A FEW ,
SOME, MOST , and ALLMOST ALL can be modeled by β-values such as 0.8,
0.5, 0.2 and 0.05 respectively.

While compound statement as well as episode aggregation intuitively are con-
junctive, we consider the former as indicating more restrictive quantification than
the latter. We chose, for application in the prototype the MOST aggregation,
setting the corresponding β-value to 0.2.

4 Experiments and Evaluation

We illustrate applications of our query language to the social network Twitter
using our prototype implementation of the query language.

The implementation is realized in Prolog and R (bridged through the R..eal
Prolog library [2]). The system has a grounding component which for each vari-
able and flexible duration generates all possible query variants in which query
variables are replaced by possible values and durations are given as a fixed num-
ber of dates. We refer to a query variant and its associated score as a match.
A query result set contains all matches to a query sorted by their score. Query
evaluation is a recursive procedure which uses fuzzy membership functions for
atomic statements and Order Weighted Averaging for compound statements as
described in section 3. A search for a match of a specific episode runs in time
linear in the size of the data. The number of variables in a query may have dras-
tic influence on the number of query variants and hence on time complexity, but
may be controlled by heuristic score cut-offs. Furthermore, both the independent
scoring of query variants and the recursive matching procedure is well-suited for
parallelization using a map-reduce strategy [5].

To test our implementation we have gathered almost 500GB of data from
Twitter3 over a period of about one month (From December 23, 2012 to February

3 A tweet including meta-data takes about 1 kilobyte.
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7, 2013). The data were collected by monitoring the sample firehose [12] – a
service provided by Twitter which gives access to a random subset of Twitter
messages (tweets) as they are produced in realtime. Twitter also provide a search
interface, but unlike the firehose, the returned data are not purely random but
are filtered based on criteria known only by Twitter. Each tweet is provided in
a JSON format, which in addition to the tweet text, provides metadata such as
the language of the of tweet. We consider only tweets for which the language is
indicated to be English.

For each tweet collected, we identify topics and perform sentiment analysis
using the sentiment package for R [6]. We utilize Twitters hashtags as topic
classifications, which has the advantage that we do not have to decide on a
prospective set of topics in advance. Hashtags are words in a tweet that are
prefixed with the # character and serves as a way for users to volunteer a
sort of topic classifications of their tweets. For our purposes, it is not sensible
to consider all hashtags since some are so infrequent that it is not possible to
measure a trend within our time limit. We consider only hashtags which occurs
in at least 500 of the collected tweets (corresponding to an average of at least
ten tweets per day). In our dataset, only 3494 out of 2045318 unique hashtags
occur in at least 500 messages.

4.1 Example 1: Stock Prices and Surprising Events

As a case to illustrate the query language, we are interested in finding sudden
events involving a company which either angers or pleases the public. We use the
company Apple (tag #apple) in this example. Reactions to sudden events may
involve an expression of surprise as well as an indication of attitude towards the
event. To characterize attitude we consider joy and anger rather than positive
or negative sentiment because these are more extreme emotions and more likely
to pertain to surprising events. We expect that sudden events of these kinds can
have an effect on the stock price of a company.

We detect such events with EmoEpisodes using the following two queries:

Q1: apple:{surprise(high), joy(high)}[≥ 1 day]
Q2: apple:{surprise(high), anger(high)}[≥ 1 day]

The first query matches scenes of arbitrary duration for which surprise and
joy for #apple is high and the second matches scenes for which surprise and
anger is high. For each of these two queries we collect all matches.

The matches to a query are likely to overlap. For instance, a match with a
period of three days may be overlapped by (similar) matches with periods of
more than or fewer than three days, but covering some of the same three day
period. Figure 2 shows curves of the maximal scores of any match to Q1 and
Q2 together with a normalized stock prize. Even if the stock price curve is not
a perfect match to either of the query curves, it is easy to spot correlations.
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Fig. 2. The solid curve displays the maximal score for query Q1 (surprise and joy)
and the dashed curve displays the maximal score for query Q2 (surprise and anger).
The dotted curve displays Apples stock price normalized to the range [0, 1].

4.2 Example 2: Changes of Attitude

The previous example does not make use of variables which are useful to reason
about unspecified tags, sentiments and emotions. We consider here matching
topics for which a change in attitude has occurred. In particular, we consider a
change from a positive attitude to a negative attitude.

Q3: X:positive(high)[10 days] ; X:negative(high)[10 days]

Four tags achieve perfect score for this query. The most interesting of these
is the tag #14jan (≈ Jan 14–Feb 2) which refer to a march in Pakistan led by
Canadian-Pakistanian Tahir-ul-Qadri in protest of the government. While the
protest march led to an agreement of reforms signed by the government, the
negative sentiments period (Jan 24–Feb 2) contains many critical tweets about
the dual nationality of Tahir-ul-Qadri and about his agenda.

The rest are non-topical tags: #emblemfollowspree (≈ Jan 10–Jan 29), #twit-
terhastaughtme (≈ 29 Dec–17 Jan), #dontbemadatmebecause (≈ 29 Dec–18 Jan).
These are Twitter-specific tags for which there is a high volume of these tweets
for a relatively short duration (trending tags). Tweets using one of these tags
seem to use a sarcastic tone, which explain negative sentiment classifications. In
the first few days of these trends, they receive a lot of positive attention. This is
apparent from tweets using the tag to comment on the tag/trend to indicate, e.g.,
that it is funny. This explains a great deal of positive sentiment classifications.
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5 Related Work

Our terminology is inspired by the seminal work of [7] who suggested a way to
define episodes in sequences of discrete events (from a finite alphabet of such)
and gave algorithms to search for a sort of association rules among such episodes.
Before that, [1] described algorithms for mining frequent, sequential patterns in
a transaction database. See a recent survey [8] on later work inspired by [1,7].

Our work differs from the referenced work in that we present 1) a logical lan-
guage EmoEpisodes for specifying scenes and episodes sequences, and 2) these
episodes refer to measurements over large sets of timestamped objects (exempli-
fied by tweet messages) with associated multi-dimensional features (exemplified
by hash tags and emotions), rather that a finite alphabet. Furthermore, our
episodes can be parameterized in arbitrary ways, we can include very general
time constraints, and we can search for (ranked lists of) instances of the parame-
ters that provides the best match. Our declarative episode specification language
has a well-defined, graduated truth semantics, that is parameterized in a way
that allows different interpretations of the data.

An SQL-based query language for specifying search for sequential patterns of
simple events is introduced in [11]. The queries inherit the generality of SQL, but
examples in the paper gives an impression that formulation of queries may be
a non-trivial task. There is no account for a priority between different answers,
although this may possibly be encoded with aggregate functions and SORT BY
in SQL. A generalization of the query language of [11] to handle episodes specified
in EmoEpisodes does not seem feasible, as all details of the underlying data
semantics and aggregations would need to be unfolded in an SQL style within
each query.

Sentiment analysis of Twitter messages over time has previously been demon-
strate to correlate with public opinion measured by Gallup polls in [9] which,
however, only measures positive/negative sentiment. Another study correlates
tweet sentiments and emotions to socio-economic phenomena [4]. Correlation of
the sentiment of Twitter messages to stock prices is studied in [3], though not in
relation to surprising events. In contrast to the specific nature of these studies,
EmoEpisodes provides the flexibility to adapt to a variety of use-cases.

6 Conclusions

We have presented a language for querying and mining the development of sen-
timents and emotions over time and illustrated its use with Twitter data. The
language gives the ability to answer questions on how and when opinions change.
It is also useful as a data mining tool to discover sequential patterns of sentiments
and emotions associated to topics which may not be known in advance. Being
able to answer queries as those supported by our language can have important
implications for, e.g., social, socio-economical and political science as well as for
market analytics. As a monitoring tool it can discover unexpected events and be
used to alert media and decision makers to events worthy of attention. To our
knowledge, a query language with these capabilities has not been seen before.
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Our implementation can be improved in a number of ways, particularly with
regard to the method of sentiment analysis and topic classification. Using hash-
tags as topic classifications is convenient but it is possibly ambiguous and may
be insufficient if tags are non-topical or missing. The use of NLP techniques and
an ontology of tag meaning, i.e., MOAT [10], can be used mitigate the issue.
Similarly, it would be more accurate to classify sentiment in reference to topics
rather than classifying the overall sentiment of a tweet.

Social media data is a multi-faceted, global phenomena which take many
forms. Besides the temporal aspect, social media data also contain a geographical
dimension which provide relevant information to include in a sentiment query
language. In addition, integrating different sources of temporal data such as,
e.g., stock prices and news reports, may further increase utility of the language.
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Abstract. The presented novel procedure named SuDoC – or Semi-
unsupervised Document Classification – provides an alternative method
to standard clustering techniques when it is necessary to separate a very
large set of textual instances into groups that represent the text-document
semantics. Unlike the conventional clustering, SuDoC proceeds from an
initial small set of typical specimen that can be created manually and
which provides the necessary bias for generating appropriate classes. Su-
DoC starts with a higher number of generated clusters and – to avoid
over-fitting – reiteratively decreases their quantity, increasing the re-
sulting classification generality. The unlabeled instances are automati-
cally labeled according to their similarity to the defined labeled samples,
thus reaching higher classification accuracy in the future. The results of
the presented strengthened clustering procedure are demonstrated using
a real-world data set represented by hotel guests’ unstructured reviews
written in natural language.

Keywords: document labeling, clustering, small sample sets, text min-
ing, natural language.

1 Introduction

Managing a very large set of relevant textual documents can provide valuable
knowledge as many successful text-mining applications demonstrate [3,4,19].
A typical text-mining task is based on classification or prediction. Having a
sufficient number of labeled instances, a user can employ them as training sam-
ples for adjusting specific parameters of a chosen classification algorithm: super-
vised learning [17]. Usually, the more textual documents representing individual
classes are available, the better knowledge can be revealed, as the practice shows.
Unfortunately, not always the respective labels that determine a document cat-
egory are available. If a set of collected document samples is not too large, the
supplementary information in the form of labels can be appended manually by
a human expert. Naturally, for very extensive and potentially highly valuable
collections of unlabeled documents (maybe hundreds of thousands or millions),
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the manual method is impracticable. In such a situation, the labeling can be au-
tomatically created with the help of clustering algorithms: unsupervised learning
[17]. However, because a clustering method has less initial information available,
the synthetic, machine-controlled division of the set of unlabeled documents be-
tween different categories (clusters) can be often imperfect resulting typically in
a lower classification accuracy, purity, precision, and so like.

The semi-supervised learning procedure represents a trade-off between the
supervised and unsupervised learning. It works initially with usually a small set
of instances with known labels, which positively supports the supplementary
labeling of a much larger remainder of unlabeled instances. The semi-supervised
learning can employ several algorithms as self-training, co-training, McLachlan,
expectation-maximization, boosting, label propagation, and others – an interested
reader can find a good summary in [1].

This article suggests using a small set of labeled instances for improving the
clustering process, too. However, because the presented method is not one of the
typical semi-supervised learning approaches, here it is called semi-unsupervised
learning, or SuDoC – Semi-unsupervised Document Classification, making ref-
erence to its similarity to the principles of the semi-supervised methods: Using
a small set of beforehand labeled instances as bias in favor of improved auto-
matic supplementary labeling. Here, the beforehand labeled instances play a role
known as training samples and the following text uses this term.

At the beginning, a lot of unlabeled instances are biased (by a small number
of training samples) to create a high number of clusters because such clusters
are characterized in that they have higher purity. (An extreme – but here not
used – case could be initiating clusters having just one instance: perfect purity,
but no generality.) Then, reiteratively, the following steps decrease the quan-
tity of clusters and propagate the labels through fewer larger clusters to still
unlabeled instances, which eventually represent classes. The goal is therefore
to create groups from a lot of instances, which provide improved classification
functionality.

The method presented in this paper aims at providing an alternative possibil-
ity how to deal with one of the typical problems comprised by the missing labels
for classification. In the following sections, the article describes the suggested
clustering improvement procedure, the experiments carried out with a large real-
world data collection from the Internet, and the results and their interpretation
as well as a comparison with some selected typical classifiers.

2 Classification Based on a Small Number of Examples

In order to evaluate the performance of different classification methods, the set
of all available instances – represented by positive and negative textual unstruc-
tured reviews of hotel service customers – was divided into two parts: a training
and testing set. Labeled reviews from the training set were used for classifica-
tion of the documents in the testing set. For the classification, several well-known
standard supervised techniques were used. However, in this case, the number of
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reviews in the training set was very low (not more than 20 reviews) compared
to the size of the testing set. Then, the results of those classifiers were compared
to the suggested novel approach based on ”strengthened” clustering described
further.

Because all the reviews in the testing set were labeled too, it was possible to
evaluate the quality of classification as well as the SuDoC process. There exist
many different metrics applied to evaluation of a classifier performance. The
presented experiments used Accuracy, Precision, Recall, and F-measure that
are commonly accepted for estimating the classification performance evaluation
measures [18]. In addition, the performed experiments were repeated 100 times
in order to exclude the influence of randomness.

2.1 Training Samples Selection

From all textual reviews that were available (1,245 reviews), a small subset
containing maximally 20 reviews was created using random selection from the
whole assemblage of available documents. The reviews in the selection were then
carefully manually labeled as negative or positive by the authors according to the
real content from the human-like semantic point of view. When it was impossible
to clearly determine whether a review was positive or negative, the document
was simply excluded from the set of labeled samples – certain reviews contained
both some positive and negative points of the used accommodation service, not
being plainly distinctive. Thus, in the experiments, the subsets contained from
14 to 20 examples (in most cases typically 18 or 19). The sample sets, containing
two classes, were relatively balanced, that is, they contained almost the same
numbers of positive and negative review samples.

2.2 Using Common Supervised Techniques

To evaluate a possible contribution of SuDoC to processing of the data described
in detail in the section 3, the first group of experiments assessed outputs of
supervised machine-learning algorithms implemented in the popular data-mining
system WEKA [10]. The various algorithms included: J48 [16], Näıve Bayes [12],
Logistic Regression [5], Support Vector Machines [15], K-star [6], Instance based
learning [2], and J-Rip [7]. During the experiments, default parameters of the
mentioned classifiers were used.

2.3 SuDoC – Semi-unsupervised Document Classification

The presented SuDoC approach is grounded on the assumption that it is possible
to label all mutually similar instances in a certain group (cluster) using the
exploration of just a few of them. The more homogeneous the group is, the
smaller amount of instances must be studied. In an ideal situation where the
instances are perfectly (or very closely) similar (i.e., they belong to one class
according to their sentiment or topic), it is sufficient to examine just one of
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them in order to label all remaining ones. In a situation that is not perfect (the
group contains instances from different classes), the selection of an instance from
a minority class might inevitably cause a high error rate of the classification. In
order to prevent this situation, more instances as examples should be selected
and the label that has the majority among the labels assigned to them can be
used for the rest of the cluster, see Fig. 1. If the heterogeneity of the cluster in
such a situation is not too high, it is possible to label all instances in the group
with a user’s acceptable accuracy.

Fig. 1. Two identical clusters containing instances of two classes – class A (squares)
and class B (circles); some of the instances are initially labeled (marked with a letter
representing the assigned label of the document); remaining instances in the clusters
are assigned to the same class that prevail within the randomly selected instances.
Left – all instances are assigned to the class B with error 75% (6 from 8); right – all
instances are assigned to the class A according the majority class of initially labeled
instances with error 25% (2 from 8).

To be successful when using the approach demonstrated above, it is nec-
essary to have not too many groups of instances with sufficient homogeneity.
Such a state can be achieved through a process known as clustering. Clustering,
as the most common form of unsupervised learning, enables automatic group-
ing of unlabeled instances into subsets called clusters according to the mutual
(dis)similarity of the instances. The instances in each subset are more similar
to each other than to instances in other subsets. During assigning the instances
to the clusters, a particular clustering criterion function defined over the entire
clustering solution is minimized or maximized.

The quality of the clustering solution is frequently measured by purity, en-
tropy, mutual information, or F-measure [9]. Purity measures the extent to which
each cluster contains instances from primarily one class. In a perfect clustering
solution the clusters contain instances from only a single class, i.e., purity equals
to 1 [20]. The smaller the clusters are, the higher their homogeneity generally is.
In the situation when each cluster contains just one instance, the homogeneity is
naturally perfect. This is, however, a quite useless solution lacking any generality
as it is over-fitted just to the available instances while the goal is to categorize
the instances that would appear in the future. Any solution containing fewer
clusters with lower heterogeneity is thus better. It is therefore necessary to find
a solution with a low number of clusters having a sufficient quality from a user
view.

In the experiments, the clustering process used the software package Cluto
version 2.1.2 [23]. This free software provides various different clustering meth-
ods working with several criterion functions and similarity measures, and it is
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very suitable for operating on very large datasets [13]. Cluto’s criterion func-
tions that are optimized during the clustering process operate either with vector
representation (internal, external, and hybrid functions) of the objects to be
clustered, or with graph-based representation (graph-based functions). Internal
criterion functions are defined over the instances that are parts of each cluster
and do not take into account the instances assigned to different clusters. Exter-
nal criterion functions derive the clustering solution from the difference between
individual clusters. Various clustering criterion functions can be also combined
to define a set of hybrid criterion functions that simultaneously optimize the
individual criterion functions [20].

During the experiments, the following parameters of the clustering were set:

– similarity function: cosine similarity,
– clustering method: k-means (Cluto’s specific variation), which iteratively

adapts the initial randomly generated k cluster centroids’ positions,
– criterion function optimized during clustering process: H2 (hybrid).

Other clustering parameters of Cluto remained set to their default values, i.e.,
Number of iterations : 10, Number of trials : 10, Cluster selection: best, and Row
model : none. The above parameterization was chosen based on the results of the
previous experiments published in [22].

As it was mentioned above, sufficiently high quality (acceptable for a user) of
clusters is essential for the success of classification based on a few typical exam-
ples. The relation between the number of clusters and the quality of the clusters
was demonstrated in an experiment based on clustering documents represented
by the below mentioned customer reviews. Table 1 contains information about
the quality of clustering solutions for different numbers of clusters for the given
specific data. The quality is measured by Purity which is defined as

Purity =

k∑
i=1

|Ci|
|D| · 1

|Ci|
max

j
(|Ci|class=j),

where k is the number of clusters, |Ci| is the size o the i-th cluster, |D| is the
number of instances to be clustered, and |Ci|class=j is the number of instances
of class j in cluster Ci.

Table 1. Quality of clustering solutions with different numbers of clusters measured
by the Purity criterion

Number of clusters 1 2 20 50 100 200 300 500 750 1000

Purity 0.53 0.83 0.84 0.86 0.86 0.87 0.88 0.88 0.92 0.97

It is obvious that by labeling the documents in clusters according to a ran-
domly selected document in each cluster, we might achieve about the 90% accu-
racy when there are 750 clusters created and when at least one document in each
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cluster is labeled. However, this number is too high for manual labeling. Having,
for example, 20 clusters, the accuracy of the same process would be significantly
lower (84% or less), also because the chance that a document of a minority class
in a cluster might be randomly selected (this is a consequence of lower quality of
the clustering solution). The following steps focus on achieving higher accuracy
of such a classification with just a small number of specimen documents that
need to be manually labeled in advance.

Such a small number, Ni, of documents that has to be manually labeled is the
same as described in the section 2.1 in order to compare the presented procedure
with commonly used classification techniques.

These initially labeled documents are used to label the remaining documents
in the clusters they belong to. When the number of initially labeled documents,
Ni, is low compared to the whole number of clusters (a low Ni is desired), we
might achieve higher classification accuracy but not all documents will be clas-
sified. When Ni is close to the number of clusters, i.e., the number of clusters is
low (having a low Ni), we achieve lower accuracy but all or almost all documents
will be labeled, see Fig. 2 for a model example representing this situation.

Fig. 2. Two clustering solutions of the same document collection. Squares represent
documents of class A and circles documents of class B; documents marked with letters
A or B are initially labeled documents. Remaining documents in the clusters are later
labeled according to the three initially labeled ones. Left – error rate of such process
is about 15% but not all documents are labeled (because three clusters do not contain
any initially labeled documents); right – error rate is about 30% but all documents are
labeled.

As told above, a higher number of clusters is better for achieving higher classi-
fication accuracy. However, the problem of having many unclassified documents
must be eliminated. We therefore propose spreading the labels (assigned with
higher accuracy in a clustering solution having a higher number of clusters, see
Fig. 3) within a clustering solution having a lower number of clusters (see Fig.
4). Thanks to a few initially labeled documents, we can have much more labeled
instances available, with a sufficient accuracy (Fig. 3). These labeled documents
can be later used for labeling other unlabeled documents that are in other clus-
ters at this moment. Thus, a different clustering solution is needed. In order
to ultimately label all document instances, such a solution must have a smaller
number of clusters as illustrated in Fig. 4.
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Fig. 3. Top – a few randomly selected examples are labeled. Bottom – labels of the
examples are used to label the remaining instances in the clusters; some of the clusters
contain instances without labels because the number of selected instances is much
smaller than the number of clusters. However, the classification accuracy is higher.

Fig. 4. A different clustering solution of the same collection as in Fig. 3. Top – distri-
bution of the documents with labels that were assigned in the previous step. Bottom
– the assigned labels are used to label remaining instances in the clusters. All or most
of the clusters contain labeled instances.

The following pseudocode recapitulates the SuDoC algorithm:

/* manual labeling of document samples */

FOR EACH sample IN samples DO

DISPLAY sample.text

GET sample.label

END FOR

/* numbers of clusters in iterations are given as algorithm parameters */

FOR EACH nc IN number of clusters in iterations DO

/* creating nc cluters from all documents, assigning a cluster

number to every document */

CREATE CLUSTERS(all documents, nc)

/* counting the occurences of assigned labels in individual clusters */

FOR EACH sample IN samples DO

FIND d IN all documents WHERE d = sample

ADD sample.label TO cluster labels[ d.cluster ]

END FOR
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/* assigning the majority label to all documents in the clusters

where at least one document has an assigned label */

FOR EACH cluster IN cluster labels

FIND label with max. frequency IN cluster labels[ cluster ]

IF one label found THEN

FOR EACH d IN all documents DO

IF d.cluster = cluster THEN

d.label = label

END IF

END FOR

END IF

END FOR

END FOR

3 Data Used in the Experiments

In order to verify the presented approach, several experiments with real-world
data were carried out.

3.1 Data Characteristics

The text data used in the experiments was a subset from the data described in
[21], containing customers’ opinions written in many languages of several millions
of hotel guests who – via the on-line Internet service – booked accommodations
in many different hotels and countries all over the world. The subset used in
our experiments contained 1,245 both positive and negative opinions related to
one particular hotel. The data characteristics: minimal review length = 1 word,
maximal review length = 262 words, average review length = 30.5 words, standard
deviation = 35.7 words.

The reviews were always labeled as either positive or negative and this labeling
was performed carefully. However, there were several entries that were originally
categorized obviously wrongly as the consequence of their authors’ errors. For
some of the reviews, it was also not possible to determine the opinion polarity
without knowing the context. For example, the review “Nothing!” was labeled
as positive because it was an answer to a question: “What did you not like
about the hotel?” However, this review might be perceived as negative when it
would have been an answer to a question: “What did you like about the hotel?”
Without knowing such a question (context), one could not decide whether the
review was positive or negative.

The reviews were written only by people who made their reservation through
the web and who really stayed in the hotel, thus based on their real experience.
The reviews were often written quite formally, but most of them embodied all
deficiencies typical for texts written in natural languages (i.e., mistyping, trans-
posed letters, missing letters, grammar errors, and so like).
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3.2 Data Preprocessing

To be able to use supervised and unsupervised machine learning techniques, the
data must be transformed to a representation suitable for selected algorithms.
In our experiments, the words in the documents were selected as meaningful
units (terms) of the texts. A big advantage of such a word-based representation
is its simplicity and the straightforward process of creation [11]. Each of the
documents was therefore simply transformed into a bag-of-words, a sequence of
words where the ordering was irrelevant. Every document was then represented
by a numerical vector where individual dimensions were the words the values of
which represented the weights of individual attributes (the words) of the text.

The procedure used the known tf-idf (Term Frequency-Inverse Document
Frequency, see, e.g., [14]) weighting scheme that usually provided better results
than a representation not employing global idf weights [22].

The quality of the document vector representation could be increased in sev-
eral ways, e.g., by using n-grams, adding some semantics, removing very frequent
or very infrequent words, eliminating stop words, stemming, but often with only
marginal effects [8]. During the preprocessing phase, none of the mentioned tech-
niques was performed.

4 Results

The following section summarizes the results of the experiments described in
the previous sections. The non-trivial process of the SuDoC algorithm consists
of two major steps, that is:

– preparing clustering solutions of the entire data to be labeled with different
numbers of clusters, and

– spreading the labels from initially labeled document instances within at least
two clustering solutions, starting with a clustering solution with a higher
number of clusters and continuing with one or more clustering solutions
having gradually fewer clusters.

The results of both of these tasks could be influenced by several parameter
settings. The parameters of the clustering process were already examined in [22]
and the settings that were found to provide the best clustering solutions were
applied to the presented experiments.

In the second step, the number of clustering solutions used for spreading the
known labels and the number of clusters in each of these solutions needed to be
determined. In the initial experiments, it was revealed that using just two clus-
tering solutions was quite sufficient. This finding enabled to achieve significantly
better results when applying SuDoC than using the well known classifiers, with
a lower number of computations than in the case of using three or more cluster-
ing solutions. Having more than 1,000 reviews to be automatically labeled, the
best results were achieved when the first clustering solution contained a hundred
of clusters and the second contained five clusters (100/5). When the numbers of
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clusters in the two clustering solutions were chosen differently, e.g., 100/10, or
200/10, the classification performance measures reached slightly worse values.

Table 2 contains averaged values of the chosen performance metrics of the
experiments with different classifiers – commonly used classifiers on the top of
the table, and SuDoC with tree different settings at the bottom (see also Fig. 5).

Table 2. Classification performance metrics for the used classifiers. The presented
values are average values obtained from 100 experiments. Acc represents Accuracy, Prec
Precision, Rec Recall, and F F-measure for the corresponding classes: + for positive
reviews and − for negative ones. The numbers as 100/5 following SuDoC stand for the
number of clusters in two used clustering solutions.

Classifier Acc Prec+ Prec− Rec+ Rec− F+ F−

J48 0.638 0.670 0.647 0.677 0.593 0.650 0.589
Näıve Bayes 0.694 0.699 0.715 0.762 0.619 0.720 0.648
Logistic Regression 0.719 0.736 0.722 0.747 0.688 0.733 0.694
Support Vector Machines 0.706 0.722 0.730 0.751 0.655 0.719 0.669
K-star 0.648 0.659 0.698 0.749 0.534 0.677 0.563
Instance based learning 0.659 0.700 0.704 0.710 0.602 0.668 0.590
J-Rip 0.594 0.652 0.619 0.603 0.583 0.627 0.562

SuDoC(100/5) 0.788 0.865 0.754 0.729 0.851 0.779 0.783
SuDoC(100/10) 0.758 0.823 0.736 0.706 0.810 0.742 0.757
SuDoC(200/10) 0.762 0.816 0.741 0.724 0.799 0.753 0.755

From the presented results, it is obvious that for the given specific task and
processed data SuDoC significantly outperformed the commonly used classifiers.

Fig. 5. Accuracy for the used classifiers and SuDoC algorithm
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5 Conclusions

This paper presents a novel approach to labeling unknown document instances
based on a small number of initially labeled examples. The described approach,
called SuDoC (Semi-unsupervised Document Classification), can be used as an
alternative to commonly used well-known classifiers, such as the Näıve Bayes
classifier, Decision Trees, Support Vector Machines, and others. SuDoC’s main
idea is grounded on using a small number of specimen – a limited set of manually
labeled instances representing considered classes.

This set is used for biasing the unlabeled instances so that they get automati-
cally appropriate labels, thus creating classes supporting the future classification
or prediction. The classes are generated reiteratively, from a larger number of
smaller, less general clusters to a lower quantity of bigger, more general ones.
Such a procedure demonstrated better results than applying traditional training
of classification algorithms using the limited number of training samples.

The presented results, based on 100 experimental runs for each of the 10
algorithms, their initial conditions and settings, demonstrate that it is possible
to achieve better values of the chosen classification performance metrics when
using the SuDoC algorithm unlike the traditional clustering procedures.

The future work is going to focus on determining the number of used clus-
tering solutions and the numbers of clusters in each of such solutions which are
major aspects of the SuDoC procedure. This will include a large number of ex-
perimental runs with the data used in the presented experiments as well as with
some different data, and a thorough analysis and comparison of the results. The
process will also involve a large amount of manual labeling in order to arrive at
representative outcomes. The SuDoC algorithm will be also used for processing
documents in different natural languages.
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LNCS, vol. 6836, pp. 211–218. Springer, Heidelberg (2011)
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Abstract. Social bookmarking systems have recently received an increasing at-
tention in both academic and industrial communities. This success is owed to
their ease of use that relies on a simple intuitive process, allowing their users
to label diverse resources with freely chosen keywords aka tags. The obtained
collections are known under the nickname of Folksonomy. In this paper, we intro-
duce a new approach dedicated to the visualization of large folksonomies, based
on the "intersecting" minimal transversals. The main thrust of such an approach
is the proposal of a reduced set of "key" nodes of the folksonomy from which the
remaining nodes would be faithfully retrieved. Thus, the user could navigate in
the folksonomy through a folding/unfolding process.

1 Introduction

Social bookmarking tools are rapidly emerging on the Web as it can be witnessed by
the overwhelming number of participants. Indeed, within the last years, social software
on the Web, such as FLICKR1, DEL.ICIO.US2, BIBSONOMY3 to cite but a few, has
received a tremendous impact with regard to hundreds of millions of users. A key fac-
tor to the success of social software tools in the Web is their grass-roots approach to
sharing information between a broad community or people (folks) allowing them to
browse and to search tags attached to information resources. The result of this collab-
orative tagging activity in the systems has led to user-generated classifications called
folksonomies. However, during folksonomy exploration, it is difficult for a user with a
limited subjective knowledge to find related resources which may represent best his/her
current interests [1]. Dedicated literature witnesses a wealthy work about improving
the quality of queries based on folksonomies. Hence, one stream of research has at-
tempted to refine query results using clustering and tag clouds techniques. However,
the relations derived by these techniques are only taxonomical relationships, such as
hyperonym relations, and are not based on meanings. Indeed, relying on statistical as-
sociation or co-occurrence of tags, clustering techniques group the search results into

1 http://www.flickr.com
2 http://www.delicious.com
3 http://www.bibsonomy.org

H.L. Larsen et al. (Eds.): FQAS 2013, LNAI 8132, pp. 637–648, 2013.
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several subsets and recommend related resources based on selected tags. On the other
hand, tag cloud, which contains very general terms such as "computer" or "picture",
is a somewhat rough approach to organizing tags. It shows a subset of frequently used
tags which sizes reflect their frequencies. Actually, the overwhelming size and density
of the induced structure is an actual hamper towards a fluent visualisation and com-
prehension by the user [2]. The aim of this paper is to palliate this weakness by in-
troducing a novel approach of folksonomy visualisation based on "intersector" nodes.
The main thrust of this approach relies in the efficient detection of a reduced number of
user nodes that allows to faithfully retrieve the remaining nodes. These particular nodes
called ambassadors, diffusors, multimembers [3–5] have recently received a renewed of
attention within viral marketing. Thus, a user only has to face a very reduced number
of nodes even for very large graphs. Indeed, experiments carried out in [5] showed that
the number of "intersector" nodes is around twenty even for very large folksonomies.
Interestingly enough, from a theoretical point of view, we show that these intersectors
are the smallest minimal transversals in terms of size. Roughly speaking, these intersec-
tors are the first reachable minimal transversals if the search space is swept in breadth
first manner. The main thrust of the introduced approach is the swift detection of these
intersectors and also their reduced number with respect to the set of all nodes.

Standing within a perspective of folding/unfolding and in compliance with Shneider-
man’s mantra [6] "Overview first, then details on demand", a user does not have to face
a hazy dense folksonomy. Indeed, (s)he has to start exploring a reduced and manageable
fraction of the graph, composed of intersector nodes. The exploration process is based
on the unfolding operation that, by clicking on an intersector node, allows to smoothly
and gradually unveil the covered and connected nodes. The remainder of this paper is
organized as follows. In section 2, we outline the preliminary notions on folksonomies.
Then, we scrutinize the works to the dedicated visualization of folksonomies as well as
works that focus on the quality of tagging in folksonomies. Section 3 is dedicated to
a thorough description of our folksonomy visualization approach based on intersector
nodes. Section 4 provides experimental results to illustrate the proposed approach. The
last section concludes this paper and opens perspectives for future work.

2 Related Work

Before presenting our approach, we provide a simplified definition of some concepts
used throughout in this paper, namely, folksonomy and triadic concept which is an
adapted formalism for folksonomies as explained in the following.

2.1 Basic Concepts on Folksonomies

A folksonomy describes users, resources, tags, and allows users to arbitrary assign tags
to resources. Similarly to [7], we define a folksonomy as follows:

Definition 1. (FOLKSONOMY) A folksonomy is a set of tuples F = (U , T , R, P ),
where U is a finite set of users, T is a finite set of tags, R is a finite set of resources, and
P ⊆ U× R × T is a ternary relation and each p ⊆ P can be represented as a triple:
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p = {(u, r, t) | u ∈ U , r ∈ R, t ∈ T }.

which describes the assignment of the tag t by the user u to the resource r.

A folksonomy is also called "Social Tagging", a process which enables users to add,
annotate, edit tags to share resources. In other terms, it consists in a web 2.0 support for
the classification of resources. Indeed, the annotation of resources (by tags) facilitates
the sharing and then the information retrieval. In the following, we recall the main
definitions related to triadic concepts, that exactly mimic the structure of a folksonomy.

Definition 2. (TRIADIC CONTEXT) [8] A triadic extraction context (or a triadic con-
text for short) is a quadruple K = (E , I, C, Y ), where E , I and C are sets, and Y is
a ternary relation between E , I and C, i.e., Y ⊆ E× I × C. Elements of E , I and C
are respectively called objects, attributes, and links and (e, i, c) ∈ Y , underlies that the
object e has the attribute i according to the link c.

Example 1. An example of a triadic context for a folksonomy F is depicted by Table
1 with U = {u1,. . . , u8}, T = {t1, . . . , t6} and R = {r1, r2, r3}. Each cross represents
a ternary relation between a user from U , a tag from T and a resource from R, i.e., a
user has tagged a particular resource with a particular tag.

Table 1. A triadic context/folksonomy

U/R-T r1 r2 r3
t1 t2 t3 t4 t5 t6 t1 t2 t3 t4 t5 t6 t1 t2 t3 t4 t5 t6

u1 × × × ×
u2 × × × × × × × ×
u3 × × × × × × ×
u4 × × ×
u5 × × × × × ×
u6 × × × ×
u7 × × × × × × × ×
u8 × × ×

Formally, a tri-concept is defined as follows:

Definition 3. ((FREQUENT) TRIADIC CONCEPT) A triadic concept (or a tri-concept
for short) of a triadic context K = (E , I, C, Y ) is a triple (U , T , R) with U ⊆ E , T ⊆
C, and R ⊆ I with U × T × R ⊆ Y such that the triple (U , T , R) is maximal,i.e., for
U1 ⊆ U , T1 ⊆ T and R1 ⊆ R with U1 × T1 × R1 ⊆ Y , the containments U ⊆ U1, T
⊆ T1, and R ⊆ R1 always imply (U , T , R) = (U1, T1, R1). A tri-concept is said to be
frequent whenever it is frequent tri-set. The set of all tri-concepts of K is equal to T CK
= {T Ci | T Ci = (U , T , R) ∈ Y is a tri-concept, i = 1. . .n}.

For a tri-concept (U , T , R), the sets U , R and T are respectively called Extent,
Intent, and Modus of the tri-concept (U , T , R).

The main challenge, that would face a user, is the navigation within the hazy graph
plotting a large folksonomy. In the following subsection, we review the pioneering
approaches that paid attention to the assessment of the tagging quality within folk-
sonomies.
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2.2 Tag’s Quality

Related literature witnesses a wealthy work about tag quality measures for
folksonomies, e.g, [9–12] to cite but a few. Among them, the well-adapted to our ap-
proach are those proposed by [11] to evaluate tag’s relevance. In the following, we
briefly define these measures that will be used in the remainder.

1. (HIGH FREQUENCY TAGS) : for a given folksonomy, the frequency of a given tag
for the same resource is considered as a factor to judge its relevance. So, for each
tagged resource, we order the tags and count the frequency of each distinct tag.
Tags with higher frequencies are considered better in terms of quality.

2. (TAG AGREEMENT) : for a given resource x, this metric is defined as the set of
tags that are selected by most users who have tagged resource x, i.e., Agr(tx,y) =
Freq(tx,y)∑ |ui| . We first determine the frequency of each unique tag. Then, we calculate
the number of users who have tagged each resource. The tag agreement is conse-
quently calculated by dividing the tag frequency by the number of users that have
tagged a resource. When all users agree on a certain tag, this number should be
equal to 1. The closer to 0, the lesser the agreement on that particular tag is.

3. (TF-IRF) : This metric is derived from the well known Term Frequency Inverse
Document Frequency "TF-IDF". The latter is a common metric in the domain of
automatic indexing for finding good descriptive keywords for a document. In fact,
this measure evaluates the importance of a term in a given document. When select-
ing the appropriate keywords for a certain document, the TF-IDF formula takes
the intra as well as inter document frequency of keywords into account. The higher
the TF-IDF weight, the more valuable the keyword. Some adjustments have been
made on this measure to evaluate tags. Indeed, textual information or documents
have been excluded from TF-IDF formula since tagged resources are not always
textual in a folksonomy (e.g. an mp3 audio file). Thus, [11] proposed the equa-
tion given below to compute the TF-IRF weight for a certain tag annotated to a
resource: TF − IRF (tx,y) =

Freq(tx,y)

Ty
∗ log(

∑ |ri|
rx

), where Ty = total number of
tags for resource y and rx = sum of resources that have tag tx.

In the following, we will briefly present some related works on folksonomies’s visu-
alization as well as their practical applications.

2.3 Visualizing Folksonomies as Graphs

Intensive studies have been made about efficient visualization of large folksonomies.
At first, this tripartite hypergraph of users, tags and resources was represented by a

"tag cloud". In this respect, [13] established a comparative study about performance of
different models of "tag cloud" for visual exploration. Nevertheless, [14] pointed out
that this representation does not provide any information about tags’s relationships and
recommended graph visualization. Thus, the authors of [2] highlighted that the effi-
ciency of such a visualization is higher with a simplification and even a reduction of
the quantity of information to be provided to the user. In this respect, [15] introduced
projection methods in order to uncover the structure of the folksonomy in less complex
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ones. The visualization of such structures heavily relies on an assessment of the cor-
relation of similar nodes. Also worth of mention, the project TagGraph4 that tackled
the issue of visualization. In the latter, the author has studied the Flickr photography
dataset. The provided tool actually acts as an explorer that retrieves the most recent
photos that have been indexed by tags matching the one provided by the user. In the
same trend, the Tag Galaxy5 tool explores the Flickr dataset as a galaxy composed of
planets metaphoring the tags. The authors of [14] also proposed a technique, FOLKSO-
VIZ, for automatically deriving semantic relations between tags and for visualizing the
tags and their relations. Indeed, they apply various rules and models based on Wikipedia
corpus to find the equivalence, subsumption and similarity relations for their approach.
FOLKSOVIZ manages the display of the discovered semantical relation between tags in
order to provide as intuitive as possible to the user with a visualization of the folkson-
omy. In [16], the authors introduced the FOLKVIEW tool for the dynamic visualization
of a folksonomy by using a multi-agent approach. Thus, the provided tool has been
able to provide personalized views of the folksonomy to the user. In the same context,
authors in [17] advocated an interaction model that allows users to remotely browse the
immediate context graph around a specific node of interest. To do so, they adapted the
basic concept of degree of interest from tree to graphs to tackle the complexity of large
and dense graphs.

According to the different surveyed approaches, it is a sighting fact that the major
problem of folksonomies’s visualization stands the inability to display large amount of
data. Indeed, the size and density of large folksonomies is steadily growing since user
can freely tag different resources. Thus, the main challenge of folksonomy visualization
is to provide a reduction strategy to obtain manageable structures [2] Trickily reducing
such a structure seems to be a sine qua non condition. Furthermore, most of literature
works on folksonomies visualization have neglected relationships between users and
has been only interested in relations between tags. The visualization approach that we
introduce in the remainder aims at tackling these thriving compound challenges.

3 VIF: VIsualization of Large Folksonomies

An efficient visualization usually follows the three steps indicated by the Schneider-
man’s visual design guidelines [6]. The author recommended the following scheduling
tasks "Overview first, zoom and filter, then details on demand." In fact, grasping a huge
amount of data can very often encourage the user to perform a superficial exploration
rather than an in-depth one. That’s why a visualization tool has to provide an overview
of the information, which permits a direct access to overall knowledge and intercon-
nections within the knowledge space. There are many cases where the user is simply
not interested in a global view of the whole graph, but interested in solving a particular
concrete task on the graph instead [17]. Once the user focuses on a portion of data, a
smooth user-zooming capability should be performed to obtain more details. Similarly,
the authors of [18] state that an efficient visualization has to fulfil the three following
factors: (i) Global overview of the system; (ii) Details on demand; and (iii) Interaction

4 http://taggraph.com/
5 http://taggalaxy.de/

http://taggraph.com/
http://taggalaxy.de/
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with user. In the following, we present a detailed description of VIF, the new graph-
based approach of VIsualizing Folksonomies. Let us remind that the main idea of our
new approach is to provide a simpler view of the graph by focusing on specific nodes.
In fact, displaying an overview of the whole graph is not always relevant to the user.
So, we propose to present a reduced set of "key" nodes from which the remaining nodes
would be faithfully retrieved through a folding/unfolding process. As shown in figure 1,
the "VIF" approach operates in two steps:

1. Extraction of the tri-concepts : the set of extracted tri-concepts which are a loss-
less concise representation of the whole folksonomy.For this task, we opted for
the TRICONS algorithm [19] which is a generate-and-test algorithm. The latter
takes as input a folksonomy F as well as three user-defined thresholds : minsupu,
minsupt and minsupr. The TRICONS algorithm outputs the set of all frequent
TCs that fulfil these aforementioned thresholds. Standing on the fact that tri-
generators are the smallest elements within an equivalence class, so their detec-
tion/traversal is largely eased. TRICONS operates in a level-wise manner and
heavily relies on the order ideal shape of tri-Minimal Generator family towards
achieving better performances.

Example 2. With respect to the folksonomy illustrated by table 1, TC1=({u1,
u2, u5}, {t1, t2}, {r1, r2}) is a tri-concept of F , i.e, is the maximal set of tags
and resources shared between u1, u2 and u5. In addition, the 5 other extracted
tri-concepts are: TC2=({u2, u3, u7}, {t3, t4}, {r1, r2}), TC3=({u4, u6}, {t5},
{r1}), TC4=({u3, u4, u5}, {t1, t2}, {r3}), TC5=({u6, u7, u8}, {t3, t4, t5}, {r3})
TC6=({u3, u7}, {t6}, {r3}).

2. Extraction of the minimal transversal "Intersectors": As explained in section,
it operates on the tri-concepts extracted in the previous step. Given the fact that
we are searching for particular elements which are strongly connected with most
possible nodes in the graph, minimal transversal’s notion provides an ideal frame-
work to localize these "intersectors". Thus, we have to perform a projection on the
"User" dimension. Doing so, we obtain an hypergraph from which we extract the
"intersector" nodes.

Indeed, a social network can be defined as a set of entities interconnected with one
another [20]. The entities are generally actors or organizations but can also be web
pages, scientific articles, films, etc. The relations depict their interactions. The analysis
of the strategic position that some actors may have in the network and their identifi-
cation are mainly studied in the field of sociology notably with measures like degree,
closeness, betweenness, designed to this end. The community structure of the network
has also been considered [21, 22]. In this respect, we propose to define the notion of
"Intersector" in a graph which is based on the concepts of hypergraph and minimal
transversal.

In the context of hypergraphs, a recent trend put the focus on determining "key ac-
tors" in the underlying community structure. Indeed, in the dedicated literature, such ac-
tors are also called as mediators, ambassadors, experts depending on their position, and
consequently depending on their role in the network [23]. Among these actors whose



Efficient Visualization of Folksonomies Based on «Intersectors » 643

Fig. 1. The VIF approach at a glance

identification has received a lot of attention, also appears the influencer who can be de-
fined as an actor who has the ability to influence the behaviour or opinion of the other
members in the social network [24]. Thus, in this respect, we have to focus on minimal
transversal "Intersector" defined as follows:

Definition 4. HYPERGRAPH [25] Let H = (X , ξ) with X = {x1, x2, . . . , xn} a finite
set of elements and ξ = {e1, e2, . . . , em} a family of subsets of X . H is a hypergraph on
X if : (i) ei �= ∅, i ∈ {1,. . . , m} and (ii)

⋃
i=1,...,m

ei = X .

The elements of X are called vertices of the hypergraph and they correspond to en-
tities. Elements of ξ, called hyperedges of the hypergraph, correspond to communities.
Figure 2 depicts a hypergraph H = (X , ξ) such that X = {1, 2, 3, 4, 5, 6, 7, 8} and
ξ = {{1, 2}, {2, 3, 7}, {3, 4, 5}, {4, 6}, {6, 7, 8}, {7}}. From this hypergraph, we have
TC=({u1, u2, u5}, {u2, u3, u7}, {u4, u6}, {u3, u4, u5}, {u6, u7, u8}, {u3, u7}).

Fig. 2. Hypergraph related to the set of ex-
tracted tri-concepts from the folksonomy
given by table 1

Table 2. Extraction context corresponding to the
hypergraph depicted by figure 2

u1 u2 u3 u4 u5 u6 u7 u8

T1 × × ×
T2 × × ×
T3 × ×
T4 × × ×
T5 × × ×
T6 × ×

Definition 5. MINIMAL TRANSVERSAL [25] Let a hypergraph H = (X , ξ) where X
is the set of vertices and ξ = {e1, e2, . . . , em} is the set of hyperedges. T ⊂ X is a
transversal of H if T

⋂
ei �= ∅ ∀i = 1, . . . ,m. γH denotes the set of the transversals

defined on H : γH = {T ⊂ X|T
⋂
ei �= ∅ ∀i = 1, . . . ,m}. A transversal T of a

hypergraph is called minimal if �T1 ⊂ T s.t. T1 ∈ γH . In the following, we denote
MH , the set of minimal transversals of H .
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Definition 6. MINIMAL TRANSVERSAL INTERSECTOR Let H = (X , ξ), a hyper-
graph and I ⊂ X . I is called minimal transversal intersector, denoted TMI, if I fulfils
these two following conditions :

1. (Minimality Condition): I is a minimal transversal in cardinality terms: |I| =
τ (H) where τ (H) = Min {|T|, ∀T∈MH}. τ (H) is called the minimal level of transver-
sality.
2. (Maximal quality Condition): Relevance(I)=max{Quality_tag(tag(I)) s.t. |I| = τ (H)}

A set of nodes is a TMI "Intersector" if its size is as small as possible and if it
maximizes the relevance condition. Specifically, the first condition aims at keeping the
set of TMI as small as possible. Thus, the objective is to represent all the communities
with a minimum of nodes. The second condition, called maximal quality, takes into
account the fact that several TMI can belong to a same community. In such a case, the
aim is to favour the elements which belong also to the communities with more relevant
tags. It is noteworthy that Jelassi et al. [5] defined the notion of multi-member in a
social network by choosing minimal transversal that fulfils the maximal connectivity
constraint.

The aim of the approach that we introduce, is to minimize as far as possible the
number of nodes of a graph with a maximal quality in terms of tags. Even though
several algorithms have been presented in the literature for the extraction of a minimal
transversal of a hypergraph, our aim is a little bit different. Indeed, our intersectors are
a special class of the set of minimal transversals of the induced hypergraph. Roughly
speaking, these Intersectors are the smallest minimal transversals in size terms, i.e., the
first reachable minimal transversals if we sweep the search space in levelwise manner.
The main thrust of the introduced approach is the swift detection of these gateways as
well as their reduced number with respect to the set of all nodes. Once detected, these
intersectors will be connected to each other as a complete graph. Then, each intersector
will be directly connected to the peers that it belongs to the same hyperedges as them.

In our approach, we used the TMD-MINER algorithm proposed by [5]. The latter
provides very interesting performances compared to those obtained by the pioneering
algorithms of the literature. Indeed, it swiftly identifies the minimimal transversality’s
degree, i.e., the level k where we can find TMIs. Then, once having at hand the value of
k, the algorithm directly jumps in the search space and only generates all the candidates
which their degree is equal to k without uselessly generating candidates with lower
sizes. After that, from these all k candidates, only candidates fulfilling the minimality
condition of the definition 6. These intersector candidates are then filtered with respect
to maximal tagging quality condition. This filtering allows at the end to select our in-
tersectors. In our experimental study, detailed in the next section, we have focused on
an illustrative example to explain our approach with more details.

4 Illustrative Example and Experimental Results

To illustrate our approach, let us consider the folksonomy depicted by Table 1. First of
all, we extract the cover of tri-concepts from the folksonomy. Thus, we apply the TRI-
CONS algorithm with minsupu = 2, minsupt = 1 and minsupr = 1 as thresholds.
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Hence, we obtain the hypergraph of the Figure 2. The latter can be also represented by
table 2 where hyperedges Ti are the projection of users in the different tri-concepts.

The following step is to localize for the smallest smallest minimal transversals in
size terms. Such minimal transversals are flagged as candidate TMIs. According to our
example, we can extract the following candidate intersectors: {u1u4u7}, {u2u4u7} and
{u4u5u7}.

Then, for each candidate, we compute the quality of tags and keep those correspond-
ing to the most relevant. Indeed, a user who belongs to a given TMI, has tagged one
or many resources in the folksonomy. Only relevant set of tags is retained. In fact, the
evaluation of tags is done through the RELEVANCE Function which averages the met-
rics Agr and TF-IRF defined previously in section 2.2. Table 3 contains the set of all
the minimal transversals that may be drawn with corresponding relevance tags. Let’s
take for example the candidate {u1u4u7}. The user u1 has tagged the resource r1 with
{t1, t2} and the resource r2 with tags {t1, t2}. The user u4 has tagged the resource
r1 with {t5} and the resource r3 with tags {t1, t2}. On the other hand, the user u7 has
tagged the resource r1 with {t3, t4}, the resource r2 with the same tags and the resource
r3 with tags {t3, t4, t5, t6}. The relevance of this candidate {u1u4u7} is the sum of the
relevance of all this set of tags. The same applies for the other candidates. Finally, we
retain the TMI "Intersector" {u4, u5, u7} as it corresponds to the best quality of tags.

Table 3. Process of computing TMI

TMI {Tags} Relevance TMI {Tags} Relevance TMI {Tags} Relevance

u1u4u7

{t1 , t2}→r1 0.19

u2u4u7

{t1 , t2 , t3 , t4}→r1 0.06

u4u5u7

{t1 , t2}→r1 0.19
{t1 , t2}→r2 0.19 {t1 , t2 , t3 , t4}→r2 0.06 {t1 , t2}→r2 0.19
{t5}→r1 0.16 {t5}→r1 0.16 {t1 , t2}→r3 0.19
{t1 , t2}→r3 0.19 {t1 , t2}→r3 0.19 {t5}→r1 0.16
{t3 , t4}→r1 0.19 {t3 , t4}→r1 0.19 {t1 , t2}→r3 0.19
{t3 , t4}→r2 0.19 {t3 , t4}→r2 0.19 {t3 , t4}→r1 0.19
{t3 , t4 , t5 , t6}→r3 0.06 {t3 , t4 , t5 , t6}→r3 0.06 {t3 , t4}→r2 0.19

{t3 , t4 , t5 , t6}→r3 0.06
1.17 0.91 1.36

We display the TMI "Intersectors" with Linkurious6, a Web-based application for
searching and visualizing property graph databases, supported by Linkurious SAS.
Property graph databases are a specific kind of database made for storing and querying
large graphs of millions of nodes, relationships and properties associated to them. The
search result of Linkurious displays intersectors to the graph visualization, then the user
can add the neighbors of the displayed nodes to the visualization on demand, enabling
a local exploration of the underlying complete graph. The property graph database we
use is a Neo4j7 instance. Neo4j is an open source Java technology supported by Neo
Technology Inc. As highlighted in figure 3 we can see the TMI "Intersector" extracted
from the folksonomy considered in this example. The nodes displayed in this step are
{u4, u5, u7}. User can easily get specific information and browse through this small
set of nodes. Linkurious allows to display specific relationships between nodes as illus-
trated in figure 4. Thus, user can extract useful information and control the complexity
of the generated visualization.

6 http://linkurio.us/
7 http://www.neo4j.org/

http://linkurio.us/
http://www.neo4j.org/
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Fig. 3 Fig. 4

Fig. 5 Fig. 6

He/she has also the possibility to more explore nodes that are "touched" by this
transversal and expand the graph by an unfolding process, as illustrated in figure 5. The
latter shows that by clicking on node u4, its neighbors become visible namely u3 and
u6. When user clicks on all the nodes of the TMI "Intersector", we can obtain, as it
shown in 6, all the nodes of the folksonomy. An unfolding process can also be done on
each node to hide its neighbors.

During our experimental evaluation, we considered the following folksonomies:
1-DEL.ICIO.US8: the social bookmarks system DEL.ICIO.US is a service of social book-
marking that offers its users the opportunity to share their favourite web pages. The
dataset9 contains all the bookmarks added in January 2007 to the site http://delicious.
com. The recovery process has approximately 494, 636 bookmarks that have been pub-
lished by 54, 915 users through 64, 968 tags of 129, 220 resources.
2- MOVIELENS10: it is a film rating system MOVIELENS. This dataset11 contains ex-
plicit evaluations of films. The first folksonomy includes 1 million ratings from 1 to 5
stars, made by about 6, 000 users, and the second consists in 100, 000 ratings provided
by 943 users on 1682 movies, between September 1997 and April 1998.

By varying the minsuppu and as shown by Table 4, we obtained three datasets
from the DEL.ICIO.US folksonomy (denoted DELI1, DELI2 and DELI3) and three
datasets from the MOVIELENS folksonomy (denoted MOVLENS1, MOVLENS2 and
MOVLENS3). In the hypergraph associated to each dataset, the vertices correspond
to the users and the hyperedges to the communities where a community represents a

8 www.delicious.com
9 Freely downloadable at http://data.dai-labor.de/corpus/delicious/.

10 www.movielens.umn.edu
11 Freely available to the public12.

www.delicious.com
http://data.dai-labor.de/corpus/delicious/
www.movielens.umn.edu
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subset of users who have shared a same subset of resources with the same subset of tags.
The aim of this experimental validation is to show that even for large folksonomies the
number of intesectors remains manageable. The corresponding visualisation snapshots
are omitted due to lack of available space. At a glance, we note that the lower the value
of minsuppu, the higher the number of TMIs is, and the larger their size, reaching 21
for DELI3 and 20 for MOVLENS3. For the dataset DELI1, we extracted 10 TMIs of
size 6, i.e., composed of 6 vertices. This means that we have to find at least 6 users
to represent all the communities. A scrutiny of these TMIs, shows that 4 of them are
specially active ones, namely the nodes 10, 47, 77 and 78, since they belong to all the
extracted TMIs from this dataset.

Table 4. Characteristics of the considered folksonomies, where :minsuppu: minimum number
of vertices within a community; #Hyper : number of hyperedges; #MT : number of all minimal
transversals; #TMI : number of TMIs; |TMI |: size of a TMI in terms of number of vertices

minsuppu |X | #Hyper #MT #TMI |TMI |
DELI1 5 119 91 52 10 6
DELI2 3 165 157 1800 78 13
DELI3 2 248 179 8976 201 21

MOVLENS1 5 88 80 108 1 6
MOVLENS2 3 143 246 172 3 12
MOVLENS3 2 196 501 306 26 20

5 Conclusion

The main thrust of such an approach stands in the definition of a reduced set of nodes from which
the remaining nodes would be faithfully retrieved. We have illustrated this approach on 2 large
datasets and showed an example of intersectors visualization. In the near future, we plan to study
in depth to influence of the quality tagging on the popularity of the intersector nodes and setting
a evaluation protocole of the proposed visualization interface.
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Abstract. This paper deals with the process of developing a lexical se-
mantic database for Ukrainian language – UkrWordNet. The architecture
of the developed system is described in detail. The data storing struc-
ture and mechanisms of access to knowledge are reviewed along with the
internal logic of the system and some key software modules. The article
is also concerned with the research and development of automated tech-
niques of UkrWordNet Semantic Network replenishment and extension.

Keywords: Information Extraction, WordNet, Wikipedia, Knowledge
Representation, Ontologies.

1 Introduction

For the last decade, the engineering and development of knowledge bases have
been traditionally considered as one of the most important areas in artificial
intelligence. Knowledge bases are the foundation for creating a variety of intelli-
gent information systems. They range from expert systems to natural language
processing (NLP) systems. This period has seen a impressive step forward in
the knowledge bases development and evolution. It is impossible to imagine
constructing a “smart” program that effectively addresses complex information
problems in real time without using the knowledge base technology. One of the
most widely used semantic knowledge resources is the lexical database WordNet
[1]. Focusing on new possibilities of NLP, which appeared after the development
of the WordNet, different countries created projects for developing their own na-
tional WordNets. These lexical semantic nets rely on the Princeton WordNet as
a base, but they are filled with NL knowledge of specific languages. The largest
Europian WordNet-building project for national languages is EuroWordNet [2]
that combines knowledge bases for Dutch, Spanish, Italian, German, French,
Czech and Estonian languages. A number of national projects are concerned
with building lexical databases similar to WordNet for Hungarian,Turkish, Ara-
bic, Tamil, Chinese, Korean, Russian and other languages, as well as global
projects for association of national lexical semantic bases into a single resource,
for example, BalkaNet.
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This paper highlights the main results of a project to create Ukrainian lexical-
semantic knowledge base UkrWordNet (UWN). The project has been going on
for several years and made significant progress in localization of WordNet lexical
nodes, construction and filling UWN own database structures, creating tools,
which automate filling knowledge base structures. A layered software system
allowing analysis, updating and editing knowledge bases has been developed. A
number of applications realizing for visualization of knowledge base content and
offering a convenient interface to access data have also been developed.

The first work on creating the Ukrainian WordNet was conducted in mid-
2000. The experience gained from the project indicated that it was necessary to
systematize and automate the process of adoption, extension and translation. To
address these needs a new model of knowledge representation was suggested. A
number of custom-built tools for working with semantic lexical database content
were created. Also a method of automatic linking Ukrainian Wikipedia articles
to the hierarchical network of UWN as new nodes was implemented.

2 System Architecture

Development of any information system begins with formulating goals, creating
a requirements list and choosing the architecture that is able to satisfy the men-
tioned requirements. The idea behind the UWN project was to unite available
information about the language and algorithms that would process it into a sin-
gle online system. This is fundamentally useful for complex linguistic methods
of NL text analysis. Such an approach can also significantly improve the speed
of data processing.

The main task of the project was to create a platform that would combine the
semantic knowledge base, the morphological knowledge base and logic to handle
the knowledge. The platform in question was intended to work online, it has to
include a set of tools that work with bases content, provide opportunities for joint
work allowed for elaborating linguistic applications. Therefore, the development
of a proper system design was one of the project key objectives. The following
demands were put forward:

– online access to the data;

– high speed data access;

– ease of editing and updating the data;

– access to the data via a special utility and in a “manual” mode;

– a flexible storage structure that could be easily changed or extended;

– automatic data conversion after changes in a metadata structure;

– support of connectivity between concepts in a multilingual lexical database;

– data access security;

– built-in control over data changes;

– the ability to combine data and algorithms at the same place;

– sustainable and simultaneous work with multiple users.
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Detailed analysis showed that the two-level client-server architecture is consis-
tent best with the demanded requirements. The main advantage of the two-level
architecture over the three-level one is the ability to deploy the server logic on
the same network node with DB. Oracle was used for developing the system.
The Oracle Database XE was selected, which is available under license [3]. The
Oracle database operates both as an application server and a database. High
reliability, quality, speed and extensive internal language PL/SQL ensured the
popularity of this database among mobile operators, stock exchanges and banks.

The Main Structural Elements. The main structural elements to accommo-
date logic and data in Oracle databases are schemas. Each schema can contain
tables with data, modules with program logic, individual procedures and func-
tions, user-defined data types, triggers and scheduled processes. In addition, each
schema can have its own policy for security and access to other schema facilities.

The assignment of key blocks of the UWN logic and data storage is described
below:

– ua guest – schema is used to connect clients to the database. As a single
junction point of external systems connection to UWN we created a schema
ua guest , which serves as a buffer zone for security and allows connecting
any user or a system to UWN. This schema has no any objects, as it has no
access rights to objects of other schemas. The only exceptions are interfaces
of access to UWN security;

– ua security – schema is responsible for authentication of applications that
connect to UWN. It grants access rights according to the software applica-
tion profile. Also, this schema serves as a single access point to the UWN
internal interfaces, i.e. the server logic that performs data processing and
modification of semantic and morphological bases. Additionally, this schema
contains mechanisms for logging access attempts. The data include time,
IP-address and other characteristics of a client machine together with a list
of commands that the application performs;

– ua ontology – schema stores information about content of the Ukrainian
WordNet. It also contains logic for concepts manipulation. Operations in-
clude search for synsets, retrieval of a synset information, modification of
the synset data, receiving and setting special features of synsets, retrieval
information about relationships between the concepts and making changes
in those data. Logic for some applications is also included into this schema;

– ua alg – schema is used for storing a variety of semantic algorithms and the
server logic of linguistic applications as well. It also accommodates software
and algorithmic parts for linguistic research (e.g., software implementations
of methods for measuring the degree of semantic relatedness);

– ua morphology – schema stores morphological dictionary of the Ukrainian
language and provides mechanisms for access to it. Spelling check-up and
correction algorithms are also deployed in this schema.



652 A. Anisimov et al.

Knowledge Representation. Ontology structure development (or construct-
ing an ontological knowledge representation language) is quite a complex and
lengthy process, so, instead of developing our own ontology format, we took the
format typical to the WordNet family. The knowledge is presented in the form
of concepts (synsets) and connections between them. On the physical level the
data are located in a special tabular database structure.

Key Logic Modules. The algorithmic and logical component system consists
of several types of modules:

1. Rights management and access to system objects.
2. Logging user login/logout and a list of operations performed.
3. Recording changes.
4. Modules that work with the database content.
5. Modules of the linguistic logic.
6. Subsystem modules that contain the server logic for client applications.

The structure and use of these modules can be presented in detail as follows:

1. Module security pkg deals with access rights management of client appli-
cations. It analyzes each function calls, for which a client tries to get access.
Any client application that establishes a connection to the server through
the technological UWN account ua guest , must specify what the subsys-
tem it is (ontoeditor, ontocorrector, etc.). After successful identification of
an application by the server, the client gets the right to run functions in
accordance with the access profile of this application type.

2. Module run is responsible for access to internal system objects. It includes
interfaces to internal packages and system procedures. In fact, the module
run is the single point of access to all server logic deployed inside UWN.
The subsystem of client authentication and issuing rights for access to the
server logic has two types of public interfaces. These are accessible for any
client that may connect to the server through the ua guest account.

3. The module security pkg logs connections of a client machine to the server
as well as logs a sequence of actions taken. The record of connecting a new
application is created immediately after successful registration. Information
about illegal access attempts or unregistered types of applications is collected
and analysed in the special security system deployed at the administrative
schema.
The subsystem security pkg that checks access rights of a client application
to the server functions also logs the sequence of all actions taken. This type
of logging is mainly used for testing purposes and can be configured to track
only certain commands or subsystems.

4. Unlike the modules that provide control, security and access, whose logic is
concentrated in one place, the changes logging mechanism is of a decentra-
lized nature, with its elements being placed in different schemas. Every node
of the system that contains important data has its own logging mechanism. A
key role in the logging mechanism is performed by triggers and data change
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logs that provide tracking time of changes, user who made them, and some
other parameters. Due to the sizable changelogs generated in multiuser work,
logs are used only for the main data.

5. Modules for manipulating each WordNet are placed in the same schema as
the data. In general, there are several types of modules in the system that
contain the server logic with high complexity degrees of implementation.
These modules contain functions for finding, removing, and editing data.
This type of a module is a layer between clients and UWN, their main goal
is to ensure the correctness of work done with database. Another common
module type is modules that implement the entire subsystem for the UWN.
Also systems to analyze linguistic data characteristics and experiments can
be implemented as individual modules.

6. Linguistic logic modules are deployed in the ua alg schema. It represents a
separate class of auxiliary means for various phases of intelligent analysis (i.e.
word sense disambiguation, semantic relatedness measure, etc.). A typical
example is the module that contains the software implementation of various
methods of measuring the semantic similarity degree.

7. Some modules are used to implement the server side of a specific applications
that solve a computational linguistic tasks. These modules contain all the
logic required to interact between UWN and the end-user. They are deployed
in ua alg schema or in some especially dedicated schemas.

Access Model and Data Protection. The main problem in the development
of popular client-server systems is data protection against unauthorized access.
Also it is important to ensure collaboration of a large number of users working
with the same data, alongside the issues of allocation of server resources to
clients. In UWN, all applications use the same access model. The basic principles
rely on making it impossible to establish direct access to the data and fulfilling
requirements to use intermediate specialized interfaces.

The mechanism of interaction between the client applications and the UWN
server part is shown in detail. Here description is given in terms of the new
get/set interface, get access model in the old interface is slightly different.

1. The first step is to connect client application to the server part of UWN using
the technological ua guest account. This provides access to the ua security
schema for further identification.

2. The second step is calling authentication procedure on the ua security
schema and to register client application in the system using security pkg
module. After successfully passing the registration, a client gets the right to
work with UWN objects according to the profile of its applications.

3. Upon successfully executing the second step, the client application gets the
right to perform a certain subset of commands in the run module. Because
the run module is an interface to access internal UWN objects, then the ap-
plication gets the right to call procedures and functions from other schemas
of the system.
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4. The fourth step is the direct work with the client application. These are calls
of certain linguistic features and interaction with the server-side of logic.

3 Methods of Automated Filling and Extension of the
Ukrainian WordNet

A number of methods are used to automate the process of filling the Ukrainian
WordNet (UWN):

– Localisation knowledge of the English lexical database WordNet to the reali-
ties of Ukrainian language through semantic translation of synsets and fur-
ther heuristic post-processing of translation results;

– Filling the UkrWordNet with new concepts by integrating knowledge from
electronic encyclopedias. It is done through creating new nodes that seman-
tically corresponds to Ukrainian Wikipedia articles and joining these nodes
to the UkrWordNet.

At the first stage of the Ukrainian WordNet development adaption and trans-
lation of the English synsets into Ukrainian has been done. Translation was
carried out using electronic dictionaries and using available automatic transla-
tion means. To ensure high data quality the obtained Ukrainian synsets undergo
manual checking and editing.

Due to the lack of relevant concepts in semantic fields of English language, the
problem of incorporating new original Ukrainian synsets that do not have direct
analogues in the WordNet arises. The task of updating the UkrWordNet database
consists of two steps. First, one must find a suitable synset in the WordNet
taxonomy, against which Ukrainian synset can be defined as a descendant.
Second, one needs to fill new semantic links of different types for this new synset.
While the second stage is problematic in terms of automating the process, the
first step is much more promising.

4 Methods to Bind Wikipedia Articles to WordNet
Nodes

The development of algorithms for automation of knowledge extraction and fill-
ing semantic knowledge bases is very weighty today. The most abundant re-
sources to gain knowledge are electronic encyclopedias, including Wikipedia [4].
Therefore, a number of research projects are aimed at developing means for
formalization of knowledge in Wikipedia and integrating them into different
kinds of knowledge bases: BabelNet [5], DBpedia [6], WikiTax2WordNet [7],
WordNet++ [8] etc. This direction of data integration (fromWikipedia to Word-
Net hierarchical taxonomy) looks most promising. The WordNet has a high
quality structure of hyponymic relations. Wikipedia being a public project with
rather ad hoc connections contains cycles and errors. WordNet contains about
120 000 concept nodes. This is not enough for qualitative analysis and text pro-
cessing in arbitrary topics. At the same time currently Ukrainian Wikipedia
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contains approximately 500,000 articles, each of them can be considered as a no-
tion. Integrating these notions (with the names-titles of corresponding articles)
as new nodes into WordNet by attaching them to the most semantically close
synsets may allow producing semantic knowledge base with WordNet hierarchi-
cal quality and size of 500 000 concepts. It is likely to become the most powerful
structured source of knowledge in the Ukrainian language today.

The vast majority of methods linking Wikipedia articles as new nodes into
WordNet uses different measures of semantic similarity of an article text to the
lexemes of a certain synset and its glossary.

These algorithms take into account both lexical intersection similarity meas-
ure suggested by Lesk [9] as well as relational position of an article, i.e. the
correspondence between an article and its links to other articles and a synset
and its links to other synsets, which also have to be similar. A good example of
such methods is shown in [5] and [10].

5 A New Method for Binding Wikipedia Articles as
Nodes to WordNet

A new measure of semantic similarity using latent semantic analysis [11] was
proposed to improve the quality of bindings Wikipedia articles to semantically
nearest WordNet nodes. This method determines the similarity of the mean-
ings of words and texts using statistical calculations on a large text corpus of
Ukrainian Wikipedia.

Construction of TD-matrix via Wikipedia Processing. The first step is
the sequential processing of Ukrainian Wikipedia articles to build an articles×
word matrix which contains the frequency of word usages in texts of Wikipedia
articles. The category words can contain phrases alongside with words, e.g.
“Trafalgar Square” or “Champs Elysees”. The Ukrainian language requires mor-
phological analysis as preprocessing to produce normal word forms – lemmas.
Commonly used words have to be excluded from consideration while producing
articles× word matrix. One can use a stop-list or TF-IDF statistics to remove
those words.

The position of a word in a Wikipedia article is a very important factor.
When the word is used in the first sentence of an article – it is the part of the
definition of the concept described in the article. Therefore, the word has the
highest priority and receives a bonus score when its frequency is calculated and
articles × word matrix is being composed. Let it be 3 for each occurrence in
this position. When the word is used in the first paragraph of the text starting
with the second sentence, it is also a sign of a high priority. The word is scored
2 for each appearance in this position. All other words in the text are scored 1
for each occurrence.

Decompositions of the TD-matrix. The LSA algorithm is applied to the
resulting articles × word matrix. The algorithm decomposes the matrix into
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product of two matrices. The first one represents Wikipedia articles mapping into
k-dimensional latent semantic space of topics. The second one represents words
mapping into k-dimensional latent semantic space of topics. Column vector in
these matrices of a reduced rank k allows fast computation of semantic similarity
between words, texts, words and texts, by means of calculating a scalar product
of corresponding vectors. Matrix singular decomposition or non-negative matrix
factorization (NMF) is usually used to this purpose. For NMF the method by
Lee and Seung [12], also known as the multiplicative update rules algorithm, is
used. Frobenius norm is exploited as the basis of the cost function.

To facilitate calculation of μsem semantic similarity measure, one needs to
process Ukrainian Wikipedia, generate matrix V (articles×words), factorize it
into matrices W and H , where V = WH . Then one can calculate μsem between
two objects: between two words as the scalar product of the vector-columns of
H , between two articles as the scalar product of the vector-rows of W , between
a word and a text of an article as a scalar product of the corresponding row
W and the transposed column H . The μsem measure is a key tool for binding
Ukrainian Wikipedia articles to the WordNet nodes.

Binding Ukrainian Wikipedia Articles to WordNet Nodes. The al-
gorithm is presented in the form of a pseudocode. Ukrainian WordNet and
Ukrainian Wikipedia are the input of the algorithm.

The main procedure of binding the i-th article of Ukrainian Wikipedia to a
nearest WordNet synset looks as follows:

Procedure Linking (i:longint;var Sset:SynsetOfWordNet;

var MeasureSem:double);

Begin

Take i-th article of Wikipedia and vector row W[i];

Find in WordNet all synsets containing the article name;

Fork (A, B, C):

If (there is only one synset Sset) then

Begin (A)

Calculate μsem between W[i] and each H[t] where

t is a word of synset Sset.

Calculate mean:

μsem−average =

∑
wordt∈SSet

μsem(W [i], H [t])

count(wordt ∈ SSet)

If (μsem−average > Thrshld)

/*Thrshld is obtained experimentally*/

then Bind the i-th article to the synset Sset.

MeasureSem is set to μsem−average.

End(A);
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If (there is a set of synsets {Ssets}, |{Ssets}|>1, each

synset of {Ssets} contains the article name) then

Begin(B)

For j =1 to |{Ssets}| do begin

Calculate μsem between W[i] and each H[t] where

t is a word of synset Ssets[j]. Calculate mean:

μsem−average =

∑
wordt∈SSets[j]

μsem(W [i], H [t])

count(wordt ∈ SSets[j])

Save correspondence between synset Ssets[j] and

its μsem−average

end;

Select a synset Sset from {Ssets} with highest value

of μsem−average.

Bind the i-th article to selected Sset.

MeasureSem is set to highest μsem−average.

End(B);

If (no such synset found) then

Begin(C)

Take i-th article links from "Categories"

and obtain list of corresponding articles {Plinks};
Set variable Best = 0;

Set variable pbest = None;

For p in {Plinks} do begin

If (p is binded to some WordNet synset Sset1) then

Calculate semantic similarity

MeasureSem1 = μsem−average between p

and corresponding synset Sset1

else call Linking(p,sset1,MeasureSem1);

Save synset Sset1 that is nearest to p and its

value of semantic similarity MeasureSem1:

If (MeasureSem1 > Best) then begin

Best = MeasureSem1; pbest = p; Sset1best = Sset1

end;

end;

/*This way the article pbest and the corresponding

synset Sset1best with best similarity is found. Then

algorithm launches recursive search function FindBest

to find descendant of synset Sset1best with best

value of μsem−average to i-th article.*/

Call FindBest(i, Sset1best, 0, BestSynset, BestValue);

If (BestValue > 0) then begin

Sset = BestSynset; MeasureSem = BestValue;

end;

Bind i-th Wikipedia article as new node to the
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BestSynset synset;

End(C);

End of Linking;

Function FindBest(i:longint,Sset:SynsetOfWordNet,Cut:double;

var BestSynset:SynsetOfWordNet,BestValue:double)

Begin

Get set W of all words from Sset; Calculate M:

M =

∑
wt∈SSet

μsem(W [i], H [t])

count(wt ∈ SSet)

If (M < Cut) then Return;

else begin BestSynset = Sset; BestValue = M; end;

Using Hyponymy relation get set Sons of all immediate

descendants of Sset;

For Son in Sons do begin

FindBest(i,Son,M,BestSynset1,BestValue1);

If (BestValue1 > BestValue) then begin

BestValue = BestValue1; BestSynset = BestSynset1

end;

end;

End of Function FindBest;

Incorporating new original Ukrainian synsets that have no direct equivalents
in the English WordNet corresponds to case C in the algorithm. In case C the
method processes an article of Ukrainian Wikipedia, which name-title is not
contained in lexicon of UWN – so no synset represented this new notion.

It should be noted that proposed method with measuring semantic similar-
ity of the new nodes to the existing ones successfuly establishes only the hy-
ponymy/hyperonymy relations to the new created synsets. Development of ex-
tended special methods for analysis and establishing other types of WordNet
relations (meronymy, holonymy, etc.) to the new created nodes is priority direc-
tion of further research in the project of the UWN.

6 Experiments

Testing methodology. Testing was performed on a network of Ukrainian nouns in
the WordNet database. As it was mentioned above, all English original synsets
were replaced by their Ukrainian counterparts. After manual post-processing
the Ukrainian WordNet network of nouns contains more than 82,000 synsets
and about 145,000 nouns in the lexicon of the system.

Matrix V articles × words relies on two types of articles from Ukrainian
Wikipedia. The first type consists of all articles whose names are contained in
the lexicon of the Ukrainian WordNet (multiword names of Ukrainian Wikipedia
articles are also contained in UWN lexicon). The second type consists of 50,000
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articles that are “lower” in the hierarchy of Ukrainian Wikipedia categories
comparing to the articles of the first type. These 50,000 articles were selected at
random with normal distribution in different parts and at different levels of the
Ukrainian Wikipedia categorical hierarchy. Then matrix V was factorized as it
was proposed by Lee and Seung[12]. Factorization was significantly accelerated
with the help of GPU-paralleling technology, as described in [13]. As noted above,
the algorithm of binding the i-th Ukrainian Wikipedia article to semantically
nearest synset in the WordNet is structurally broken down into 3 cases:

(A) One article corresponds to one synset – a definite case;
(B) One article meets several synsets – an ambiguous case (polysemy);
(C) There is no synset containing the name of the i-th article of Ukrainian

Wikipedia. One has to find the most semantically similar synset and bind
an article to it as a descendant (we call it an uncertain case).

For the purpose of testing 50,000 articles have been processed. They were
bounded to some synsets in the WordNet. In the course of binding, logs were
made about its results. Every ninth case selected uniformly was logged alongside
with the note of a binding type – A, B or C. Then, the log sequence was divided
into samples A, B, and C respectively.

Each sample was evaluated by experts for accuracy of bindings (precision),
completeness (recall) and, accordingly, F1-measure. The summary of quality
rating of the presented algorithm is shown in Table 1.

Table 1. Summary of Wikipedia pages and WordNet synsets binding quality

A B C

a definite case polysemy uncertain case

precision 95,70% 89.43% 85.65%

recall 91,67% 81.86% 77.19%

F1 93,64% 85,48% 81,20%

For comparison, the method of binding pages of Wikipedia toWordNet synsets,
described in [10] has the score of 91.1% (in general) and 83.9% (in cases of poly-
semy) [10]. The paper [5] describes the methodology of mapping a set of articles
Wikipedia to a set of WordNet concepts. It shows P = 81.9, R = 77.5, F1 =
79.6. Compared with previously proposed methods, our method showed better
performance.

7 Conclusions

This article describes some of the important aspects of creating an Ukrainian
lexical semantic network based on the world-famous WordNet. The first part of
the paper describes the architecture of the system and its main structural ele-
ments: the model of knowledge representation, the key logic modules, the access
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model and methods of information security and data protection. The system ob-
jectives set and its reflection into the list of requirements is shown. Processes and
protocols of external users interaction with database are described. The second
part of the paper concerns research and development of methods for automating
constructions and filling the semantic knowledge base UkrWordNet. The method
for creating new nodes generated from Ukrainian Wikipedia articles and binding
them to synsets of the UkrWordNet was developed. It allows great extension of
UkrWordNet semantic fields. Experiments showed high performance comparing
to the best existing methods for binding Wikipedia articles to WordNet synsets.
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Abstract. Information extraction has almost always focused on extracting  
retrievable data from a text. Approaches that manage to extract elaborated  
information have seldom been devised. Through the use of interlingua-type  
language-independent contents representation, the semantic relations of the con-
tents can be used to search a set of information concerning a particular entity. 
This way, the person asking a question to find out something about a city or a 
person, for example, would have to know no more than the name to be used to 
run a search. This approach is very promising as the person asking the question 
does not have to know what type of information he or she can request from a 
documentary source. Our work targets the goal of, given a user’s query, provid-
ing a complete report about such topic or event, composed of what we consider 
encyclopaedic knowledge. We describe the origins of this research and the fol-
lowed procedure, as well as an illustrative case of this on-going research. 

Keywords: Information extraction, Linguistic patterns, UNL.  

1 Introduction 

The most advanced information extraction systems are capable of searching for  
very specific fact-related information, entities or events ([1], [2], [3]) (hereafter  
referred to as entity), and, very especially, information that can be “queried” using 
“factoid” questions, that is, questions that start with What, Where, Who, etc… ([4], 
[5], [6], [7], [8]). 

This type of information is extremely useful. But, for this to work, the answer has 
effectively to be in the documentary source and the person asking the question has to 
be very clear about what he or she wants to know. This approach very often does not 
reflect the position of the person who wants to find out something about a specific 
fact, event or entity. In other words, very specific questions can only be formulated by 
someone who is rather well acquainted with the documentary source who is merely 
looking for a missing data item. 

Our current approach aims to satisfy a more common need of someone who is 
looking for specific information that is not confined to just a single data item. The 
goal is to somehow emulate encyclopaedic search. If, for work or pleasure, we wanted 
                                                           
* The production of this article has been sponsored by DAIL-Software S.L. www.dail-

software.com 
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to find out something about Picasso, for example, we would look up Picasso in the 
encyclopaedia, where we would find an entry of variable length stating when and 
where he was born, when and where he died, what are his most famous works, etc. 
All this information could be clustered in or dispersed across a documentary source, 
and anyone asking about each individual information item would, as mentioned 
above, have to know that the source contains that information. 

If, on top of this, we had a scenario where the information is not only disperse but 
also written in different languages, the knowledge or data about an event, fact or en-
tity could only be fused if the knowledge representation were language independent. 
The work that we describe in this paper represents a further step of Question Answer-
ing systems towards systems able to search for information, gather it and generate 
reports. 

In this article, we set out a preliminary approach to this problem, based on a lan-
guage-independent contents representation. For this representation, we chose UNL 
[9]. UNL is able to represent written content as an acyclic directed graph on which 
matching and directed search functions are defined. 

In the following sections we will explain first the background of this work  
(Section 2). Then we will explain why we chose UNL as a contents representation 
mechanism, and describe this language’s semantic properties and how it can be ap-
plied for our purposes (Section 3). Section 4 describes the experiment planning, its 
results and results analysis. 

2 Previous Work 

In [10] it is explained how specific information could be found in document bases 
encoded in UNL. User’s “factoid” questions (formulated in his/her native language) 
are transformed into language independent queries, specifically designed to operate 
on UNL expressions. These queries take the form of unconnected directed graphs, 
where a relation (the so-called “main relation”) pointed to an unknown node repre-
senting the answer to the question. The different possible matches of queries in the 
UNL document base lead to different possible answers, selecting finally the one 
whose corresponding match form the smallest-size graph (Fig. 1). 

It is also observed that UNL expressions containing answers use to contain addi-
tional information about the subject of the questions. This additional information is 
not captured because it has not been asked for, and it can be found in the vicinity of 
the answer node. 

Therefore, if the scope of the query is extended to a limited number of nodes 
around an entity, much more information about that entity is obtained. This would be 
the inverse process of searching answers to questions, that is, to obtain all queries that 
can yield results in the document base about a particular entity, capturing very diverse 
information, and thus freeing the "questioner" of the obligation to know precisely 
what to ask, enabling formulations like "tell me all you know about…" 
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Fig. 1. Answer extraction from UNL expression 

Queries obtained by this method could be compiled and generalized by entity type, 
forming pattern libraries that could be used to draft a very concrete, very specific 
report about a particular entity. 

This approach has driven our recent research and empowered the information ex-
traction system to do much more than simple data extraction. The direction to take 
now is to find data linked through consistent semantic relations, and beyond, to be 
able to interpret this kind of information. 
3 Linguistic Patterns for Information Extraction 

UNL was originally designed as an interlingua capable of unambiguously represent-
ing the meaning of a text. Semantic nets were chosen as the formalism for this  
purpose. Basically, a UNL expression is a directed graph, where the nodes contain the 
words of the sentence that is to be represented, whereas the arcs indicate how those 
words are related in the sentence through thematic roles. 

The underlying principles are, therefore, purely linguistic. To some extent, this  
detaches UNL from the more common knowledge representation formalisms [11]. 

One of the important and more immediately exploitable features is the universality 
and non-ambiguity of the UNL vocabulary: each of its elements, called UWs (univer-
sal words), represents a single concept, and its notation is also fixed, that is, it does 
not inflect according to gender, number, aspect, etc. These categories are considered 
as circumstantial traits of the sentence and are expressed in UNL through node attrib-
utes. This way, a UNL document can be searched for a particular concept or UW with 
100% accuracy, without having to run a more thorough syntactic and/or semantic 
analysis (no disambiguation is required) [12]. 

Another key property is that the entities are specified inside the expressions. In 
UNL, there are two possible codifications of an entity: 

award

year

prize

Aubert

gol

obj

tim

Caméré

Academy_of_Sciences 1934
nam

agt

nam

type

dam

new
movable

rsn

mod

mod

aoj
Answer node

Answer: “a new type of movable dam”.

type

dam

new

movable

mod
mod

aoj

rsn

Minimum subgraph

Main relation

Question: “Why was Aubert awarded with Caméré prize?”
Sentence: “Aubert was awarded the Caméré prize in 1934 by the Academy of Sciences for a new type of movable dam”.
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• As a single UW: the actual codification of the UWs specifies certain, generally, 
ontological, relations with other UWs. This is used in UNL to eliminate the lexical 
ambiguity between UWs. One is the “iof” (instance of) relation, which explicitly 
indicates that the UW represents an entity or instance of the following concept. For 
example, Paris(iof>national_capital>thing) represents the concept “Paris, the  
nation’s capital”. 

• As two UWs, linked by means of the “nam” (name) relation: the “nam” relation 
is used in UNL to refer to individuals represented by a proper noun. Thus, this type 
of relation can be used to codify a named entity, linking the UW that represents the 
entity class with another UW that represents its name. This mechanism is also used 
to codify dates. 

Fig. 2 shows the UNL codification of three different types of entity: town, cruise 
and date (For clarity’s sake, only the constraints of the UWs representing entities will 
be specified): 

 

Fig. 2. Different ways of codifying entities in UNL 

For example, the UNL expression shown in Fig. 3 contains a subnet (highlighted in 
bold) that codifies factual information about the entity “Hunter Rose”, specifically, 
“Hunter Rose was born in Toledo”. 

The remainder of the sentence (“had his early education there”) could also be said 
to contain other factual information about Hunter Rose (“he was educated in 
Toledo”). To gather this datum, however, we first had to deduce that the UW “there” 
refers to the city of Toledo. This then requires a previous step of linguistic inference. 

Such generally context-dependent deductions are beyond the objectives of this  
research, which focuses exclusively on factual information explicitly expressed  
inside the UNL expressions and through the very UWs that they contain, as  
mentioned earlier. 

On the other hand, it will not always be possible to find subnets that represent fac-
tual information in the vicinity of the entities, meaning that we will need some criteria 
for detecting and selecting these structures. After running several experiments, we 
found that these subnets usually have the following characteristics: 

• They quite often appear across different UNL expressions. 
• They depend on the entity type. 

 

Paris(iof>national_capital>thing)

cruise

nam

1. “Paris” (capital)

“Queen Victoria”

year

nam

“1987”

2. “the cruise Queen     
Victoria”

3. “1987” (year)
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• They contain full information. 
• They are semantically coherent. 
• They often relate several entities. 

The fact that the form and composition of these subnets are related to the type of 
entity (or entities) that they contain also suggests that they can be generalized to form 
what we will term linguistic patterns. 

A linguistic pattern in UNL is a specific way to relate particular UW classes within 
an expression. It will be depicted in the same manner as a UNL graph, where the UW 
classes will be denoted by means of box-shaped nodes. Taking into account this casu-
istry, we can define the concept of linguistic pattern more formally as:  

A linguistic pattern is the conjunction of semantic relations (in our case, those 
from the UNL model) and nodes, representing the terms of a domain and linked by 
the semantic relations, that allows for the expression of events and situations in a 
semantically coherent way.   
These linguistic patterns, that may vary according to the application domain, al-

lows for searching concrete facts in order to make up an information report based on 
facts related to what we generically called encyclopaedic knowledge.     

Having observed that the structure highlighted in Fig. 3 is quite often repeated for 
entities like person and city, we can generalize it by defining the linguistic pattern 
shown in Fig. 4.  

 

Fig. 3. Factual information inside a UNL expression (in bold) 

Fig. 4. Linguistic pattern relating persons and cities 
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The labelled nodes “iof:City” and “iof:Person” represent any UW referring to cities 
and people, respectively. 

In this paper, we are especially interested in linguistic patterns such as the above, 
that is, patterns containing classes of instances. This is because we can use this type of 
patterns to locate factual information in a UNL corpus by simply searching the ex-
pressions that contain such patterns. Each of the detected instantiations will constitute 
a different item of factual information (e.g., the information highlighted in Figure 3 
can be obtained by instantiating the pattern of Fig. 4).  

Note, on the other hand, that these patterns not only determine specific informa-
tion, but also how such information can be queried. Outputting all the patterns in a 
UNL corpus will be equivalent, therefore, to determining the space of questions that 
can be answered using this corpus as a source of information, as well as the specific 
answers to these questions. 

This latter idea is extremely useful for information extraction, because a system 
capable of locating linguistic patterns related to entities in UNL documents would be 
able to visualize all the data that those documents contain about a particular entity for 
the user. 

4 Experimental Results: A Case of Study 

We ran an experiment on a real UNL document aimed at discovering such linguistic 
patterns as mentioned above. 

The chosen database was the UNL codification of several articles belonging to the 
EOLSS collection [13]. Specifically, we selected the article “Biographies of eminent 
water resources personalities”, composed of 601 UNL expressions and a total of 2534 
UWs, for the tests. 

This article is a compilation of a series of biographies of several historical figures 
linked to the use of water resources. It is perfect for our purposes, as it contains a lot 
of factual information (dates, people, cities, countries, etc.). 

In the pursuit of our goal, we applied a two-step method: 

1. Identify the entities that are referenced in the article. 
2. Discover the linguistic patterns that determine factual information about the above 

entities. 

4.1 Entity Identification 

The entities can be easily located, as they are explicitly codified as such in the  
UNL expressions, either by a single UW with the “iof” (instance of) constraint or 
through the “nam” relation linking the entity type with its name (for named entities 
and dates). 
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After inspecting the expressions in the article according to these rules, we found  
a total of 351 different entities of 42 different types. Table 1 shows the count and 
classification by type (only the most frequent entries are shown): 

 

Table 1. Entity types referenced in article Entity type CountDates 130Persons 83Cities 44Rivers 13European countries 9National capitals …North American countries …… …Total 351
 
 
Clearly, the distribution conforms to the characteristics of the article: the date is the 

most frequent type of entity (130), followed by people (83). This is followed by sev-
eral locations (cities and countries), together with rivers, whose frequency is signifi-
cant because the biographies contained in the article refer to people related to water 
resources. 

4.2 Pattern Discovery 

Basically, the idea is to find repeated structures for particular entity types by building 
the respective patterns from the generalization of these structures. 

To design the procedure, we first had to state some hypotheses on what the UNL 
nets would have to be like to be considered as valid structures for representing factual 
information. These hypotheses are related to their characterization in section 3.  

In the following we will list each of the steps of the procedure, illustrated by means 
of an example. 

Step 1. Choose two different types of entities. 
For our example, we will select the most common types of entity in the document: 

“date” and “person”. 
Step 2. Search the corpus for the smallest-sized UNL structures that relate the two 

types of entities. 
To do this step, we will have to run through all the expressions of the document  

in search of those that contain both types of entities. For each located expression,  
we will have to find the smallest-sized subgraph that contains each pair of entities  
of different types. Fig. 5 illustrates this idea by means of a diagram of expression 
containing a single pair of entities: 
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When we have run through all the expressions, we will have output the set formed 
by all the smallest UNL nets in the corpus that relate the two entity types. 

In this example, we found a total of 93 expressions in which the person and date 
entities appear together. From these, we obtained 105 minimum subgraphs.  

Step 3. Build patterns from the detected subgraphs. 
For each subgraph output in Step 2, the entities are replaced by nodes that repre-

sent their types, outputting a pattern. In this case, we will substitute the nodes that 
contain specific person and date entities by nodes that represent their classes: 
“iof:Person” and “iof:Date”, respectively. Fig. 6 shows a real size-3 pattern, which is 
output this way and was found in the article. 

 

Step 4. Select and complete the most frequent patterns in the corpus. 
The selected patterns will have to be completed with the aim of codifying sen-

tences with the meaning closest to the context of the corpus. To do this, we will add 
relations to their internal UWs (that is, to the nodes that do not represent entity 
classes). These will be the relations necessary to vest the UWs with the argument 
structure (set of relations) that they normally have in the expressions containing the 
pattern. Each new relation (argument) will mean adding a new node, which any UW 
will be able to instantiate. 

 

Fig. 5. Minimum subgraph containing a pair of entities 

Fig. 6. Linguistic pattern relating persons and dates 
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In this example, the most common pattern is shown in Fig. 6 (appears a total of 
five times). 

To complete this pattern, we will examine the expressions containing the pattern 
with the aim of determining the argument structures for the internal UW “graduate”. 
For the case of “graduate”, we find “tim”, “gol” and “agt”. 

Thus, we will have to add the relation “gol” to the pattern, linking its internal UW 
to a new node that will act as a free variable. 

This completes the process, outputting the pattern shown in Fig. 7. 

 

4.3 Factual Data Extraction 

Using the pattern output above, we can locate factual information in the document by 
searching all its instantiations. In the following, we show the sentences generated by 
instantiating the “graduate” pattern: 

• “Howard Penman graduated in Physics in 1930.” 
• “Koch graduated MD in 1866.” 
• “William Unwin graduated BSc in 1861.” 
• “Hunter Rouse graduated in Civil Engineering in 1929.” 
• “Robert Sellin graduated in Civil Engineering in 1955.” 

5 Conclusions 

The small case described illustrates a new approach to information extraction  
systems. Users of systems like this would not be bound to be acquainted with the 
contents of the documentary source to guarantee that they are not asking meaningless 
questions. If the documentary repository contains any information about the entity 
concerned, this information will be served to the user in the target language as the 
UNL graph is able to generate outputs in any language. This is an exhaustive  
approach, and the intelligent part of systems like these would be to determine the 
patterns. This should not be a major challenge, as there is a limited range of questions 
that users could ask. These early experiments proved to be very promising for retriev-
ing full and editable contents rather than mere data. 

Fig. 7. Completed linguistic pattern 

graduate

tim agt

iof:Personiof:Date

X

gol
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Abstract. Most taxonomies and thesauri offer their users a huge amount
of structured data. However, this volume of data is often excessive, and,
thus does not fulfill the needs of the users, who are trying to find spe-
cific information related to a certain concept. While there are techniques
that may partially alleviate this problem (e.g. visual representation of the
data), some of the effects of the information overload persist. This paper
proposes a four-step mechanism for personalization and knowledge extrac-
tion, derived from the information about users’ activities stored in their
profiles. More precisely, the system extracts contextualization from the
users’ profiles by using a spreading activation algorithm. The preliminary
results of this approach are presented in this paper.

1 Introduction

In the world today, storage, processing and networking technologies have ad-
vanced significantly. Users thus have at their disposal huge amounts of struc-
tured data regarding almost any topic or field of knowledge. Such information
repositories are known as Knowledge Bases (henceforth KBs) and often take the
form of thesauri, taxonomies or ontologies. Well known examples of KBs include
BabelNet[1], DBPedia [2], WordNet [3,4], and EcoLexicon [5]. However, one of
the constraining factors when working with certain repositories is that users
may find it difficult to retrieve the information that they are seeking from the
vast amount of data available. Therefore, it is necessary to provide them with
effective tools to browse and query the data.

Software personalization is a commonly used mechanism to adapt content to
user needs and goals. The automatized personalization of software systems is not
a trivial task and requires the use of one or more techniques to capture interests
of potential users and to translate these preferences into the software. This can
be achieved with the use of different techniques such as clustering [6,7,8], fuzzy
logic [9,10], data mining [11,10,12,13], and spreading activation [14,15].

Spreading activation is used as a search method for associative networks. Al-
though its roots lie in psychology, semantics processing and linguistics [16,17],
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it has been rapidly adopted in the computer sciences field as a way to simulate
a ‘human-like’ search for information or documents (see Sect. 2 and Sect. 3 for
a detailed description of spreading activation and its applications).

A simple way to offer users a clear understanding of the data and its structure
is to provide them with a visual representation of its content. Nevertheless, given
the size of such databases, this visualization often includes too much information
to be processed at one glance. This could confuse the user and hinder his/her
search efforts. A possible solution for this problem is to personalize the visual-
ization, and show only the entities that are relevant to the user’s preferences.

Additionally, a user who is accessing and querying the data may possess a
certain degree of specialized knowledge. This can be reflected in the user’s inter-
actions with the system (e.g. a geologist will query the system with related terms
within the domain of expertise, thus reflecting a knowledge of geology). Gener-
ally speaking, the explicit elicitation of this kind of knowledge requires the effort
and time of experts, which may be costly. However, alternatively, this knowledge
could be implicitly extracted and added to the knowledge base without interfer-
ing with the user’s activities. This would have the advantage of bypassing expert
consultation and avoiding explicit knowledge elicitation.

In this paper, we propose the use of spreading activation as a means to cus-
tomize the search tools and visualization of knowledge bases. Furthermore, our
objective is to combine the information provided by the users through their in-
teractions with the system and the results given by the spreading activation
algorithm to extract implicit expert knowledge from the users. The result is a
simple, non-intrusive, and implicit mechanism to extract contextualization from
users and include it in the user profiles. This contextualization may be later
used as a way to provide users with a recommender system [18] to guide non-
experts who access the system. This concept is applied to and exemplified in the
EcoLexicon knowledge base.

This paper is organized as follows: In Sect. 2, we provide a background on
spreading activation. Section 3 discusses the related works and an overview of
our proposal. The proposed approach and its implementation are described in
Sect. 4. The preliminary results of the application of the technique over a subset
of the knowledge base are shown in Sect. 5. Finally, conclusions and future work
are presented in Sect. 6.

2 Spreading Activation

The spreading activation theory attempts to model how humans represent and
retrieve their knowledge. This theory claims that knowledge in the human mind
is represented as nodes and links between nodes in the manner of a semantic
network of concepts. It also proposes that the human recall process starts with
the activation of a set of concepts (or nodes), which spreads to the neighboring
nodes in a series of pulses in a decreasing gradient [17].

For spreading activation, each node in the network has an activation value and
each edge has a weight. These values can be initialized to certain values that
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represent certain properties of the information in the network. For instance, the
initial weight of the edges can be set to the strength of the relationship between
the connected nodes.

The search process begins with a set of source nodes (e.g. the search terms),
which are updated to a new activation value. This activation spreads through
the nodes that are directly connected to the initial nodes in a series of pulses (or
iterations). For each activated node, the activation value is calculated by using
(1) and (2) [19]. More specifically, the initial input value Ij for the node j is
computed by adding the output value (Oi) of the nodes directly connected to
it, which are weighted by the weight wi,j of the links between those nodes. The
output, or activation, value Oj is calculated by applying the activation function,
f , to the input value Ij . The process finishes once one of the stop conditions
(e.g., number of iterations) has been reached.

Ij =
∑
i

Oiwi,j (1)

Oj = f(Ij) (2)

This technique can be constrained by a set of restrictions (briefly outlined
below) that limit the spreading activation process in order to obtain results
of relevance. These restrictions thus compensate for some of the disadvantages
of pure spreading activation (e.g. saturation of the network produced by the
activation of all the nodes in the network) [19].

– Distance: the spreading process should stop when it reaches a node whose
distance from the initial nodes is greater than a predeterminate value.

– Path: activation should spread following preferred paths. This can be
achieved adding weight to the relationships between nodes.

– Activation: a threshold function can be used to restrict the spreading of
the activation of the nodes.

– Fanout:the spreading process should stop when it reaches a node that is
connected to a large number of nodes.

Furthermore, more restrictions can be added to the models such as the number
of activated nodes, number of pulses or the execution time [20], in order to adapt
spreading activation to some particular factors that might arose when applying
this technique to some specific problems.

3 Related Work

Spreading activation is widely applied in a broad variety of fields in Computer
Science, such as information and document retrieval [19,21], computing metrics
for information retrieval [22], Web search [23,14,24], collaborative recommenda-
tion systems [25,26], data analysis [27], and data visualization [28,29].

This widespread application can be explained by the following: (i) the sim-
plicity and customizability of the algorithm; (ii) the widespread use of the data
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structure required by the technique, which makes it easy to apply spreading
activation to existing network-based knowledge bases; (iii) the ‘human-like’ re-
sults of this technique, though not optimal, may be viewed by users as the most
relevant.

Spreading activation has been proposed as a way to extract user preferences
or interests in a number of research studies, such as [30,15,14,24,25]. However,
none of them is focused on gaining an understanding of the knowledge itself. The
goal of this work is not only to personalize the search results but to also provide
a way to extract the domain knowledge of the users and apply it in order to
attain a deeper understanding of the underlying knowledge structure (e.g., the
domains in which can be divided).

The application of spreading activation to data visualizations has been pro-
posed in [28] and [29]. VisLink [28] is a method to interactively explore visu-
alizations and the relationships between them. This method includes spreading
activation as means to add analytical power to VisLink. Kuß et al. [29] propose
a method based on spreading activation to generate visualizations for a neu-
roanatomical atlas. Unlike our proposal, neither of these research pieces take
advantage of the results of past spreading activation executions in order to im-
prove the personalization of the systems (i.e., they only use spreading activation
as a search algorithm with no memory of past searches).

4 Proposal

This research has two objectives. The first is to use the spreading activation tech-
nique to personalize search, browsing, and visualization tools for large amounts
os structored data. The second is to combine the information provided by the
users through their interactions with the system and the results provided by the
spreading activation algorithm, and employ them to extract the implicit expert
knowledge of the users. For example, we can use the elements searched by the
user, the domains that the user is skilled in (e.g., geology) and the search result
to automatically classify the concepts included in the knowledge base in different
domains. This provides an implicit mechanism to extract contextualization from
users. The process is composed of four steps, as shown in Fig. 1:

1. User profiles generation. Based on each user’s search queries and data
browsing, his/her user profile is constructed (see Sect. 4.1).

2. Contextual information extraction. Based on the user profile informa-
tion, a spreading activation algorithm is applied to the data in order to
extract the contextualizations. This paper is focused on this step.

3. Integration of the contextualization in the knowledge base. Fi-
nally, the information regarding the contextualization is incorporated into
the knowledge base.

4. Application of the contextualization. When searching or visualizing the
data, the contextualization obtained and processed in steps 2 and 3 will be
employed to customize the searching, browsing and visualization. The new
user activities generate new information, and then return to step one.
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Step 4. Contextualization 
application

Step 3. Integration

Step 2. Contextualization 
extraction

Step 1. User profile 
generation

user 
profile

user 
profile con-

texts

con-
texts

Knowledge
  base

SA

Fig. 1. The steps involved in the proposed mechanism

4.1 User Profiles

The user profiles store user preferences and provide the basis for the personal-
ization of the search and for browsing the data and the recommender system.
A variation of the simple profile presented in [31] will be used: “A group of
concepts extracted from the user’s activity and deemed interesting by him/her”.
These concepts are extracted from the user’s interaction with the system (e.g.,
searching and browsing activities) and stored in the user profiles as a list of
items included in the system (e.g. [water, concrete, cement]). When a user first
starts accessing the system, the contextualization will only be provided by the
constrained spreading activation algorithm and the system will not supply the
new user with any customization. Once the initial information about the user
has been collected, the system will provide him/her with personalization as well
as contextualization.

4.2 Contextual Information Extraction

In order to extract the contextual information implicitly stored in the user pro-
files, an spreading activation algorithm is applied. This algorithm will activate
the concepts that are strongly related to the concepts included in the user pro-
file, defining a context based on the specialized knowledge of the user. In the
future, the collected information may be put to use in a recommender system.
This system will serve as a guide to new users of the system, and will suggest
terms, relations and searches based on their preferences, their interaction with
the system, and the extracted experience of past users.

Spreading Activation Implementation. The spreading activation technique
has been implemented by using Algorithm 1. The inputs of the algorithm are
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the entities included in the user profile and the output is a vector of activation
values, one for each node in the network. The parameters in the algorithm and
their values are given below:

Algorithm 1. Spreading Activation Algorithm
procedure SpreadingActivation(NODES, V ERTEX, ORIGIN , F , D)

toF ire ← ORIGIN
while toF ire �= ∅ do

for all i ∈ toF ire do
toFire.remove(i)
for all j ∈ adjacents(i) do

Aj , Oj ← Aj +DOiwi,j

if Oj > F then
toF ire.add(j)

else
Oj ← 0

end if
end for

end for
end while

end procedure

– Activation threshold (F ): 0.05 and decay factor (D): 0.75. Both parameters
have been adjusted to the conditions of the experimental setup presented in
Sect 5. These conditions are a few starting nodes and a small graph.

– Activation function (see (3) and (4)): First, the activation value (Aj) for the
node j is calculated using its previous activation value (Aj−1), the output
value of node i (Oi), the weight of the edge between nodes i and j (wi,j),
and the decay factor (D). Subsequently, the output value (Oj) to be used in
the next iteration, is computed by using the threshold constraint (F ).

– Edge weight: in order to reduce de influence of highly connected nodes (see
Sect. 2), the weight of a node is calculate following (5): where wi,j is the
weight of the edge; degree(i) is the number of edges that leave the node i;
and α is a constant that limits the fan-out effect.

Aj = Aj−1 +OiDwi,j (3)

Oj =

{
0 if Aj < F
Aj otherwise (4)

wi,j =

{
1 if degree(i) = 1
α 1

degree(i) if degree(i) > 1 (5)
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5 Experimental Example

This proposal was evaluated with the EcoLexicon knowledge base [5], a thesaurus
for the specialized domain of the Environment. It is the result of hundreds of
hours of work of experts in the areas of translation, terminology, and environ-
mental sciences. This knowledge base includes more than 4,000 concepts, 10,000
terms in six languages, as well as the annotated relations between the aforemen-
tioned concepts and terms. EcoLexicon also provides a visual tool (available at:
http://ecolexicon.ugr.es) that enables the browsing and searching of its content.

Fig. 2. Database subset (for readability, only some labels are displayed)

In order to address the issue of information overload in EcoLexicon, a con-
textualization based on the classification of the instances of relations in different
domains is presented in [32]. However, these contexts are rigidly defined and
require the explicit effort of various experts to define and implement them. The
aim of this section is to present an alternative to these contextual domains by
means of user-generated contexts using spreading activation. Based on user in-
teractions with EcoLexicon (i.e., search queries), the system builds user profiles
that are used as a starting point for the spreading activation process. The initial
results of this approach are presented in this paper.

First, we extract a subset of the data in the knowledge base related to the
concept ‘WATER’, which generates a set of concepts and relationships between
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them. Afterwards, the Networkx library [33] is used to build a graph-based rep-
resentation of the subset. The resulting network contains 201 nodes (concepts)
and 220 links between nodes (relations between two concepts) and as shown in
Fig. 2.

After building the network, four user profiles were selected. Each profile in-
cludes a set of search terms (though the user profiles can be constructed by also
using other user interactions with the system). These profiles are the starting
nodes for the spreading activation process. As shown below, each profile corre-
sponds to an area of expertise:

– Profile 1: water, concrete, cement. This profile corresponds to the coastal
engineering domain.

– Profile 2: water, weathering, mineral. This profile corresponds to the geology
domain.

– Profile 3: water, seawater, fresh water. This profile corresponds to the hy-
drology domain.

– Profile 4: water, matter, cloud. This profile This profile corresponds to the
meteorology domain.

Below, we present the results obtained in the first experiments. Tables 1, 2,
3 and 4 show the activation values for the activated nodes after the execution
of spreading activation for every profile. The state of the network after the
spreading activation process is presented in Fig. 5 for Profile 1 (only the nodes
with an activation value bigger than zero are represented).

Table 1. Activated nodes for Profile 1

Node Activation
sand 0.90
karstic region 0.26
rock 0.06
water 1.00
binder 0.45
conglomerate 0.36
region 0.23
soil component 0.26
dissolved oxygen 0.26
weathering 0.26
matter 0.51
placer mine 0.06
water action 0.26
erosion 0.26
cement 1.00
aggregate 0.81
mineral 0.09
intrusion 0.26
concrete 1.00

Table 2. Activated nodes for Profile 2

Node Activation
sand 0.49
karstic region 0.26
rock 0.60
water 1.00
conglomerate 0.13
region 0.23
soil component 0.26
dissolved oxygen 0.26
weathering 1.00
matter 1.00
placer mine 0.60
water action 0.26
erosion 0.26
aggregate 0.13
mineral 1.00
intrusion 0.26
concrete 0.36
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Table 3. Activated nodes for Profile 3

Node Activation
sea water 1.00
salt marsh 0.54
sand 0.13
karstic region 0.26
rock 0.06
water 1.00
conglomerate 0.03
region 0.23
soil component 0.26
dissolved oxygen 0.26
fresh water 1.00
weathering 0.26
matter 0.18
placer mine 0.06
saltwater 0.90
water action 0.26
erosion 0.26
aggregate 0.03
sandripple 0.90
mineral 0.09
intrusion 0.26
salt pan 0.54
concrete 0.09

Table 4. Activated nodes for Profile 4

Node Activation
atmosphere 0.36
low atmospheric pressure 0.36
sand 0.13
karstic region 0.26
hydrometeor 0.36
cloud 1.00
rock 0.06
water 1.00
conglomerate 0.03
region 0.23
soil component 0.26
dissolved oxygen 0.26
weathering 0.26
glory 0.36
matter 1.00
placer mine 0.06
water action 0.26
erosion 0.26
aggregate 0.03
mineral 0.09
intrusion 0.26
concrete 0.09

Fig. 3. Activated nodes after the spreading activation process for Profile 1. The size of
each node is proportional to its activation value.
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We performed a comparison between the generated contextualizations and the
domains proposed by the experts in [32]. The results for profile 1 are presented in
Table 5. As can be seen, the contextualization coincides with the experts domain
(coastal engineering) in the 84% of the concepts, using only a small user profile
of three terms.

Table 5. Comparison between the generated contextualization and the domains pro-
posed by the experts for Profile 1

Node Present in domain Node Present in domain
sand Yes weathering Yes
karstic region No matter Yes
rock Yes placer mine Yes
water Yes water action No
binder Yes erosion Yes
conglomerate Yes aggregate Yes
region Yes cement Yes
soil component Yes mineral Yes
dissolved oxygen Yes intrusion No

6 Conclusions and Future Work

As the quality and quantity of large data sets steadily increase, there is a growing
need for more efficient means of adapting the browsing and searching of these
data sets to user preferences. In response to this issue, we propose the use of
spreading activation in combination with user profiles as a way of adapting and
customizing the search, query, and visualization capabilities of KBs. Moreover,
the proposed mechanism is capable of eliciting the meta-knowledge of the users
to extract the knowledge contextualization. A first experimental example was
carried out, which showed how contextual domains could be extracted from the
user profiles.

Regarding future work, in the short term, we plan to improve the spreading
activation process by including fuzzy logic in the data set and adding new pa-
rameters to the algorithm. In addition, regarding the recommender system, we
will implement and evaluate a preliminary application, using the information
extracted from the user profiles and the spreading activation processes. Finally,
an evaluation of the EcoLexicon extension will be performed by experts in the
environmental domain
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Abstract. Named entity recognition is one of the information extrac-
tion tasks which aims to identify named entities such as person/location/
organization names along with some numeric and temporal expressions
in free natural language texts. In this study, we target at named entity
recognition from Turkish texts on which information extraction research
is considerably rare compared to other well-studied languages. The ef-
fects of utilizing annotated Wikipedia article titles to enrich the lexical
resources of a rule-based named entity recognizer for Turkish are dis-
cussed after evaluating the enriched named entity recognizer against its
initial version. The evaluation results demonstrate that the presented
extension improves the recognition performance on different text genres,
particularly on historical and financial news text sets for which the initial
recognizer has not been engineered for. The current study is significant
as it is the first study to address the utilization of Wikipedia articles as
an information source to improve named entity recognition on Turkish
texts.

1 Introduction

Information extraction (IE) from textual data is an important natural language
processing task which gains increasing research attention mainly due to the need
to automatically process and analyze textual documents available on the Web in
several different languages. Named entity recognition (NER) is a well studied IE
subtask targeting at the extraction of the names of people, organizations, and
locations, along with some numeric and temporal expressions from free natural
language texts [1].

NER studies generally range from manually engineered rule-based systems to
learning-based and statistical systems [1,2,3]. While the former systems, which
make use of gazetteers and other lexical resources, do not require annotated
corpora, they achieve low success rates when tested on diverse text genres, par-
ticularly on genres different from the initial target domain of these systems. The
learning/statistical systems are freed from this problem since they can be trained
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on new domains provided that the required annotated training corpora are avail-
able [2]. Nevertheless, building annotated corpora manually is a highly costly
task and the latter systems need an additional training phase on such corpora in
order to be applicable to new domains. Decision trees [4], Bayesian learning [5],
hidden Markov models (HMMs) [6], relational learning (such as inductive logic
programming) [5], support vector machines (SVM) [7,8], and conditional random
fields (CRF) [9] are among the most prominent learning/statistical techniques
used for IE tasks including NER.

On well-studied languages such as English, several different NER studies with
high performance rates have been conducted and reported in the literature while
NER research on other languages including Turkish is quite rare. Considering
the NER research conducted on Turkish texts, to the best of our knowledge,
the first study on the topic is the language-independent named entity recognizer
reported in [10] where the recognizer is evaluated on Turkish texts along with
other texts in Romanian, English, Greek, and Hindi. The statistical name tagger
proposed in [11] is an HMM based statistical system [11] to extract person, loca-
tion, and organization names in Turkish texts. In [12], the first rule-based NER
system for Turkish is described. This system utilizes a set of lexical resources
and patterns bases to extract person, location, and organization names as well as
money/percentage and date/time expressions from Turkish news texts [12]. This
system is turned into a hybrid recognizer with a capability to extend its lexical
resources by extracting high-confidence named entities from annotated corpora
through rote learning and the ultimate hybrid system [13] is shown to outper-
form its rule-based predecessor. The aforementioned rule-based recognizer has
also been successfully integrated into automatic and semi-automatic semantic
video annotation systems for Turkish news videos [14,15] where named entities
are automatically extracted from video texts to be used as semantic annotations
for the videos. A system utilizing CRF and a set of morphological features is
presented in [16] where the author argues that CRF provides advantages over
HMMs during NER in Turkish. Finally, a rule learning system for the NER task
in Turkish texts is presented in [17].

In this study, we annotate Wikipedia article titles with named entity tags
and utilize this annotated data to enrich the resources employed by the rule-
based NER system presented in [12]. After this extension to the recognizer, we
have evaluated the performance of this extended recognizer against its prede-
cessor on diverse text genres to observe the effects of this annotated data to
named entity recognition performance and discussed the evaluation results. As
Wikipedia articles are known to constitute a plausible information source for
different knowledge-based applications, the effects of their utilization to improve
a rule-based NER system is a significant contribution to the literature espe-
cially for Turkish texts for which NER studies are still limited in number and
scope. The rest of the paper is organized as follows: In Section 2, the process
of annotating Wikipedia article titles in Turkish is presented, Section 3 is de-
voted to the evaluation results of the ultimate NER system, corresponding to the
original rule-based system enriched with the Wikipedia annotations, against its



Utilizing Annotated Wikipedia Article Titles 685

predecessor and discussion of the results. Finally, Section 4 concludes the paper
together with future research directions to pursue.

2 Annotation and Utilization of Wikipedia Article Titles

Wikipedia1 is known to be an important semantic information source and several
text processing applications benefit from the available textual data in Wikipedia
and its existing structure [18]. Regarding the NER task, there are several studies
ranging from proposals of automatic generation of gazetteers or annotations from
Wikipedia such as [19], [20] to those that target at NER on Wikipedia itself [21].

In this study, we consider utilizing Wikipedia article titles in Turkish to en-
hance a rule-based named entity recognizer [12], as a considerable proportion of
these titles belongs to a named entity category, usually a person, location, or
organization name, among a diverse set of categories. In addition to this, these
titles include prominent named entities in other languages as well, such as the
names of foreign politicians, artists, and organizations. Hence, Wikipedia arti-
cle titles stand as a plausible information source to extend the resources of any
rule-based recognizer.

Our initial named entity recognizer for Turkish [12] is a rule-based system
that has been manually engineered for news texts. The recognizer employs a set
of lexical resources and pattern bases to identify named entities of type person,
location, and organization names, in addition to date/time and percent/money
expressions [12]. These resources are illustrated in Figure 1 as excerpted from
[12]. Although the recognizer, in its default settings, does not make use of the
capitalization information during the recognition process, it can also be made to
execute utilizing the capitalization clue.

We mainly target at the Wikipedia article titles in Turkish to arrive at new
sets of lexical resources to be integrated into the recognizer. We have used the
Turkish Wikipedia database dump dated 12 July 2012 which contains about

Resource

Lexical
Resource Pattern Base

Pattern Base for 
Location Names

Pattern Base for 
Organization Names

Pattern Base for Temporal 
and Numeric Expressions

Dictionary of 
Person Names

List of Well-known 
Locations

List of Well-known 
Organizations

List of Well-
known People

Fig. 1. The Taxonomy of the Resources Employed by the Rule-Based Named Entity
Recognizer for Turkish [12]

1 http://en.wikipedia.org/wiki/Main_Page

http://en.wikipedia.org/wiki/Main_Page
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388,500 article titles after removing some empty and non alphanumeric titles.
We have divided this set into 20 distinct subsets (the first 19 of them containing
about 20,000 and the last one containing 8,500 titles) and considered only the
first subset for manual annotation, as automatic annotation of the remaining 19
subsets using the annotated first subset can be considered as a plausible future
work.

The subset of the database dump considered for manual annotation contains
20,000 article titles, with a total of about 34,592 tokens, which is annotated
using the named entity annotation interface presented in [12]. This interface
enables human annotators to annotate the corresponding entities of type person,
location, organization names; date, time, percent and money expressions in an
input text with the corresponding named entity tags of ENAMEX, TIMEX, and
NUMEX as utilized in the MUC conference series2. The annotation process has
taken a total of about 11 hours for the author and resulted in the annotation of
7,098 named entities.

The annotated 7,098 named entities are checked against the existing lexical
resources of the initial named entity recognizer [12] and those annotated entities
which already exist in these resources are removed. After this post-processing
stage, the number of the resulting annotated entities drops down to 4,631; 3,069
of them being person names, 974 of them being location names, and finally 588
of them being organization names. These new named entities are added to the
corresponding lexical resources employed by the initial recognizer according to
their types to arrive at the extended named entity recognizer for Turkish.

3 Evaluation of the Extended Named Entity Recognizer
and Discussion of the Results

The extended form of the named entity recognizer is evaluated on the set of
four distinct data sets on which the original rule-based recognizer has been pre-
viously evaluated [13]. Statistical information on these data sets is presented in
Table 13.

Table 1. Statistical Information on the Evaluation Data Sets

Data Set Number of Words Number of Named Entities

News Text Set 101,700 11,206

Financial News Text Set 84,300 5,635

Child Stories Set 19,000 1,084

Historical Text Set 20,100 1,173

2 http://www-nlpir.nist.gov/related_projects/muc/
3 It should be noted that only person and organization names are annotated and
hence considered on financial news text set which accounts for the comparatively
lower number of named entities in this data set.

http://www-nlpir.nist.gov/related_projects/muc/
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The news text data set is compiled from METU Turkish corpus [22], financial
news texts are from a Turkish news provider, Anadolu Agency4, child stories
set comprises two stories by an author, and finally historical text data set cor-
responds to the first three chapters of a book about Turkish history.

The evaluation is performed based on the commonly employed metrics of pre-
cision (P), recall (R), and F-Measure (F), calculated as follows:

Precision = (Correct + 0.5 ∗ Partial)/(Correct + Spurious+ 0.5 ∗ Partial)
Recall = (Correct + 0.5 ∗ Partial)/(Correct +Missing + 0.5 ∗ Partial)
F−Measure = (2 ∗ Precision ∗ Recall)/(Precision + Recall)

It should be noted that the above metrics give half credit to partial extractions
where the type of a named entity extracted by the recognizer is correct but its span
is not correct (either missing some of the required tokens or including excessive
tokens) [13], mainly following the corresponding metric definitions in [23].

The evaluation results of the initial and extended rule-based recognizers, when
the capitalization feature is turned off, on the data sets are presented in Table 2.
The evaluation results of the recognizers when the capitalization feature is turned
on (i.e., when the capitalization information is utilized by the recognizers), are
provided in Table 3. In both tables, F-Measure rates are presented in boldface
to illustrate the differences in the performance of the recognizers.

Table 2. Evaluation Results of the Initial and Extended Rule-Based Named Entity
Recognizers (Capitalization Feature is Turned Off)

Rule-Based Recognizer Extended Rule-Based Recognizer

Data Set P (%) R (%) F (%) P (%) R (%) F (%)

News Text Set 85.15 83.23 84.18 84.82 83.86 84.34
Financial News Text Set 71.70 50.36 59.17 71.61 51.72 60.06
Child Stories Set 72.67 76.81 74.68 70.67 77.28 73.83
Historical Text Set 53.57 70.70 60.96 54.86 75.12 63.41

Table 3. Evaluation Results of the Initial and Extended Rule-Based Named Entity
Recognizers (Capitalization Feature is Turned On)

Rule-Based Recognizer Extended Rule-Based Recognizer

Data Set P (%) R (%) F (%) P (%) R (%) F (%)

News Text Set 93.41 83.12 87.96 92.99 83.78 88.14
Financial News Text Set 79.02 50.14 61.35 78.76 51.50 62.28
Child Stories Set 87.50 76.47 81.61 86.36 76.84 81.32
Historical Text Set 79.38 70.34 74.59 80.28 74.87 77.48

Before comparing the two recognizer versions, it should be noted that the orig-
inal rule-based named entity recognizer suffers from considerable performance

4 http://www.aa.com.tr

http://www.aa.com.tr
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degradations for the three text genres of financial news, child stories, and his-
torical texts. This situation is usually termed as the porting problem, as the
recognizer achieves low performance rates when ported to domains other than
its original target domain, which is the news text genre for the recognizer under
consideration [12].

From the performance rates given in Table 2 and Table 3, the following
conclusions can be drawn:

– In both evaluation settings (whether capitalization feature is turned off or
on), the extended recognizer achieves better F-Measure rates than the ini-
tial recognizer for all text genres, excluding the child stories set. Considering
the child stories set, the named entities included do not seem to be com-
patible with the common information available on Wikipedia and hence,
the new entries obtained from Wikipedia lead to more false positives than
true positives. This is in fact a plausible consequence since the child stories
set employed does not cover many well-known person/location/organization
names. Nevertheless, further evaluations on other child stories of larger sizes
are imperative to derive more generic conclusions.

– Since Wikipedia article titles are utilized to extend the lexical resources of
the initial recognizer, the recall rates of the extended recognizer are better
than that of the initial recognizer for all text genres considered, as expected.
The highest increase in recall is observed on historical text set and next, on
financial text set while the increases in recall on news text and child sto-
ries sets are comparatively lower. The small increase in recall for the news
text data set can be attributed to the fact that the initial recognizer (i.e,
its resources) has already been engineered for news texts and as previously
pointed out, the child stories set does not actually include many named en-
tities that can be recognized using the common information available on
Wikipedia which accounts for the small recall increase for this data set. On
the other hand, the lexical resources of the initial recognizer lack several
necessary historical named entities (like past empires, their emperors, etc.)
and well-known financial institutions (i.e., organization names) to help rec-
ognize the named entities in the historical and financial text sets while the
Wikipedia article titles annotated and added to the lexical resources of the
extended recognizer have led to correct recognition of several of such named
entities in the corresponding text sets. In other words, the newly added sets
of entries obtained from Wikipedia, to a certain degree, have alleviated the
effects of the porting problem for these two text genres and paved the way
for further extension of the resources of the recognizer.

– The original recognizer suffers from performance degradations due to some
foreign named entities available in the evaluation data sets (especially news
text and financial news texts sets) utilized during evaluation. The extended
recognizer is able to recognize some of these foreign named entities since
Wikipedia article titles in Turkish include prominent foreign entities which
has also resulted in a slight increase in the recall rates of the extended
recognizer.
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– Since a total of 4,631 new entries are added to the resources of the original
recognizer, some of these newly added entries has led to a slight decrease in
the precision rates of the extended recognizer due to few false positives, for
all text genres excluding the historical text set.

To summarize, the utilization of annotated Wikipedia article titles improves
the performance of the recognizer although a random subset of size one-twentieth
of the whole Turkish Wikipedia database is considered. The improvement is
especially significant for the text genres of historical and financial news texts as
the Wikipedia article titles cover many prominent financial and historical named
entities both in Turkish and in foreign languages.

To the best of our knowledge, the current study is significant as it is the
first study to address the utilization of Turkish Wikipedia articles for improving
named entity recognition on Turkish texts. The findings of the current study
create a firm basis to consider utilizing all Wikipedia articles titles and texts in
an automated manner to substantially improve named entity recognition perfor-
mance on Turkish texts.

4 Conclusion

Wikipedia articles are known to be utilized in several text processing tasks in-
cluding named entity recognition. In this study, we investigate the effects of
annotated Wikipedia article titles to a rule-based named entity recognizer for
Turkish news texts. A subset of Turkish Wikipedia database is considered and
the annotated article titles in this subset are added to the lexical resources of
the recognizer to arrive at an extended recognizer. This ultimate recognizer is
evaluated against its predecessor on four different text genres and the evalu-
ation results demonstrate that extending the resources of the recognizer with
annotated Wikipedia article titles usually improves its performance, especially
on historical and financial text sets on which the initial recognizer suffers from
the porting problem. The current study is significant as it is the first study
to address the utilization of Wikipedia to improve named entity recognition in
Turkish considering the fact that information extraction research on Turkish
texts is quite insufficient.

Future work includes implementation of approaches for automatic process-
ing and annotation of all Wikipedia article titles and article contents to im-
prove named entity recognition on Turkish texts, in-depth evaluation of these
approaches, and comparison of the approaches with the related work.
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