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Preface

Partially supervised learning (PSL) is a rapidly evolving area of machine learning,
data mining and pattern recognition. In many applications unlabeled data may be
relatively easy to collect, whereas labeling these data is difficult, expensive, and/or
time-consuming as it requires the effort of human experts. PSL is a general framework
for learning with partial supervision, or learning with partially labeled data. In this
framework, the supervision information might be a crisp label, or a label plus a
confidence value, or it might be an imprecise and/or uncertain soft label defined
through a certain type of uncertainty model, or it might be that information about a
class label is not available.

The PSL framework thus generalizes many kinds of learning paradigms including
supervised and unsupervised learning, semi-supervised learning for classification and
regression, transductive learning, semi-supervised clustering, multi-instance learning,
weak label learning, policy learning in partially observable environments, etc.
Therefore, PSL theories and algorithms are of great interest to various research
communities. Research in the field of PSL is still in its early stages and has great
potential for further growth, thus leaving plenty of room for further development.

PSL 2013 received 26 full submissions. The Program Committee consisting of 24
experts carefully reviewed the submissions, with the help of some external reviewers.
Based on the reviews, 10 papers were selected for presentation at the workshop and
inclusion in the post-workshop proceedings. Authors were requested to improve their
manuscripts by incorporating reviewers’ comments and feedbacks from the workshop
audience, leading to the revised selected papers in this volume. The workshop pro-
gram was significantly enhanced by the invited talk of Prof. Dale Schuurmans of the
University of Alberta, Canada.

This workshop would not have been possible without the help of many individuals
and organizations. First of all, we would like to thank the Program Committee members
and reviewers for their great efforts in providing insightful comments on the submis-
sions. We also wish to thank all the authors who have submitted their recent work to the
workshop. The management of the papers, including the preparation of this proceed-
ings volume, was done by the EasyChair conference management system. Special
thanks go to the local arrangement and publicity chairs, Ming Li, Yang Yu, and
Michael Glodek, for their outstanding contribution to the organization of PSL 2013.



This workshop was organized by the LAMDA Group of the National Key Lab-
oratory for Novel Software Technology, Nanjing University, China, and the Institute
of Neural Information Processing, University of Ulm, Germany. We thank the
International Association for Pattern Recognition (IAPR), IEEE Computer Society
Nanjing Chapter, and the National Science Foundation of China for their support.

July 2013 Zhi-Hua Zhou
Friedhelm Schwenker
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Partially Supervised Anomaly Detection Using
Convex Hulls on a 2D Parameter Space

Gabriel B. P. Costa1, Moacir Ponti1(B), and Alejandro C. Frery2
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2 Universidade Federal de Alagoas, Maceió, AL13566-590, Brazil

acfrery@lccv.ufal.br

Abstract. Anomaly detection is the problem of identifying
objects appearing to be inconsistent with the remainder of that set of
data. Detecting such samples is useful on various applications such as
fault detection, fraud detection and diagnostic systems. Partially super-
vised methods for anomaly detection are interesting because they only
need data labeled as one of the classes (normal or abnormal). In this
paper, we propose a partially supervised framework for anomaly detec-
tion based on convex hulls in a parameter space, assuming a given prob-
ability distribution. It can be considered a framework since it supports
any model for the “normal” samples. We investigate an algorithm based
on this framework, assuming the Gaussian distribution for the not anom-
alous (“normal”) data, and compared the results with the One-class SVM
and Näıve Bayes classifiers, as well as two statistical anomaly detectors.
The proposed method shows accuracy results that are comparable or bet-
ter than the competing methods. Furthermore, this approach can handle
any probability distribution or mixture of distributions, allowing the user
to choose a parameter space that models adequately the problem of find-
ing anomalies.

Keywords: Anomaly · Outlier · Semi-supervised learning

1 Introduction

Anomaly detection is the problem of finding patterns (samples, individuals) with
an unexpected behaviour. Barnett and Lewis [1] defined outliers (anomalies) as
observations which appear to be inconsistent with the remainder of that set of
data.

Due to the nature of the problem, anomalies are often rare and dealing with
them can help on applications such as fault detection, fraud detection, network
intrusion, diagnostic systems, and medical condition monitoring. Anomaly detec-
tion methods take as input a sample or set of samples, and identify whether they
are “normal” or “abnormal”, according to what is expected to be found. Note
that, in this text, we will refer normal as the data that is consistent with the

Z.-H. Zhou and F. Schwenker (Eds.): PSL 2013, LNAI 8183, pp. 1–8, 2013.
DOI: 10.1007/978-3-642-40705-5 1,
c© Springer-Verlag Berlin Heidelberg 2013



2 G. B. P. Costa et al.

expected pattern, with no relation with the probability distribution. On most
applications, “normal” samples are widely available, while anomalies are scarce
or frequently not available at all [2].

Detecting anomalies is critical in many systems, as they indicate an abnor-
mal condition to be actuated upon [7]. Some examples are: an engine rotation
defect, a flow problem on a pipeline, an intruder inside a system with malicious
intentions, a fault on a factory production, and a disease or a dangerous medical
condition.

Anomaly detection belongs to the wide class of classification problems and,
therefore, there are three fundamental approaches: (1) unsupervised, (2) super-
vised, and (3) partially supervised. In the first, when there is no prior knowledge
of the data, unsupervised learning algorithms such as clustering are used. The
general idea is to identify outliers, observations that appear not to belong to
any of the detected groups. The supervised approach models both normality
and abnormality, requiring labeled samples from both classes. In this paper we
focus on a semi-supervised (or partially supervised) method, which models only
normality; situations which only model abnormality are rare [4].

According to Hodge and Austing [7], the advantages of using a partially
supervised method to detect anomalies are: (a) it only needs data labeled as
“normal”, (b) it is suitable for static or dynamic data, as it only learns one
class, (c) most method are incremental, (d) it does not assume any distribution
for the abnormal data.

In a review paper, Chandola et al. [2] pointed out that nearest neighbor
and clustering-based methods may suffer with high-dimension datasets, since
distance measures are not able to differentiate between normal and anomalous
instances. Classification-based techniques can be a better choice in this scenario,
but they require sufficient labeled data from both normal and abnormal classes.
Statistical techniques are effective when both the dimensionality of data is low
and the statistical assumptions are satisfied.

In this paper we propose a framework for anomaly detection based on convex
hulls in a distribution parameter space (instead of a feature space). The convex
hull is computed over pairs of estimates computed with normal data. We assume
the univariate Gaussian distribution with two parameters, but the method can
be employed with any distribution and high-dimensional data.

2 Anomaly Detection Based on Convex Hulls
on a (μ, σ) Parameter Space

The training stage of our method consists in computing a set of estimates ̂θ of
parameters of a given distribution, which will be termed “points” henceforth. The
points are computed using randomly selected normal instances of much smaller
size than the complete sample, for instance, assuming a Gaussian distribution,
̂θ = (μ̂, σ̂), a 2-dimensional parameter space is formed by the points.

In order to obtain representative points of the parameter space, every pair
of feature vectors are concatenated (Fig. 1). After that, a convex hull HN is
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Fig. 1. Pairwise parameter estimation by concatenation of pairs of feature vectors

computed over the points, obtaining a geometric interpretation of the estimates
produced by the normal data.

New instances are classified by computing a new set of estimate points; this
time the points are obtained by pairing the new unknown instance with each
point inside the normal convex hull, HN . A new convex hull HU is computed over
this new set of points. Avoiding the points in the interior of HN dramatically
reduces the computational time of the second stage.

The detection algorithm uses the intersection of the convex hulls HN ∩HU .
Assuming that the new pattern comes from the same law that produced the
normal set of data, the intersection is expected to be high. If an anomaly is
observed, as HN was formed by the set of points obtained by pairs of normal
observations, while HU was obtained by merging the new pattern with only
normal observations, the intersection will be reduced.

The algorithm is defined by the following steps:

1. Normal class parameter estimation, estimate ̂Θ, which is the set of
parameters for normal data pairs (Algorithm 1 lines 1–6);

2. New observation parameter estimation, estimate ˜Θ, which is the set of
parameters for normal data pairs computed with the unknown data (Algo-
rithm 1 lines 7–13);

3. Convex hull intersection is computed as a way to measure the perturba-
tion inserted by the new pattern (Algorithm 1 line 14);

4. Detection: use the difference of the size of the intersection I in comparison
to both convex hulls, HN and HU (Algorithm 1 lines 15–20).

Although the method uses an univariate model, it does not try to describe
the data itself, but the relationship between samples, and capture perturbations
when outliers are paired with expected-pattern data. For this reason we believe
our algorithm is capable of deal with both univariate and mutivariate data.
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Algorithm 1 Gaussian parameter space anomaly detection

1: estimate Θ̂ =
{

θ̂(1), θ̂(2), . . .
}

2: for each pair i of observations a, b with a �= b do
3: vi ← concatenate a and b
4: estimate θ̂i = (μ̂i, σ̂i) over vi

5: end for
6: compute HN using Θ̂
7: compute threshold T using a validation set
8: for each new pattern x do

9: estimate Θ̃ =
{

θ̃(1), θ̃(2), . . .
}

with:

10: for each point y ∈ HN do
11: ci ← concatenate y and x
12: estimate θ̃i = (μ̃i, σ̃i) over ci

13: end for
14: compute HU using Θ̃
15: I ← (HN ∩HU )
16: d← (HN \ I) + (HU \ I)
17: if d < T then
18: x is considered normal
19: else
20: x is considered an anomaly
21: end if
22: end for

3 Experiments

In this paper we assume the Gaussian distribution for the “normal” data (no
assumption is made by our algorithm for the anomalies). Therefore, our para-
meter space is R× R+.

A repeated random subsampling validation is used to compute the results,
each experiment was repeated ten times, using 70 % for training, 15 % for vali-
dation and 15 % for testing. The mean and standard deviation are computed by
these repetitions. The evaluation is based on an balanced accuracy value that
takes into account the balance between the classes:

Acc = 1−
∑c

i=1 E(i)
2c

,

where c is the number of classes, and E(i) = ei,1 + ei,2 is the partial error of c,
computed by:

ei,1 =
FP (i)

N −N(i)
and ei,2 =

FN(i)
N(i)

, i = 1, . . . , c,

where FN(i) (false negatives) is the number of samples belonging to i incorrectly
classified as belonging to other classes, and FP (i) (false positives) is the number
of samples j �= i that were assigned to i [11].
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In order to find a threshold for d, c.f. step 4 of Algorithm 1, able to identify if
a new observation is an anomaly, we used a validation set composed by 15 % of
samples. Those normal validation samples were not used neither in the training
nor the test stages. However, the value found for the threshold is used further
to test the unseen instances.

The methods used to compare against our results are: the univariate and
multivariate maximum likelihood classifiers (MLC) in their Anomaly Detection
form [1], and the Näıve Bayes classifier [3], both under the Gaussian assumption.
We also tested the One-class SVM which, instead of assuming a distribution for
the observation process, fits a hyper-sphere to the data in order to describe it in
a high dimensional space.

The experimental settings for each algorithm were:

– Univariate and multivariate MLC: were trained with 70 % of the normal
data, and the threshold for the probability obtained by using 15 % of both
normal and anomalous data. The test step used 15 % of the dataset, including
both normal and anomalous samples.

– Näıve Bayes classifier: was trained with 70 % of the normal data and
5 % of the anomalous data, as this is the proportion of available abnormal
samples often found on datasets [2]. The test step used 15 % of the dataset,
including both normal and anomalous samples.

– One-class SVM: same settings as the Näıve Bayes. A grid search with step
0.25 was performed to tune the parameters, using an evaluation dataset with
10 % of the samples.

– Convex Hull on parameter space (Conv.Hull-PS): trained with 70 %
of the normal data, and the threshold (difference between convex hulls) d
obtained by using 15 % of normal samples. The test step used 15 % of the
dataset, including both normal and anomalous samples.

Detailed information about the datasets used in the experiments are shown
in Table 1, including synthetic and real data:

– Normal-vs-2 distributions: one hundred samples from the Gaussian law
were simulated to describe the “normal” class. Another twelve samples were
generated using a Lithuanian distribution (six samples) and a Banana-shaped
distribution (six samples), to be used as anomalies.

– Ionosphere: Ionosphere data from UCI Machine Learning Depository [5].
Consists of a phased array of 16 high-frequency antennas that transmitted

Table 1. Dataset characteristics

Dataset Type #Samples #Features Anomaly rate (%)

Normal-vs-2 synthetic 112 2 10.7
Ionosphere real 193 34 23.8
Parkinsons real 351 23 36.0
BreastR real 147 12 17.0
BreastW real 699 9 34.5
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Fig. 2. Examples of convex hulls on parameter spaces using the dataset Normal-vs-2.
The green line shows HU and the blue line HN . A normal sample detection is shown
in (a) and an anomaly detection shown in (b).

around 6.4 kW. “Normal” radars are those that showed evidence of some type
of structure in the ionosphere; “anomalous” radars are those whose signals
pass through the ionosphere and, therefore, do not show any structure [12].
This dataset is composed by 351 instances of which 225 are considered nor-
mal and 126 abnormal. Every instace has 34 continuous attributes.

– Parkinson: a dataset of recorded speech signals from the UCI Machine
Learning Depository [5]. The original study published the feature extraction
methods for general voice disorders. It is composed of a range of biomedical
voice measurements from 31 people, 23 with Parkinson disease [8].

– BreastR: breast cancer from the University of Roma “Tor Vergata”. This
dataset consists of 127 cases of benign tumors and 25 cases of malignant
tumors. Each instance has 12 attributes obtained through the use of Gabor
Wavelets [10].

– BreastW: Wisconsin Breast Cancer data [9] from the UCI Machine Learn-
ing Depository [5]. The dataset has 699 instances, each with with nine inte-
ger attributes; 458 of this instances are classified as benign, and 241 as
malignant.

An example of the parameter space with pairwise estimated points, and con-
vex hulls computed from a normal and an abnormal sample are shown in Fig. 2.

4 Results and Discussion

The sample mean and standard deviation of the balanced accuracy are shown
in Table 2, with the best results highlighted in boldface. The comparison among
results is made with respect to both the mean and the standard deviation of the
balanced accuracy.
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Table 2. Balanced accuracy: mean and standard deviation

Dataset Normal-Univ Normal-Multiv Bayes Class. One-class Conv.Hull-PS
(%) (%) (%) SVM (%) (%)

Normal-vs-2 93.8± 4.9 95.2± 1.4 50.0± 0.0 80.1± 0.1 93.9± 1.5

Ionosphere 71.2± 5.2 78.2± 2.4 78.5± 8.6 72.0± 0.1 77.2± 2.7

Parkinsons 62.9± 6.5 63.9± 5.2 54.9± 6.4 67.3± 0.2 65.5± 5.6

BreastR 67.2± 7.5 70.1± 6.6 50.0± 0.0 60.6± 0.7 52.1± 2.9

BreastW 94.1± 2.3 92.6± 2.0 85.1± 1.6 90.8± 0.5 93.1± 1.8

The proposed method achieved results comparable or better than the com-
peting methods, except for the BreastR dataset. The average performance for
this database is probably due to the high overlap rate presented by the normal
and anomalous cases, which cannot be captured by the distribution model. This
overlap rate makes it hard to identify the anomalies, since they are spatially
mixed with the normal cases. The One-class SVM was better probably because
it fits a hypersphere in a higher dimensional space. However, it is possible that
by changing the parameter space used to classify the instances, the results pre-
sented by the proposed method can be significantly improved. Moreover, the
results presented by the other datasets show that using a parameter space can
help on an anomaly detection task when only normal samples are available.

The Näıve Bayes classifier suffered from the scarce anomaly data available,
and it classified erroneously most anomalies. The statistical methods shows
results comparable with our proposal, but they may not deal well with higher
dimensional datasets, while our algorithm is more likely to be robust in such
cases. The results supports this claim, specially by the results obtained with
Parkinsons and Ionosphere datasets. Also, our proposal does not depend on
model assumptions; as noted by Frery et al. [6], this is a major issue when using
model-based classification techniques.

5 Conclusions

This paper reports results of a new anomaly detection framework based only on
normal class samples. The interesting feature of this framework is that it can
handle any probability distribution or mixture of distributions. It also includes
all the advantages of partially supervised algorithms. Besides, it is possible to
include information about anomalies in the validation step. The parameter space
allows to specify parameters that better model the problem of finding anomalies.
The use of a convex hull makes it possible to draw the boundary between normal
and abnormal data behavior. Future works will explore variations by including
the use of multiple parameters, exploring both the use of anomalous data in the
training step.

Acknowledgment. This work was supported by FAPESP (grants n. 2011/16411-4
and n. 2012/12524-1).
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Self-Practice Imitation Learning
from Weak Policy

Qing Da, Yang Yu(B), and Zhi-Hua Zhou

National Key Laboratory for Novel Software Technology,
Nanjing University, Nanjing 210046, China
{daq, yuy, zhouzh}@lamda.nju.edu.cn

Abstract. Imitation learning is an effective strategy to reinforcement
learning, which avoids the delayed reward problem by learning from
mentor-demonstrated trajectories. A limitation for imitation learning is
that collecting sufficient qualified demonstrations is quite expensive. In
this work, we study how an agent can automatically improve its perfor-
mance from a weak policy, by automatically acquiring more demonstra-
tions for learning. We propose the LEWE framework to sample tasks for
the weak policy to execute, and then learn from the successful trajecto-
ries to achieve an improvement. As the sampling strategy is the key to
the efficiency of LEWE, we further propose to incorporate active learning
for the sampling strategy for LEWE. Experiments in a spatial positioning
task show that LEWE with active learning can effectively and efficiently
improve the weak policy and achieves a better performance than the
comparing sampling approaches.

Keywords: Imitation learning · Active sampling

1 Introduction

In traditional reinforcement learning, an agent receives a reward after a sequen-
tial of actions, and tries to figure out the best actions according to the received
rewards [1]. The high latency of the reward feedback forces the agent to search
in a very large state space, which is of low efficiency and low effectiveness. Moti-
vated by the teaching process in human society, imitation learning [2], alleviates
this difficulty by introducing an expert mentor. The mentor provides demonstra-
tions that successfully accomplish a specific task, and then the agent learns to
follow the demonstrations that provide much more guiding information.

Imitation learning has drawn many attentions, and several approaches have
been proposed (see [3] for a survey). These approaches roughly fall into two
categories, inverse reinforcement learning and direct policy learning. In the first
category, the aim is to learn a reward function, which associates actions with val-
ues, from the demonstration data instead of the delayed rewards, and the reward
function is then used to derive a policy by reinforcement learning approaches
[4,5]. In the second category, demonstration trajectories are used to directly

Z.-H. Zhou and F. Schwenker (Eds.): PSL 2013, LNAI 8183, pp. 9–20, 2013.
DOI: 10.1007/978-3-642-40705-5 2,
c© Springer-Verlag Berlin Heidelberg 2013
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learn a mapping function from agent’s state observations to action [6,7]. In this
work, we focus on the second category for deriving policies directly.

Direct policy learning requires sufficient demonstrations from an expert men-
tor, so it has several limitations in real-world situations. First, it is usually quite
expensive to collect demonstrations from expert mentors; even if we are free
from the budget problem, expert mentors may also produce suboptimal demon-
strations; and in real-world reinforcement learning problems, the state space can
be extremely large so that it is hard to have enough demonstrations for a good
learning.

In this work, in order to tackle the problem of insufficient demonstration,
we investigate approaches that an agent can automatically acquire more demon-
strations to improve itself. We propose the LEWE (LEarning from WEak policy)
framework that automatically improves a weak policy. The main idea of LEWE
is, for a few tasks, the weak policy can lead to successful trajectories, which can
serve as good examples for learning an improved policy. Therefore, LEWE sam-
ples the task space and runs the weak policy on the sampled tasks in order to
acquire successful trajectories. The sampling strategy is a key to the efficiency of
LEWE. We therefore further propose three sampling strategies utilizing different
information.

We experiment the proposed approaches in a spatial positioning task. Experi-
ment results verify the effectiveness of LEWE by showing that LEWE significantly
improves the weak policy with various configurations. Moreover, the results also
show that the proposed active sampling leads to a better performance than other
sampling strategies.

The rest of this paper starts with an introduction of the background, and
then presents the LEWE framework, which is followed by the experiment results,
and ends with a section of conclusion.

2 Background

A Markov Decision Process (MDP) can be represented by a 4-tuple (S,A, T,R),
where S is a set of states, A is a set of actions, T (sj |si, a) : S × A × S → R

is the transition probability of reaching state sj from state si after executing
a, and R(s, a) : S × A → R defines the immediate reward by executing a from
state si. Given an MDP, the goal is to derive a policy π that maps from S to A
maximizing a long term reward. Imitation learning derives a policy by learning
from a set of successful demonstration trajectories D = {di = (sit, ait)Ti

t=0}ni=1

without using explicit reward functions.
One branch of imitation learning research focuses on forming the reward func-

tion, also named inverse reinforcement learning (IRL) [8]. This method assumes
that there exists a latent reward function R of a given task and the actual inten-
tion of the demonstrations is to maximize the expected discounted reward over
time. Based on this assumption, IRL learns a reward function from the trajecto-
ries data and then use conventional reinforcement learning algorithms to derive
a policy, such as methods in [4,5,9].
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Another branch alternatively focuses on learning a mapping function directly
from demonstrated trajectories, also named direct policy learning. These methods
directly learn a policy π from D by taking the state-action pairs (sit, ait) collected
from demonstrations as training examples, using supervised learning algorithms,
such as kNN [10], local weighted learning [11], decision trees [12], etc.

Active learning, also referred as query learning or optimal experimental design
in the statistics literature, is a subfield of machine learning, which only queries
the labels of useful instances so that it achieves a good performance with a
small amount of examples [13]. Some popular approaches for active learning are
[13,14].

3 The Proposed Approach

Our aim is to train an agent to accomplish a class of tasks. We assume without
loss of generality that a task is parameterized by a vector p = [p1, p2, ..., pC ]T .
The i-th parameter is constrained by the range Li respectively, i.e., pi ∈ Li =
[ai, bi]. Then L = L1 × L2 × . . . × LC ∈ RC is the task space, and C is the
dimensionality of L. A weak policy then can be defined as a policy which is only
able to successfully accomplish tasks in U ⊆ L with a small volume ratio |U |

|L| , in
the given time. It is relatively easy to obtain a weak policy in practice, either
from an insufficient imitation learning, or from hand-written rules. Our goal is
to make an agent improve itself starting from a weak policy, such that it will be
able to accomplish unseen tasks.

3.1 The LEWE Framework

We propose the LEarning from WEak policy (LEWE) framework that outlines
the self-improve procedure for an agent, as shown in Algorithm 1.

A weak policy π0, the task space L, the maximum number of sampled tasks
N and the maximum number of iterations in a run T are provided as the inputs
of the framework. The framework consists of two phases, sampling and learning.
In the sampling phase, LEWE first invokes TaskSampling to generate a task in
line 3, and then executes the weak policy for the task at most T steps, in lines
4 to 10. In each step of executing a task, the agent queries an action a from
the weak policy π0 on the current state s in line 6, then the agent executes a
and updates its state as in line 7, where execute returns the state of the agent
after taking the action. A task is considered to be accomplished successfully if
the goal state is reached (determined by the function TaskFinished) within T
steps. If the task is accomplished successfully, LEWE records the trajectory as
a successful demonstration, and at the same time, records the task parameters
as a successful task or a failed task, in lines 11 to 17. In the learning phase, an
improved policy π∗ is learned from the recorded data D through direct policy
learning. Note that, although one can easily take the improved policy as a weak
policy and use LEWE to refine it again, we rather choose to stay studying the
effectiveness of this simple framework.
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Algorithm 1 The LEWE Framework
Input:

A weak policy π0

Task space L
The maximum number of sampled tasks N
The maximum number of iterations T

Output:
The learned policy π∗

1: Ne ← 0, D ← ∅, Psuc ← ∅, Pfail ← ∅

2: while Ne < N
3: p = TaskSampling(L, Psuc, Pfail)
4: s← s0, t← 0, Demo← ∅

5: while !TaskF inished(p, s) or t < T
6: a← π0(s)
7: s← execute(p, s, a)
8: Demo← Demo ∪ {(s, a)}
9: t← t + 1

10: end
11: if TaskF inished(p, s)
12: D ← D ∪ {Demo}
13: Psuc ← Psuc ∪ {p}
14: else
15: Pfail ← Pfail ∪ {p}
16: end
17: Ne ← Ne + 1
18: end
19: π∗ ← directPolicyLearning(D)

There are two important issues in order to achieve a successful application of
LEWE framework. In LEWE framework, we expect that, by learning the success-
ful demonstrations of a weak policy, an improved policy can be obtained via the
generalization ability of the employed learning algorithm. Therefore, the gener-
alization ability of the learning algorithm is important. The other issue is the
sampling strategy that implements the TaskSampling function. We investigate
three sampling strategies, random sampling, evolutionary sampling and active
sampling in the follows.

3.2 Random Sampling

Random sampling simply selects a task p from the task space L uniformly
at random. This strategy serves as the baseline approach, and is denoted as
TaskSamplingr function. A drawback of random sampling is that it is high
likely to sample tasks that are too hard for a weak policy, which will waste a lot
of time and resource.
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3.3 Evolutionary Sampling

Evolutionary sampling is an improvement over random sampling on the basis
of a simple observation: a weak policy will be more likely to succeed on tasks
similar to the succeeded tasks in history rather than on totally strange tasks.
Evolutionary sampling uses the mutation operator of evolutionary strategy algo-
rithms [15] to generate new tasks by perturbating the succeeded tasks. Instead
of sampling a task from L uniformly, with probability ρ, evolutionary sampling
selects a succeeded task, and generates a new task by perturbating this task as
following

pi ← qi +N (0, ε2i ), i = 1, 2, ..., C (1)

where N (0, ε2i ) is a normal distribution with mean zero and standard devia-
tion εi. With the remaining 1− ρ probability, it does the random sampling. The
probability ρ can be regarded as a trade-off between the possibility of success of
the new task and the overall exploration in the task space.

3.4 Active Sampling

The evolutionary sampling, however, may not try best to exploit the whole task
space, moreover, is only aware of the succeeded tasks but not the failed tasks.
Ideally, we want to sample a task that

1. will result a successful trajectory with confidence.
2. is dissimilar to the past tasks as much as possible.
3. can produce the states dissimilar to the past collected states as much as

possible.

The first property is with the same idea of evolutionary sampling. The second
one is based on the assumption that different tasks tend to produce different
states. The other one directly seeks such a task by estimating the distribution
of possible states for a given task.

Based on this idea, we propose an active sampling strategy incorporating
the active learning [14] idea. For an unseen task, we employ an SVM model
to estimate the confidence that the weak policy will be successful, a Gaussian
Mixture Model to estimate the distance to the explored area in task space, and
the likelihood that unseen states will be visited. The implementation details of
these three components are introduced as the follows.

To estimate the probability that a task can be successfully executed by
the weak policy, we train a classifier to distinguish the succeeded tasks from
the failed tasks. We combine the records Psuc and Pfail to get a training set
Ptrain = (pj , yj)

n

j=1
, where n is the total number of recorded tasks, and yj is

the label of task pj and is assigned to 1 for pj ∈ Psuc and −1 otherwise. Then
a standard SVM classifier f(p) = wT Φ(p) is trained from Ptrain, where Φ is
a function mapping p to a high-dimension space that appears implicitly in the
kernel function K(p1,p2) = 〈Φ(p1), Φ(p2)〉, where 〈·, ·〉 denotes the inner prod-
uct. For any unseen task p, the higher f(p) is, the higher probability that task
p can be successfully executed by the weak policy.
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Fig. 1. An illustrative example of combining a SVM classifier and a GMM density
estimator in task space

To estimate how far a task is from the past tasks, we use Gaussian Mixture
Models (GMM) to estimate the visited area in task space. We approximate a
distribution of task p belonging to the area we have explored with a GMM as

Pr(p|τk, μk, Σk) =
K

∑

k=1

τkN (p, μk, Σk) (2)

where K is number of components of this model, and {τk, μk, Σk}Kk=1 are model
parameters to be estimated. We estimate these parameters through the Expec-
tation Maximization (EM) algorithm from data Psuc ∪ Pfail. For any unknown
task p, the lower Pr(p) is, the higher probability that the surrounding of task p
has not been explored yet. We give an illustration of above discussion in Fig. 1.
By the SVM, we separate the succeeded and failed tasks, so that we can estimate
the task p has a high probability to be successfully executed by the weak policy,
since it is far from the failed tasks. By the GMM, we can estimate that the task
p is not in the explored area of the task space. Further, to estimate how far all
possible states produced by a task from the past collected states, we firstly build
the relationship between a task and all the states it produces. For task p, all
states {si}p produced by this task are assumed to be generated from a linear
model

sT = pT B + εT (3)

here B ∈ RC×d is a coefficient matrix, C is the dimensionality of task space and
d is that of state space. ε is a noise sampled from N (0, Σε).

Denote M as the number of states collected so far, and Ŝ = [s1, s2, ..., sM ]T ∈
RM×d are all the historical states, and P̂ = [p1, p2, ..., pM ]T ∈ RM×C are the
corresponding tasks that produced the states. Then the likelihood function can
be represented as

p(Ŝ|P̂ , B,Σε) ∝ |Σε|− M
2 exp(−1

2
tr((Ŝ − P̂B)T Σ−1

ε (ŜT − P̂B))) (4)

Since we don’t have any prior knowledge of the distribution of the parameter,
we apply the classical frequentist least squares solution to estimate B using
moore-penrose pseudoinverse

B = (P̂T P̂ )−1P̂T Ŝ (5)
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So for any unknown task p, the probability that a history state si can be pro-
duced by p is p(si|p), we can now estimate the improvement of the diversity
in state space that the task p brings by calculating the probability of historical
states being produced by p

h(p) =
M
∏

i=1

p(si|p) (6)

For any unknown task p, the lower h(p) is, the higher probability that task p
can produce more unobserved states.

Considering all three components, active sampling strategy uses the following
objective function

g(p) = −wT Φ(p) + c

K
∑

k=1

τkN (p, μk, Σk) + λ

M
∏

i=1

p(si|p) (7)

where c and λ are the trade-off coefficient. To find a task p∗ that minimizes the
objective function, we first employ the random sampling to generate a pool of
tasks Pcandidate, then we find p∗ from the pool that

p∗ = arg min
p∈Pcandidate

g(p) (8)

4 Experiment

We investigate three questions by experiments:

1. Can LEWE improve a weak policy?
2. Is active sampling better than the other two sampling strategies?
3. Is the generalization ability of the direct policy learning algorithm important

to the performance of LEWE?

4.1 Spatial Positioning Task

We use a positioning with heading problem studied in [16] to validate our algo-
rithms. This task consists of attaining a 2D planar target position with a target
heading (xg, yg, θg) from the origin (0, 0, 0), as shown in Fig. 2.

For this problem, the task parameters are the target position and the target
heading, i.e., (xg, yg, θg). The corresponding task space is L = L1 × L2 × L3 =
[3m, 8m] × [3m, 8m] × [0, 2π

3 rad]. For this class of tasks, some tasks are easy to
perform (for example, task (0, 3, 0) can be done by directly moving forward by
3 meters), while some other tasks are relatively hard such like task (3, 3, 2π

3 ).
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Fig. 2. The experimented task

4.2 The Weak Policy

We use a simple greedy-based method with a customized cost function R0 as
the weak policy π0. This policy chooses the action that minimizes the expected
cost of being executed at time t

π0(st) = argmin
ak

E[R0(execute(st, ak))] (9)

The cost function R0 is defined as a weighted summation of the axis distance
between the agent and target position, absolute difference between the agent
heading and the target heading and the distance to the optimal line (the line
that passes through the target position (xg, yg) with the slope tan(θg)), as

R0(st) =w1|xt − xg|+ w2|yt − yg|+ w3|θt − θg|

+ w4
|Axt + Byt + C|√

A2 + B2 + C2
(10)

Here, A, B, C are the equations coefficients of optimal line and the weights used
in the experiments are w1 = 0.1, w2 = 0.1, w3 = 0.15 and w4 = 1.

4.3 Experiment Setup

To measure the performance of our algorithms, policies are evaluated for success
rate of task performing. A task is successfully executed if and only if the agent
steps into 0.1m range of the target position and within 0.1 rad error to the
target angle, i.e., ‖xt−xg, yt−yg‖ < 0.1m and |θt− θg| < 0.1 rad, which can be
considered as a more strict criterion comparing to the existing work (e.g. [16]).

In our experiments, each policy is tested with a test set containing 200 tasks
uniformly sampled from L. We employ 4 start-of-the-art supervise learning algo-
rithms as the direct policy learning methods, i.e., kNN [17], decision tree [18]
and random forest [19] implemented in WEKA [20] and SVM [21] in LIBSVM
[22]. The parameters of the four classifiers are

– kNN: k = 7 (obtained by cross validation)
– Decision tree: Default settings of WEKA
– Random forest: Default settings of WEKA with ensemble size 100
– SVM: Radial Basis Function (RBF) kernel with γ = 0.01 and C is 200.
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Fig. 3. The distribution of successful and failed tasks in tasks space

For task (xg, yg, θg), we extract 11 arbitrary geometry features from state
(x, y, θ), including x−xg, y−yg, θg−θ, α−θ (α is the angle of (xg−x, yg−y)),
‖x− xg, y − yg‖ and some other geometry features.

We denote LEWEr, LEWEe and LEWEa as LEWE with random sampling,
evolutionary sampling and active sampling, respectively. For active sampling
strategy, we also use LIBSVM as the SVM solver. Note that for both evolutionary
sampling and active sampling strategies, there’s no historical data in the very
beginning, thus, random sampling strategy is used to sample first 30 successful
demonstrations for both cases. The size of candidate set for active sampling is
100. The parameters ρ, c and λ are selected by cross validation. Finally, we run
every configuration 200 times and report the mean success rate.

4.4 Experiment Results

We firstly investigate how the weak policy acts for this class of tasks. We ran-
domly sample 10000 tasks from L and apply the weak policy to perform on
these tasks. Figure 3a shows the task space, where the green points are the tasks
accomplished (about 41 %) and the red ones are those not accomplished by the
weak policy. It is easy to observe that the successful tasks are separated well
from failed ones. Moreover, we apply a standard SVM classifier (with RBF ker-
nel, C is 200 and γ is 0.1) to classify these tasks with a training set consists of
only 75 randomly chosen tasks (30 successful v.s. 45 failed). The classification
result is shown in Fig. 3b with an accuracy rate of about 88 %, which implies the
learnability of easy and hard tasks.

We then investigate the first question, i.e., can LEWE improve the weak
policy. Figure 4 plots the success rates against the number of executed demon-
strations ranged from 30 to 300, for the weak policy as well as LEWE with the
four learning algorithms and the three sampling strategies. We first observe that
LEWE has a higher success rate than the weak policy, only except when using
SVM with less than 60 demonstrations. It can also be observed that the success
rate of LEWE increases as the number of the executed demonstrations increases.
When 300 demonstrations are executed, LEWE achieves at least 0.67 success rate
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Fig. 4. The success rates of LEWE against the weak policy

Table 1. Success rates of LEWE after 300 executed demonstrations.

Algorithm LEWEr LEWEe LEWEa

kNN 0.67 ± 0.13 0.70 ± 0.11 0.77± 0.06
Decision tree 0.80 ± 0.11 0.79 ± 0.11 0.82± 0.11
Random forest 0.87 ± 0.05 0.88 ± 0.05 0.90± 0.04
SVM 0.87 ± 0.09 0.89 ± 0.07 0.92± 0.03

and as high as 0.92 success rate while that of weak policy is 0.41. Therefore, it
is clear that LEWE effectively improves the weak policy.

For the second question, i.e., is the proposed active sampling better than
the other, we look into Fig. 4, where each plot also compares the three sampling
strategy with a policy learning algorithm. The parameter selected for ρ, c and
λ are 0.6, 2.5 and 1.0. For active sampling, the GMM with only one component
in the task space shows to be the best in this case, which in fact degrades into
a Gaussian distribution. It can be observed that the curves of active sampling
are almost always above the comparing curves, particularly when the number
of executed demonstrations is large. Table 1 compares the success rates after
300 executed demonstrations, where it can be found that active sampling is
significantly better than the compared approaches by the t-tests with 95 % con-
fidence. To further investigate how the sampling strategies work, we plot the
number of executed demonstrations against the sampled ones in Fig. 5a. It can be
observed that random sampling executes more demonstrations than evolutionary
and active sampling for sampling the same number of successful demonstrations,
which confirms our design that evolutionary and active sampling treat the sam-
ples much smarter so that the waste of failed executions is fewer. Meanwhile from
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Fig. 5. Effectiveness of sampling strategies
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Fig. 6. The success rates of LEWE with different direct policy learning algorithms

Fig. 5b, it is clear that active sampling makes a better utilization of the sam-
ples than evolutionary sampling, which confirms our design that active learning
utilizes full information. Finally, we investigate the third question, i.e., is gener-
alization ability of the policy learning algorithm important. Figure 6 compares
LEWE with the four learning algorithms with each sampling strategy. It can
be observed that random forest always takes the most advantage except that
SVM is comparable with random forest when there are 300 demonstrations. It is
consistent with the experience that random forest and SVM are the two state-of-
the-art supervised learning approaches [23]. We recommend using random forest
as it has a more stable performance and fewer parameters to be tuned.

5 Conclusion

In this paper, we propose the LEWE framework for an agent to improve its per-
formance from a weak policy using imitation learning. We incorporate active
sampling for LEWE to smartly choose demonstrations to practice. Experiments
verified the effectiveness of the LEWE framework as well as the active sampling
strategy. The work verifies the possibility that an agent can acquire demonstra-
tions to improve its performance by itself. The future work will combine the
learning policy with other reinforcement learning approaches towards a better
performance.
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Abstract. This work presents a technique for the classification of emo-
tions in human-computer interaction. Based on biophysiological data, a
dictionary learning approach is used to generate sparse representations of
blood volume pulse signals. Such features are then used for classification
of the current emotion. Unlabeled data, i.e. data without information
about class membership, is used to enrich the dictionary learning stage.
Superior representation abilities of the underlying structure of the data
are demonstrated by the learnt dictionaries. As a result, classification
rates are improved. Experimental validation in the form of different clas-
sification experiments is presented. The results are presented with a dis-
cussion about the benefits of the approach and the existing limitations.

1 Introduction

In classification tasks, the performance of a classifier mostly depends on the
quality of the features and the amount of available training data. The problem
structure at hand often prohibits extensive training because not enough valuable
training data is available. Often it is the case that pure recording of data is effort-
lessly possible – the difficulties lie in correctly labeling that data. In the context
of emotion recognition based on biophysiological data, it is very challenging to
manually label data points for a particular emotion. What typically happens
instead is that a whole sequence of data is labeled as a particular emotion in the
hope that the labeled emotion is appropriately reflected by the captured data.
This asymmetry of labeled against unlabeled data has led to the field of partially
supervised learning. This field deals with ways to incorporate unlabeled data into
supervised classification schemes to improve the overall performance. The other
important aspect of the performance of a classification system is the quality of
the features. Discovering valuable features and optimal combinations of them
is a highly demanding step especially when the signals are of high dimension.
Dimensionality reduction techniques can be used to tackle high dimensionality,
but often fail to capture the inherent structure of analysed data. Many real world
signals however can be described with much less information than the raw sensor
signals indicate. The structure can be described by using only a few significant
coefficients of a suitable basis. In this basis, a signal is said to be sparse. Images,
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for example have sparse representations in the wavelet domain. For arbitrary
signals, the so called dictionary learning approaches can be used to create a
sparsity basis. We propose an approach that combines dictionary learning of
blood volume pulse signals to achieve sparse representations with the paradigm
of partially super vised learning to improve the quality of the dictionary.

The remainder of this work is structured as follows: In Sect. 2 an overview
of related work is given. Our approach is presented in Sect. 3. Experimental
validation is provided in Sect. 4, which is followed by a discussion and an outlook
on future work in Sect. 5. Finally, Sect. 6 closes the paper with the conclusion.

2 Related Work

Emotion recognition and affective computing are very active fields of research
that received increased attention in recent years [31,36]. The trends in these
research areas seem to transcend, on one hand, from datasets with lab-like envi-
ronments and acted emotions (e.g. the extended Cohn-Kanade dataset of facial
expressions [19] or Emo-DB, a database of German emotional speech [5]) to
datasets with real emotions in unconstrained environments (e.g. the Emo-Rec II
dataset [40] or the AVEC 2011 dataset [11,33]). On the other hand, researchers
tend to abandon datasets with single modalities (e.g. only audio or video record-
ings or biopotentials such as skin conductivity, respiration, electromyography or
electroencephalography [29]) in favor of multi-modal datasets that incorporate
many different modalities.

Emotion recognition in such datasets is a very challenging task because unlike
in controlled environments, emotions might only show as nuances of what they
are supposed to be or sensors might provide unreliable information (e.g. face
detection might fail, because the recorded person turns away). Sophisticated
machine learning methods are necessary in order to extract valuable informa-
tion from the different channels. For emotion recognition from speech many
different approaches can be employed from generic ones like computing a broad
range of features and selecting the most informative ones [34,35] to highly spe-
cialized approaches like the one in [32]. In that work, model parameter values for
voice quality are synthesized and learned by an artificial neural network (ANN)
in order to create a generic model of glottal flow. The resulting outputs of the
ANN are then used for classification. For recognition of facial expressions, dif-
ferent approaches exist like fitting parametric models [19], computing salient
distance features [43] or using one or several of the well known features in the
literature such as local binary patterns, motion history histograms or optical
flow [4,21]. Emotion recognition from biophysiological data is particularly inter-
esting due to the fact that the emotional state as manifested in the autonomic
and parasympathetic nervous systems is directly reflected in different measurable
modalities across the human body [26]. While not as thoroughly investigated as
facial expressions yet, approaches like [15,23,28] show the significance of bio-
physiological measurements.
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The inherent multi-modality of many datasets permits the analysis of more
than one of the mentioned channels and asks for methods of combination for the
information gained from the different signal sources. A so called multiple clas-
sifier system (MCS) [17,37] can be used to combine the different signals. Infor-
mation is extracted from the different modalities and this information can be
combined at several stages in the classification pipeline (compare early, midlevel
and late fusion [9]). Fusion of noisy, unreliable and variably dense sampled data
can be done using time integration and rejection sampling [28], by a hierarchical
fusion cascade [16] or using a so called Markov fusion network [10].

Another way to deal with challenging data, that is particularly interesting
in scenarios in which classifiers can be enriched using unlabeled data is par-
tially supervised learning (PSL). Partially supervised learning is a paradigm in
which labeled data is combined with unlabeled data to improve purely supervised
methods. PSL is motivated by the fact that labeling data is difficult because it
is time consuming and/or expert knowledge is needed. On the other hand, cap-
turing large amounts of data is relatively effortless. Partially supervised learning
deals with incorporating huge amounts of unlabeled data with few labeled sam-
ples. Some of the approaches that have already been proposed are self training
[42] and co-training [3], which train classifiers on the labeled data, let the trained
classifiers label the unlabeled data points, add them to the training samples and
iterate until convergence is achieved. Recent applications of partially supervised
learning for emotion recognition were done by Cohen et al. [8] for recognition
of facial expressions and by Liu et al. [18] for emotion recognition in speech. In
the context of emotion recognition the works [30] and [27] integrated a partially
supervised preprocessing scheme based on clustering into a classification system,
which is somewhat similar to our approach.

The recent work on compressed sensing [7] has induced a paradigm shift in
the signal processing community. The theory states that optimal signal recovery
is possible with far fewer measurements than specified by the Nyquist limit if the
signal is sparse in any domain. This means that only a few significant coefficients
account for the signal, while almost all other coefficients are zero or close to
zero. Calderbank et al. [6] showed that this paradigm is potentially useful for
the machine learning community. Dictionary learning utilises underlying sparsity
to create a dictionary of representative base atoms which can then be combined
to describe the data. Often, the amount of representative atoms in a dictionary
exceeds the dimension of the inherent signal dimension. Such dictionaries are
called overcomplete. Applications of dictionary learning include image denoising
[1], sparse decompositions of speech signals [14] and in the medical field for
ultrasonic imagery [38] and sparse decomposition of electrocardiography (ECG)
signals for denoising [20]. There are many approaches to generate a dictionary
from sample data. Olshausen et al. [22] use a maximum a posteriori approach to
find a suitable dictionary while Aharon et al. [1] propose a generalization of the
k-means clustering algorithm called k-svd, which will be used throughout this
paper.
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3 Sparse Emotion Recognition Using Dictionary Learning

3.1 The k-svd Algorithm

Given signals {x(i) ∈ R
n}i=0...L−1, the desired goal is to compute sparse repre-

sentations {γ(i) ∈ R
m}i=0...L−1 for them so that atmost k elements are nonzero.

Throughout this paper k is referred to as sparsity value. The nonzero elements
are coefficients for base vectors of a dictionary D ∈ R

n×m. That means for every
sparse representation the original signal value can be computed by a linear com-
bination of dictionary atoms:

x(i) = Dγ(i) (1)

To find a suitable dictionary D that allows the transformation in Eq. 1, many
algorithms exist. We will focus on the k-svd, which is a generalization of the
k-means cluster algorithm in the sense that a signal vector is not only associated
with a single prototype, but rather with several prototypes weighted according to
their relevance. Just like k-means, it alternates between updating the prototypes
and computing updated representations based on the improved dictionary and
iterates until convergence. For the update step, a singular value decomposition
is used. More formally, the k-svd algorithm solves the following optimization
problem:

Given a matrix X ∈ R
n×L whose columns {x(i)}i=0...L−1 are signals, the

algorithm computes a dictionary D ∈ R
n×m and a matrix Γ ∈ R

m×L whose
columns are the sparse representations of the signals x(i) so that the error

min
D,Γ
‖X −DΓ‖F (2)

is minimized with the constraint that ∀i ∥

∥γ(i)
∥

∥

0
≤ k with γ(i) being the i-th

column of Γ and ‖·‖0 denotes the l0-norm [41], which counts the number of
nonzero elements. For more details on the k-svd algorithm refer to [1].

To transform a data point into the space spanned by the dictionary, it is
necessary to solve the following problem: A datapoint x can be (approximately)
modelled as a linear combination of dictionary elements.

x =
m

∑

i=1

γi(dT )(i) + ε (3)

(dT )(i) denotes the i-th row of D. Since the vector γ is by construction k-sparse,
atmost k elements are nonzero. To find these elements, the so called matching
pursuit algorithms can be used. In a greedy fashion, they calculate the dictionary
element on which the projection of the vector x is largest, add the corresponding
coefficient to the already computed coefficients and subtract the contribution of
that dictionary element and repeat the process until either the k coefficients are
found or an error threshold is reached. The ε in Eq. 3 denotes that a residual
error can remain.
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3.2 The Dataset

In this work, the same data was used as collected and used in the paper [23]. It
consists of 8 different emotions recorded over 20 days from a single test subject.
Four different modalities including blood volume pulse, respiration, skin conduc-
tance and electromyography were recorded. The eight emotions comprise anger,
hate, grief, reverence, platonic love, romantic love and joy and were induced by
music, imagery or imagination. For baseline measurements, data was recorded
without any emotion stimulus (labeled as ’no emotion’). Each daily measure-
ment consists of about 2 minutes per emotion, recorded with a sample rate of
20 Hz. For every emotion, its location in the valence-arousal space according to
[25] was determined. Arousal indicates the activity of the nervous system and
valence is a measurement of how positive an emotion feels. Figure 1 shows the
valence-arousal space with emotions and their locations.

3.3 Proposed Method

Robust emotion recognition is highly dependent on proper preprocessing of the
signals but even more on reliably extracting features and selecting the valu-
able ones. In our approach, the feature extraction stage is indirectly included
in the creation of the dictionary. This means that, besides basic preprocessing,
no features have to be selected manually. For the conducted experiments, only
the blood volume pulse channel was used because its structure and periodicity
is very advantageous for a dictionary learning approach. Blood volume pulse is
used to capture the heart rate and the heart rate variability, two measures that
are defined over interpeak intervals of the so called QRS complexes [24]. In the
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Fig. 1. The locations of the emotions categorized into valence and arousal values by the
test subject of the study [12]. Because the quality of inducing some emotions differed
during the recordings, there may be a drift of the emotions’ true location. The dashed
grey arrows indicate the direction of this drift.
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Fig. 2. Blood volume pulse signal after basic preprocessing. Major drifts in peak height
have been removed and the mean has been adjusted. The characteristic QRS complexes
are clearly visible. The small window shows a close up of a single QRS complex with
its important points marked.

literature, heart rate is commonly used to differentiate emotions by their arousal
level [15] but studies exist, which state that changes in the heart rate can also
reflect changes in the mood [13]. Figure 2 shows a blood volume pulse signal
together with a distinct QRS complex.

The different steps of the proposed approach in detail (for pseudocode refer
to Algorithm 1):

Preprocessing and peak extraction: For the dictionary learning process,
the signals should all approximately span the same domain. This is achieved
by adjusting the mean to 0 for every sequence. Now, a modified version of the
algorithm in [24] is used to locate the QRS complexes. To restrict changes in peak
height of the QRS complexes, the whole sequence is scaled to set the median of
the peak values to 1. The dataset was originally inspected to remove unusable
recordings [12] and thus more involved preprocessing like linear detrending is
not necessary.

Sequence cutting and alignment: To capture the whole spectrum of infor-
mation in the heart rate, a window of appropriate length should be selected (for
more details refer to [2] and [15]). In our experiments we choose a value of
about 25 seconds. Using a small overlap between the sequences creates a more
densely sampled data set and prevents important events to be lost or cut into
different pieces. For emotion recognition, the relevant information is encoded
in the interpeak intervals between neighbouring QRS complexes, so is has to
be ensured that this information is not lost in the dictionary training process.
This is accomplished by aligning the sequences to a certain peak. This align-
ment ensures that there is a common point of reference for every data segment.
Because the alignment process can be inaccurate, the sequences are shifted based
on the maximisation of a correlation value between the reference peak and the
current peak in a small window.
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Dictionary learning: The dictionary learning step is straightforward. After
preparing the sequences, one has to define a sparsity value k, the desired number
of dictionary elements m and which pursuit algorithm to use in the refinement
process. We found that orthogonal matching pursuit (OMP) performed well
in our scenario. Aharon et al. [1] found that other algorithms can result in
slightly better dictionary quality but with higher computational costs. Building
an overcomplete dictionary requires a considerable amount of data in order to
accurately model the domain of the data points. Instead of merely relying on the
signals that should be classified, additional data such as recorded sequences of
other emotions can be used in a semisupervised manner to enrich the dictionary
training process with additional data and thus ensure a more versatile dictionary.
The effects of augmenting the training samples by additional unlabeled data is
analysed in Sect. 4. A summary of the steps is given in Fig. 3.

Classification: After the dictionary has been trained, there is only one
more step left. The training- and test-datasets have to be projected in the space

. . .

. . . . . .

(a) (b) (c)

dictionary learning

Fig. 3. In this figure, the workflow of the proposed algorithm is depicted. The upper
part shows the input signal and the segmentation into smaller overlapping sequences.
The segmentation takes the position of a peak as reference value and extracts a window
of predetermined length around it. The results of this step can be seen in column (a).
To correct for possible inaccuracies, a small window around the peak location is used
to determine the optimal shift of the sequence to maximize a correlation value with a
reference peak (column (b)). The effect can be seen by comparing the dashed purple
reference lines. The aligned sequences are used as training samples for the dictionary
learning process. The resulting dictionary can be seen in column (c) (bottom part) as a
greyscaled image. A characteristic of the learnt dictionary is the column in the middle.
It also shows the effects of the alignment process.
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spanned by the dictionary. Once again, the chosen pursuit algorithm is applied.
For a given data sample, it iteratively calculates the dictionary items for which
the inner product is largest until all k coefficients are found. For more details
refer to Sect. 3.1.

Algorithm 1: Pseudocode of the proposed algorithm
Input:

– BVP classification sequences S
– classification labels l of S
– BVP dictionary training sequences U
– segment length t in seconds
– sparsity k
– number of dictionary elements m

Result: Classifier K, Dictionary D
C = ∅, Ũ = ∅ ;
foreach sequence u in U do

ũ = cutSequence(u, t); //cut sequence according to t
Ũ = Ũ ∪ ũ;

Ũ = align(Ũ); //create common reference frame by alignment.

D := trainDictionary(Ũ , k, m); //Ũ contains cut and aligned sequences.

foreach sequence s in S do
s̃ = cutSequence(s, t);
c = omp(s̃, D, k); //project data point into dictionary space using

orthogonal matching pursuit

C = C ∪ c;

Train classifier K on C using labels l;
Output: Classifier K, Dictionary D

4 Experiments and Results

Different experiments were conducted to evaluate the performance of the approach.
The base of the experiments was the classification of the emotions anger and
platonic love because both arousal and valence values differ. The feature vectors
were computed by first creating a dictionary from a pool of training data sam-
ples and then projecting the classification training samples into the dictionary
space using orthogonal matching pursuit [39]. The sparse feature vectors are then
fed into a support vector machine (SVM) with a linear kernel for classification
(Fig. 4).

4.1 Effects of Varying the Number of Dictionary Training Samples

The first experiment measures the effect of different training set sizes for the
dictionary learning stage. The amount of informative training data used for the
dictionary creation process is critical for the quality of the dictionary. In order to
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Fig. 4. The effects of different dictionary training set sizes in a cross validation con-
text. The classification rate significantly improves using more data, including unlabeled
samples. However, the improvement quickly reaches a level of satiation as can be seen
by comparing the middle with the right boxplot. Each boxplots was created using at
least 9 different training set sizes, spaced at least 100 samples apart. For every set size,
the experiment was repeated 30 times.

get a versatile dictionary, many different training samples that cover the whole
input space are needed. The training set size was gradually increased from 100
to 9300. The sparsity value was set to 3 and the dictionary dimension (number
of atoms) was set to 60. In this experiment, the differentiation between the
individual days was released thus allowing the training and test sets to contain
data from every daily measurement. The validation of the classification result
was done by cross validation with 20 % of the samples left out and the results
are averaged over 30 trials.

4.2 Effects of Varying the Sparsity Value

The high degree of sparseness of the representations that can be achieved with
dictionary learning renders it very useful for specific tasks. To examine the effect
of different sparsity parameters on the classification result in the system at hand,
the following experiment was carried out. The base of the experiment is the same
as in Sect. 4.1, however the dictionary training size was fixed at 5000 samples
while the sparsity parameter was increased from 1 to 50. The whole experiment
was repeated 50 times and the results were averaged. In this context sparsity



30 M. Kächele and F. Schwenker

0.55

0.6

0.65

0.7

0.75

0.8

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

sparsity value

Fig. 5. The classification accuracy decreases with an increasing sparsity parameter. A
dictionary with 5000 training samples is used for the comparison.

refers to the number of nonzero elements in the representation vectors. As can
be seen in Fig. 5, the classification accuracy is decreasing with an increasing
number of nonzero coefficients. It is interesting to see that the sparsity value of 1
performs best amongst all parameter choices. This could indicate that the choice
of 60 dictionary atoms is already sufficiently high for classification. Thus by
adding more coefficients a bigger overlap of the two classes is created, rendering
separation of the two classes by a classifier more difficult.

4.3 Effects of Using Labeled and Unlabeled Data

This experiment should demonstrate the impact of unlabeled data on the quality
of the dictionary. In comparison to the first experiment, this time, instead of
cross validation, the differentiation between recordings from different days is kept
and the classifier is validated with data of previously unseen days. First, only
data from the emotions platonic love and anger is used to train the dictionary.
The same emotions are classified in this scenario. In the second part, every
recorded emotion is added to the dictionary training set. The amount of available
training data is now much higher. The results were created by averaging over
50 trials. Figure 6 shows the classification rates with the respective number of
training samples for the dictionary learning. It can be seen that the inclusion
of additional data in terms of other recorded emotions improves the overall
classification quality. Two more observations can be made:
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Fig. 6. Comparison of the classification quality of dictionaries trained with different
sets of data. The boxplots connected by the blue line show the performance of dictionary
training using only the emotion classes that are also classified. The boxplots connected
by the red line show the performance of the learning process augmented by other
emotions besides the ones classified. It is evident that using more, especially task
unspecific data helps improving the classification quality.

– The slopes of the lines decrease rapidly. For the blue line, the step from 1200
to 3000 seems to result in a satiation. Although the red line also shows signs
of satiation, the overall quality still increases up to a classification accuracy
that is higher than using labeled information only.

– Dictionary training with data of the two classes that are classified seems to
outperform training with the complete data set. This is certainly plausible
because training with data of just the two classes that will be classified
yield a dictionary that is much more tailored for exactly the task at hand.
The augmentation, on the other hand, yields a more general dictionary that
captures the underlying structure of the data more effectively.

5 Discussion

The provided results indicate that the usage of additional unlabeled data is
promising for dictionary learning purposes. While the increase in classification
accuracy between a minimum dictionary training set size of 100 and the maxi-
mum training size of about 9000 is about 5 %, the gain of using unlabeled data
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is slightly less at about 1.5 –2 %. While in our approach extensive preprocess-
ing and feature extraction were not necessary, the resulting features vectors
were, although sparse, of very high dimension because of the number of trained
dictionary atoms. In practice, a large number of dictionary atoms renders the
approach impractical for large data sets. For small to medium scale problems,
the approach seems promising. The analysed blood volume pulse signal is expe-
dient for the purposes of this work because the structure is periodical and the
irregularities in the periods are the important aspects that carry the information.
Exactly those irregularities are captured by different atoms of the dictionary. For
similar signals, the sparse representation will use similar dictionary atoms (e.g.
with different scaling) while dissimilar signals are represented by combinations
of different dictionary atoms. For a classifier, this is a favorable starting position.

For future work, the applicability of this approach to non-periodical sig-
nals could be examined with possible modifications to the alignment procedure.
Another possible avenue to continue could be a combination of dictionaries for
different modalities (e.g. respiration) or even a single dictionary from combined
signals.

6 Conclusion

This paper presented an approach for emotion recognition based on blood vol-
ume pulse signals using sparse representations. Sparsity of the feature points is
achieved using a dictionary learning approach directly on the raw signals. Exces-
sive preprocessing, feature generating and feature selection are not necessary in
our system. Furthermore, we showed that the quality of the dictionary can be
improved by adding unlabeled data to the training samples and thus permitting
a higher degree of sparsity. The effects of sparsity, number of dictionary training
samples and enrichment by unlabeled training samples have been analysed.
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Abstract. Recently, graph-based semi-supervised learning (GB-SSL)
has received a lot of attentions in pattern recognition, computer vision
and information retrieval. The key parts of GB-SSL are designing loss
function and constructing graph. In this paper, we proposed a new semi-
supervised learning method where the loss function is modeled via graph
constrained non-negative matrix factorization (GCNMF). The model can
effectively cooperate the precious label information and the local consis-
tency among samples including labeled and unlabeled data. Meanwhile,
an adaptive graph construction method is presented so that the selected
neighbors of one sample are as similar as possible, which makes the local
consistency be correctly preserved in the graph. The experimental results
on real world data sets including object image, face and handwritten digit
have shown the superiority of our proposed method.

Keywords: Semi-supervised learning · Graph constrained NMF ·
Adaptive graph construction

1 Introduction

With the exponential increasing of unlabeled data, the problem of learning from
the expensive labeled data and a large amount of unlabeled data has attracted
considerable attention in recent years. Such a learning problem is often called
semi-supervised. After the value of unlabeled data was proved [12,18], many
semi-supervised methods have been developed [21,22] for real applications in
pattern recognition, computer vision, information retrieval and etc.

Among them, graph-based semi-supervised learning method (GB-SSL) is an
important technique and has attracted a lot of interests. The early GB-SSL
methods were designed by constructing a graph which takes data samples as
nodes and the relation between connected samples as edges, and then seeking
the minimum cut of the graph such that nodes in each connected component have
the same label [3,4]. This kind of method only assigns the unlabeled sample into
one category, called discrete prediction. Zhu et al. [23] extended the discrete
prediction to continuous case by adapting the Gaussian random fields and label
propagation strategy. They modeled the learning problem as a quadratic loss of
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the prediction function and used a normalized graph Laplacian as the regularizer
to combine the relation between data samples. Subsequently, Belkin et al. [2]
proposed a manifold regularization framework in Reproducing Kernel Hillbert
Space (RKHS) based on the assumption that the data are distributed on a
Riemannian manifold. This framework can provide similar output in a local
region by regularizing the loss function with local smoothness.

In the above GB-SSL methods, the prediction value is obtained by a con-
stant function about the unlabeled data information with spikes of few label
information. Such solution may result in overfitting problem [13]. In many real
applications, the original data matrix only contains non-negative values such as
the term frequency in document sets, the gray value of the image pixel and etc.
In this paper, thus, we introduce non-negative matrix factorization (NMF) tech-
nique to model the loss function between the data samples and the given limited
label information. The basic idea of NMF is to find several non-negative bases
from the original data and then linearly project data onto these bases [7]. Mean-
while, the nonnegative constraint leads NMF to a parts-based representation of
the sample, which makes NMF popular in many fields.

Recently, researchers studied and extended the standard NMF to different
semi-supervised models by considering the existing precious prior knowledge.
These semi-supervised NMF methods can be grouped into two types, one is
based on the pairwise constraints, the other is based on the explicit category
labels. In order to balance the effect of pairwise constraints and data infor-
mation, the existing semi-supervised NMF methods have to introduce extract
parameters which require to be tuned carefully [16,24]. Lin and Wu [10] take
the label information as additional hard constraints and propose a parameter
free constrained NMF (CNMF). CNMF outputs a parts-based representation of
data which has the consistent label with the original data. CNMF considers the
label information, but ignores the local consistency between data points. How-
ever, such consistency is helpful to predict the category information of unlabeled
data [2,5,17,20]. Among them, graph regularized NMF (GNMF) [5] is a typical
unsupervised NMF method with the aid of local consistency.

In this paper, a new semi-supervised NMF model based on graph constraint
is proposed to effectively cooperate the label information and intrinsic structure
among data. Meanwhile, we design an adaptive graph construction to select the
neighbors for each data point, which preserves the local consistency in graph
and makes the algorithm parameter free.

The rest of this paper is organized as follows. Section 2 describes the re-
lated work. In Sect. 3, we introduce GCNMF model and the adaptive graph
construction method. In Sect. 4, the experimental results on real-world data sets
are listed and discussed. Section 5 provides our brief conclusion and future work.

2 Related Work

Given a set of nl labeled samples {Xl, Yl} = {(xi, yi)}nl
i=1 and a set of nu unla-

beled samples Xu = {xj}nl+nu

j=nl+1, where yi ∈ {1, 2, · · · , c} and c is the number of
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classes. The objective of GB-SSL is to infer the labels {ynl+1, · · · , yn} for unla-
beled data. In this case, the label information is denoted as Y = [Yl, Yu], among
them, Y ∈ Bc×n is a binary matrix with Yji = 1 if xi has label j, otherwise
Yji = 0. Usually, the labeled data is very few, i.e, nl � nu in real applications.

GB-SSL method works based on an undirected graph G = {X,E}, where the
set of nodes or vertices is X = {xi}ni=1 and the set of edges is E = {eij}ni,j=1. Typ-
ically, one uses some similarity function to calculate the weight of edge eij , which
can be used to build a weight matrix M = {mij}ni,j=1. Meanwhile, the node de-
gree diagonal matrix is defined as Dii =

∑n
j=1 m(i, j), the graph Laplacian is de-

fined as Δ = D−M and the normalized graph Laplacian is L = D−1/2MD−1/2.
GB-SSL methods propagate label information from label nodes to unlabeled

nodes by using edge-based affinity functions to estimate the weight of each edge
[22]. Most methods define a continuous classification F ∈ Rc×n = [Fl, Fu] (Fl ∈
Rc×nl and Fu ∈ Rc×nu) that is estimated on the graph to minimize a cost
function. The cost function usually enforces a tradeoff between the smoothness
of the function on the data graph and the accuracy of the function at fitting the
label information. In particular, the local and global consistency method (LGC)
[20] aims to optimize

arg min
F

J1(F ) = tr(FLFT ) + μ‖F − Y ‖2F . (1)

LGC is popular and has been empirically validated in the past. However,
it only considers the intrinsic structure among the data set but ignores the
information in ambient space. In order to solve this problem, Belkin et al. [2]
combined the graph smoothness with the cost function in RKHS. Two popular
methods LapRLS and LapSVM are proposed as follows.

arg min
F

J2(F )

= 1
l

∑l
i=1 V (xi, yi, F ) + λ1‖F‖2K + λ2tr(FLFT )

(2)

where V is loss function, such as squared loss (yi− f(xi))2 for RLS or the hinge
loss function max[o, 1 − yif(xi)] for SVM. The second term is an penalty term
reflecting the complexity of the learner in the ambient space. The third term
is to estimate the smoothness of graph. Parameters λ1 and λ2 require manual
setting to control the effect of two later terms.

Recently, the intrinsic structure among data has been applied in NMF-based
learning methods such as GNMF [5]. GNMF is implemented via solving the
following optimization problem.

arg min
W,F

J3(W,F ) = ‖X −WF‖2F + λtr(FLFT ). (3)

The aim of GNMF is to uncover the hidden semantics and simultaneously respect
the intrinsic geometric structure. In (3), F can be taken as the compact repre-
sentation of the original data X. The second term λtr(FLFT ) can guarantee
that the new representation keeps the intrinsic geometric structure. Parame-
ter λ should be carefully tuned. The initial purpose of GNMF is unsupervised
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learning, e.g., the clustering result can be obtained based on F . This method
can incorporate the label information into the graph structure by modifying the
weight matrix L to implement semi-supervised learning [10].

In addition, all the above GB-SSL methods have a strong assumption that the
graph construction is reasonable and appropriate to reflect the intrinsic structure
of data. Most existing graph construction algorithms, k nearest neighbor graph
[15], local linear reconstruction graph [14], b-matching [6], and anchor-based
[11] methods, have certain parameters which require manual setting and the
parameters have a great impact on the structure of graph. Recently, Yan and
Wang adopted sparse representation technique to build the graph and introduce
it into semi-supervised learning model [17]. However, sparse representation does
not consider the global constraints [25] when building the graph.

In next section, we will propose a semi-supervised NMF model with adaptive
graph construction to solve the above problems.

3 Graph Constrained NMF

Given labeled examples {Xl, Yl} and unlabeled examples Xu, the semi-supervised
learning can be implemented by optimizing the following objective function
[2,13,22]

J∗ = arg min
J

Ω(Xl, Yl, J) + Ψ(Xu, J). (4)

Both Ω and Ψ are loss functions between the known information and the predic-
tion representation J . Among them, Ω evaluates the cost of labeled data, and
Ψ measures the cost of unlabeled data.

3.1 Model Formulation

In this section, we propose a graph constrained NMF model (GCNMF) to es-
timate the cost of prediction. The traditional NMF model tries to decompose
the given data matrix X into two parts, W for basis factor and H for encoding
factor. Each data sample xi can be represented by a linear combination of the
bases W with coefficient Hi·. Finally, Hi· can be taken as cluster indicator to
predict the label information of unlabeled data xi.

In order to make the coefficient factor Hl of Xl have the consistent label with
Yl, we define Hl = YlS. Here Yl ∈ Rnl×c is the known label information, and
S ∈ Rc×k is an auxiliary matrix. Then, the loss function Ω(Xl, Yl, J) for Xl can
be defined as

Ω(Xl, Yl, J) = ‖Xl −W (YlS)T ‖2F , (5)

where W ≥ 0 and S ≥ 0. Yl(i, j) = 1 if the ith point belongs to the jth
category, otherwise Yl(i, j) = 0. Meanwhile, the auxiliary matrix S is introduced
to estimate the relationship between the known c categories C1,··· ,c and the k
bases W·t (t = 1, · · · , k) being learned.
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For unlabeled data Xu, the similarity between each pair of points G ∈ Rn×n

is embedded to cooperate the intrinsic structure among data.

G =
[

Gll Glu

Gul Guu

]

Here G is a symmetric matrix. Gll is the similarity between labeled data, Gul =
Glu is the similarity between unlabeled data and labeled data, and Guu is the
similarity between unlabeled data. Note that the matrix G can be calculated
previously, and more detail on how to build G will be described in next section.

Since Gul indicates the similarity between unlabeled data and labeled data,
the label information Yl is useful for predicting the label of unlabeled data. In
other words, if a unlabeled point Xi

u and a labeled point Xj
l is very similar

(Gij
ul is larger), these two points should have the same label distribution. From

this perspective, the coefficient factor Hu based on labeled information can be
defined as H

(1)
u = GulYlS. This representation indicates that if one unlabeled

data sample is more similar to a labeled sample, it should be assigned into the
same class with the labeled sample.

At the same time, label prediction of each unlabeled sample is effected by its
around unlabeled samples especially when there is a large amount of unlabeled
data. If unlabeled points Xi

u and Xj
u are similar, i.e., Guu is large, their corre-

sponding coefficient vectors should be as similar as possible [5]. In order to keep
this kind of local consistency, we formulate the coefficient factor Hu of Xu as
H

(2)
u = GuuZ, here Z ∈ Rnu×k is an auxiliary matrix.

Finally, H
(1)
u and H

(2)
u are combined to represent Hu as GulYlS+GuuZ. This

setting guarantees that two points with higher similarity have similar part-based
representations. Then, the loss function Ψ(Xu, J) for Xu can be defined as

Ψ(Xu, J) = ‖Xu −W (GulYlS + GuuZ)T ‖2F (6)

where W ≥ 0, S ≥ 0 and Z ≥ 0. Note that, when the unlabeled data are loosely
correlated to the labeled data, namely when most of the elements within Gul are
small, this leads to Hu = GuuZ. We refer to this case as weakly semi-supervised
learning.

Based on (5) and (6), the semi-supervised learning objective function (4) can
be written as

arg min
W≥0,S≥0,Z≥0

J3(W,S,Z)

= ‖Xl −W (YlS)T ‖2F + ‖Xu −W (GulYlS + GuuZ)T ‖2F .
(7)

Here the loss function Ω and Ψ share the same term W which will output a
solution considering both labeled and unlabeled data. We call this model as
graph constrained NMF (GCNMF). In order to easily solve (7), let

Al = Xl −W (YlS)T ,

Au = Xu −W (GulYlS + GuuZ)T ,



Adaptive Graph Constrained NMF for Semi-Supervised Learning 41

then the above optimization model can be written as

arg min
W≥0,S≥0,Z≥0

J3(W,S,Z) = ‖Al‖2F + ‖Au‖2F (8)

Let matrix A = [Al, Au], according to the property of matrix Frobenius norm,
we have ‖A‖2F = ‖Al‖2F + ‖Au‖2F . In this case, the optimization problem can be
solved by finding the minimum of

arg min
W≥0,S≥0,Z≥0

J3(W,S,Z) = ‖A‖2F . (9)

Here,

A = [Al, Au]
= [Xl −W (YlS)T ,Xu −W (GulYlS + GuuZ)T ]
= [Xl,Xu]− [W (YlS)T ,W (GulYlS + GuuZ)T ]
= [Xl,Xu]−W [(YlS)T , (GulYlS + GuuZ)T ]

= [Xl,Xu]−W

[

YlS
GulY S + GuuZ

]T

and,
[

YlS
GulYlS + GuuZ

]

=
[

Yl 0
GulYl Guu

] [

S
Z

]

.

Let U =
[

Yl 0
GulYl Guu

]

, V =
[

S
Z

]

, X = [Xl,Xu]. Then the proposed GCNMF

method can be implemented by solving the following optimization problem.

arg min
W≥0,V ≥0

J3(W,V ) = ‖X −W (UV )T ‖2F (10)

where U is the known information about label information Yl and the similarity
graph G on both labeled and unlabeled samples.

Following the standard theory of constrained optimization, the Lagrangian
multiplier technique [8] can be used to solve (10) by introducing two multipliers
α and β for constraints W ≥ 0 and V ≥ 0 respectively. Then, the variable W
and V can be updated according to the KKT complementary condition as

W
(τ+1)
ij = W

(τ)
ij

(XUV )ij

(W (τ)V T UT UV )ij
(11)

and

V
(τ+1)
ij = V

(τ)
ij

(UT XT W )ij

(UT UV (τ)WT W )ij
(12)

Here τ is the iteration. The correctness and convergence of the updating process
can be proved similar to [9,10]. Actually, CNMF [10] is a special case of our
proposed model GCNMF when Guu = I and Gul = 0, i.e, the relation between
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data points is ignored. In GNMF [5], the local consistency is only enforced on
the prediction function F rather than the mapped representation (WF in (3)).
However, the purpose of NMF-type model is to approximate X with WF , thus
the local consistency in X should be preserved in WF not just F . In summary,
our proposed model is different from the models in [5] and [10]. Once having V ,
we can get the data cluster-indicator F = (UV )T and the category of each point
xi, as j∗ = arg maxj{Fji}.

3.2 Adaptive Graph Construction

In the literatures, several methods have been proposed on graph construction
for GB-SSL [1,6,11,14,15]. Their performance is significantly effected by the
parameter (number of neighbors) which requires tuning carefully. In this paper,
an adaptive graph construction is proposed to select the appropriate neighbors
for each sample.

Given data set X, its similarity matrix M ∈ Rn×n can be calculated via
some methods, e.g., Heat kernel [1] as follows.

Mij =

{

exp−‖xi−xj‖2

σiσj
, xj ∈ N (xi)

0, otherwise
(13)

Here σi is the variance of similarities between xi and all samples. For each sample
xi, its average similarity ASi is defined as ASi =

∑n
t=1 Mit

n . If the similarity
between xi and xj is greater than ASi, then xj becomes a neighbor of xi. In this
case, a hypersphere is constructed whose center and radius are xi itself and the
mean of the similarities (ASi) respectively.

MAG
ij =

{

Mij , if Mij > ASi

0, otherwise
(14)

Figure 1 indicates a toy example to show the process of adaptive neighbor
selection. The toy data set contains 14 points belonging to two classes denoted as
circle and triangle respectively. The neighbors of points x1 and x2 via fixing p = 5
are the points surrounded by the dash square in Fig. 1a. (In order to efficiently
build the neighbor graph, p samples having higher similarity with the current

Nearest Neighbors p = 5 Adaptive Neighbors(a) (b)

Fig. 1. Neighbor selection based on similarity a) fixing number of neighbors (p = 5),
b) adaptive selecting the neighbors based on AS.
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point are considered. ASi = 1
p

∑p
t=1 Mit is the average similarity between xi and

its top p similar samples.)
It can be seen that the neighbor distribution of each point is different. For

example, x1 has dense neighbors, while x2 has relatively sparse neighbors. In
this case, the neighbors of x1 will play more important role to predict label for
x1 than the neighbors of x2 predicting label for x2. Meanwhile, the neighbors of
x2 come from two classes.

In Fig.1b, the sizes of neighbors of x1 and x2 (dash circle) become different
because of introducing the threshold (average similarity AS1 and AS2). For
x2, only three same-class neighbors are determined. Even though this adaptive
strategy can not guarantee that all selected neighbors of a sample are same-
class, it makes sure that the neighbors are as more similar as possible. Thus,
it is expected that the adaptive graph construction can effectively keep local
consistency and then improve the performance of GB-SSL.

4 Experimental Results and Discussion

4.1 Dataset and Methodology

In this section, we would test GCNMF on four real data sets. Two of them are
facial image data, one is object image data, and the forth one is handwritten
digits data. Among them, Yale Face set [10] consists of 11 different images in
each of 15 distinct persons. AT&T Face set [10] contains 400 images of 40 person
and each has 10 facial images. COIL20 image library [5] contains 32×32 gray
scale images of 20 objects viewed from varying angles and each object has 72
images. USPS handwritten digits set [2] has 10 digits 0, 1, · · · , 9 and 7291 samples
where each sample is 16×16 digit image. In experiments, we randomly choose
250 samples from each class as our forth data set.

The proposed GCNMF is compared with the existing GB-SSL methods in-
cluding LGC [20], LapSVM [2], CNMF [10] and GNMF [5]. According to [2,5]
and [20], parameter μ in LGC is set to be 0.99, λ1 and λ2 in LapSVM are set to
be 10−5 and 1/nz (here nz is number of nonzero entries in similarity matrix),
and λ in GNMF is set to be 100. The label information is incorporated into the
weight similarity M , i.e., Mij = 1 if xi and xj have the same label, otherwise
Mij = 0.

Since the data sets are benchmark data which contain category information,
all experimental results are evaluated via an external validation method, nor-
malized mutual information (NMI ) [19].

NMI =

∑

j,l njllog
(

n·njl

njnl

)

√

(
∑

j nj log
nj

n )(
∑

l nllog
nl

n )

where nj , nl are the number of samples in the jth class Lj and the lth cluster
Cl respectively. njl is the number of samples occurring in both Lj and Cl, n
is the total number of samples in the data set, and k is the number of classes.
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The larger the NMI , the better the learning performance. For all methods, the
number of clusters is set to be the number of true classes.

4.2 Effect of Graph Construction

In this subsection, we carry out some experiments to test the effect of graph
construction on the proposed method GCNMF. Traditionally, the local graph is
built according to the adjacency matrix where the number of neighbors (p) for
each point is predefined. However, it is not proper to fix p for all samples in real
application as shown in Sect. 3, thus we introduced an adaptive method to select
the neighbors for each sample according to its average similarity. The following
experimental results will show the performance of GCNMF with additive graph
construction.

Figure 2a shows the results of GCNMF with five different graphs on Yale
Face data set. The first three experiments were conducted by fixing the number
of neighbors p for all data points (p = 3, p = 6, p = 10 respectively), the fourth
graph L1 was built via sparse representation [17], and the fifth was conducted
with the proposed adaptive graph construction method. It can be seen that the
adaptive neighbor selection is helpful to improve the learning performance.

In order to investigate the properties of neighbors selected by the proposed
method, we count the neighbors of points in each category as shown in Fig. 2b.
Note that the category information is not used when adaptively selecting neigh-
bors. For each category, the neighbors of all points are collected, and the percent-
age of neighbors belonging to the current category is calculated. From Fig. 2b, we
can see that the adaptive method has ability to select more neighbors having the
same category with the current point, which indicates that the selected neigh-
bors and the current point have the similar structure. Therefore, the learning
process can benefit from the adaptive graph construction method. For AT&T
face data, COIL20 image data and USPS handwritten digits, the same results
can be obtained.
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Fig. 2. Effect of graph construction on GCNMF for Yale Face data set: a) semi-
supervised learning performance on unlabeled data under varying the labeled data
sizes and b)comparison of the selected neighbor distribution by fixing p and adaptive
method.
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Table 1. Comparing NMI (%) on Yale Face under varying the labeled size.

� Labeled
Data per 1 2 3 4 5 6 7 8 9 10
Category

LGC 48.71 54.15 54.82 66.48 67.39 68.10 80.24 81.76 90.86 96.53
LapSVM 43.31 50.14 51.56 56.97 61.60 63.11 79.83 84.44 90.40 98.28
CNMF 48.88 54.39 53.37 59.72 59.33 58.41 72.55 75.77 82.20 96.53
GNMF 48.00 48.50 49.36 52.50 58.50 60.56 72.54 80.87 81.28 92.23
GCNMF 54.11 55.84 58.90 63.43 69.57 72.58 83.30 86.88 93.86 98.28

Table 2. Comparing NMI(%) on AT&T Face under varying the labeled size.

� Labeled
Data per 1 2 3 4 5 6 7 8 9
Category

LGC 66.25 66.39 67.86 68.75 70.83 73.00 75.00 77.50 80.00
LapSVM 73.33 83.75 85.00 86.67 87.86 88.75 89.83 90.00 91.00
CNMF 73.89 80.36 80.83 81.00 81.88 82.50 82.50 82.50 83.33
GNMF 80.72 82.64 85.89 87.81 88.38 91.27 92.53 93.66 96.96
GCNMF 80.56 85.31 88.21 89.50 90.00 91.88 92.50 95.00 97.50

Table 3. Comparing NMI (%) on COIL20 Image under varying the labeled size.

� Labeled
Data per 4 8 12 16 20 24 28 32 36 40
Category

LGC 60.39 63.52 66.85 68.73 74.50 77.09 84.82 86.93 87.95 87.69
LapSVM 68.02 68.36 73.22 76.07 80.00 82.90 84.57 86.14 85.60 85.73
CNMF 66.42 66.73 67.09 74.27 76.46 77.63 79.21 78.94 79.80 79.83
GNMF 68.83 72.65 74.03 75.35 76.04 79.53 81.92 86.71 87.50 88.11
GCNMF 68.88 69.64 72.89 77.68 82.68 85.78 88.52 90.02 90.30 91.11

Table 4. Comparing NMI (%) on USPS Digit under varying the labeled size.

� Labeled
Data per 10 20 30 40 50 60 70 80 90 100
Category

LGC 64.59 65.60 65.48 65.91 66.34 68.18 72.83 75.13 76.89 79.86
LapSVM 58.37 65.15 65.32 66.05 68.56 73.33 75.82 76.57 78.44 83.63
CNMF 54.86 65.12 65.43 66.66 66.79 67.49 68.31 70.53 72.63 72.34
GNMF 63.34 66.38 68.37 71.71 73.70 75.08 78.54 79.80 81.21 82.79
GCNMF 64.86 68.47 69.87 71.64 72.38 75.13 79.34 80.96 82.49 83.21
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4.3 Effect of Labeled Data Size

In this subsection, we evaluate the influence of the labeled data size and compare
GCNMF with LGC, LapSVM, CNMF and GNMF. For all methods, the adaptive
method is used to build the graph. Tables 1, 2, 3 and 4 list the NMI values of
learning results on four real world data sets. The best result in all techniques for
the same data set is marked in dark.

For each data set, the number of labeled data per category is set according to
the data size. For example, the size of labeled Yale Face per category is varying
from 1 to 10. AT&T contains 40 categories and each category has 10 facial
images, thus the number of labeled data is varying from 1 to 9. For COIL20
image and USPS digit, the number of labeled data is varying from 4 to 40, and
from 10 to 100 respectively. For each labeled data size, we randomly selected
labeled data ten times, and the average result is recorded. From Tables 1, 2,
3 and 4, it can be seen that the best results were obtained with the proposed
GCNMF method in most cases. This indicates that the loss function based on
graph constrained NMF is more adequate to these data sets than LGC and
LapSVM.

Both GCNMF and GNMF perform better than CNMF, which demonstrates
that the intrinsic structure among data is helpful to learn the prediction function
in SSL. Comparing GCNMF with GNMF, they are different in terms of the
graph introduction strategy (the graph contains both label information and the
similarity between data samples). In GNMF, the graph only provides supervision
on the updating process of F , while the graph supervises both W and H updating
in GCNMF. Meanwhile, GCNMF is able to guarantee that data points sharing
the same label can be mapped sufficiently close to each other, while GNMF can
not, i.e., GNMF fails to make use of the label information.

5 Conclusions

In this paper, a new graph constrained non-negative matrix factorization model
is designed for semi-supervised learning. The new model can make use of label
information and the intrinsic structure among both labeled and unlabeled data.
Another merit of the proposed model is parameter-free. Moreover, an adaptive
graph construction method is provided to preserve the local consistency among
data as correctly as possible. The experimental results on four real world data
sets have shown the effectiveness of GCNMF. In this paper, we consider the
Frobenius norm-based NMF cost function. In the future, the cost function based
on KL-divergence and Earth Mover’s distance will be further studied.
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Abstract. Although the kernel-based fuzzy c-means (KFCM) algorithm uti-
lizing a kernel-based distance measure between patterns and cluster prototypes
outperforms the standard fuzzy c-means clustering for some complex distrib-
uted data, it is quite sensitive to selected kernel parameters. In this paper, we
propose the stretched kernel-based fuzzy clustering method with optimized
kernel parameter. The kernel parameters are updated in accordance with the
gradient method to further optimize the objective function during each iteration
process. To solve the local minima problem of the objective function, a
function stretching technique is applied to detect the global minimum.
Experiments on both synthetic and real-world datasets show that the stretched
KFCM algorithm with optimized kernel parameters has better performance
than other algorithms.

Keywords: Kernel fuzzy c-means � Kernel parameter � Optimization �
Stretching technique

1 Introduction

Clustering algorithms are universally employed to partition patterns into a couple of
smaller homogeneous groups. The fuzzy c-means (FCM) [1] algorithm, a typical one
has been widely used in pattern recognition and image segmentation. The FCM algo-
rithm, which applies Euclidean distance measure between objects and prototypes can
obtain good clustering results for spherically-structured data, but cannot obtain effec-
tive clustering analysis for some complex distributed data such as the mixture structure
with heterogeneous cluster prototypes and non-spherical geometry of data. The kernel-
based fuzzy c-means (KFCM) [2] algorithm was then presented to overcome this
drawback. A kernel function is defined to transform nonlinear distributed data to the
higher dimensional feature space so that the naturally distributed data can be partitioned
linearly. Obviously, the KFCM algorithm can improve the results of FCM algorithm by
selecting appropriate kernel function and reasonable parameters. Due to its superiority
to other kernel functions, the RBF kernel function has been employed in all four kernel
clustering algorithms [3], which is thus also chosen in this work.
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However, the values of kernel parameters affect the performance of KFCM
algorithm significantly. With respect to optimization of the kernel parameter, there are
several methods in kernel-based techniques. Firstly, empirical, grid search and cross-
validation methods are often applied to search the optimal kernel parameters [4]. On
the one hand, users repeatedly execute their concerned algorithms for a couple of
candidate kernel parameters according on their research experience until one corre-
sponding to the best results is chosen as the final kernel parameter value. Unfortu-
nately, because the number of these concerned candidate values is usually limited, the
results of the kernel-based approaches are not distinctly preferable. On the other hand,
the well-known cross-validation approach widely applied in the model selection can
effectively obtain more favorable performance than selecting the parameter values
empirically since the optimal value is chosen within a fairly broader range. But the
kernel parameters need to be adjusted in real-time, which the cross-validation
approach can not achieve on account of its time-consuming implementation. Sec-
ondly, the optimal kernel parameters can also be obtained by minimizing an objective
function [5]. However, non-optimized parameters or sub-optimized values can be
found by the above-mentioned methods. Although these kernel parameter learning
methods can gain relative satisfactory evaluation results, searching the global opti-
mized parameter is not promising. AL-Sultan and Fedjki [6] proposed a tabu search
algorithm for globally solving fuzzy c-means clustering and obtained better perfor-
mance in most of the test cases than the standard FCM algorithm.

In this paper, we propose an optimization method to select the kernel parameters
for the KFCM algorithm, and employ a function stretching technique [7] to refor-
mulate the objective function once it is trapped into a local minimum and to select the
global optimized kernel parameter as the solution to the objective function. Incor-
porating the KFCM algorithm added by the stretching technique with optimization the
kernel parameter is presented. Results of experiments on synthetic data sets and real
data sets demonstrate that it is most important to select the desirable kernel parameters
in kernel-based fuzzy clustering so that the KFCM algorithm with the best optimized
parameters can outperform the other algorithms.

2 KFCM Algorithm

The classical FCM algorithm is remarkably effective only in partitioning spherical
data based on the sum-of-squares error criterion. The KFCM algorithm has been
adopted to overcome the problem in partitioning complex data with nonlinear
boundaries by mapping nonlinear structure in the input space into a higher dimen-
sional feature space. Given a data set X = {x1,…, xN}, xi (i = 1…N) from the input
space Rp, a transformation function / nonlinearly maps the data points to a higher
dimensional feature space Rq. That is, / : Rp ! Rq, p \ q. The inner product of two
patterns obtained by the mapping function can be simply defined as a kernel function
by using ‘kernel trick’ method:

Kðxi; xjÞ ¼ /ðxiÞ � /ðxjÞ: ð1Þ
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There are several examples of a kernel function. Using the RBF kernel as a kernel
function in this paper, r2 as the variance parameter, we have

Kðxi; xjÞ ¼ e�
xi�xjk k2

2r2 : ð2Þ

The kernel-induced Euclidean distance between patterns xi and xj in the input
space can be calculated in the higher dimensional feature space through the kernel
function Kðxi; xjÞas

d2
ij /ðxiÞ;/ðxjÞ
� �

¼ /ðxiÞ � /ðxjÞ
�� ��2 ð3Þ

¼ /ðxiÞ � /ðxiÞ � 2/ðxiÞ � /ðxjÞ þ /ðxjÞ � /ðxjÞ
¼ Kðxi; xiÞ � 2Kðxi; xjÞ þ Kðxj; xjÞ:

ð4Þ

For a RBF kernel function, the distance measure in (3) using (2) can be easily
described by

d2ðxi; vjÞ ¼ 2 1� 2Kðxi; vjÞ
� �

: ð5Þ

The main goal of the KFCM algorithm is to minimize the following objective
function as in the FCM.

J ¼
XC

j¼1

XN

i¼1

um
ij d2ðxi; vjÞ; 2�C�N; ð6Þ

where m represents the fuzzifier constant; C is the cluster number; N is the number of
patterns; uij 2[0,1], as elements of an order matrix UC9N, represents the membership
degree of xi in cluster j; V = (v1,…,vj,….vc), vj as centroids or prototypes. In addition,
the elements of partition matrix U satisfy the following condition:

XC

j¼1

uij ¼ 1 and 0\
XN

i¼1

uij\N; 8j: ð7Þ

The memberships to minimize the objective function in (5) can be calculated by

uij ¼
ð1=d2ðxi; vjÞÞ1=ðm�1Þ

PC

j¼1
ð1=d2ðxi; vjÞÞ1=ðm�1Þ

; ð8Þ

and the formula of the prototypes vj (j=1,2,…,C) proceeds as follows:

vj ¼

PN

k¼1
um

jkðxk; vjÞxk

PN

k¼1
um

jkðxk; vjÞ
: ð9Þ
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3 Learning the Kernel Parameters

The minimization problem of the objective function J given in (5) subjected to the
constraint specified by Eq. (6) is solved by minimizing a constraint objective function
defined as

~JðrÞ ¼
XC

j¼1

XN

i¼1

um
ij d

2ðxi; vjÞ þ
XC

j¼1

kjð
XN

i¼1

uij � 1Þ; ð10Þ

where kj (j = 1,…,C) are Lagrangian multipliers. The optimal values of kernel
parameter is obtained by minimizing (9),

r� ¼ arg min
r

~JðrÞ: ð11Þ

To calculate the kernel parameter r, the general gradient method is applied to
generate the optimal values r* by continually updating the following Eq. (11)

o~J

or
¼ �2

XC

j¼1

XN

i¼1

um
ij Kðxi; vjÞ

xi � vj

�� ��2

r3
; ð12Þ

rðnþ1Þ ¼ rðnÞ þ h
o~J

or

� �
: ð13Þ

Herein, h is called the learning rate, commonly a positive constant and n is the
iteration step. When rðnþ1Þ � rðnÞ

�� ��\e, and e is a very small positive number, the
searching procedure reaches the convergence.

The objective function J is calculated according to Eq. (5) by serially updating the
value of r during executing kernel-based fuzzy clustering process until termination
criteria satisfied. That is, the two consecutive Js almost remain unchanged. The
iterative process can learn a minimizer of J. However, this acceptable minimizer may
be local optimum in many cases. The stretching technique is applied for alleviating the
local minima problem so that more optimized values of r can be found. The idea of
stretching technique is to perform a two-stage transformation of the objective func-
tion. In the first stage, local minima with higher functional values than the stretched
local minimizer are eliminated, while other lower local minima remain unchanged; in
second transformation stage, the neighbors of the local minimizer are stretched
upwards and the local minimizer is turned into a local maximum. Thus the location of
the global minimum is left unaltered in the final. This means a minimum of the
objective function J can be obtained at the unchanged minimizer. Supposing an
optimization objective function corresponds to a local minimize �r and the transfor-
mation function is defined as

GðrÞ ¼ JðrÞ þ c1 r� �rk k sign JðrÞ � Jð�rÞð Þ þ 1ð Þ; ð14Þ

JnewðrÞ ¼ GðrÞ þ c2
sign JðrÞ � Jð�rÞð Þ þ 1
tanh s GðrÞ � Gð�rÞð Þð Þ ; ð15Þ
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where c1, c2 and s are arbitrary chosen positive constants, and sign(�) is the well-
known triple valued sign function:

signðxÞ ¼
1; if x [ 0;
0; if x ¼ 0;
�1; if x \ 0:

8
<

:

Herein, J(r) is replaced by Jnew(r) and a newly formulated J(r) is regarded as the
objective function. The updating process repeating and stretching function trans-
forming many times, the optimized solution to the original objective function can be
obtained.

4 Stretched KFCM Algorithm with Optimal Kernel
Parameter

Kernel-based fuzzy clustering algorithm is derived from the above section by the
stretching technique and optimization of kernel parameter as follows:

Stretched kernel-based fuzzy c-means algorithm with optimal kernel parameter
(SKFCM-opt r)

Step 1. Set learning rate h, the maximum iteration number n, stopping criterion e,
initial iteration k=0;c1[0, c2[0 and s to a very small positive number.

Step 2. Initialize fuzzifier m [ 1, usually set to 2, fuzzy partition U, prototypes vj,
kernel parameter r0 using Eq. (15).

Step 3. Update the memberships, cluster center based on formula (7) and (8);
update kernel parameter r according to Eq. (12) and r[ 0 must be satisfied during
the iteration process. It is assumed that the kernel width exceeds zero at each iterating.
If it is close to zero or a negative number, just giving 2e to it in order to avoid the risk
of degeneracy.

Step 4. Calculate the value difference of the objective function between consec-
utive iterations. Once a local minimizer is found, update the objective function J using
newly-obtained J according to Eqs. (13) and (14).

Step 5. Repeat the total iteration process until termination criteria satisfied or
maximum iterations reached.

Step 6. Select one minimizer that yields the best optimal solution of formula (5)
and the minimizer is regarded as the best optimal value.

In this section, the computational complexity of the proposed algorithm is O (C N
q l), where l is the iteration time in the algorithm implementing, C is clustering
number, and N is the number of samples and q is feature attribute. The kernel matrix is
calculated between the patterns and prototypes during each iteration. From the
viewpoint of storage complexity, the space O (NC+Nq+2Cq) is used to storage
samples, cluster prototypes and partition matrix. Additionally, the algorithm is proper
for clustering some large datasets.
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5 Experiments

The experimental results of SKFCM-opt are evaluated in this section to demonstrate
effectiveness of the proposed method, compared with the other methods, KFCM with
non-optimized r (KFCM-r0), FCM with the tabu search technique (FCM-tabu)
detailed in [6] and standard FCM without mapping respectively. An artificial data set
Circles and two real datasets (Iris and Pendigits from UCI Machine Learning
Repository [8]) are applied in these tests. We choose m=2 which is a common choice
for fuzzy clustering. All obtained experimental results use the following parameters:
average on 10 runs, iteration error e=0.00001, max_iter=100, c1=3000,
c2=0.5,s = 10-5, h=0.05.The initial value for the kernel parameter r is set to

r0 ¼
1
C

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N
ð
XN

i¼1

xi � �xk k2Þ

vuut ; ð16Þ

�x is the centroid of the total patterns.
The Circles data set involves 200 data points in a 2-dimensional space and two

classes which respectively contains 100 samples of rectangle (4 9 4) distribution and
circular(radius is 4) distribution. The Circles data set is shown in Fig. 1.

The Iris data set contains 50 4-dimensional samples each of three species (Ver-
sicolor, Virginica, Setosa). One of the classes is well separated from the other two,
while the remaining two are partly overlapped.

The Pendigits data set comprises of 16-dimensional 7494 samples each of ten
classes. We randomly select 100 data for each of the four classes {1,3,5,7}, total 400
data used in the experiment.

The Defense Advanced Research Projects Agency (DARPA) 1998 Basic Security
Module (BSM) datasets are increased for experimental results. Among these datasets,

Fig. 1. The Circles data set
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host-based BSM audit data from the seven-week training data and two weeks of testing
data to evaluate the performance of the two algorithms, which involves two classes with
246 features, 7632 normal sessions and 456 attack sessions, respectively [9].

These data sets are used to analyze the quality of clustering. Table 1 shows the
clustering accuracies of the presented method by comparing it with the other algo-
rithms. The Circles data is turned into linear separation in the mapped feature space by
the kernel function so that its clustering accuracy is evidently improved. In general,
the performance of FCM-tabu method is better than the FCM algorithm, but is slightly
worse than KFCM-r0 in the most cases. Additionally, SKFCM with the best kernel
parameter (SKFCM-opt r) obtains the best clustering accuracy among all these
methods. It is apparently that stretching technique and optimization have an important
influence on the clustering performance.

The clustering accuracies of SKFCM under a series of kernel parameter r on Iris
are shown in Fig. 2. It verifies the fact that the optimization of kernel parameters
considerably affects the results of SKCM. Varying values of objective function under

Table 1. The clustering accuracies using FCM, FCM-tabu, KFCM and the proposed SKFCM
with optimized r for the aforementioned data sets.

Data sets FCM (%) FCM-tabu (%) KFCM-r0 (%) SKFCM-opt r (%)

Circles data 51.16 78.24 93.24 100
Iris data 89.31 90.08 92.38 97.56
Pendigits data 42.82 48.34 59.74 67.23
DARPA data 40.52 54.05 53.61 65.29

Fig. 2. Clustering accuracies under different kernel parameters r on the Iris data
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a series of r values on the Iris data is described in Fig. 3. From these two figures, we
can observe when the proposed method achieves its best performance the objective
function almost reaches its global minimum, given the same kernel parameter r.

6 Conclusions

We have proposed a novel method for kernel-based fuzzy clustering. Based on the
gradient method, the optimal parameter solution to the objective function of the
KFCM algorithm is obtained, and a stretched technique reformulating the objective
function can assure its optimal solution unaltered. Experimental results show that the
proposed stretched kernel fuzzy clustering method with the optimal kernel parameter
can be successfully applied compared with the KFCM algorithm with non-optimized
r, FCM with the tabu search algorithm and the standard FCM algorithm. However,
there is no standard learning mechanism for evaluating the selection of the kernel
parameters, a significant drawback of the kernel-based fuzzy clustering algorithms,
which is worth of studying in the future work.
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Abstract. We apply a graph-based semi-supervised learning algorithm
to identify the conscientiousness of Weibo users. Given a set of Weibo
users’ public information (e.g., number of followers) and a few labeled
Weibo users, the task is to predict conscientiousness assessment for numeric
unlabeled Weibo users. Singular value decomposition (SVD) technique
is taken for feature reduction, and K nearest neighbor (KNN) method
is used to recover a sparse graph. The local and global consistency algo-
rithm is followed to deal with our data. Experiments demonstrate the
advantage of semi-supervised learning over standard supervised learning
when limited labeled data are available.

Keywords: Graph-based semi-supervised learning · Conscientiousness
identification · KNN · SVD

1 Introduction

Personality can be defined as a set of characteristics which make a person unique,
and the study of personality is of central importance in psychology. Among per-
sonality related researches, Big-Five theory is the mostly used one, it proposes
five basic traits to form human personality: openness, conscientiousness, extra-
version, agreeableness and neuroticism [10]. Conscientiousness, as one trait of
Big-Five theory, is the state of being thorough, careful, or vigilant. Conscientious
individuals are generally hard working and reliable. When taken to an extreme,
they may also be “workaholics”, perfectionists, and compulsive in their behavior.
People who are low on conscientiousness are not necessarily lazy or immoral, but
they tend to be more laid back, less goal-oriented, and less driven by success [16].
Conscientiousness measurement are mostly through self-report [27], which is
time-consuming and sometimes, subjective. Some researchers made efforts to
others-report [6,9,13], however, it is a big problem to achieve enough labeled
data due to not only time-consuming and expensive, but also privacy problems.

Sina Weibo is now one of the most popular service in mainland China, it
has already attracted more than 300 million user to register the service [23], and
many people spend much time on the service, thus, researchers say it has become
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an important part of user’s life [7]. Many researches were done to found out the
relationship between microblog usage and user’s personality [11,13,20].

In recent years, there has been a substantial amount of work exploring how to
incorporate unlabeled data into supervised learning, and several semi-supervised
learning approaches have been proposed [3,4,28,30,31]. Successful applications
have been made in many areas, such as computer vision [2,29], and information
retrieval [24]. Semi-supervised learning has also been used in the context of
microblog classification [17]. In many scenes, semi-supervised learning algorithms
outperforms standard supervised learning algorithms.

In this paper, we propose a graph-based semi-supervised learning approach
[28] to the problem of conscientiousness measurement. We randomly collected
562 Weibo users’ public information using Sina Weibo API, and retrieved cor-
responding conscientiousness extent through self-report method. Then local and
global consistency method was used to combine the labeled and unlabeled data.

The rest of this paper is organized as follows. In Sect. 2, we introduce some
related work. Section 3 will describe the dataset in detail. Section 4 will talk
about the graphs. In Sect. 5, we present the detailed algorithm. Experiment
results will be discussed in Sect. 6. At last, we will give a conclusion in Sect. 7.

2 Related Work

Personality analysis based on social media has received considerable attention
recently [1,11,13,20]. They mainly collected internet data and corresponding
labeled data, and then applied supervised learning approaches, such as, classifi-
cation and regression analysis, to build the mode. However, the problem is that
training data is always scarce, meanwhile large scale of unlabeled data is often
easy to retrieve.

Many methods have been proposed to deal with the problem. Among them,
semi-supervised learning algorithms received great attention in the past few
years, since they could perfectly make use of unlabeled data. Generative models
are used for text classification [24] with both labeled and unlabeled data, but the
assumption is that the data should obey a certain distribution. Co-training algo-
rithm has been proposed in [5], much research has been done, but it requires fea-
tures can be spilt into two conditionally independent sets. Transductive support
vector machines (TSVMs) have also been investigated by [8,19]. These years,
many computer scientists are devoted to graph-based semi-supervised learning
methods and propose a series of effective algorithms [3,4,28,31], and these algo-
rithms have been widely used in many fields.

In this paper, local and global consistency (LGC) method [28] are integrated,
because people with similar Weibo data is supposed to have the same personal-
ity. We gathered a number of Sina Weibo users’ public information, and asked
part of them to finish a big-five inventory [21] online. We only focus on one
trait:conscientiousness in the work. We used singular value decomposition (SVD)
to select features, and added a graph sparsification step to optimize the graph.
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The LGC semi-supervised learning algorithm was taken to give a ternary clas-
sification over the collected data, and thus users’ conscientiousness extents were
assessed.

3 Dataset

The dataset consists of 562 copies of Sina Weibo users’ information together
with corresponding conscientiousness scores and much more non-labeled data.
The Weibo data is about the user items on Weibo service, and it can be spilt
into several categories as follows:

1. information in user’s personal profile, including nickname, address, gender,
birthday, personalized domain name, description and so on.

2. information about friends and followers, for example, the number of friends.
3. statistical information for statuses, such as average count of statuses per

day and proportion of originality statuses.
4. basic setting information, for example, whether to allow all to comment.
5. tags information
6. trends information
7. others

We didn’t focus much on users’ behavior information in the work, for exam-
ple, user’s specific Weibo statuses. The conscientiousness scores are measured in
continuous value. Since only a few users are labeled, and more users’ Weibo data
are available, it is very suitable to use semi-supervised learning techniques for
our problem.

3.1 Data Collection

Using Sina Weibo API1, we first collected 999,9999 Weibo user IDs, then ran-
domly chosen 10,000 user IDs. Using Sina Weibo API again, we crawled 10,000
users’ Weibo data which has been described above from these 10,000 Weibo IDs.
In this way, we successfully captured a 10,000-Weibo-user dataset. Thirdly, using
Weibo service’s @ function, we invited the users to be volunteers to finish big-
five inventory online. At last, we collected 562 copies of qualified questionnaires.
Hence, we had 562 copies of conscientiousness extent data. The whole process
took over one month, and volunteers had got reimbursement in return.

The collected Weibo-user dataset (562 copies of labeled Weibo data) is the
basis of our experiment.

3.2 Feature Extraction

As our collected Weibo dataset is relatively simple (not contain much behavior
data), the preprocessing work is straight forward. For some features, we followed

1 http://open.weibo.com

http://open.weibo.com
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Table 1. Part of Extracted Features

Feature Description

allow all comment Whether to allow all users to freely comment
bi all followers count The number of user’s followers
bi all friends count The number of user’s friends
description The length of user’s description
statuses weibo count The number of user’s statuses
original rate The rate of original statuses
screen name length The length of screen name
users tags count 100 The number of tags whose popularity is less than 100
users tags count 100 1000 The number of tags whose popularity is between 100

and 10,000
users tags count 100 1000 The number of tags whose popularity is over 10,000
first weibo time The average time to give first status per day
last weibo time The average time to give last status per day
verified Whether the user’s Weibo account has been verified
. . . . . .

the original data directly, for example, statistical information about statuses. For
others, we used simple statistical methods to deal with data to extract features.
We had totally extracted 45 features for a user from the Weibo data. Some of
the features are listed in Table 1.

After feature extraction, we normalize the Weibo data to make the data
equally measured as follows.

x = (x−MinV alue)/(MaxV alue−MinV alue)

where x is the value of a dimension for a user, while MinV alue and MaxV alue
respectively represent the maximum and the minimum value of this feature
dimension for all users.

3.3 Conscientiousness Scores Discretization

As we received 562 copies of effective big-five personality questionnaires, we
paid attention to one trait: conscientiousness only in the work. We calculated
the conscientiousness score for each user according to their questionnaire based
on corresponding rule, however, it is measured in continuous value, and it should
be discretized.

In various personality researches [11,20,26], level of grouping method is often
used to discretize continuous value of personality trait. Specifically speaking, we
first calculate the mean (μ) and standard deviation (σ) for the sample, and then
subjects whose conscientiousness scores are greater than (μ + σ) are grouped
to be high level, while subjects whose conscientiousness scores are lower than
(μ − σ) are grouped to be low level, and subjects whose scores are between
(μ− σ) and (μ + σ) are grouped to be normal level. According to the definition
of conscientiousness, individuals with high level mean they are conscientious,
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even workaholics to some degree, on the contrary, individuals with low level
mean they tend to be more laid back, less goal-oriented, and less driven by suc-
cess, individuals with middle level are supposed to be normal. To have a simple
description later, we abbreviate the three levels as “conscientious”, “immoral”
and “normal” respectively. Therefore, the conscientiousness label set C can be
represented by these three levels:

C = {“conscientious”, “immoral”, “normal”}

4 The Graphs

The semi-supervised conscientiousness measurement problem is described as fol-
lows. There are 562 Weibo users x1, x2...x562, each represented by a set of fea-
tures discussed above. We randomly choose l ≤ 562 Weibo users from the labeled
dataset, and suppose the l Weibo users to be labeled with y1, y2...yl ∈ C respec-
tively. The remaining data is set to be unlabeled. The goal is to predict the
categories of the unlabeled points using method from [28].

4.1 Feature Reduction

Usually, multidimensional data may be represented approximately in fewer dimen-
sions due to redundancies in data, which may improve the prediction accu-
racy [25]. Since the original feature space has 45 dimensions, we attempt to take
singular value decomposition (SVD) method [12], which is a well known matrix
factorization technique, to reduce dimensionality of feature space [15,22]. We
simply describes the SVD methods as follows.

Suppose A
n×45

be our original data space, then use SVD technique to factor

A into three matrices:
A

n×45
= U

n×r

∑

r×r

V
r×45

where, matrix
∑

is a diagonal matrix containing the singular values of the matrix
A, here are exactly r singular values, where r is the rank of matrix A. The rank
of a matrix is the number of linearly independent rows or columns in the matrix,
and it means independent information in our data space here.

To accomplish we can simply keep the first k singular values in
∑

, where
k ≤ r. This will give us the best rank-k approximation to original data space A,
and thus has effectively reduced the dimensionality of our original space. In our
experiment, the dimensionality of original feature space is reduced to 34.

4.2 Graph Construction

We first compute measure similarity between Weibo user x1 and user x2 by
features, and a larger similarity implies that the two users have more chances to
be the same conscientiousness extent. Details can be found in Sect. 5.
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An undirected graph G = (V,E) is formalized with n nodes V , and weighted
edges E among the nodes. Each Weibo user is a node in the graph, including the
unlabeled users. The node of labeled user is also labeled with conscientiousness
extent in the graph. Each Weibo user is connected to any other users by similarity
computed between the two users, no matter the user is labeled or not. Then a
fully connected graph is constructed.

4.3 Graph Sparsification

As described above, the graph for our semi-supervised learning problem is a fully
connected one. To ensure that the semi-supervised learning algorithm remain
efficient and robust to noise, a sparse weighted subgraph from the fully connected
graph is needed. There are few researches on graph construction [18], though
graph-based semi-supervised learning has received much attention recently. K
Nearest Neighbors (KNN) is the most common used algorithm to recover a
sparse subgraph. Roughly speaking, each node merely connects to its k nearest
neighbors to form a subgraph. Specifically, for each point in the fully connected
graph, using similarities in the fully connected graph, searches for the k nearest
points to it without considering itself. Thus we can recover a sparse subgraph
with this method.

5 Algorithms

We use the simple Local and Global Consistency (LGC) algorithm [28] on the
Weibo dataset, the following formula depicts the essence of this algorithm:

min
f

{

l
∑

i=1

(f(xi)− yi)
2 + fT Δf

}

where f(x) is the decision function, y is the label for each node and Δ is the
graph combinatorial Laplacian. The LGC method allows f (xl) to be different
from yl with penalty term, in other words, this method can accommodate noise.

We choose the following function to compute similarity between two users:

Wij = exp
(−d (xi, xj)

/

2σ2

)

where

d (xi, xj) =

√

∑t

k=1
(xik − xjk)2

where t is the dimension of the feature space.
We now describe the LGC algorithm in detail:
1. Form the affinity matrix W using the function discussed above.
2. Recover a sparse affinity matrix using KNN method.
3. Construct the matrix S = D−1/2WD−1/2, where D = diag(

∑

j wij).
4. Iterate F (t + 1) = αSF (t) + (1−α)Y until convergence, where α ∈ (0, 1).
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5. Let F ∗ denote the limit of the sequence {F (t)}. Label each point xi as a
label yi = arg maxj≤cFij

∗.
The above algorithm has been proved convergent, and we can computer F ∗

without iterations:
F ∗ = (I − αS)−1Y

where I is a identity matrix.
The LGC method described above solves a set of linear equations so that

the predicted label of each example is the result of considering local and global
consistency. The algorithm makes it that nearby points are likely to have the
same label and points on the same structure are likely to have the same label,
too. This algorithm successfully makes use of a amount of labeled and unlabeled
points to build a classification, moreover it doesn’t limit to binary classification
problems, therefore, this method is suitable for our Weibo dataset.

6 Experiment Results

As it is very difficult to collect labels for the entire 10,000-Weibo-user dataset,
we can only conduct experiments on the 562-Weibo-user dataset.

We evaluated LGC method on the Weibo user conscientiousness measurement
tasks. For each task, we gradually increased the labeled set size systematically,
performed 10 random trials for the labeled set size. In each trial we randomly
sampled a labeled set with the specified 562-Weibo-user dataset, if a class was
missing from the sampled labeled set, we redid the random sampling, and the
remaining data were used as the unlabeled set. We select the parameter combi-
nation by a grid search with the three parameters (k, σ, α), and the results are
as follows. The k in KNN sparsification is set to 4, the parameter in the weight
function is selected as σ = 2, and the iteration coefficient (α) is set to 0.2.

We report the classification accuracies with LGC method on two graphs:
fully connected graph and KNN sparse graph. And we also compare two feature
space: original and compressed feature space. To compare the graph-based semi-
supervised learning algorithm against a standard supervised learning algorithm,
we choose one-vs-rest SVMs as baseline method, and we use SVM-Light (svm-
light.joachims.org/) as the tool to implement our ternary classification problems.
Specifically, we create three binary classifications, one for each class against all
the other classes, and select the class with the largest margin. We choose RBF
kernel for the SVM classifications, and the width of RBF kernel is set to 1.4.
The results are presented in Fig. 1.

“SVD” means using Singular Value Decomposition method to deal with origi-
nal feature space, “sparse” indicates using KNN methods to recover a sparse sub-
graph, and “original” denotes original feature space and fully connected graph.
As shown in Fig. 1, we find that LGC method outperforms the RBF kernel
SVM baseline a lot, especially when the labeled set size is small. LGC method
with SVD processing and KNN sparsification performs best over all methods.
When the labeled data set comes to 50, the accuracy can approximate 80 %,
which is a good performance in conscientiousness measurement. The accuracy
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Fig. 1. The Accuracy of LGC and SVM.

can be improved to a certain extent if we use KNN method to construct a sparse
subgraph. Using SVD method to compress feature space can also improve the
classification accuracy in a small degree, it may be because manifold learning
is not the best choice in semi-supervised learning for truly high dimensional
data [14].

7 Conclusions

In this paper, we have investigated a local and global consistency based semi-
supervised learning algorithm for conscientiousness measurement, which con-
forms two assumptions: similar examples should have similar labels and exam-
ples in similar structure should have similar labels. The algorithm makes full use
of both labeled data and unlabeled data.

In our research, we obtained a set of Sina Weibo data, with 562 conscien-
tiousness labels. We conducted our experiments over the dataset. Singular Value
Decomposition (SVD) method was used to perform dimensionality reduction
and K nearest neighbor (KNN) method was used to recover a sparse subgraph.
Then the local and global consistency (LGC) algorithm was taken to give a
ternary classification over the dataset. Our experiment shows that LGC algo-
rithm achieves better performance when only very few labeled examples are
available.

Apparently, there exists vast space we can do to promote the performance.
Next, we will focus on model selection and parameter selection to better con-
struct the graph. Meanwhile, we will try to incorporate more background knowl-
edge into the learning process. In the future, we will use semi-supervised learning
method to predict personality traits on large dataset.
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Abstract. When developing autonomous learning agents, the perfor-
mance depends crucially on the selection of reasonable learning para-
meters, for example learning rates or exploration parameters. In this
work we investigate meta-learning of exploration parameters by using
the “REINFORCE exploration control” (REC) framework, and combine
REC with replacing eligibility traces, which are a basic mechanism for
tackling the problem of delayed rewards in reinforcement learning. We
show empirically for a robot example and the mountain–car problem
with two goals how the proposed combination can help to improve learn-
ing performance. Furthermore, we also observe that the setting of time
constant λ is not straightforward, because it is intimately interrelated
with the learning rate α.

1 Introduction

Controlling exploration and exploitation is one of the main challenges when
developing autonomous learning agents. In general, exploratory actions lead
to an increase in knowledge about the long-term utility of actions (long-term
optimization), but often may cause the income of negative reward due to ran-
domly selected bad actions. However, exploiting knowledge (short-term opti-
mization) may also lead to sub-optimal action selections if the utility of an
optimal action is underestimated. As a consequence, the dilemma between explo-
ration and exploitation arises [1].

Several approaches exist to tackle this problem in reinforcement learning.
Using action counters for determining confidence intervals is a popular approach
in the domain of machine learning [2–4]. In contrast, neurobiologically inspired
models utilize the immediate reward [5] or the temporal-difference error [6] to
adapt the amount of exploration, e.g. by the meta-parameter τ of Softmax action
selection. In a more recent approach, we proposed to use the value difference
(the product between the temporal-difference error and the learning rate) as
an indicator for the uncertainty of knowledge about the environment [7]. This
indicator is used for controlling the action-selection policy between Greedy and
Z.-H. Zhou and F. Schwenker (Eds.): PSL 2013, LNAI 8183, pp. 68–79, 2013.
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Softmax, which aims at robustness with regard to stochastic rewards and even
non-stationary environments [8].

In this paper we consider the problem of adapting the amount of exploration
and exploitation in model-free reinforcement learning. We combine our recently
proposed “REINFORCE exploration control” (REC) policies [9,10] with replac-
ing eligibility traces [11], for tackling the problem of delayed rewards. We investi-
gate the proposed algorithm on a reward model of a crawling robot that learns to
walk forward through sensorimotor interactions, and also on the mountain–car
problem with two goals.

2 Methods

We investigate the problem of maximizing an agent’s cumulative reward over
time, which in our experiments can be described as learning in a Markovian
Decision Process (MDP) in discrete time t ∈ {0, 1, 2, . . . } [1]. In general, an MDP
consists of a finite set of states S and a finite set of possible actions in each state,
A(s) ∈ A,∀s ∈ S. A transition function P (s, a, s′) describes the (stochastic)
behavior of the environment, i.e. the probability of reaching successor state s′

after selecting action a ∈ A(s) in state s. After the selection of an action, a
reward r ∈ R is received from the environment and the agent finds itself in a
successor state s′ ∈ S. The choice of action a is significant, and therefore the
general goal is to find an optimal action-selection policy, π∗ : S → A, that
maximizes the cumulative reward.

2.1 Action-Value Functions

Action-selection policies can either be learned using model-based techniques (the
model of rewards and dynamics are approximated separately) or model-free tech-
niques (only the value function is learned) [1]. Both require learning a value
function for the prediction of future reward. In the following, we are particularly
interested in optimizing model-free techniques, for the reason of being closely
related to reinforcement learning in the brain [12,13].

Action-selection policies can be derived from value functions representing so
far learned knowledge about the future reward [1]. An action-value function,
Q(s, a), approximates the cumulative discounted reward for following policy π,
when starting in state s and taking action a,

Q(s, a) = Eπ

{ ∞
∑

k=0

γkrt+k+1|st = s, at = a

}

, (1)

where 0 < γ ≤ 1 is a discounting factor used for weighting future rewards in
Q(s, a). Since Q(s, a) depends on rewards received in the future, the cumulative
reward is considered to be an expected value Eπ{·} which depends on the action-
selection policy π. The parameter γ is allowed to take on the value of 1 only in
episodic learning problems, i.e. an episode must terminate after a maximum of
T steps, which prevents Q(s, a) from growing to an infinite sum. In case a fixed
horizon does not exist, γ must to be chosen < 1.
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2.2 Q-Learning with Replacing Eligibility Traces

The action-value function is sampled from interactions with the environment. For
this we use Watkin’s Q-learning algorithm [14], which adapts reward estimates
according to:

b∗ ← arg max
b∈A(s′)

Q(s′, b) (2)

Q(s, a)← Q(s, a) + α (r + γQ(s′, b∗)−Q(s, a))
︸ ︷︷ ︸

Temporal-Difference Error Δ

(3)

where 0 < α ≤ 1 denotes a step-size parameter [15]. For an optimal action-value
function, Q∗(s, a), from which the optimal (greedy) policy π∗ can be derived,
the temporal-difference error is zero for all observation tuples (s, a, r, s′).

As proposed by Singh and Sutton [1,11], we also combine Q-learning with
replacing eligibility traces, which is known as Q(λ)-learning as shown in Algo-
rithm 1. The advantage is that rewards are propagated faster to previously taken
actions, which tackles the general problem of accounting delayed rewards in rein-
forcement learning. Visited state-actions pairs e(se, ae) are memorized in an eli-
gibility trace list, where each entry in this list is associated with an additional
memory variable, the eligibility trace, used for weighting the current temporal-
difference error Δ also in the action value Q(se, ae) of previously taken actions.
The trace for the last taken action is set to e(s, a) ← 1, which means that the
temporal-difference error is fully credited.

All traces are decayed by γλ after taking an action. In this sense 0 ≤ λ ≤ 1
denotes a time constant. For λ = 0, credit is only assigned to the last taken
action, where Eq. (3) is only computed for the most recent observation tuple
(s, a, r, s′). On the other hand, a time constant of λ = 1 refers to Monte-Carlo
backups. Eligibility traces e(se, ae) are removed from the list as soon as their
value becomes lower than a small threshold Θ, and thus the parameter λ does
implicitly control over the amount of actions the current temporal-difference
error is propagated into the past. The list of eligibility traces is also cleared in
case an exploratory action is selected, because Q-learning learns the action-value
function independently of the actual policy (called off-policy learning), assuming
to follow a greedy policy in the limit for t→∞. Therefore, crediting the reward
of exploratory actions to previously taken actions has no necessary relationship
to a greedy policy [1].

3 Exploration and Exploitation

In the following we describe two basic strategies for deriving action-selection
probabilities π(s, a) from the action-value function, and afterwards we show how
to combine them for meta-parameter learning.

The ε-Greedy policy selects a uniform randomly distributed action with prob-
ability 0 ≤ ε < 1 [1]. With probability 1− ε, a greedy action from the set A∗(s)
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Algorithm 1 Robot control: Q(λ)-learning with local REC adaption
of ε-Greedy

1: Initialize Q arbitrarily, e.g. Q(s, a) = 0 for all s, a
2: Initialize start state, e.g. s← {gx = gy = 0}
3: repeat
4: EXPLORATION / EXPLOITATION:

5: ξ ← random number from the interval (0, 1)
6: draw ε(s) from a Gaussian distribution: ε(s) ∼ N (μ(s), σ(s))

7: if ξ < ε(s) then
8: a← random action from the set A(s)
9: else

10: a← arg maxb∈A(s)Q(s, b)
11: end if

12: take action a
13: observe reward r and successor state s′

14: COMPUTE TEMPORAL-DIFFERENCE ERROR:

15: Δ← r + γ maxb∈A(s′) Q(s′, b)−Q(s, a)

16: ELIGIBILITY-TRACE DECAY / CLEANUP:

17: e(s, a)← 1
18: V (s)← maxb∈A(s)Q(s, b)
19: if V (s) == Q(s, a) then
20: for all (se, ae) in e-trace list: do
21: Q(se, ae)← Q(se, ae) + αΔe(se, ae)
22: e(se, ae)← λγe(se, ae)
23: if e(se, ae) < Θ then
24: mark e(se, ae) for deletion
25: end if
26: end for
27: delete marked eligibility traces
28: else
29: Q(s, a)← Q(s, a) + αΔ
30: clear e-trace list
31: end if

32: LOCAL REC ADAPTATION:

33: ρ← r + γ maxb∈A(s′) Q(s′, b)
34: μ(s)← bound [μ(s) + α(ρ− ρ̄(s)) (ε(s)− μ(s))]

35: σ(s)← bound
[
σ(s) + α(ρ− ρ̄(s)) (ε(s)−μ(s))2−σ(s)2

σ(s)

]

36: ρ̄(s)← ρ̄(s) + α(ρ− ρ̄(s))

37: s← s′

38: until robot is switched off



72 M. Tokic et al.

of so far estimated optimal actions in state s is selected:

A∗(s) = arg max
a

Q(s, a)

πEG(s, a) =

{

1−ε
|A∗(s)| + ε

|A(s)| if a ∈ A∗(s)
ε

|A(s)| otherwise .
(4)

Note that in any state s all selection probabilities πEG(s, a) sum up to 1. A
drawback of ε-Greedy is the choice of uniformly selected random actions, which
might cause the income of negative reward due to bad actions. However, the
ε-Greedy policy is reported for being hard to beat when a proper exploration
parameter ε is configured [16].

The second policy we investigate is the Softmax policy, which selects an
action according to its weighting in a Boltzmann distribution [1]:

πSM(s, a) =
exp

(

Q(s,a)
τ

)

∑

b exp
(

Q(s,b)
τ

) . (5)

This policy utilizes a positive parameter τ , called temperature, which controls
between exploration and exploitation. High values of τ lead to equally distributed
random actions, however low values to greedy actions. Again, in any state s all
selection probabilities πSM(s, a) sum up to 1.

In general, it is a problem to define global constants τ > 0 and ε ∈ [0, 1]
for achieving reasonable performance. Therefore, these parameters are typically
initialized with a high value at the beginning of an experiment, being decreased
over time. Especially for large state-action spaces, such fine-tuning is most often
a time-consuming process.

3.1 Meta-Learning of Exploration/Exploitation Parameters

A drawback of ε-Greedy and Softmax is the optimism in the face of uncertainty.
For this we recently proposed “Value-Difference Based Exploration with Soft-
max” (VDBE-Softmax) [7], which controls exploration and exploitation between
Greedy and Softmax in a meta-learning fashion. A local exploration rate ε(s),
initialized by 1, is assigned to each state in the state space, which denotes the
probability of selecting an exploratory action in state s. The selection prob-
abilities π(s, a) are adapted in dependence of fluctuations in the action-value
function, which are considered to be a measure of the uncertainty in knowledge
about the environment. Furthermore and in contrast to the ε-Greedy policy,
exploratory actions are not selected equally distributed, but weighted according
to the Softmax rule, which prevents selecting of very bad actions due to their
weighting in the Boltzmann distribution. This idea of combining both policies
was introduced by Wiering [17], called Max Boltzmann Exploration (MBE), but
without learning of the policy parameters. Instead he configures ε and τ (glob-
ally) by hand.
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The general idea of VDBE-Softmax is that high fluctuations of the action-
value function should lead to a high degree of exploration, i.e. ε(s)→ 1, because
the observation is insufficiently approximated by the prediction. On the other
hand, when the prediction about future reward is well approximated, so far
learned knowledge should be exploited, i.e. ε(s) → 0. In this sense the corre-
sponding exploration rate in state s is updated after each value-function backup
for any action a in state s according to:

ε(s)← ε(s) + δ

[

1− exp
(−|αΔ|

φ

)

− ε(s)
]

, (6)

where φ is a positive parameter for the sensibility with regard to the absolute
value difference |αΔ| [7]. In case an exploratory action should be selected, all
Q-values in state s are scaled into the interval [−1, 1], and the action is selected
according to Eq. (5) using τ = 1. As proposed in [7,18] the learning rate δ can
be determined online by the inverse of the number of actions, i.e. δ = 1

A(st)
in

the current state st.
Kobayashi and colleagues [6] proposed a similar approach (using the temporal-

difference error Δ), but adapting the parameter τ of Softmax in a global man-
ner instead. In contrast, VDBE-Softmax is a state-based strategy, which has the
advantage of selecting exploratory actions only in states where the observation
is insufficiently approximated by the action-value function.

The extension of VDBE-Softmax for Q(λ)-learning is straightforward. We
simply need to apply the learning rule right after each action-value update (line
19 of Algorithm 1), but additionally including the eligibility trace for state se

and action ae. Therefore Eq. (6) is slightly modified to:

ε(se)← ε(se) + δ

[

1− exp
(−|αΔe(se, ae)|

φ

)

− ε(se)
]

. (7)

3.2 REINFORCE Exploration Control

We recently proposed a further alternative for meta-learning of exploration para-
meters called REINFORCE Exploration Control (REC) [9,10]. The general idea
is to control the exploration parameter of any above mentioned policies1 by
a gradient-following algorithm. The heart of REC is Williams “REINFORCE
with multiparameter distributions” algorithm [19] for reinforcement learning in
continuous action spaces.

In REC the exploration parameter of a policy is considered to be an continu-
ous action. In this sense, we proposed two variants: (1) the global (episodic) vari-
ant selecting an exploration parameter for the duration of an learning episode,
and (2) the local (stepwise) variant selecting a state-based exploration parameter
before actually selecting an action by one of the above policies. In any of both

1 ε-Greedy: ε; Softmax: τ ; MBE: ε; VDBE-Softmax: φ.
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cases, the exploration parameter is drawn according to a Gaussian distribution
with parameters μ (mean) and σ (standard deviation). For example, in the local
variant the parameter of ε-Greedy is selected according to:

ε(s) ∼ bound [N (μ(s), σ(s))] , (8)

where bound[·] ensures that ε(s) stays within the interval [0, 1]. After taking
action a according to the policy, and after observing the successor state s′ and
reward r, the local distribution parameters μ(s) and σ(s) are adapted according
to a reinforcement comparison scheme:

μ(s)← bound

[

μ(s) + αR(ρ− ρ̄(s))
ε(s)− μ(s)

σ(s)2

]

(9)

σ(s)← bound

[

σ(s) + αR(ρ− ρ̄(s))
(ε(s)− μ(s))2 − σ(s)2

σ(s)3

]

(10)

using performance measure

ρ = r + max
b

Q(s′, b) (11)

and its baseline
ρ̄(s)← ρ̄(s) + α(ρ− ρ̄(s)) . (12)

The learning rate αR has to be chosen appropriately, e.g. as a small positive
constant, αR = ασ2, as proposed by Williams [19]. Furthermore, all REC para-
meters must be bounded, e.g. 0 ≤ ε(s), μ(s) ≤ 1 and 0.001 ≤ σ(s) ≤ 5. The
bounds for Softmax, MBE and VDBE-Softmax can be taken according to [10].
In this paper, the performance measure ρ slightly differs from [10], which yielded
to improved results in the experiments (especially for Softmax).

In contrast, the global variant of REC draws the exploration parameter at
the beginning of an episode, for which reason the distribution parameters and
baseline need only to be approximated for starting states [9,10]. When updating
the distribution parameters at the end of episode i, the sum of rewards is taken
as performance measure ρi, i.e.

ρi =
T

∑

t=1

rt . (13)

In case a learning problem has only one starting state (such as in the investigated
mountain–car problem with two goals), a stateless (global) approximation of μ,
σ and ρ̄ can be used.

4 Experiments

In this section, the two learning problems shown in Fig. 1 are investigated using
Q(λ)-learning with meta-parameter learning of exploration parameters. First, a
little crawling robot is investigated, which is a non-episodic learning problem
on which the local variant of REC is applied. Second, the mountain–car prob-
lem with two goals is investigated, which is an episodic learning problem, and
therefore the global variant of REC is applied.
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(a) (b)

Fig. 1. Investigated learning problems: (a) the crawling robot [20], and (b) the
mountain–car problem with two goals [9].

4.1 The Robot

We investigate a little crawling robot whose architecture was inspired from [21].
Figure 1(a) shows the corresponding hardware robot. The general aim is learning
to crawl forward through sensorimotor interactions, which is achieved by a cyclic
policy representing movements of the two joints gx and gy. The components of
the corresponding MDP are defined as follows:

States: At each time step, the state s ∈ S consists of the arm’s discrete joint
positions at present, i. e. the state is fully described by s = {gx, gy}. Due
to the small onboard memory of size 2 kB, each joint is discretized into 5
equidistant state positions resulting in total to 25 states as shown in [20].

Actions: The set of possible actions in each state s ∈ S consists of the four
cardinal directions in the state-space model:

A(s) ∈ {UP, DOWN, LEFT, RIGHT} .

Rewards: Performing an action a in the environment leads to a reward, r ∈ R,
which is measured as the number of accumulated wheel-encoder tics while
repositioning the arm. The encoder tics trigger the external interrupt of the
microcontroller. An interrupt service routine accumulates positive and nega-
tive encoder ticks for the reward signal r delivered to the learning algorithm.

For simplicity we do not model transition probabilities on the crawling robot,
because actions (movements of the joints) always transition with probability 1
to the corresponding neighbor state.

We performed simulation experiments with a reward model sampled from the
robot as shown in [20]. For simulating sensor noise, the reward from the model
is perturbed with a Gaussian noise (mean 0 and variance 1). Figure 2 shows the
results of our study, which are averages over 1000 runs, and using a discounting
factor of γ = 0.95. In general it’s observable that local REC adaptation behaves
very robust independently of the policy and its parameter to be adapted. Using
low learning rates of α = 0.1, eligibility traces significantly improve the results
the higher λ was chosen, which improves the standard Q-learning algorithm
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Fig. 2. The crawling robot: results for low learning rates of α = 0.1 are on the left,
high learning rates of α = 1.0 are on the right. Results are smoothed and averaged
over 1000 runs.

(λ = 0) from Eq. (3). In contrast, high learning rates lead in general to better
results, with little effect of using eligibility traces. From the results with high
learning rates we further observe that the VDBE-Softmax policy is in general a
bit better, but which is on cost of additionally memorizing ε(s).

4.2 The Mountain–Car Problem with Two Goals

We investigate Q(λ)-learning on the mountain–car problem with two goals as
proposed in [9,10] and depicted in Fig. 1b. This learning problem is an extension
of the originally proposed mountain-car problem [11], but having two goal states
and an enlarged action set.
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Fig. 3. The mountain–car problem with two goals: smoothed results for various λ; each
averaged over 200 runs.

Our results shown in Fig. 3 reveal an interesting effect. The higher λ was cho-
sen, the more policies tend to behave greedily, with the result of terminating an
episode more likely at the left goal. For MBE eligibility traces seem to be contra
productive. In contrast, the VDBE-Softmax results are improved in the range of
0.3 < λ < 0.5, but also with degrading performance the more λ approaches 1.

5 Summary and Conclusion

We showed that replacing eligibility traces can improve the reward of an agent,
which is consistent with the results shown by Singh and Sutton [11]. As shown
on the robot example, learning improves the more λ approaches 1, but this is not
the case for the mountain-car problem with two goals. Therefore it is definitely
not straightforward to decide on the choice of time constant λ. The reason for
this effect is that oversampling of actual performed actions can also lead to
underestimating actions not selected so far (which might be better, than their
current action-value predicts). As a result, it is more likely for λ → 1 that a
greedy behavior arises, as shown in the results of the mountain–car problem
with two goals. Therefore, the optimal choice of λ is dependent on the learning
rate α used for sampling the action-value function, which was also shown in the
results of Singh and Sutton [11]. As a conclusion, meta-learning of λ and α in
combination remains to be an interesting direction of further research.
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Finally, it seems reasonable to initiate a discussion of the idea that reinforce-
ment learning should also be considered as part of the relatively new research
paradigm of partially-supervised learning, which by now had its emphasis on
combinations of unsupervised and supervised learning. Our opinion is that the
general framework of developing reinforcement learning agents fits well into this
paradigm due to the following reasons: (1) reinforcement learning is utilized for
sampling estimates about the future reward that are usually approximated by
value functions [1], which (2) are most often learned using supervised learning
algorithms, e.g. in a neural network fashion [22,23]. In previous research we
successfully showed this relationship in the development of learning agents for
board games [24,25]. Also in the context of neurobiology all three paradigms
apparently interact with each other [26,27].
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Abstract. In many unsupervised learning problems data can be avail-
able in different representations, often referred to as views. By leveraging
information from multiple views we can obtain clustering that is more
robust and accurate compared to the one obtained via the individual
views. We propose a novel algorithm that is based on neighborhood co-
regularization of the clustering hypotheses and that searches for the solu-
tion which is consistent across different views. In our empirical evaluation
on publicly available datasets, the proposed method outperforms several
state-of-the-art clustering algorithms. Furthermore, application of our
method to recently collected biomedical data leads to new insights, criti-
cal for future research on determinants of the cervicovaginal microbiome
and the cervicovaginal microbiome as a risk factor for the transmission
of HIV. These insights could have an influence on the interpretation of
clinical presentation of women with bacterial vaginosis and treatment
decisions.

1 Introduction

The multi-view paradigm [1–3] is particularly suitable for learning on datasets
having more than a single data representation. A classic example is a web doc-
ument classification task [1], where documents are represented via two different
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views - one that is based on the links and another one based on the text doc-
ument. Complex, structured data with multiple representations are frequently
encountered in the biomedical domain, making multi-view methods a natural
application choice. Although in many circumstances the individual data repre-
sentation can be sufficient for training a model, a combination of the multiple
views can lead to more robust and accurate predictions compared to the ones
obtained via the individual views.

The multi-view paradigm has been successfully applied to various learning
problems such as semi-supervised classification e.g. [4], regression e.g. [5], prefer-
ence learning e.g. [6] and clustering e.g. [3,7]. Our work concerns an unsupervised
multi-view learning algorithm that builds upon the spectral clustering method
[8,9]. The proposed algorithm is conceptually different from the existing meth-
ods as it uses novel neighborhood co-regularization technique to adapt cluster
assignments for different views. Unlike in previous studies that consider aggre-
gation of clusters based on the individual data representations e.g. [10–13], our
method promotes consistent cluster assignments across multiple views and penal-
izes solutions that differ significantly. The closest in spirit to our method is the
recent work described in [7], where for the first time a co-regularization frame-
work was successfully applied to a clustering task. However, our co-regularization
approach is fundamentally different and is geared towards solutions that capture
local/neighborhood-based relations in the dataset. Furthermore, the optimiza-
tion problem in our work differs from [7] and leads to a simpler closed form
solution with fewer terms involved.

We apply the proposed method to a recently collected biomedical dataset
from a study aimed at investigating cervicovaginal microbiome compositions.
As the determination of microbial community compositions is becoming increas-
ingly complex due to new molecular laboratory methods, unsupervised learn-
ing techniques have become an essential part of microbiome studies, e.g.[14,15].
We demonstrate that, unlike in previous studies, the proposed neighborhood co-
regularized multi-view spectral clustering algorithm (NCMSC) identifies distinct
clusters within the group of women with a “healthy” cervicovaginal microbiome
and within the group of women with bacterial vaginosis (BV). Our observation
will aid the analysis of the determinants of the cervicovaginal microbiome and
the cervicovaginal microbiome as risk factor for other adverse outcomes, such as
transmission of sexually transmitted infections (STIs) and HIV.

2 Neighborhood Co-regularized Multi-view Spectral
Clustering

Consider we are given a dataset containing multiple representations. Let X(v) =
{x(v)

i }ni=1. Note that here superscript v denotes the representation for a single
view. Let A(v) denote an adjacency matrix of the graph constructed using the
data representation in a view v. We can write the normalized Laplacian matrix
as L(v) = D(v)−1/2A(v)D(v)−1/2, where D(v) is the corresponding degree matrix.
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Following [8] the standard special clustering problem (or single view spectral
clustering [7]) solves the optimization problem

min
Q(v)∈Rn×c

tr
(

Q(v)T L(v)Q(v)
)

, s.t. Q(v)T Q(v) = I (1)

where Q(v) ∈ Rn×c denotes the cluster assignment matrix and c is number
of predefined clusters. In spectral clustering the final cluster membership is
obtained by applying the k-means algorithm on the rows of the matrix Q(v).
The algorithm we propose extends the standard spectral clustering framework
by using neighborhood co-regularization techniques that naturally allow to lever-
age information from multiple views. Let us denote the cluster assignment matrix
Q(v) = (q(v)

1 , . . . ,q(v)
c )T . Slightly overloading our notation, we denote the con-

fidence that a data point xj belongs to the cluster c as [qc]j . For simplicity, in
the derivations below we omit the cluster index.

We define the k neighbors of data point x(v)
i as N(x(v)

i ) = {x(v)
i1

, . . . ,x(v)
ik
} or

X
(v)
i = (x(v)

i1
, . . . ,x(v)

ik
)T ∈ Rk×d where d is the dimensionality of the data point

in a view v. Also, the corresponding cluster assignments can be written as q(v)
i =

(q(v)
i1

, . . . , q
(v)
ik

)T ∈ Rk. Below we generalize local linear regularization [16,17]

to a multi-view setting. In our setting, for each data point x(v)
i , projections

Wi = (w(1)
i , . . . ,w(M)

i )T ∈ RM×d are leaned viamin
w

(v)
i

J(Wi), where

J(Wi) =
M
∑

v=1

∑

x
(v)
j ∈N(x

(v)
i )

‖[q(v)]j − x(v)T
j w(v)

i ‖2F + λ

M
∑

v=1

w(v)T
i w(v)

i

+ ν

M
∑

v,u=1
v �=u

∑

x
(v)
j ∈N(x

(v)
i )

‖x(v)T
j w(v)

i − x(u)T
j w(u)

i ‖2F . (2)

The first term in Eq. (2) stands for a multi-view version of the problem where we
aim to find a weight vector that corresponds as closely as possible to the optimal
clustering solution, the second term is the L2 regularization on the weight vector
w(v)

i , and the third term is a co-regularization that promotes agreement among
different views on the obtained clustering. Once the local predictors for all views
have been constructed (see Appendix) we can compute the sum of the prediction
errors for all clusters

Jc =
M
∑

v=1

c
∑

l=1

‖H(v)q(v)
l − q(v)

l ‖2

=
M
∑

v=1

c
∑

l=1

[q(v)T
l ((H(v) − I)T (H(v) − I))q(v)

l ]

= tr[QT ((H− I)T (H− I))Q],
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where Q is a (Mn × c) matrix containing the cluster assignments for all views
and H is a (Mn ×Mn) matrix containing predictions of the linear classifiers
estimated via minimization of (2). Thus, the optimization problem we solve to
determine cluster assignment matrices for all views is

min
Q∈RM n×c

tr[QT ((H− I)T (H− I))Q] s.t. QT Q = I (3)

The above problem is closely related to the standard spectral clustering and
the solutions for all views are given by top-c eigenvectors of the matrix L =
(H− I)T (H− I). Similarly to [7] we can use any of the obtained cluster assign-
ment matrices Q(v) in the final k-means step of the clustering algorithm. In our
experiments, we observe no major dependence of the clustering performance on
the choice of a particular Q(v).

2.1 Related Work

There have been a number of multi-view clustering algorithms proposed that
build on the idea of leveraging information from different graphs/data represen-
tations. For example, in [10] the authors obtain a graph cut which on average is
the most suitable for multiple graphs and provide a random walk formulation of
the clustering problem. A clustering algorithm that constructs a graph based on
nodes from two views and solves a standard spectral problem, is proposed in [11].
Other approaches for multi-view clustering fuse the information from multiple
graphs based on matrix factorization [12] or consensus learning techniques [13].

The central idea behind all these methods is to construct clustering for the
individual views and to reconcile them in the final solution. Our neighborhood co-
regularized multi-view clustering algorithm is conceptually different from these
methods as the cluster assignments for the individual views are adapted based
on neighborhood co-regularization implemented via the third term in the equa-
tion (2). Informally, our method promotes consistent cluster assignments across
multiple views and penalizes solutions that differ significantly.

Recently an unsupervised learning algorithm using a co-regularization
approach has been proposed in [7]. The co-regularization we propose here is
notably different and is geared towards clustering that captures local/
neighborhood-based relations in the dataset. This in turn leads to a simpler
closed form solution with fewer terms involved. Furthermore, our algorithm can
be straightforwardly formulated as a kernel-based method, which can make it
suitable for learning non-linear dependencies when estimating cluster
assignments.

We also note that the co-regularization framework has recently attracted
considerable attention in the machine learning community and proved to work
well on a wide range of learning problems e.g. [5,6,18]. Moreover, theoreti-
cal investigations demonstrate that the co-regularization approach reduces the
Rademacher complexity by an amount that depends on the “distance” between
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the views [19,20]. We expect that a similar type of analysis can be applied to
our algorithm and we aim to investigate this in the near future.

3 Experiments on Benchmark Datasets

To empirically validate the performance of the NCMSC algorithm, we compare
the results of five algorithms on four benchmark datasets. Following [17] we select
publicly available datasets, namely Newsgroup, UMIST, WebACE, and USPS.

To evaluate the performance of the algorithms, we compare the obtained
clusters with the true class labels in each of the datasets. For this purpose we use
two performance measures - clustering accuracy (ACC) and normalized mutual
information (NMI) [13]. The clustering accuracy performance measure estimates
the relationship between computed clusters and the class labels. Informally, it
measures the extent to which data points contained in the clusters correspond
to the class label and sums up matches between all class-cluster pairs. The
normalized mutual information criterion reports mutual information between the
obtained clustering and the true clustering, normalized by the cluster entropies.
NMI ranges between 0 and 1 with a higher value indicating a closer match to
the true clustering.

In our experiments we compare the performance of the proposed NCMSC
algorithm with four other clustering methods, namely k-means (K-Means),
hierarchical clustering (HC), spectral clustering (SC), and co-regularized multi-
view spectral clustering (CMSC) [7]. For HC we use Euclidean distance. For
NCMSC, CMSC and SC, the weights on data graph edges are computed by
Gaussian functions. Similarly to [17] the variance is determined by local scaling.
All regularization parameters in CMSC and our approach are determined by
searching the grid {0.1,1,10}, and the neighborhood size is set by searching the
grid {20, 40, 80}. In the experiments we consider two views for the NCMSC and
CMSC algorithms, which are created by partitioning of the feature vector into
two parts (random partitioning has been successfully used in previous studies
e.g. [5,6]).

It can be observed from the Tables 1 and 2 that the NCMSC algorithm
performs better compared to other clustering methods. We suggest that our
algorithm outperforms CMSC due to the employed co-regularization procedure,
which uses neighborhood-based cluster assignment models and, therefore, cap-
tures additional “local” relations in the data. Also, multi-view algorithms in

Table 1. Clustering accuracy results

Algorithm HC K-means SC CMSC NCMSC

UMIST 0.4127 0.4372 0.6432 0.6824 0.6914

USPS 0.7354 0.7399 0.9312 0.9561 0.9732

Newsgroup 0.3223 0.3234 0.5211 0.5734 0.5811

WebAce 0.3123 0.3131 0.4553 0.5625 0.5893
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Table 2. Normalized mutual information results

Algorithm HC K-means SC CMSC NCMSC

UMIST 0.6441 0.6481 0.7623 0.8121 0.8236

USPS 0.8231 0.8521 0.9732 0.9832 0.9917

Newsgroup 0.2114 0.2212 0.4962 0.5213 0.5283

WebAce 0.1323 0.1431 0.3842 0.5125 0.5298

general tend to perform better than their single view counterparts and k-means
or hierarchical clustering tend to perform poorer than SC-based approaches.

4 Experiments on a Cervicovaginal Microbiome Dataset

We also apply the proposed NCMSC algorithm to a new biomedical dataset
containing results from experiments on a single channel phylogenetic microarray
designed to characterize cervicovaginal microbiota [21]. The dataset is from an
ongoing study aimed at identifying groups of women with similar cervicovagi-
nal microbial compositions, the determinants of these compositions and their
possible association with adverse reproductive health outcomes.

4.1 Dataset Preparation

Data from microarray experiments are available for 196 cervical samples from
women who participated in an observational prospective cohort study aimed
at estimating the HIV-1 incidence in Kigali, Rwanda [22]. BV was diagnosed
using Gram stain and microscopy using Nugent scoring [23], which is consid-
ered the golden standard. BV is a disruption of the cervicovaginal microbiome
characterized by a reduction of lactobacilli and an increase of mostly anaerobic
bacteria that leads to an increased risk of preterm birth and sexually transmit-
ted infections [24–26]. A Nugent score of 0-3 was considered as BV negative, 4-6
as intermediate microbiota and 7-10 as BV positive.

We have followed standard microarray preprocessing strategies as described,
for example, in [27]. For each spot, signal over background ratios (S/B) are
calculated. If the signal is not confidently above background [27], the S/B ratio
is set at 1. Samples for which the positive controls (general bacterial probes)
show a low S/B ratio, are discarded from the analysis. Lowess smoothing was
performed for plate normalization.

The NCMSC algorithm is applied to the preprocessed dataset. The para-
meters and views are obtained as described in Sect. 3. We run NCMSC with
predefined number of clusters ranging from 3 to 10. Next, we compute the co-
occurrence matrix [13] (see Fig. 1) that reveals the true number of clusters in the
data. For example, former research on the vaginal microbiome of asymptomatic
American women described five clusters [15].
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Fig. 1. Co-occurrence matrix based on the clusters obtained by the NCMSC algorithm.
Patients that often co-occur in different solutions receive a high co-occurrence score.

I-VI: Number of the cervicovaginal microbiome community cluster. Average
Nugent scoring per cluster based on gram stained microscopy denoted in colored
bar below the co-occurrence matrix. A Nugent score of 0-3 is considered negative
for bacterial vaginosis (BV), 4-6 as an intermediate state and 7-10 as BV-positive.

4.2 Results

Based on the co-occurrence matrix six separate clusters are identified (see Fig. 1).
As would be expected, lactobacilli are present in most samples. The first cluster
is dominated by Lactobacillus crispatus (all 3 probes targeted at L. crispatus/ L.
kefiranofaciens give a positive signal in 8/11 samples), the second and largest by
Lactobacillus iners (75-78/83 samples have a positive signal for the three probes
targeted at L. iners) and the third to sixth cluster by bacteria which are known
to be associated with bacterial vaginosis, such as Gardnerella vaginalis, Atopo-
bium vaginae, Mobiluncus mulieris, Prevotella spp., Dialister spp., Sneathia spp.
and Megasphaera spp. Furthermore, comparing the obtained clustering to the
diagnosis of BV by gram stain Nugent scoring shows that this diverse group
is indeed associated with BV, while cluster I and II are associated with the
absence of BV. Fig. 1 shows the average Nugent score per cluster. Interestingly,
the BV-associated group also divides into several clusters.

Our analysis confirms the results of two recent studies, that is [14] in which
93% of women without BV had a vaginal microbial community dominated by
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either Lactobacillus crispatus or Lactobacillus iners and [15] where clusters with
low Nugent scores were dominated by respectively Lactobacillus crispatus, Lac-
tobacillus iners, Lactobacillus gasseri and Lactobacillus jensenii. Unlike in these
studies, our approach clearly distinguishes between clusters within the
lactobacilli-dominated group and within the BV-associated group.

Contrary to the benchmark datasets, there is no standardized way of compar-
ing clustering methods on this biomedical dataset. Although most of the meth-
ods were able to separate the BV-negative from the BV-positive group, only
NCMSC is able to clearly identify and differentiate between six cluster groups.
Other methods do not separate the Lactobacillus crispatus from the Lactobacil-
lus iners cluster, even though scientific evidence increasingly shows that these
should be separate clusters [14,15].

5 Conclusion

As the determination of microbial community compositions is becoming increas-
ingly complex due to new molecular laboratory techniques, unsupervised learn-
ing methods have become an essential part of microbiome studies. In this paper
we propose a novel algorithm for the analysis of complex microbiome data. Our
work extends the spectral clustering method [8,9] to a multi-view setting. We
propose neighborhood co-regularization approach to promote consistent clus-
ter assignments across multiple views and to penalize the solutions that differ
significantly. Our approach is fundamentally different from existing multi-view
methods and is geared towards solutions that capture local/neighborhood-based
relations in the dataset.

We have evaluated the performance of the proposed algorithm on several pub-
licly available datasets and applied our method to a recently collected microarray
dataset. On all these datasets the NCMSC algorithm outperformed other clus-
tering methods.

When applied to the microbiome data, besides confirming previous studies,
the NCMSC algorithm identifies clusters within the lactobacilli-dominated group
and within the BV-associated group. This observation will help to identify deter-
minants of the cervicovaginal microbiome and cervicovaginal microbiome com-
positions associated with other adverse outcomes, such as transmission of STIs
and HIV. BV is a difficult to treat condition and the separation of BV-positive
women into clusters with different microbial compositions can potentially be
important for clinical presentation and treatment decisions.
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Appendix

Given the matrix formulation of our optimization problem, we can find the
following closed form for the solution. Taking the partial derivative of J(Wi)
with respect to w(v)

i we get

∂

∂w(v)
i

J(Wi) =− 2X
(v)
i (q(v)

i −X
(v)T
i w(v)

i ) + 2λw(v)
i

− 4ν

M
∑

u,v=1,u �=v

X
(v)
i (X(v)T

i w(v)
i −X

(u)T
i w(u)

i ).

By defining Gν = 2ν(M − 1)X(v)
i X

(v)T
i , Gλ = λX
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i and G = X

(v)
i X

(v)T
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can rewrite the above term as
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i . Note that the left-hand side matrix is positive
definite and therefore invertible.
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Abstract. A robust image watermarking scheme combined with the human
visual characteristics is proposed. Berkeley wavelet transform (BWT) which is
used in watermarking embedding procedure simulates physiology character-
istics of the mammalian primary visual cortex (V1). Independent Component
Analysis (ICA) which is blind separation technology will be adapted to the
watermarking extracting procedure. By combining the advantages of BWT and
ICA, a robust image watermarking scheme is proposed and a simulation of the
scheme is designed. Experimental results demonstrate that the proposed
watermarking technique combines the imperceptibility, robustness, real-time
and high capacity of digital watermarking algorithms.

Keywords: Watermarking � Berkeley wavelet transform � ICA

1 Introduction

Currently, there are many achievements on digital watermarking technology [1, 2]. A
practical robust digital watermarking algorithm should have the following positive
characteristics: good visual transparency, robustness against some general signal
operations, large capacities, low time and space complexity, etc.

Digital watermarking algorithms can be roughly divided into two categories: space
domain watermarking algorithm [3] and transform domain watermarking algorithm
[4]. The most representative watermarking algorithm in space domain is LSB algo-
rithm [5]. This algorithm runs fast and can hide a great deal of information. However,
it cannot accommodate to the geometric deformation and signal operation. So its
robustness is not good and has less efficient performance in practice. The most rep-
resentative watermarking algorithm in transform domain is DCT algorithm [6]. The
DCT algorithm firstly carries out DCT transform on the original image in order to
embed the watermarking image in DCT coefficients. Although the process is simple,
the number of DCT transform frequency coefficient is very small. Thus the embedding
capacity is limited.
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In recent years, there have been many digital watermarking algorithms based on
wavelet transform [7, 8]. The algorithm decomposes the original image using wavelet,
and embeds the watermarking in low-frequency. So in order to increase the water-
marking capacity and optimize the watermarking embedding location in the transform
domain, many algorithms based on mathematical analysis or machine learning
methods appear. Lou [9] uses neural network and combines with human visual system
model [10] to train the brightness, frequency, texture and average information entropy
of different regions of images, in order to determine the embedding strength and
capacity of different regions. Davis [11] uses the wavelet transform to embed the
watermarking, and then adaptively generate the maximum embedding strength of the
image content by using neural network. But neural network is easy to produce over-
learning phenomena, the hidden nodes are determined by experience, the parameter
setting is difficult, and the pre-processing is complex. Some other watermarking
algorithms are based on feature point [12, 13]. For example, the research papers [12,
13] apply the multi-scale Harris to detect the stable feature point from the original
image and generate the practical feature regions, and then embed the watermarking.
But Harris corner are sensitive to noise points.

Overall, even though there are many technologies on digital watermarking, but
few of them have efficiency in practice. However, Berkeley wavelet transform [14]
shares many characteristics (spatial localization, oriented and frequency bandpass)
with the receptive fields of neurons in mammalian primary visual cortex (V1). And
BWT is constructed by four complete orthogonal bases, the calculation of transfor-
mation and inverse transformation are fast. So, BWT has good primary visual sim-
ulation and well computability. Therefore, we propose one new digital watermarking
algorithm based on BWT and ICA [15, 16], in order to meet the imperceptibility,
robustness, real-time and capacity requirements of digital watermarking algorithms in
the maximum extent.

2 The Watermarking Embedding Procedure Based on BWT

2.1 Berkeley Wavelet Transform

The mammalian perception which is from the outside world leads to a gradual
transformation and extraction of image information between the visual paths. The
mammalian primary visual cortex (V1) has three properties: spatially localized, ori-
ented and frequency bandpass. While Berkeley wavelet transform has same properties
with the mammalian primary visual cortex (V1) in choosing base. Thus BWT trans-
form simulates the physiology characteristics of the receptive fields of neurons in
mammalian primary visual cortex (V1).

BWT transform is constituted by eight mother wavelets, in four pairs. Each pair
has a different direction: 0, 45, 90 and 135. Within each pair, one wavelet is odd
symmetric, the other is even symmetric. Using H ¼ hf g ¼ 0; 45; 90; 135f g represents
the degree, U ¼ uf g ¼ o; ef g represents the symmetry, and bh;uðx; yÞ represents
mother wavelet. Then we can get four pairs of mother wavelet, bh;u, which are shown
in Eqs. (1)–(8).
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b0;o ¼ �l x; y=3ð Þ þ l x� 2; y=3ð Þ½ �=
ffiffiffi
6
p

ð1Þ

b0;e ¼ �l x; y=3ð Þ þ 2l x� 1; y=3ð Þ � l x� 2; y=3ð Þ½ �=
ffiffiffiffiffi
18
p

ð2Þ

b45;o ¼ �ðl x; y� 2ð Þ þ l x� 1; yð Þ þ l x� 2; y� 1ð Þ½ Þ
þ l x; y� 1ð Þ þ l x� 1; y� 2ð Þþl x� 2; yð Þ�=

ffiffiffi
6
p ð3Þ

b45;e ¼ �ðl x; ðy� 1Þ=2ð Þ þ l x� 1; yð Þ þ l x� 1; y� 2ð Þ½
þ l x� 2; y=2ð ÞÞ þ 2ðl x; yð Þ þ l x� 1; y� 1ð Þ
þl x� 2; y� 2ð ÞÞ�=

ffiffiffiffiffi
18
p

ð4Þ

b90;o ¼ l x=3; yð Þ � l x=3; y� 2ð Þ½ �=
ffiffiffi
6
p

ð5Þ

b90;e ¼ �l x=3; yð Þ þ 2l x=3; y� 1ð Þ�l x=3; y� 2ð Þ�½ =
ffiffiffiffiffi
18
p

ð6Þ

b135;o ¼ �l x; yð Þ þ l x� 2; y� 1ð Þ þ l x� 1; y� 2ð Þ½
þ l x; y� 1ð Þþl x� 1; yð Þ þ l x� 2; y� 2ð Þ�=

ffiffiffi
6
p ð7Þ

b135;e ¼½�ðl x; y=2ð Þ þ l x� 1; yð Þ þ l x� 1; y� 2ð Þ
þ l x� 2; ðy� 1Þ=2ð Þ þ 2ðl x; y� 2ð Þ þ l x� 1; y� 1ð Þ
þ l x� 2; yð Þ�=

ffiffiffiffiffi
18
p

ð8Þ

l x; yð Þ is one binary function, which is defined as follows:

l x; yð Þ ¼ 1; if 0\x� 1; 0\y� 1
0; otherwise

�
ð9Þ

Then, the mother wavelets, bh;u, are scaled and translated using the dilation
Eq. (10) to produce daughter wavelets, bm;n;s

h;u , at multiple positions (m, n) in the x–y

plane, and multiple scales, s:

bm;n;s
h;u ¼ bh;u 3s x� mð Þ; 3s y� nð Þð Þ

�
s2 ð10Þ

The BWT uses triadic scaling: the size of the daughter wavelets are scaled by
powers of 3. Since the BWT is a complete, orthonormal set, it is self-inverting. An
image can be reconstructed from its BWT coefficients using

I x; yð Þ ¼
X

h2H;u2U

X1

m;n;s¼0

xh;u
m;n;sbh;u 3s x� mð Þ; 3s y� nð Þð Þ ð11Þ

Where xh;u
m;n;s are the BWT coefficients representing of the image.

From the calculation equation above, Eq. (10) represents the Berkeley wavelet
transform and Eq. (11) represents the inverse Berkeley wavelet transform. We can
find the calculations of the orthogonal base at each position (x,y) have a relationship
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with the spatial position (x,y), which has four directions. So, the four orthogonal bases
are spatially localized and oriented. Meanwhile, the biological experiments show that
the human visual nerve cells have frequency selective response to the inputting of the
spatial information, and have a certain frequency bandpass which ranges from 0.6 to
2.0 and averages by 1.3. The frequency bandpass of BWT transform ranges from 1.2
to 2.2, which averages by 1.675. So, the choice of Berkeley wavelet base is agreed
with the mammalian primary visual cortex (V1) by the property. The BWT transform
simulates the physiology characteristics of the mammalian primary visual cortex (V1).

2.2 The Digital Watermarking Embedding Procedure Based on BWT

As the Berkeley wavelet transform fits the human visual characteristics, we can embed
the watermarking under BWT transform. Here, we propose one digital watermarking
embedding algorithm based on BWT transform, the detail process is shown as
follows:

Step 1: Pre-process the original image I and watermarking image W by scaling
image I with power 3, then the new size are 3 k*3 k (k is an integer greater than 0). We
scale the size of watermarking W as the same size before, and then use Key1 which
belongs to the copyright owners to encrypt the watermarking. We call the pre-pro-
cessed image Ip and Wp.

Step 2: Do BWT Transform on image Ip and Wp, then get BWT coefficient matrix
IBWT and WBWT.

Step 3: Determine the watermarking embedding locations by using BWT trans-
form coefficient matrix IBWT and WBWT. As matrix IBWT and WBWT have same size,
we can superimpose the value of WBWT onto the transform coefficient matrix IBWT in
corresponding position. The linear superimposing equation is defined as (12) and (13),
and then we can get mixing matrix H1 and H2:

H1 ¼ IBWT þ a1 �WBWT ð12Þ

H2 ¼ IBWT þ a2 �WBWT ð13Þ

Where, a1 is the watermarking embedding intensity factor, so in order to ensure
high transparency of the image after watermarking embedding, this value can be
small. a2 is watermarking extraction factor, in order to ensure the high quality of
extracting watermarking, this value can be higher.

Step 4: Get inverse transform matrix IBWT’ by doing inverse BWT transform on
the mixing matrix H1, and recover the size of IBWT’ with the same size of original
image, then we can get image I’ which embedded with watermarking. Using Key2

which belongs to the copyright owners to encrypted H2, then we can get key matrix
KeyH, which should act as a validation watermarking key, and will be delivered to the
next stage.

The details of watermarking embedding procedure flow chart are shown in Fig. 1.
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3 The Watermarking Extracting Procedure Based
on BWT and ICA

3.1 Blind Separation Technology ICA

ICA is to separate the observed signals which generated by independent sources and
mixed by unknown ways. In this paper, we use ICA to detect the watermarking
information. The advantage is that we do not need to consider the mixed ways and the
strength of the watermarking embed into the host image. We can extract the water-
marking if the random sequences which generated by the watermarking and the source
image are satisfied with the independent conditions mutually.

In fact, we cannot determine signal sources uniquely in absence of some priori
knowledge, because the blind separation problem has two inner uncertain solutions.
Firstly, the output component’s order is uncertain, so we cannot determine the
recovered signal correspond to which component of the original signal. Secondly, the
uncertainties of the output signal’s amplitude, which make us cannot recover the true
amplitude of the original signal sources. To the first question, as the key matrix is
retained in the digital watermarking embedding procedure, we can obtain the mixing
matrix by decrypting this key matrix, and then do inverse BWT transform to it. Thus,
we can determine whether we separate the watermarking by the similarity of the
separation matrix of ICA and the mixing matrix. The second question is the main
reason which constraints ICA’s extracted watermarking capacity. So if we use ICA to
separate signal after extracting only part information of original watermarking image,
mixing the signal separated with the rest of original watermarking signal will cause
the distortion of the watermarking signal due to the change of amplitude. As we can
embed watermarking information in the entire BWT transform coefficients, so
embedding information are large. Here, we use the maximum embedded information
ratio MEBR to measure the amount of the watermarking information which can be
embedded in the original image.

MEBR ¼WB=IB ð14Þ

Input original image I

and watermarking

image W

Scale image I and W to

the size 3k*3k, then we

can get image Ip. Next,

use Key1 to encrypt W,

then we can get Wp

Do BWT transformon

Ip and Wp, then we

can get IBWT and WBWT

Get mixing matrix H1

and H2 by doing:

H1=IBWT+ 1 WBWT

H2=IBWT+ 2 WBWT

Do inverse BWT

transform on H1 , then

we can get inverse

transform matrix IBWT'

Recover the size of

IBWT' as the same size

before, then we can

get image I

Encrypt H2 by using

Key2 , then we can get

key matrix KeyH

Output key matrix

KeyH and watermarked

image I

Fig. 1. Flow chart of watermarking embedding procedure
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Where, WB represents the maximum bit numbers of watermarking which can be
embedded in the image, IB represents the bit numbers of the original image.

Table 1 shows that the maximum watermarking embedded ratio which are cal-
culated with different watermarking extraction algorithms under different transform
domains. When we embed the watermarking under DCT transform, firstly, we block
the image and do DCT transform to each block, then select the frequency coefficients
to embed watermarking. Often only 8 or less frequency coefficients can be embedded
watermarking. Thus MEBR can reach up to 12.5 %. When we embed the water-
marking under DWT transform, we often do one level wavelet transform to the entire
image. Then we can get four regions, namely, LL1,LH1,HL1,HH1. And the water-
marking embedding regions are LH1 and HL1, so the MEBR can reach up to 50 %.
HH1 region belongs to the high-frequency zone, the watermarking information can be
filtered by using a low-pass filtering, and thus it is not suitable for embedding a
watermarking. Although we can increase the watermarking capacity of LL1 by using
some statistical learning methods, the MEBR is unlikely to exceed 75 %. However,
when the source image and the watermarking image are transformed by BWT, the
whole watermarking transform matrix can be superimposed onto the source image
transform matrix. As there are three reasons, firstly, BWT transform fits human visual
characteristics; secondly, the size of the source image is equal to the watermarking
image; thirdly, the watermarking embedding scheme is additive watermarking
embedding scheme. Thus the MEBR can reach nearly up to 100 %.

3.2 The Watermarking Extracting Procedure Based on BWT and ICA

Here, we combine the advantage of ICA to process the blind separation with the BWT
transform when we used in the embedding procedure, and then put forward one digital
watermarking extraction algorithm based on BWT and ICA. The extraction process is
shown as follows:

Step 1: We pre-process to the image which needs to be detected and use copyright
key Key2 to inverse decrypt validation watermarking key KeyH, and then we can get
H2 and its size. We scale the size of the detected image I’ to the same size as before,
then we can get image Ip’.

Step 2: Do BWT transform on Ip’, then we can get BWT transform coefficient
matrix IBWT’.

Table 1. MEBR comparison results

Transform Style MEBR of watermarking extracted by ICA

LSB 1
DCT 1/8
1 level DWT 1/2
2 level DWT 1/2+1/8
3 level DWT 1/2+1/8+1/32
BWT 1
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Step 3: We use IBWT’ and H2 as our inputting, and use the blind separation
technology ICA to separate mixing matrix, then we can get the watermarking coef-
ficient matrix WBWT’. And then do inverse BWT transform on WBWT’, then we can
get Wp’.

Step 4: We decrypt Wp’ by using the copyright owners key Key1, then we can get
the extracted watermarking image W’.

The details of the watermarking extracting procedure are shown in Fig. 2.
The image quality of the extracted watermarking can be measured by BER which

defined as follows:

BER ¼ 1�
PM

i¼1

PN
j¼1 w i; jð Þ � w0 i; jð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM
i¼1

PN
j¼1 w2 i; jð Þ �

PM
i¼1

PN
j¼1 w02 i; jð Þ

q ð15Þ

4 Experimental Results and Analysis

4.1 Construction of Image Database

We extract part of typical images as our original testing image and watermarking
image. Size are 243 9 243, as shown in Fig. 3 below.

In Fig. 3, image (3-a)–(3-i) are the original images, on behalf of rich color, rich
texture, rich regional, detail plain, clear theme, color-scale and gray-scale images.
Among them, Fig. (3-a)–(3-g) are color-scale images, Fig. (3-h), (3–i) are gray-scale
images, Fig. (3-j) is a color-scale watermarking image, Fig. (3-k) is a gray-scale
watermarking image. These images construct the database of our experiment.

4.2 Transparency Experiment

We choose the PSNR value to measure the quality of watermarking image. For the
size of M 9 N gray-scale image, PSNR is defined as follows.

Input image I which
needs to be detected and

key matrix KeyH

Use H2 to inverse encrypt
KeyH , then we can get H2 .

Next, scale image I to its size
before, then we can get Ip

Do BWT transform
on Ip , then we can

get IBWT'

Input H2 and IBWT'
to ICA, then we
can get WBWT'

Do inverse BWT
transform on WBWT' ,
then we can get Wp'

Inverse encrypt Wp
by using Key1, then we
can get water marking

image W

Fig. 2. Flow chart of watermarking extracting procedure
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PSNR ¼ 10 lg
2552 �M � N

PM
i¼1

PN
j¼1 I0ði; jÞ � Iði; jÞð Þ2

 !

ð16Þ

For the size of M 9 N color-scale image, we use the average of three-channel
RGB PSNR value to measure image quality.

PSNR ¼ PSNRR þ PSNRG þ PSNRBð Þ=3 ð17Þ

In order to show the transparency of the watermarking algorithm, we embed
watermarking image Fig. (3-j) to 24 bits Watch image Fig. (3-g). The results are
shown in Fig. 4.

From Fig. 4, we can find that the watermarking transparency of this algorithm is
good. In order to better illustrate the transparency of our algorithm, we embed the
color-scale image (3-j) into the color-scale image (3-a)–(3-g) and embed the gray-
scale watermarking (3-k) into the gray-scale image (3-h),(3-g). And then compute the
PSNR value between the watermarking image and the original image. The generated
results are shown in Table 2.

(3-a) Scence (3-b) Bus (3-c) Couple (3-d) Flower

(3-e) Tent (3-f) Horses (3-g) Watch (3-h) Lena

(3-i) Texture (3-j) Fishes (3-k) Powers

Fig. 3. Database images used in our experiments

(4 -1) original image (4-2) watermarked image (4-3) watermarking image

Fig. 4. Transparency experiment
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From Table 2, we can find the PSNR value of watermarking image and original
image are larger than 40. And from the experience, when PSNR is greater than 40, the
quality of one image is ideal. Therefore, it is more robust to meet the standard of
transparency. So the watermarking transparency of our algorithm is good. In order to
further test whether this algorithm is better than others, we use three classic digital
watermarking algorithms (LSB, DCT, DWT) to make comparison with our proposed
algorithm. We have done the following PSNR comparison experiment, the experiment
result is shown in Fig. 5.

From Fig. 5, we can find the PSNR value of our algorithm is slightly lower than
that generated by the space domain LSB digital watermarking algorithm which is not
robust to some general attacks, but better than transform domain digital watermarking
algorithm DCT and DWT. It shows that our algorithm has similar transparency with
LSB, and is better than the transparency of DCT and DWT. So the transparency of our
algorithm is good.
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Fig. 5. Transparency comparison experiment

Table 2. Experiment of watermarking transparency

PSNR PSNRR PSNRG PSNRB

3-a 45.7884 44.5741 45.7002 47.0909
3-b 45.6866 44.9539 45.6302 46.4757
3-c 45.1867 44.3810 45.0482 46.1310
3-d 45.6693 45.0324 45.6056 46.3700
3-e 46.0259 45.2031 46.0145 46.8602
3-f 45.8591 45.0048 45.9675 46.6050
3-g 46.6032 45.8702 46.2284 46.6032
3-h 44.810
3-i 45.610
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4.3 Robustness Experiment Under Additive Noise Attack

In order to test the robustness of our algorithm under additive noise, we have added
two additive noises, they are the Gaussian noise and the salt & pepper noise. We
calculate the BER value between the original image and the watermarking image
which is extracted under the different Gaussian noise variance and the salt & pepper
noise variance, the experimental results are shown in Fig. 6-a, 6-b.

As we can see from Fig. 6-a, our algorithm’s robustness against the Gaussian
noise is similar to digital watermarking algorithm based on DCT, and are superior to
the robustness of LSB and DWT. Similarly, from Fig. 6-b, we can find that the
proposed algorithm’s robustness resistant to the salt & pepper noise are significantly
better than other three watermarking algorithms. It can be concluded that our algo-
rithm is robust to the additive noises.

4.4 Robustness Experiment Under JPEG Compression Attack

In order to further study the proposed algorithm, we have done the following
experiment under JPEG compression. We perform JPEG compression processing on
these images with ten different quality factors (10, 20,…, 100), and then extract the
watermarking from these images. Meanwhile, we calculate the BER value between
the original image and watermarking image. The experimental results are shown in
Fig. 7-a.

From Fig. 7-a, we can find that the proposed algorithm is more robust to the JPEG
compression than the traditional three watermarking algorithms. Even though the
quality factors are very small, the BER values between original image and water-
marking image are very small, the watermarking detected are still similar to original
watermarking. So the algorithm proposed is more robust to the JPEG compression.
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Fig. 6. Robustness comparison under noises, (6-a) represents the Robustness comparison under
Gaussian noise, (6-b) represents the Robustness comparison under Salt and Pepper noise
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4.5 Robustness Experiment Under Gaussian Low-Pass Filtering Attack

In order to test the robustness of our algorithm, we add Gaussian low-pass filtering
(which size ranges from 1*1 to 9*9) to these images, the experimental results are
shown in Fig. 7-b. From Fig. 7-b, we can find that the proposed algorithm is more
robust than DWT, LSB for Gaussian low-pass filtering attack and slightly better than
DCT. Even though the size is larger, our algorithm is still robust. So from above, we
can find that our algorithm is robust to Gaussian low-pass filtering processing.

4.6 Robustness Comparison Under Attack

By making comparison with the robustness experiments of the four algorithms before,
we sum up the following form.

In Table 3, the symbol ‘‘[’’ means that robustness is better than other algorithms.
Thus from Table 3, we can find that our proposed digital watermarking algorithm
based on BWT has the similar transparency with LSB, and is better than other three
algorithms against attack. Therefore, the algorithm presented in this paper combines
with large capacity, good transparency and robustness. As BWT transform is com-
posed by the four complete orthogonal matrices, so the transform speed and inverse
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Fig. 7. Robustness comparison under JPEG compression attack and Gaussian low-pass
filtering attack, (7-a) represents the Robustness comparison under JPEG compression attack,
(7-b) represents the Robustness comparison under Gaussian low-pass filtering attack

Table 3. Robustness comparison results

Robustness Index Robustness comparison

PSNR Value LSB[BWT[DWT[DCT
Resist Gaussian noise BWT[=DCT[DWT[LSB
Resist salt & pepper noise BWT[DCT[DWT[LSB
Resist JPEG compression BWT[DCT[DWT[LSB
Resist Gaussian low-pass filtering BWT[=DCT[DWT[=LSB
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transform speed is fast. Therefore, this algorithm has lower complexity and combines
the imperceptibility, robustness, real-time and high capacity of digital watermarking
algorithms.

5 Conclusions

In this paper, we propose a image watermarking algorithm based on Berkeley wavelet
transform which fits the human visual characteristics, and ensures the good trans-
parency of the embedded watermarking image. It uses a blind separation technology
ICA to detect the watermarking information. Experimental results show that the
algorithm not only has good visual effects, but also robust to some common attacks,
such as JPEG compression, additive noise, as well as Gaussian low-pass filtering
attacks. The experimental results are much better than the commonly used DCT, DWT
and LSB digital watermarking algorithms. Moreover, the algorithm can be embedded
with a large amount of information, and the computation complexity is low. Thus, it
has great value in practical application. Therefore, our future work will play its unique
advantages by applying it to the engineering practice.
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Abstract. Face recognition via sparse representation-based classification has
received more and more attention in recent years. This approach has achieved
state-of-the-art results, which outperforms traditional methods, especially when
face image pixels are corrupted or occluded. In this paper, we propose a new
weighted sparse representation method called WSRC-MSLBP which utilizes
the multi-scale LBP (MSLBP) feature to measure similarity between face
images, and to form the weight matrix. The proposed WSRC-MSLBP method
not only represents the test sample as a sparse linear combination of all the
training samples, but also makes use of locality of local binary pattern.
Experimental results on publicly available databases show that the proposed
WSRC-MSLBP method is more effective than sparse representation-based
classification algorithm and the original weighted sparse representation
method.

Keywords: Sparse representation-based classification (SRC) � Face
recognition � Weighted sparse representation � Multi-scale LBP feature �
Feature extraction

1 Introduction

Automatic face recognition [1] remains one of the most visible and challenging
research topics in computer vision, machine learning and biometrics. It is widely
applied to different fields including biometric authentication, security applications and
human computer interaction. Compared with other biometrics, such as iris identifi-
cation and palm identification, face recognition has the advantages of being conve-
nient, immediate and well accepted.

In face recognition, face representation plays a vital part and its effectiveness
intimately associates with the final recognition results. Face representation, in essence,
is feature extraction for face images. It is a crucial issue in face recognition that which
low-dimensional features are the most effective or informative for discrimination, and
just from the outset, diverse pioneering approaches have been proposed to this end.
Conventional facial features can be roughly divided into holistic features (PCA [2],
LDA [3], LPP [4], etc.) and local features (LBP [5], SIFT [6], etc.). There are so many
feature extraction methods that when dealing with a specific problem, practitioners
tend to be in a dilemma of which features to use. However, recent progress in
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compressed sensing and sparse representation leads to novel algorithms for face
recognition. Wright et al. [7] put forward a seemingly simple yet effective method
called sparse representation-based classification (SRC), the training samples are used
to form a structured dictionary, and the test sample is decomposed based on the
dictionary to get its coding coefficient via l1-norm minimization, then the test image is
classified to the class which produces the minimum reconstruction error. In SRC, the
precise choice of feature space is no longer critical, and it is robust to occlusion.
However, SRC forms the dictionary by using all the training images, thus the gen-
erated dictionary may have a huge size, which makes adverse effects to the following
sparse solver. To overcome this drawback, Yang et al. [8] proposed an unsupervised
dictionary learning algorithm to obtain dictionary elements for each class. Yang et al.
[9] presented a novel dictionary learning method which introduces Fisher criterion to
the objective function in order to improve the pattern classification performance. Li
et al. [10] came up with a local sparse representation based classification (LSRC)
scheme, which performs sparse decomposition in a local manner. In LSRC, they
exploited kNN rules to find k neighbors for the test samples, and the selected samples
are utilized to construct the over-complete dictionary.

For general pattern classification problems such as dimensionality reduction,
classification, clustering, etc., the locality structure of data has been observed to be
critical [11, 12]. Lu et al. [13] took data locality into consideration, and imposed
locality on the l1 regularization. They utilized the distance between test samples and
training samples to characterize their similarity, through this way, they formed the
weight matrix. By solving a weighted l1-minimization problem, they achieved
impressive results on the Extended Yale B, AR databases and several datasets from
the UCI repository. Nevertheless, Wang et al. [14] argued that similarities are not
merely related to distance, and it is shown that traditional distance-based similarity
measure may lead to high classification error rates even on several simple datasets. In
addition, according to related researches about local binary pattern (LBP), features
coded by LBP have highly discriminative power [15], this property makes it suitable
for image classification tasks. Inspired by these findings, we intend to use the simi-
larity of LBP features of images to form the weight matrix, this can better make use of
data locality, thus boost the accuracy of face recognition.

The rest of this paper is organized as follows: LBP and sparse representation-based
classification is reviewed in Sects. 2 and 3 respectively. Section 4 presents the pro-
posed method. Extensive experiments were conducted on publicly available databases
to verify the effectiveness of the proposed method in Sect. 5. Finally, conclusions are
drawn in Sect. 6.

2 Local Binary Pattern

The LBP operator was first introduced by Ojala [16] and used as texture descriptor.
Then Ahonen [5] applied it to face recognition and obtained outstanding results, which
demonstrates that LBP is able to well describe face images.

The original LBP operator was defined as a window of size 3 9 3. This operator
uses the value of the center pixel as a threshold, and the 8 surrounding pixels whose
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value is higher than or equal to the value of the threshold is assigned a binary value 1,
otherwise the value is 0. When this process is accomplished, 8 values can be read
sequentially in the clockwise direction. The 8-bit binary number or its equivalent
decimal number can be assigned to the center pixel and it can describe the texture
information of an image. The basic LBP operator is illustrated in Fig. 1.

In order to facilitate the analysis of textures with different scales, the basic LBP
operator is extended by combining neighborhoods with different radius. In this case,
P points on the edge of a circle, whose radius is R, are sampled and compared with the
value of the center pixel. For ease of presentation, the notation (P,R) is employed to
formulate P sampling points on a circle of radius of R. See Fig. 2 for an example of
circular neighborhoods.

However, not all the patterns coded by LBP are useful for describing the char-
acteristics of textures, so it is necessary to choose which local patterns are account for
a major part of all patterns. These patterns are referred to as uniform patterns. In their
experiment, Ojala [15] found that uniform patterns provide about 90 percent of the
3 9 3 texture pattern in examined surface textures. A local binary pattern is called
uniform if the binary pattern contains at most two bitwise transitions from 0 to 1 or
vice versa when the bit pattern is considered circular [17]. For example, the patterns
11111111 (0 transitions), 00111000 (2 transitions) and 11100111 (2 transitions) are
uniform whereas the pattern 00110110 (4 transitions) is not. Experimental results have
demonstrated uniform patterns can describe most of the texture information, at the
same time, they have strong ability to do classification tasks.

A histogram of the labeled image fl x; yð Þ can be defined as

Hk ¼
X

x;y

I flðx; yÞ ¼ kf g; k ¼ 0; . . .; n� 1 ð1Þ

in which n is the number of different labels produced by the LBP operator and

I Af g ¼
1; A is true

0; A is false

(

5 4

4

3

3

2 30

1

1 1

1

1

0 10

0
Threshold

Binary 11101001

  Decimal 233

Fig. 1. The original LBP operator.

Fig. 2. The circular (8, 1), (16, 2) and (8, 2) neighborhoods.
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This histogram consists of information about the distribution of the local micro-
patterns, including spots, flat areas, edge ends, and curves.

Generally, when we extract features from face images, we can divide the face
image into small blocks. And features are extracted from each block independently.
The descriptors are then concatenated to form a global description of the face image.
In this way we can obtain a description of the face image on local and holistic levels.
Several possible similarity measures have been proposed for histograms, e.g. histo-
gram intersection, log-likelihood statistic, v2 statistic etc. [5].

Experimental results have shown that the performance of v2 statistic is better than
histogram intersection and log-likelihood statistic when using uniform patterns [5]. In
this paper, since we use LBP uniform patterns of (8,1) neighborhood, so we choose v2

statistic to measure the similarity of histograms.

3 Sparse Representation-based Classification
and Weighted Sparse Representation

3.1 Sparse Representation-based Classification (SRC)

Theoretical results show that well-aligned images of a convex, Lambertian object lie
near a low-dimensional feature space of the high-dimensional image space [18]. This
is the only prior knowledge about the training samples in SRC. The idea of SRC is
presented as follows [7].

Suppose we have C distinct classes, given sufficient training samples of the i-th
object class, the size of face images is w 9 h, and the total number of samples of i-th
class is ni. We stack the ni training images from the i-th class as columns of a matrix
Ai ¼ mi;1; . . .; mi;ni

� �
2 Rm�ni (m = w 9 h). For a test sample y 2 Rm belongs to this

class, according to linear subspace theory, y can be approximated by the linear
combination of the samples within Ai, i.e.

y � ai;1vi;1 þ ai;2vi;2 þ . . .þ ai;ni vi;ni ð2Þ

ai;j 2 R; j ¼ 1; 2. . .; ni:

Since the initial identity of the test sample y is unknown, let A be the concate-

nation of the n training samples from all the C classes, where
PC

i¼1 ni ¼ n, then we
can define a new matrix A:

A ¼ A1;A2; � � � ;AC½ �
¼ v1;1; . . .; v1;n1 ; . . .; vi;1; vi;2; . . .; vi;ni ; . . .; vC;1;...;vC;nC

� � ð3Þ

If we use the new matrix A to represent the test image y, that is

y ¼ Ax0 2 Rm ð4Þ

where x0 ¼ ½0; . . .; 0; . . .; ai;1; ai;2; . . .; ai;ni ; . . .; 0; . . .; 0�T 2 Rn is a coefficient vector
whose entries are zero except those associated with the i-th class.

A New Weighted Sparse Representation Based on MSLBP 107



In robust face recognition, the system y = Ax is always under-determined, so it
has an infinity of solutions, but we just need to find an optimal solution. Conven-
tionally, this problem is settled by choosing the minimum l2-norm solution. However,
the solution is non-sparsity and it has no discriminative information. This motivates us
to seek the sparsest solution to y = Ax, solving the following optimization problem:

ðl0Þ x0 ¼ arg min jjxjj0; subject to Ax ¼ y ð5Þ

where :k k0 denotes the l0-norm, which counts the number of nonzero elements in a
vector.

Unfortunately, the problem of finding the sparsest solution of an under-determined
system of linear equations is NP-hard. Usually, one can use greedy pursuit algorithms
to find a suboptimal yet sparse enough solution, e.g. matching pursuit [19], orthogonal
matching pursuit [20], stage-wise orthogonal matching pursuit [21] etc.

Recent progress in the theory of sparse representation and compressed sensing
reveals that if the solution x0 is sparse enough, the solution to the l0-minimization
problem (5) is equal to the following l1-minimization problem [22]:

ðl1Þx1 ¼ arg min jjxjj1; subject to Ax ¼ y ð6Þ

To solve the l1-minimization problem, one can use gradient projection method
[23], homotopy algorithm [24], iterative shrinkage-thresholding [25] etc.

When dealing with small dense error, we can modify the aforesaid l1-minimization
problem (6) to obtain a stable l1-minimization problem:

ðl1s Þ x1 ¼ arg min jjxjj1; subject to jjAx� yjj2� e ð7Þ

where e[ 0 is error tolerance.
Once the coefficient vector x̂i is obtained via (6) or (7), the test sample y is

assigned to the class which minimizes the residual between y and ŷi:

min
i

riðyÞ ¼ jjy� Adiðx1
^ Þjj2 ð8Þ

where di xð Þ is an operator that selects the coefficients in x only associated with class i,
ŷi ¼ Adi x̂ið Þ is a sample that approximates the given test sample y.

With sufficient training samples, SRC does achieve excellent results. However, if
the training samples is not enough, SRC may perform worse than conventional
classifiers, thus makes SRC unstable. To overcome the drawback of SRC, Lu et al.
[13] proposed a more robust weight sparse representation method which integrates
both sparsity and data locality structure into a unified framework. The WSRC algo-
rithm will be described in Sect. 3.2.

3.2 Weighted Sparse Representation-based Classification (WSRC)

SRC can ensure sparsity, but sometimes it may lose locality information. It has been
shown that local sparse coding is effective for image classification. Weighted Sparse
Representation-based Classification (WSRC) is a method for local sparse coding.
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WSRC preserves the similarity between the test sample and its neighboring training
data while seeking the sparse linear representation [13]. WSRC solves the following
weighted l1-minimization problem:

ðWeighted l1Þ x1
^ ¼ arg min jjWxjj1 subject to y ¼ Ax ð9Þ

As mentioned above, A is the matrix that contains all of training samples, and each
column of A is a sample, y is the input test sample, x is coding coefficient, W is a
block-diagonal matrix, which is the locality adaptor that penalizes the distance
between y and each training data. In [13], W is defined as

diag ðWÞ ¼ ½dist ðy; x1
1Þ; . . .; distðy; xC

nc
Þ�T

where dist ðy; xc
i Þ ¼ y� xc

i

�� ��s
denotes the distance between y and the i-th sample of

c-th class, and s is the locality adaptor parameter.
When coping with occlusion, weighted l1-minimization problem (9) can be

extended to the following stable l1-minimization problem:

ðWeighted l1s Þx̂1 ¼ arg min jjWxjj1 subject tojjy� Axjj � e ð10Þ

When obtaining the coding efficient x, the subsequent classification procedure is
similar to that of SRC.

4 New Weighted Sparse Representation-based Classification

In WSRC, Lu [13] used the distance between test samples and training samples plus a
locality adaptor parameter to form the weight matrix. In this way, they can utilize data
locality while seeking the sparse linear representation. However, local feature is not
extracted effectively.

When it comes to local feature extraction, features extracted by local binary
pattern have highly discriminative power, which makes it suitable for image classi-
fication tasks. So in this paper, we make use of the similarity of LBP features between
test samples and training samples to form the weight matrix. Considering wavelet
transform has the nice features of space-frequency localization and multi-resolutions,
we use wavelet transform to get the multi-scale LBP features of face images.

Wavelet transform has been introduced in our method to do the preprocess of the
face images, it can reduce noise of images, and the low frequency component is a
coarser approximation to the original image. Thus the wavelet image should be more
suitable for recognition.

The LBP features that extracted from the low frequency component after 1-level
wavelet transform have meaningful local and global features, and these features
contribute a lot to face recognition. We divide the face image into m 9 n blocks. And
the LBP features that extracted from the low frequency component after 2-level
wavelet transform mainly have global features. When the aforesaid LBP features of
two low frequency components are concatenated, we can gain the multi-scale LBP
feature of a face image.
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Given all that, the procedure of the proposed method WSRC-MSLBP is presented
as follows:

1. Do wavelet transform to the training samples, and obtain the 1-level and 2-level
low frequency components respectively.

2. Divide the 1-level and 2-level low frequency components into small blocks, then
extract LBP features for each small block.

3. Concatenate the LBP features of all the small blocks to form the multi-scale LBP
feature of the original face image.

4. The input test sample is also processed according to step 1–3 and obtain its multi-
scale LBP feature.

5. Use v2 statistic, that is, v2 S;Mð Þ ¼
P

k
Sk�Mkð Þ2
SkþMk

(S denote a test sample and

M denote the model) to measure the similarity of histograms between test samples
and training samples, then form the weight matrix W in weighted l1-minimization
problem (10).

6. Solve the weighed l1
s problem (10) and gain the coding efficient x̂i of the test

sample y.
7. Calculate the reconstruction error riðyÞ ¼ y� Adiðx̂Þk k2 for each class i, then

classify the test sample y based on which class yields the least reconstruction error.

5 Experiments and Analysis

In this section, we conduct experiments on publicly available databases for face recog-
nition. The XM2VTS and AR databases are used to verify the performance of the pro-
posed method and its competing methods, i.e. Nearest Neighbor Classifier (NNC), SRC
and WSRC. As [13] does, we use three methods for dimensionality reduction, namely
Eigenfaces [26], Fisherfaces [3] and Randomfaces [27]. We use the SPAMS package [28,
29] to solve the stable weighted l1-minimization problem, and the basis function of
wavelet transform is coif4. In SRC, the error tolerance e is 0.005. In WSRC, the error
tolerance e and s are 10-4 and 0.5, 10-4 and 1.5 for XM2VTS and AR respectively. In
Fisherfaces, LDA is preceded by PCA to avoid the problem of rank deficiency, and during
our experiment, we choose components than account for 90 % energy.

One concern about Randomfaces is its stability, i.e., for an individual trial, the
selected features could be bad. In order to reduce variation, when using Randomfaces,
we generate 5 random projection matrices. And classification is based on the mini-
mum average residual or distance.

5.1 Experiments on the XM2VTS Database

The XM2VTS database is a multi-modal database which consists of video sequences
of talking faces recorded for 295 subjects at one month intervals. The data has been
recorded in 4 sessions with 2 shots taken per session. From each session two facial
images have been extracted to create an experimental face database of size 55 9 51.
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In our experiment, we chose a subset of the dataset consisting of 100 subjects. For
each subject, four images are used as training samples, the rest for testing, and the face
image is divided into 8 9 8 blocks when extracting the LBP features. Figure 3 shows
the recognition performance for various features, in conjunction with four different
classifiers: NNC, SRC, WSRC and the proposed method. Table 1 shows the detailed
recognition accuracy of the methods considered.

5.2 Experiments on the AR Database

The AR face database consists of over 4,000 frontal images for 126 subjects. For each
subject, 26 pictures were taken in two separate sessions. These images include more
facial variations, including illumination change, expressions, and facial disguises. In the
experiment, we chose a subset of the dataset (with only illumination and expression
changes) consisting of 20 male subjects and 20 female subjects. For each subject, the
seven images from Session 1 were used for training, and the other seven from Session 2
for testing, and the face image is divided into 2 9 5 blocks when extracting the multi-
scale LBP features. The comparison of competing methods is given in Table 2.

Based on the results obtained on the XM2VTS database, we have the following
observations:

1. In lower dimensions (e.g. the first two rows in the first column in Table 1), SRC
performs worse than NNC. The reason for this is that in lower dimensions, the
linear measurements are insufficient, so the sparse recovery is not correct, this
may have a direct impact on the performance of SRC.

2. WSRC outperforms SRC in most cases when using Eigenfaces and Randomfaces
for dimensionality reduction, especially in lower dimensions. This indicates that

Table 1. Recognition rate (%) of different methods on the XM2VTS database and the asso-
ciated dimension of features

Dimension 10 30 50 70 90

(a) Eigenfaces
NNC 64.25 80.25 82.75 84.50 86.25
SRC 63.50 86.75 89.50 91.50 92.50
WSRC 65.75 89.75 91.00 92.25 93.25
Proposed 96.25 96.25 96.25 96.25 96.25

(b) Randomfaces
NNC 76.25 82.25 82.50 84.25 86.00
SRC 69.25 89.50 88.25 86.75 86.25
WSRC 73.75 88.75 91.50 91.75 92.75
Proposed 95.00 95.50 94.75 94.75 95.00

(c) Fisherfaces
NNC 85.25 90.00 90.75 91.00 90.00
SRC 84.50 90.00 91.50 92.25 92.50
WSRC 83.75 90.50 91.75 93.00 92.25
Proposed 97.00 96.50 96.50 96.25 96.25
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Fig. 3. Curves of recognition rate by different methods versus feature dimension on the
XM2VTS database.
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in lower dimensions, the data locality contains more discriminative information
than data linearity, and the imposed locality dose boost recognition performance.

3. It is interesting to find that when using Fisherfaces, in lower dimensions, the
performance of NNC is better than that of SRC and WSRC, that is because the
aim of LDA is to maximize the ratio of the between-class scatter matrix and the
within-class scatter matrix, and the simple classifier NNC could separate data
from different classes.

4. Whatever dimensionality reduction method it utilizes, recognition accuracy of the
proposed method WSRC-MSLBP outperforms all the other three approaches
significantly. This is because we also take data locality into consideration, in
addition, we use the multi-scale LBP feature to measure similarity of test samples
and training samples. Thus we can better preserve similarity between test samples
and training samples, at the same time, we can make full use of the discriminative
power of LBP features.

Similar results can also be seen on the AR database, the proposed method WSRC-
MSLBP achieves state-of-the-art results.

6 Conclusions

In this paper, we propose a new weighted sparse representation method called WSRC-
MSLBP, which uses the similarity of the multi-scale LBP features of face images to
form the weight matrix, this can better make use of data locality, so as to boost the
performance of face recognition. Experiments conducted on the XM2VTS and AR
databases show the feasibility and effectiveness of the new method. However, in this

Table 2. Recognition rate (%) of different methods on the AR database and the associated
dimension of features

Dimension 10 50 100 200 270

(a) Eigenfaces
NNC 60.36 75.00 75.00 74.64 75.00
SRC 64.64 98.21 98.93 98.93 98.93
WSRC 70.36 98.57 99.29 98.93 98.57
Proposed 98.93 99.29 99.29 99.29 99.29

(b) Randomfaces
NNC 65.00 72.50 72.50 74.64 73.93
SRC 29.64 74.29 79.64 83.93 84.29
WSRC 70.71 89.29 87.86 84.64 84.64
Proposed 89.64 91.79 93.57 93.93 92.50

(c) Fisherfaces
NNC 85.00 97.50 98.57 98.57 98.57
SRC 72.86 90.71 97.14 98.57 98.93
WSRC 76.79 95.36 98.21 99.29 99.29
Proposed 99.29 99.29 99.29 99.29 99.29
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paper, we do not consider the situation when face images are corrupted or occluded
explicitly, and it is not uncommon in real-world situations, so in future, we will
investigate a more robust method for face recognition.
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