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Abstract. Reducing the data space and then classifying anomalies based on the 
reduced feature space is vital to real-time intrusion detection. In this study, a 
novel framework is developed for logistic regression-based anomaly detection 
and hierarchical feature reduction (HFR) to preprocess network traffic data 
before detection model training. The proposed dimensionality reduction 
algorithm optimally excludes the redundancy of features by considering the 
similarity of feature responses through a clustering analysis based on the feature 
space reduced by factor analysis, thus helping to rank the importance of input 
features (essential, secondary and insignificant) with low time complexity. 
Classification of anomalies over the reduced feature space is based on a 
multinomial logistic regression (MLR) model to detect multi-category attacks 
as an outcome with the goal of reinforcing detection efficiency. The proposed 
system not only achieves a significant detection performance, but also enables 
fast detection of multi-category attacks. 

Keywords: Anomaly detection, Dimensionality reduction, Hierarchical 
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1 Introduction 

As the potential damage caused by malicious network activities has become more 
serious, the need to defend against these threats has increased significantly. The 
network intrusion detection system (NIDS), as a vital system in the network security 
infrastructure, aims to detect attacks quickly and accurately; its role is becoming more 
important. To achieve this objective, previously observed attack patterns need to be 
analyzed and profiled so that criteria for what constitutes normal traffic or an attack 
can be determined and applied to newly captured patterns for intrusion detection. In 
the detection approaches of NIDS, many studies have applied data mining techniques 
such as a support vector machine (SVM) and neural networks [1-2]. 

Although the techniques applied in previous works have shown good results in 
terms of data classification, they are not favorable for large-scale datasets because the 
training complexity is very much dependent on the amount of data in the training set. 
Especially, some data features in the classifiers used in NIDS may be redundant or 
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may contribute little to the detection process. Extraneous features and the complex 
relationships that exist among the features can make it harder to detect suspicious 
behavior patterns and can increase the computation time. Therefore, through feature 
dimensionality reduction, NIDS must reduce the amount of data to be processed for 
computationally efficient and effective detection. 

This study proposes a multinomial logistic regression (MLR)-based network 
anomaly detection system based on hierarchical feature reduction (HFR) to 
preprocess network traffic data before detection model training. The proposed HFR 
algorithm optimally excludes the redundancy of features by considering the similarity 
of feature responses through a clustering analysis based on the feature space reduced 
by factor analysis. The performance of the proposed method is evaluated using 
different data sets reduced by the ranking of the importance of input features. 
Classification of intrusions over the reduced feature space was based on the MLR 
model, a method well suited for analyzing multi-type outcomes with high speed in 
learning techniques. Our classification model was developed for the detection of 
multi-category attacks as an outcome to reinforce detection efficiency, unlike 
previous studies that were focused on a binary outcome (e.g., normal or abnormal). 
The experiment with the NSL-KDD dataset showed a significant detection rate 
through a good subset of features with a significant improvement in speed. 

This paper is organized as follows. In Section 2, several examples of related work 
are reviewed. The proposed algorithm is then described in Section 3. Section 4 gives 
details of the experiments as well as the results. The study is concluded with a 
summary and plans for future research in Section 5. 

2 Related Work 

Anomaly detection depends on the idea that the characteristics of normal behavior can 
be distinguished from those of abnormal behavior. Statistical modeling remains the 
most common approach to anomaly intrusion detection; this method includes cluster 
analysis, Bayesian analysis, principal component analysis, and the fuzzy inference 
approach. Leung et al. [3] carried out research based on density and a grid-based 
clustering method for anomaly detection. Chan et al. [4] investigated both the distance 
and density of clusters and found that attacks were often in outlying clusters with 
statistically low or high densities. Valdes et al. [5] employed naive Bayesian networks 
to perform intrusion detection on traffic bursts. Xu et al. [6] used continuous time 
Bayesian networks and avoided specifying a fixed update interval common to 
discrete-time models. Huang et al. [7] presented a simple algorithmic framework for 
network-wide anomaly detection that relies on distributed tracking combined with 
approximate PCA. Toosi et al. [8] combined a neuro-fuzzy network, the fuzzy 
inference approach, and genetic algorithms to design an intrusion detection system. 

Most previous studies were conducted based on all possible independent variables. 
Unnecessary variables can create bias and lead the model either to overestimate or 
underestimate the detecting values. In this study, in order to reduce the amount of 
training data, the HFR method was developed using unsupervised data mining 
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techniques, and applied before MLR training. Also, our classification model was 
developed for the detection of multi-category attacks as an outcome to reinforce 
detection efficiency, unlike previous studies that were focused on a binary outcome. 

3 Proposed Framework 

The proposed framework consists of three main phases. In the first phase, the feature 
redundancy can be reduced by considering the similarity of variable-responses to the 
training data set through clustering analysis. The proposed scheme can hierarchically 
reduce the features, thus helping to rank the importance of input features. Then, in the 
second phase an anomaly detection model using MLR is constructed with the reduced 
training dataset resulted from the feature reduction algorithm. As a result of the 
model, the odds ratios provide an estimate of the likelihood of being identified as an 
anomaly. In the third phase, test data are used to detect anomalies according to attack 
types based on the developed MLR model. The performance of our anomaly detection 
model is evaluated using a cross validation testing concept. 

3.1 Proposed Hierarchical Feature Reduction 

Feature reduction involves processes of determining the evidence that can be taken 
from the raw data that is most useful for analysis. To exclude the redundancy of 
features and to improve the performance of classification, statistical techniques are 
used, including factor analysis which is one of the most widely used dimensionality 
reduction techniques and hierarchical clustering which does not require predetermined 
numbers of groups and has the advantage of low time complexity. 

 

  

Fig. 1. Proposed HFR procedure 
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In an application of factor analysis, if feature dimensionality reduction is based on 
only the degree of contribution induced from observing which variables are most 
heavily loaded on certain factors, the selected features may be redundant as the 
information that they include is contained in other features. This redundancy can be 
reduced by considering the similarity of variable-responses to the training data set 
through clustering analysis. 

Therefore, a hierarchical feature dimensionality reduction algorithm is proposed in 
which the factor analysis and hierarchical clustering are combined. In the proposed 
algorithm, hierarchical clustering is initially applied and factor analysis is then 
applied to the training data set, as shown in Fig. 1. Based on h clusters of features 
through hierarchical clustering, features are extracted in which the factor loadings are 
higher than a certain threshold (subset     in Fig. 1). The redundancy of features with 
a high value of factor loadings is then reduced if they are in the same cluster, which 
organizes a good subset (subset    ) of features critical to the performance of 
classifiers. The strongest point of the proposed feature reduction scheme is that this 
method can hierarchically reduce the features, thus helping to rank the importance of 
the input features (essential, secondary and insignificant) with low time complexity. 
Using far fewer instances, the proposed method can produce high quality datasets that 
sufficiently represent all of the instances in the original dataset. The clustered feature-
factor (CFF) matrix generating subset of the significant features is shown in Fig. 2. 

 

Fig. 2. Clustered feature-factor matrix of the training dataset 
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3.2 Anomaly Detection Method 

The proposed anomaly detection method uses an MLR to build a classifier model. 
Unlike a binary logistic model, in which a dependent variable has only a binary 
choice, the dependent variable in the MLR model can have more than two choices 
that are coded categorically, and one of the categories is taken as the reference 
category [9]. This study used ‘0’ (normal) as the reference category. Suppose Yi is the 
dependent variable with five categories for individual connection i; the probability of 
being in category m can be represented with the chosen reference category: 
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where m=‘1’ [DoS], ‘2’ [Probe], ‘3’ [R2L], and ‘4’ [U2R]. Our MLR modeling is 
performed with a significance threshold of 0.05 for adding variables and an 
insignificance threshold of 0.1 for removing variables, yielding a set of variables that 
are associated with the outcome in a statistically significant way. The final MLR 
model calculates the predicted probabilities of being in the outcome category for each 
connection record; the classification of the unordered set {0, 1, 2, 3, 4} is conducted 
on the basis of that probability. The odds ratio of the proposed MLR model, 
consisting of the essential level variables, for detecting each attack relative to the 
normal category is shown in Fig. 3. 

 

 
(a) Category 1: DoS 

 
(b) Category 2: Probe 

 
(c) Category 3: R2L 

 
(d) Category 4: U2R 

Fig. 3. Odds ratio of the essential features by attack category 

4 Experiments and Results 

The data used for testing is NSL-KDD, which is a new dataset for the evaluation of 
studies in network intrusion detection systems [10]. Each NSL-KDD connection 
record contains 41 features (e.g., protocol type, service, and flag) and is labeled as 
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either normal or an attack, with one specific attack type. The attacks fall into one of 
the four categories: DoS, Probe, R2L, and U2R. The NSL-KDD training set contains 
a total of 22 training attack types, with an additional 17 types in the test set. In the 
experiments, the dataset was partitioned into subsets. The training set contained 
125,973 records and five evaluation sets were comprised of 111,630 records. 

We compared the evaluation results of models using a selected feature-set in the 
essential level with those using essential and secondary level features by the proposed 
feature reduction algorithm. As can be seen in Fig. 4, the classification rates using the 
feature-set in the essential level are comparable to those using the essential and 
secondary levels, except for the case of the Probe class. Both sets of performance 
results show difficulties in detecting R2L attacks, which are embedded in the data 
packets themselves and do not form a sequential pattern. These were assigned to 
incorrect classes and lowered the detection rate. And, with the too small number of 
instances of U2R attacks in the NSL-KDD dataset, both models of reduced features 
provided relatively low performance for the U2R class. However, compared with the 
results of the performance with essential and secondary level features, test numbers 1, 
6, 10, 11, 13, and 14 showed higher detection rates with lower false alarm rates, as 
shown in Fig. 4. It can be said that the proposed HFR method achieves significant 
detection rates that demonstrate the possibility of successfully detecting attacks with a 
significant improvement in speed by using only a half percent of the comparison 
feature-set and 39.0% as compared with the full feature-set. Our method also 
improved detection times by 23.8% compared to those including the secondary level 
features. 

Experiments were also attempted to evaluate the performance of our anomaly 
detection scheme compared with that of several other methods; results are shown in 
Table 1. It can be stated that all the algorithms tested on the KDD data set offered an 
acceptable level of detection performance for Normal, DoS and Probe classes; they 
did not have good performance on R2L and U2R attacks. The SVM with BIRCH 
clustering [11] and ESC-IDS [8] showed the best detection rate for the DoS attack, 
and Multi-classifier [13] showed good detection rate for the Probe and U2R attacks. 
Works by Xuren et al. [12] provided the best performance for the normal class. Our 
proposed method demonstrated a better detection rate for R2L attacks and provided 
comparable performance for Probe and U2R attacks. 
 

 

Fig. 4. Comparison of performance results: DR and FAR 
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Table 1. Comparison of performance results with other works 

Method Normal DoS Probe R2L U2R 

Proposed method with the essential features 0.917 0.890 0.719 0.381 0.284 

Proposed method with the essential and secondary

features 
0.937 0.897 0.802 0.342 0.295 

SVM with BIRCH clustering (Horng et al., 2011) 0.993 0.995 0.975 0.288 0.197 

ESC-IDS (Toosi et al., 2007) 0.982 0.995 0.841 0.315 0.141 

Association rule (Xuren et al., 2006) 0.995 0.968 0.749 0.079 0.038 

Multi-classifier (Sabhnani et al., 2003) n/r 0.973 0.887 0.096 0.298 

5 Conclusion 

In this paper, an HFR method that combines hierarchical clustering and factor 
analysis was introduced; an anomaly detection approach based on an MLR was 
presented. Experimental results show that the proposed system could achieve a 
significant detection performance by using only a half percent of the comparison 
feature-set and 39.0% as compared with the full features. Our method also improved 
detection times by 23.8% compared to those including the secondary level features. 
Therefore, it can be concluded that our approach can efficiently reduce the features 
that are redundant or that hinder the process of detecting intrusions. The proposed 
method enabled reinforcing detection efficiency by the detection of multi-category 
attacks as an outcome. Future research will include the integration of various 
probabilistic techniques to achieve better detection performance and the accuracy of 
predictions. 
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