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Abstract. Frequent graph mining allows us to find useful frequent sub-graph 
patterns from large and complicated graph databases. In a lot of real world  
applications, graph patterns with relatively low supports can be used as 
meaningful information. However, previous methods based on a single 
minimum support threshold have trouble finding them. That is, they cause “rare 
item problem”, which means that useful sub-graphs with low supports cannot be 
extracted when a minimum support threshold is high, while an enormous 
number of patterns have to be mined to obtain these useful ones when the value 
is low. To overcome this problem, we propose a novel algorithm, FGM-MMS 
(Frequent Graph Mining based on Multiple Minimum Support constraints). 
After that, we demonstrate that the suggested algorithm outperforms a state-of-
the-art graph mining algorithm through comprehensive performance 
experiments. 
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1 Introduction 

Graphs are useful data structure which can express almost all data from the real world 
effectively. Therefore, many studies for mining these graph data[3, 5, 6] have been 
conducted. Most graph databases obtained from the real world include not only high 
frequent sub-graph patterns but also meaningful ones with relatively low frequency(or 
support). However, since previous methods consider a single minimum support 
threshold, there occurs the following problem, i.e., rare item problem[4]. When the 
minimum support threshold is high, they cannot find meaningful sub-graph patterns 
with small supports while when it is low, they have to mine an enormous number of 
patterns to find the useful ones. In this paper, to solve the problem, we propose a 
novel graph mining algorithm applying multiple minimum support constraints, called 
FGM-MMS(Frequent Graph Mining based on Multiple Minimum Support 
constraints). The algorithm allows us to obtain useful sub-graphs without lowering the 
minimum support threshold more than needs. Experimental results provided in this 
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paper show that the suggested algorithm has outstanding performance more than that 
of a state-of-the-art algorithm. 

The remainder of this paper is organized as follows. In Section 2 and 3, we 
introduce related work and details of the proposed algorithm, FGM-MMS. In Section 
4 and 5, we analyze results of our comprehensive experiments and conclude this 
paper. 

2 Related Work 

To solve the rare item problem from databases composed of itemsets, various 
frequent pattern mining approaches[1, 2, 4] have been proposed. MSApriori[4] is a  
level-wise method for solving this problem. A FP-growth-based algorithm, CFP-
growth[1] solves the same issue more efficiently. CFP-growth++[2] is its advanced 
version. They conduct mining works considering different minimum item supports for 
each item, not a single value. Therefore, they can easily mine specific itemsets with 
low supports but important characteristics. However, since they are limited to mining 
itemset-based simple databases, they do not deal with complicated graph databases. 

Among many fundamental graph mining algorithms, Gaston[5, 6], which is a state-
of-the-art algorithm, performs the most efficient mining operations. The algorithm 
extracts frequent sub-graph patterns classifying its mining procedure into the three 
phases: path, free tree, and cyclic graph. In addition, it uses embedding list to reduce 
runtime needed for mining patterns. Our algorithm is compared with the Gaston for 
fair performance comparison. To our knowledge, FGM-MMS is the first graph 
mining algorithm which can solve the rare item problem. By applying the multiple 
minimum support constraints, it can extract meaningful sub-graph patterns 
considering supports for each element of graphs. 

3 Mining Frequent Sub-graph Patterns Based on Multiple 
Minimum Support Constraints 

3.1 Applying Multiple Minimum Support Constraints on the Graph Mining 

In contrast to itemsets composed of only items, graph patterns consist of a number of 
elements such as vertices and edges. Therefore, the graph mining approach should 
consider all the elements. Furthermore, in this multiple minimum support framework, 
we have to consider different minimum element support values for each element. 

Definition 1. (MES(Minimum Element Support)) Let V = {v1, v2, …, vm} be a set of 
vertices in any graph, G, and E = {e1, e2, …, en} be a set of edges in G. Then, MES 
values for each element in V and E can have user-specified values or other ones 
discussed in [4]. MES(vk) and MES(el) mean MES values for vk and el respectively. If 
a support of any element x, SUP(x) is lower than MES(x), x becomes useless one. 

Graph patterns are composed of a number of the elements, and each element has its 
own MES value. General graph mining methods determine with a given minimum 
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support threshold whether any graph pattern is frequent or not. However, in this 
paper, we use a different criterion to solve the rare item problem. 

Definition 2. (MGS(Minimum sub-Graph Support)) Given a sub-graph, G, its V = 
{v1, v2, …, vi}, and E = {e1, e2, …, ej}, then, MGS(G) = minimum(MES(v1), …, 
MES(vi), MES(e1), …, MES(ej)). MGS is used to check whether G is valid or not. 
Thus, if SUP(G) is smaller than MGS(G), G becomes an invalid sub-graph pattern. 

The reason why MGS is computed in this way is to consider the rarest element 
among the graph. Therefore, a certain sub-graph satisfying the MGS condition 
becomes a valid pattern with useful rarity. However, if we directly delete elements or 
sub-graphs which do not satisfy the MES or MGS conditions, fatal pattern losses can 
be caused since pruning by them does not satisfy the anti-monotone property. That is, 
given a sub-graph with invalid elements, although it is currently infrequent, certain 
supper patterns of it may be frequent as its graph expansion works are performed. In 
all of the pattern mining areas, maintaining this property is one of the most important 
factors since we can prune invalid elements or sub-graph patterns in advance only 
when that property is effective. For this reason, we need a way to maximize pruning 
efficiency maintaining that property. 

Definition 3. (LMS(Least Minimum Support for the graph mining)) LMS is a 
pruning factor without causing any pattern loss. Given a set of MES, SMES, it is sorted 
in MES descending order, denoted as SMES = {MES(xi), MES(xj), …, MES(xl)}(∀x | x 
∈ V or E, MES(xi) ≥ MES(xj)…≥ MES(xl)). After that, Starting from xl, we compare 
SUP(xl) with MES(xl). If there exists any element, xk, satisfying SUP(xk) ≥ MES(xk), 
MES(xk) becomes LMS. Pruning works by LMS maintains the anti-monotone property. 

Certain elements having lower supports than LMS do not make valid sub-graphs in 
any case since all possible super patterns expanded from them have also lower values 
than it. Likewise, if a certain graph has a smaller support than LMS, its all of the 
possible supper sub-graph patterns also have lower values than LMS. Accordingly, 
they can be pruned in advance without causing any problem. That is, the anti-
monotone property is satisfied. In addition, by pruning those useless ones, we can 
reduce runtime and memory resources needed for the mining operations effectively. 

3.2 FGM-MMS Algorithm 

Fig. 1 presents an overall mining procedure of our FGM-MMS. In the procedure: 
FGM-MMS, the algorithm first calculates LMS according to the definition 3 and then 
finds valid V and E(lines 1~2). After that, it generates valid sub-graphs considering 
the multiple minimum support constraints, performing expansion operations for 
graphs(lines 3~6). When the sub-procedure, Subgraph-expansion is called, the 
algorithm conducts the graph expansion works with different ways depending on 
current graph forms(lines 2~3). If a support of the expanded graph, G’, SUP(G’) is 
lower than LMS, it is permanently removed. Otherwise, the support is compared with 
MGS(G’) again, where G’ is inserted in FG if its support is not smaller than 
MGS(G’)(line 5). Thereafter, the algorithm performs mining operations expanding G’ 
recursively(lines 6~7). After all of the expansions terminate, we can gain the complete 
FG considering the multiple minimum support constraints. 
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Fig. 1. FGM-MMS algorithm 

4 Performance Analysis 

We compare our FGM-MMS with Gaston[5, 6] for objective performance evaluation 
since the Gaston, as a state-of-the-art algorithm, has more outstanding performance 
than the others. They were written in C++ and ran with 3.33GHz CPU, 3GB RAM, 
and WINDOWS 7 OS. We use a real graph dataset, named DTP[6], to show how 
effectively our FGM-MMS is performed on the real-world graph data. 

 

Fig. 2. The number of frequent sub-graph patterns 

   

Fig. 3. Runtime result                Fig. 4. Memory usage 
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To assign MES for each element, we applied the methodology discussed in [4]. Its 
formula is MES(ek) = maximum(β * SUP(ek), LS), where SUP(ek) means a support of 
any element, ek, and LS is the user-specified lowest MES and has the same value as 
the minimum support threshold used in Gaston. β(0≤ β ≤1) represents how closely 
MES for a certain element is related to its support. As the value becomes closer to 1, 
relevance becomes higher. It is denoted as β = 1/α, and α is variable.  

In Fig. 2 to 4, we can observe that FGM-MMS shows outstanding performance 
more than that of Gaston in all cases when α is relatively low. The reason is as 
follows. When α is high, MES values are more likely to be set as LS, so in this case, 
our algorithm operates similarly to Gaston. Meanwhile, at lower values of α, FGM-
MMS can better reflect support values for each element to their own MES, which 
means that the effect of the multiple minimum supports becomes larger. Thus, the 
proposed algorithm can extract valid sub-graph patterns with smaller runtime and 
memory resources as shown in the figures. 

5 Conclusion 

In this paper, we proposed a frequent graph mining algorithm based on multiple 
minimum support constraints, called FGM-MMS. In contrast to the previous 
algorithms using a single minimum support threshold, our algorithm could solve the 
challenging issue, rare item problem on the graph mining area by using the multiple 
minimum support constraints, thereby mining more meaningful frequent sub-graph 
patterns. Furthermore, we demonstrated that the proposed algorithm shows more 
outstanding performance compared to the previous state-of-the-art algorithm through 
comprehensive performance experiments provided in this paper. 
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