
A Noise Removal Algorithm

for Time Series Microarray Data

Naresh Doni Jayavelu and Nadav Bar

Systems Biology Group, Department of Chemical Engineering,
Norwegian University of Science and Technology (NTNU), Trondheim, NO-7491,

Norway
nareshd@chemeng.ntnu.no

Abstract. High-throughput technologies such as microarray data are a
great resource for studying and understanding biological systems at a low
cost. However noise present in the data makes it less reliable, and thus
many computational methods and algorithms have been developed for
removing the noise. We propose a novel noise removal algorithm based on
Fourier transform functions. The algorithm optimizes the coefficients of
the first and second order Fourier functions and selects the function which
maximizes the Spearman correlation to the original data. To demonstrate
the performance of this algorithm we compare the prediction accuracy of
well known modelling tools, such as network component analysis (NCA),
principal component analysis (PCA) and k-means clustering. We com-
pared the performance of these tools on the original noisy data and the
data treated with the algorithm. We performed the comparison analysis
using three independent real biological data sets (each data set with two
replicates). In all cases the proposed algorithm removes the noise in the
data and substantially improves the predictions of modelling tools.

Keywords: Microarray time series data, Noise, Smoothing, Fourier,
Network component analysis, Principal component analysis, clustering.

1 Introduction

High-throughput technologies such as microarray have emerged as promising
tools for studying, modelling and understanding complex biological systems at
a low cost. Most often these data sets are prone to noise. This noise arises from
stochastic variations in the experiments and changes in the biological processes,
for example during sample preparation and hybridization processes [14]. The
major challenge in this microarray analysis is to separate the true biological sig-
nals from the noisy measurements. Prediction abilities (knowledge discovery) of
modelling tools as network component analysis (NCA)[6], principal components
analysis [8] and clustering [15] based on these data sets depend heavily on the
amount of noise present [11].

There are attempts in the literature to quantify and remove the noise in the
microarray [14]. One approach is to replicate the measurements several times,
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an expensive approach that requires manpower, time and resources. There are
many mathematical models developed for noise removal and smoothing of data
[7]. Most of these models are based on the assumption that data is approximately
Gaussian distributed [5]. However, Hardin et al [4] reported that microarray
data does not necessarily need to satisfy this assumption. There are several
other models available. For example Tang et al [13] described a singular value
decomposition combined with spectral analysis for noise filtering.

In this article we developed an algorithm based on the Fourier transform
function for removing noise and smoothing of the gene expression data. The
expression values of the genes in time series experiments are known to follow a
specific trends depending on the type of treatment given to the cells. For exam-
ple, stimuli-response experiments are characterized by transient responses and
in cell cycle experiments cyclic patterns are observed. In general, gene expres-
sions follow two simple response shapes: either short impulses or long sustained
responses [1]. We fitted individual time series gene expression data using an
optimization algorithm that estimate the parameters of first and second order
Fourier series functions, and constrains the functions to these two shapes or
their combinations. The fitted functions represent the smooth approximations
to the original expression values and thus remove the noise. We have applied
our algorithm on three real biological microarray data sets. The first data set
is gastrin responsive transcriptome data measured at 11 time points. The other
two are epidermal growth factor (EGF) and heregulin (HRG) stimuli-response
experiments with 17 time points. The data sets can be downloaded from the
Array Express Website with accession numbers: GSE32869 and GSE13009 re-
spectively for gastrin and epidermal growth factor and heregulin. We showed
that predictions of NCA and PCA on data with noise removed are more consis-
tent and accurate, and the clusters from k-means are tighter and distinct from
each other.

2 Methods

Prior to the expression data fitting, we performed the selection of the differen-
tially expressed genes based on fold change and p-value including normalization.
The noise reduction algorithm fits the data (expression values of each gene)
with Fourier functions and smoothing splines. The function that maximizes the
Spearman correlation between the fitted curve and the original noisy data at the
given time points is chosen.

2.1 Fourier Series

The Fourier series is a sum of trigonometric functions that describes a periodic
signal. The fitting procedure uses a nonlinear least squares regression to estimate
the parameters of a Fourier function. This optimization algorithm is a robust Bi-
Square fitting method that creates the curve by minimizing the summed square
of the residuals, and reduces the weight of outliers using Bi-square weights.
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The optimization is performed using a Trust-Region method with coefficient
constraints. The Fourier function is represented here in its trigonometric form:

f(x) = a0 +

n∑

i=1

ai cos(nωx) + bi sin(nωx) (1)

Where a0, ai, and bi are the parameters to be estimated, a0 is the constant term
of the data and is associated with the i = 0 cosine term, ω is the fundamental
frequency of the signal and 1 ≤ n ≤ ∞ is the number of harmonics in the
series. Since the temporal pattern of gene expression is known to be wave like
or impulse-like shapes, the only harmonics we expect during a time span of less
than 72 hours are n = 1 or n = 2, corresponding to the superposition of one or
two harmonics, respectively. The fundamental frequency of the function is not
expected to be larger than the time span of the micro array experiment, so the
fitted function is most likely to consist of one or two peaks. The reason behind
this assumption is that not many genes experience cyclic behavior of more than
two cycles during a short, several hours time span.

For practical reasons, we use discrete Fourier transform (DFT) to estimate
the above parameters, since the time points are discrete and finite. To compute
the DFT, we used the fast Fourier transform algorithm in Matlab, Mathworks

2.2 Smoothing Spline

When the Fourier series function is poorly correlated (Spearman correlation) to
the data, we fitted the expression data with smoothing spline function in Matlab

2.3 Network Component Analysis

The NCA [6]is a computational method for reconstructing the hidden regulatory
signals (activity profiles of transcription factors) from gene expression data with
known connectivity information in terms of matrix decomposition. The NCA
method can be represented in matrix form as follows:

[E] = [C][T ] (2)

where the matrix E represents the expression values of genes over time points,
the matrix C is the control strength of each transcription factor on gene and
matrix T represents the activity profiles of transcription factors. The dimensions
of E, C and T are N ×M (N is the number of genes and M is the number of
time points or measurement conditions), N×L (L is the number of transcription
factors), L×M , respectively.

Based on above formulation, the decomposition of [E] into [C] and [T ] can be
achieved by minimizing the following objective function:

min‖[E]− [C][T ]‖2, s.t.C ∈ Z0

where Z0 is the initial connectivity pattern. The estimation of [C] and [T ] is per-
formed by using a two-step least-squares algorithm. With NCA as reconstruction
method, we predicted significant TFs and their activity profiles.
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2.4 Principal Component Analysis

The PCA [9] is a model reduction method that reduces the dimensionality (num-
ber of variables) of a data set by preserving as much variance as possible. PCA
rotates the original data space such that the axes of the new coordinate system
point into the directions of highest variance of the data. The axes or new vari-
ables are termed principal components (PCs) and are ordered by variance. We
start with the expression matrix, E, where each row corresponds to genes and
each column corresponds to different measurement conditions or time points at
which cells were treated with a stimuli. The Eit entry of the matrix contains the
expression value of gene i at condition t. The principal components are computed
as:

e′ij =
n∑

t=1

eitvtj (3)

Where Etj is the ith coefficient for the jth principal component. eit is the ex-
pression value for gene i under tth condition. E′ is the data in terms of principal
components.

2.5 K-means Clustering

K-means clustering is a powerful technique often employed in gene expression
analysis for elucidating a variety of biological inferences. We selected the Pearson
correlation as similarity measure and repeated the algorithm with 10 different
initial randomizations (initial cluster centroid positions) to avoid local minima
and chose the one with smallest sum of point to centroid distances. Selecting the
correct number of clusters for a given data is always critical in k-means clustering
so we considered a range of 3 to 15 clusters. We chose sum of point to centroid
distances within the cluster, ’sumd’ (tightness within cluster) and silhouette
measure (separation in-between clusters) as clustering evaluation criteria [10, 2,
15].

The efficiency of the noise reduction (NR) algorithm is evaluated by the ability
of prediction tools to reproduce the same temporal behaviors, whether it is
activity profile of transcription factors (for NCA) or gain in cumulative variance
(for PCA) and tightness and separation (for k-means clustering) from original
noisy data (N) and data treated with algorithm (NR) . All computations were
performed using Matlab, Mathworks.

3 Results and Discussion

3.1 NR Algorithm

The performance of the proposed algorithm (we term it as NR algorithm) in
terms of removing the noise from the time series expression data are presented
in Figure 1. This algorithm fits the gene expression data with Fourier 1, (impulse
response), Fourier 2 (sustained response) or smoothing spline (complex patterns)
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and chooses the best one based on high correlation between the original and fitted
data. In the majority of the genes, noise is repressed by smoothing out strong
fluctuations. For instance, the gene expression of ANKZF1 is noisy at late time
samples and this noise is removed with NR algorithm (Figure 1). Most of the
genes temporal patterns are approximated with either Fourier 1 (%14 of total)
or Fourier 2 (%58 of total) in gastrin data set.

3.2 Application to Modelling Tools

In this section, we illustrate the importance of noise removal in the gene expres-
sion data and performance of the noise reduction (NR) algorithm on predictive
abilities of several modelling tools such as network component analysis (NCA),
principal component analysis (PCA) and k-means clustering.

3.3 Network Component Analysis

NCA is a computational method applied on gene expression data to reconstruct
the activity profiles of important transcription factors involved in the gene reg-
ulatory network. We demonstrated the performance of the NR algorithm on
prediction ability of NCA by comparing the results of NCA applied on original
noisy data (N) and data treated with NR algorithm (NR). The NCA predicted
AP1 activity from NR treated data (in gastrin regulated system) showed peak
activation at 4 hours (6th time sample) and is in accordance with the previ-
ous experiments [3, 12](Figure 2). In contrast, AP1 activity from original noisy
data displayed peak activation at 2 (5th time sample) hours. Another measure
to assess the performance of the NR algorithm is the similar reconstructed ac-
tivity profiles from two independent measurements (replicates, see Figure 2).
The similarity measure considered here is the Pearson correlation coefficient be-
tween profiles from two replicates. We computed the Pearson correlation for all
the transcription factor activity profiles from the noisy replicate data sets and
the replicate data sets treated with NR algorithm (Table 1). NCA predicted
similar activity profiles (from two replicates) for the noise treated data sets. In
contrast NCA predicted dissimilar profiles for the original noisy replicate data
sets. The low correlation (0.07) between the AP1 activities predicted from two
noisy EGF replicates is increased by a factor of 7.5 (to 0.55) after applying the
NR algorithm. Similar results are found for CEBPG, TFAP2A, USF1, NKX21
and PAX6. This correlation analysis depicted that at least 80% of all the pre-
dicted activity profiles of transcription factors displayed improved correlations
(between replicates) after treating the data with our NR algorithm in all three
data sets gastrin, EGF and HRG (Figure 3).

3.4 Principal Component Analysis

PCA is a multi variate data analysis method to reduce the dimensionality of data
(i.e. number of variables) while maximizing the variance. We applied PCA on
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Fig. 1. (A) Fourier functions and smoothing spline approximations applied to gene
expression data. Dotted blue lines denote original noisy data and solid red lines denote
the fitted approximation. (B) Distribution of number of genes approximated by Fourier
1 (F1), Fourier 2 (F2) and smoothing spline.
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Fig. 2. NCA predicted activity profiles of TFs in three data sets (Gastrin, EGF and
HRG) from two replicates. Black solid lines represent the noise reduced replicates and
the dotted red lines represent the original noisy replicates.
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Fig. 3. (A) NCA results: Distribution of number of TFs with improved predictions
(long bar) and unimproved (short bar) in three data sets. (B) PCA results: Gain in
cumulative variance (difference in variance between noisy (N) and noise reduced data
(NR)) associated with principal components in percent.

Table 1. Pearson correlation coefficient of the NCA predicted activity profiles of TFs
between two replicates of the noise (N) and the noise reduced (NR) data sets

Data set Transcription Noise data Treated data Improvement
factor (N) NR (fold)

Gastrin

AP1 0.395 0.9 2.27
TFAP2A 0.473 0.738 1.56
TP53 0.441 0.648 1.47
ESR1 0.528 0.742 1.4

EGF

AP1 0.073 0.552 7.52
CEBPG 0.03 0.645 21.37
GLI2 0.125 0.795 6.32

SMAD4 0.143 0.827 5.77

HRG

USF1 0.163 0.863 5.29
NKX21 0.108 0.451 4.15
PAX6 0.253 0.54 2.13
HNF1B 0.361 0.69 1.9
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the original noisy data (N) and NR algorithm treated data (NR) and compared
the results. PCA reduced the NR treated data with at least 5% more cumulative
variance associated with up to five principal components (PCs) than the noisy
data (Figure 3 and Table 2) and this gain in variance is even more with fewer
PCs. Similar results are obtained with all the three data sets (each with two
replicates), which demonstrates the improvement of PCA analysis.

Table 2. Results of PCA applied on noisy (N) and noise reduced (NR) data sets on
three systems. The values in the table represent the cumulative variance associated
with principal components (PCs).

Principal Gastrin EGF HRG
component N NR N NR N NR

1 60.9 67.3 72.3 80.1 61.1 67.5
2 74.6 81.7 82.6 89.2 75.6 82.2
3 86.9 93.7 88.3 94.6 84.3 90.0
4 90.1 96.6 91.5 96.6 89.9 95.6
5 92.1 98.0 93.3 97.9 92.6 97.8

3.5 K-means Clustering

K-means clustering is a powerful technique often employed in gene expression
analysis for elucidating a variety of biological inferences such as shared regulation

Fig. 4. K-means clustering: Statistical measures of sumd and silhouette are compared
between noisy (N) and noise reduced(NR) data sets
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or particular biological processes [2]. The k-means clustering applied in this
analysis is generally sensitive to noisy data [11]. The Tightness within the cluster
measure (sumd) in NR treated data is low compared to the noisy data for all cases
of 3 to 15 clusters (Figure 4) in both EGF and HRG data sets. Smaller values
of sumd corresponds to tighter clusters. This measure diminishes gradually from
3 clusters to 15 clusters (Figure 4) in both EGF and HRG systems. Another
evaluation measure of silhouette is found to be higher in NR treated data sets
(NR) than noise data (N). This indicates that NR treated data provides a clear
separation of clusters in all 3 to 15 cluster cases, thus improving the performance
of k-means clustering.

4 Conclusion

Noise is common in microarray gene expression data and reducing it is essen-
tial prior to the inference of knowledge from modelling which utilizes this data.
The proposed NR algorithm fits the expression data with either Fourier 1, 2 or
smoothing spline based on the temporal pattern and thus minimizes the noise.
The performance of the algorithm is demonstrated based on improved prediction
capabilities of several modelling tools. NCA reconstructed the very similar ac-
tivity profiles of transcription factors from two replicate data sets after treating
with the NR algorithm. PCA reduced the data with more cumulative variance in
the NR treated data than noisy data. K-means clustering also performed better
(in terms of statistical measures) with NR treated data.
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