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Abstract. We present a lower bound for the distance of a cyclic code,
which is computed in polynomial time from the defining set of the code.
Our bound beats other similar bounds, including the Roos bound, in the
majority of computed cases.

Keywords: Cyclic code, BCH bound, Hartmann-Tzeng bound, Roos
bound.

1 Introduction

Many lower bounds exist for the distance of a cyclic code, that elaborate in
polynomial time some information from the defining set of the code, e. g. the
BCH bound [1], the HT bound [2], the Roos bound [4] and BS bound [5]. We
present a new bound which also has polynomial-time cost, beating all other
similar bounds in the majority of computed cases. We call this bound “ bound
C ”(Theorem 2). It comes from two preliminary results: bound A (Proposition 1)
and bound B (Proposition 2).

2 Preliminaries

In this section we fix some notation and we recall the method we use to prove
our result.
Let (k)n be the remainder of division k by n. Let Fq be a finite field with q
elements, C indicates an arbitrary cyclic code [n, k, d] over Fq, and we denote
with g the generator polynomial of C. From now on, we always assume that
gcd(n, q) = 1. Let F be the splitting field of xn−1 and let α be a primitive n−th
root of unity in F then we indicate with SC the defining set of C:

SC =
{
1 ≤ i ≤ n− 1 | g(αi) = 0

}
.

We collect together some definitions from [5] and [8]:

– Let U be a set of three symbols
{
0, Δ,Δ+

}
then, with a little abuse of

notation, U = (U ,+, ·) represents a field where we have partial information
on the element value. More precisely: Δ+ represents an element for which we
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are sure it is different from zero, 0 represents an element for which we are
sure it is zero, Δ represents an element for which we do not claim if it is zero
or not. (The sum and the product on U are straightforward, but you can see
[5], [8] or [6] for a complete description).

– R(n, SC) is the n−tuple (u0, . . . , un−1) ∈ Un such that

ui =

{
0, if i ∈ SC

Δ, otherwise.

– M(v) ∈ Un×n is the circulant matrix obtained from a v ∈ Un.

– Given a v ∈ Un we denote by A(v) the set of all u ∈ U \ 0 s.t.

u[i] = 0, if v[i] = 0,

u[i] = Δ+, if v[i] = Δ+,

u[i] = Δ+ or u[i] = 0, if v[i] = Δ.

We recall the singleton procedure (see [5], [8], [9]) to verify the linear indepen-
dence of a set of rows on U . For any matrix M , M [i, j] is the (i, j) entry, M [i]
is the i−th row and M(j) is the j−th column.

Definition 1. Let M be a matrix over U . We say that a column M(j) is a
singleton if it contains only one non-zero component M [i, j], i.e. M [i, j] = Δ+

and M [t, j] = 0 for t �= i. When this happens we say that M [i] is the row
corresponding to the singleton.

Any set of t rows of length n with t ≤ n forms a matrix Mt ∈ U t×n. If a column
M(j) is a singleton, then the row corresponding to the singleton is clearly linear
independent from the others. Then we delete the j − th column and the corre-
sponding row (we call this operation s-deletion), obtaining a new matrix,Mt−1,
and we search for a new singleton in Mt−1. If this procedure can continue until
we find a matrix M1 with at least one Δ+, we say that the singleton procedure
is successful for the set of t rows considered.

Definition 2. Let M be a matrix over U , we denote by prk(M) the pseudo rank
of M , i.e., the largest t such that there exists a set of t rows in M for which the
singleton procedure is successful.

Our interest for the rank of a matrix on U is due to the following result.

Theorem 1. Let C be a cyclic code with defining set SC and length n. If d is
the distance of the code, then

d ≥ min { prk(M(u)) | u ∈ A(R(n, Sc)) }

Proof. See [6] or [9].



A New Bound for Cyclic Codes Beating the Roos Bound 103

3 Statement of Bound A and Bound B

Proposition 1 (bound A). Let C be an Fq[n, k, d] cyclic code with defining
set SC and gcd(q, n) = 1. Suppose that there are �, m, r, s ∈ N, 1 ≤ m ≤ � and
i0 ∈ { 0, . . . , n− 1 } such that gcd(n,m+ r) < m or gcd(n,m+ r) = 1. If:

a) (i0 + j)n ∈ SC , ∀j = 0, . . . , �− 1,

b) (i0 + j)n ∈ SC ,

∀j = i0 + �+ r + h(m+ r) + 1, . . . , i0 + �+ r +m+ h(m+ r)

∀0 ≤ h ≤ s− 1

then

d ≥ �+ 1 + s− r

⌊
�

m+ r

⌋
−max { (�)m+r −m, 0 } . (1)

In other words, the assumptions of Proposition 1 are equivalent to saying that
R(n, SC) contains a block of the form (0�Δr)(0mΔr)s, i.e. :

0 . . . 0︸ ︷︷ ︸
�

Δ . . .Δ︸ ︷︷ ︸
r

(0 . . . 0︸ ︷︷ ︸
m

Δ . . .Δ︸ ︷︷ ︸
r

)s ⊂ R(n, SC).

Remark 1. We can see Proposition 1 as generalization of the HT bound. In fact
with � = m our statement becomes the same of the general Hartmann-Tzeng
bound (see [8] and [3] ).

We are able to prove another bound, similar to the previous:

Proposition 2 (bound B). Let C be an [n, k, d] cyclic code over Fq with
defining set SC . Suppose that there are m, �, s ∈ N, m, � ≥ 1, s ≥ m + 1,
gcd(n, �) < �− 1 or gcd(n, �) = 1. If there is i0 ∈ {0, . . . , n− 1} such that:

a) (i0 + j)n ∈ SC , j = 0, . . . ,m�− 1,

b) (i0 + j)n ∈ SC , j = (m+ h)�+ 1, . . . , (m+ h)�+ �− 1, 0 ≤ h ≤ s− 1,

Then:

d ≥ m�+ �+ s−m− 1.

In other words, the assumptions of Proposition 2 are equivalent to saying that
R(n, SC) contains a block of the form (0�mΔ)(0�−1Δr)s, i.e. :

0 . . . 0︸ ︷︷ ︸
�m

Δ(0 . . . 0︸ ︷︷ ︸
�−1

Δ)s ⊂ R(n, SC).

Remark 2. Proposition 2 is a generalization of the BS bound ([5]), except for the
uncommon cases in which �|n, since gcd(n, �) ≤ � and gcd(n, �) = � ⇐⇒ �|n.
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4 Proofs of Bound A and Bound B

In this section we provide the proof of Proposition 1, and we sketch the proof of
Proposition 2.

Remark 3. The main tool we use to prove Proposition 1 and Proposition 2 is
Theorem 1 which, in principle, allows us to work only with matrices that have
as entries just 0 or Δ+. Nevertheless during the proof we use matrices that have
also Δ as entry. This fact must not worry the reader, since when a Δ appears
we mean it can be indifferently 0 or Δ+, and the correctness of the proof is not
affected by such decision.

Proof (of Proposition 1). The general plan of the proof is as follow. Thanks to
Theorem 1 we aim at proving that

min{ prk(M(v))|v∈A(R(n,Sc)) }≥�+1+s−r
 �
m+r �−max{ (�)m+r−m,0 }.

In order to do that, for any v ∈ A(n, SC), we need to choose �+s+1 rows inM(v)

and we must prove that, discarding at most r
⌊

�
m+r

⌋
+ max { (�)m+r −m, 0 }

rows, we actually obtain a set of rows for which the singleton procedure is suc-
cessful.

We can suppose w.l.o.g. that i0 = n− � (see Lemma 3.1 in [5]), so that:

v = Δ . . .Δ︸ ︷︷ ︸
r

(0 . . . 0︸ ︷︷ ︸
m

Δ . . .Δ︸ ︷︷ ︸
r

)s . . . 0 . . . 0 . . . 0︸ ︷︷ ︸
�

.

We introduce two notions releated to v (see [8]). From now on, the meaning of
v is fixed.

Definition 3. Let 1 ≤ i′ ≤ n. We say that i′ is the primary pivot of v if v[i′]
is the first Δ+ that occurs in v, i.e.

i′ = min{h | v[h] = Δ+} .
We can suppose that 1 ≤ i′ ≤ r, otherwise v = 0r(0mΔr)s . . . 0� and so
(0�+r+mΔr)(0mΔr)s−1 ⊂ v and the bound would be trivially satisfied, since
it would give:

d ≥ �+ r +m+ 1 + s− 1−
⌊
�+ r +m

m+ r

⌋
r −max { (�+m+ r)m+r −m, 0 }

= �+ r +m+ s−
⌊

�

m+ r

⌋
r −max { (�)m+r −m, 0 }

≥ �+ r + 1 + s−
⌊

�

m+ r

⌋
r −max { (�)m+r −m, 0 } .

Definition 4. Let n,m, r, s ∈ N s. t. m, s ≥ 1, n ≥ m+ r and (n,m+ r) ≤ m.
((0)m(Δ)r)s ⊂ v. Then there are i′′ in {1, . . . , n}, k ∈ N and t ∈ {1, . . . ,m},
with the following properties:
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1. v[i′′] = Δ+,
2. i′′ ≡ (s+ k)(m+ r) + t mod (n),
3. v[i] = 0, for any i s.t.

i ≡ (s+ k′)(m+ r) + j mod (n) ,

where k′ ∈ {0, . . . , k − 1} and j ∈ {1, . . . ,m}.
We call such i′′ the secondary pivot of v with respect to block ((0)m(Δ)r)s.

It is possible to show that if gcd(m+ r, n) ≤ m (which includes the classical case
gcd(m+ r, n) = 1), then the secondary pivot exists.

We can suppose s(m+ r) + r+1 ≤ i′′ ≤ s(m+ r) + r+m, otherwise we have
(0�Δr)(0mΔr)s+1 ⊂ v and the bound is trivially satisfied:

d ≥ �+ 1 + s+ 1−
⌊

�

m+ r

⌋
r −max { (�+m+ r)m+r −m, 0 }

≥ �+ 1 + s−
⌊

�

m+ r

⌋
r −max { (�)m+r −m, 0 } .

We note that v[i′′ − z · (m + r)] = 0 for any z = 1, . . . , s. Moreover, i′ and i′′

may coincide, but this is not a problem.
Now, we are going to choose (� + 1 + s) rows of M(v). We start from the

((n − i′ + k)n + 1)− th rows with k = 1, . . . ,m, that is, we take the rows with
the primary pivot in the first position and its shifts up to the (m − 1)−th shift
included. We collect these rows in submatrix T1.

T1=

⎛

⎜
⎜
⎜
⎝

Δ+ . . . 0 . . . 0 Δ . . . Δ . . . 0 . . . 0 Δ . . . Δ+ . . . . . . . . . 0 . . . . . . 0

0 Δ+ . . . 0 . . . 0 Δ . . . Δ . . . 0 . . . 0 Δ . . . Δ+ . . . . . . . . . 0 . . . 0

0 0 Δ+ . . . 0 . . . 0 Δ . . . Δ . . . 0 . . . 0 Δ . . . Δ+ . . . . . . . . . 0 . . .

.
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.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

0 . . . 0 Δ+ . . . 0 . . . 0 Δ . . . Δ . . . 0 . . . 0 Δ . . . Δ+ . . . . . . 0 . . .
↓
m

⎞

⎟
⎟
⎟
⎠

We now consider the (k+1)-th rows for k = m, . . . , �, collected in submatrix T2.

T2=

⎛

⎜⎜
⎜
⎜
⎝

0 . . . 0 Δ . . . Δ . . . 0 . . . 0 Δ . . . Δ . . . Δ+ . . . . . . . . . . . . 0 . . . . . .

0 . . . . . . 0 Δ . . . Δ . . . 0 . . . 0 Δ . . . Δ . . . Δ+ . . . . . . . . . . . . 0 . . .

0 . . . 0 . . . 0 Δ . . . Δ . . . 0 . . . 0 Δ . . . Δ . . . Δ+ . . . . . . . . . . . . . . .

.

.

.

.

.

.

.

.

.

.

.

.

.
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.

.

.

.

.

.

.
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.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

0 . . . . . . 0 . . . 0 . . . 0 Δ . . . Δ . . . 0 . . . 0 Δ . . . Δ . . . Δ+ . . . . . .

0 . . . 0 . . . 0 . . . 0 . . . 0 Δ . . . Δ . . . 0 . . . 0 Δ . . . Δ . . . Δ+ . . .
↓ ↓
m �

⎞

⎟⎟
⎟
⎟
⎠

Note that T1 and T2 have no common rows. Note also that in T2 for any row
h = 1, . . . , �+ 1−m and any column 1 ≤ j ≤ (s− 1)(m+ r) +m we have:

T2[h, j] = Δ =⇒ T2[h, j + (m+ r)] = Δ (2)
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Our third and last submatrix, T3, is formed by the ((n−r−k · (m+r))n+1)−th
rows, for k = 0, . . . , (s− 1):

T3=

⎛

⎜
⎜
⎜
⎝

0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ 0 ... 0 Δ ... Δ ... Δ+ ...

0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ ... Δ+ ... ... ... ... ... ... ...

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

0 ... 0 Δ ... Δ ... Δ+ ... ... ... ... ... ... ... ... ... ... ... ... ... ...
↓ ↓ ↓ ↓

m m + r
i′′−r−

(s − 1)(m + r) i′′ − r

⎞

⎟
⎟
⎟
⎠

Lemma 1. The singleton procedure is successful for T3 and thus prk(T3) = s.

Proof. We note that the rows of T3, by construction, have the property that
T3[a + 1, h] = T3[a, h + (m + r)] because each row is a (m + r) left shift of the
previous one. This is sufficient to prove that T3(i

′′ − r − (s − 1)(m + r)) is a
singleton. We claim that the s−th row of T3 corresponds to a singleton. Indeed

T3[s, i
′′ − r − (s− 1)(m+ r)] = T3[1, i

′′ − r − (s− 1)(m+ r) + (s− 1)(m+ r)] =

T3[1, i
′′ − r] = Δ+

and for k = 1, . . . , s− 1:

T3[k, i
′′ − r − (s− 1)(m+ r)] = T3[1, i

′′ − r − (s− 1)(m+ r) + (k − 1)(m+ r)] =

T3[i
′′ − r − (s− k)(m+ r)] = 0

so we can s-delete it. Once this is done, we might also s-delete the (s − 1)−th
row, since

T3[s− 1, i′′ − r − (s− 2)(m+ r)] = T3[1, i
′′ − r − (s− 2)(m+ r) + (s− 2)(m+ r)] =

T3[1, i
′′ − r] = Δ+

and for k = 1, . . . , s− 2:

T3[k, i
′′ − r − (s− 2)(m+ r)] = T3[i

′′ − r − (s− 2)(m+ r) + (k − 1)(m+ r)] =

T3[1, i
′′ − r − (s− 1− k)(m+ r)] = 0.

In this way for any row of T3 we obtain a singleton in T3 (i
′′ − r − k(m+ r))

for k = 0, . . . , s− 1, by recursively s-deleting from the last row to the first.
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Collecting all these submatrices T1, T2, T3, we obtain an (�+ 1 + s)× n matrix
T , as follows:

T=

⎛

⎜
⎜
⎜
⎜
⎜⎜
⎜
⎜
⎜
⎜
⎜⎜
⎜
⎜
⎜
⎜⎜
⎜
⎜
⎜
⎜
⎝

Δ+ ... 0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ+ ... ... ... 0 ... ... 0 → 1

0 Δ+ ... 0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ+ ... ... ... 0 ... 0

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.
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.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

. T1
0 0 Δ+ ... 0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ+ ... ... ... 0 ...

0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ ... Δ+ ... ... ... ... 0 ... ... → m + 1

0 ... ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ ... Δ+ ... ... ... ... 0 ...

0 ... 0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ ... Δ+ ... ... ... ... ...

.

.

.
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.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

. ... T2
0 ... 0 ... 0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ ... Δ+ ... ... ...

0 ... 0 ... 0 ... 0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ ... Δ+ ... → � + 1

0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ 0 ... 0 Δ ... Δ ... Δ+ ...

0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ ... Δ+ ... ... ... ... ... ... ...

.

.

.

.

.

.
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.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

. ... T3

0 ... 0 Δ ... Δ ... Δ+ ... ... ... ... ... ... ... ... ... ... ... ... ... ... →
�+1
+s

↓ ↓
m m + r

⎞

⎟
⎟
⎟
⎟
⎟⎟
⎟
⎟
⎟
⎟
⎟⎟
⎟
⎟
⎟
⎟⎟
⎟
⎟
⎟
⎟
⎠

Observe that the rows from (m+1) to (�+s+1) have a block of zero in the first
m positions and then we can obviously s-delete the first m rows (i.e the rows of
T1). After these first m s-deletions we obtain a matrix T ′ composed of the last
(�+ 1 + s−m) rows of T , as the following:

T ′=

⎛

⎜
⎜
⎜⎜
⎜
⎜
⎜
⎜
⎜⎜
⎜
⎜
⎜
⎝

0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ ... Δ+ ... ... ... ... 0 ... ... → m + 1

0 ... . 0 Δ ... Δ ... 0 ... 0 Δ ... Δ ... Δ+ ... ... ... ... 0 ...

0 ... 0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ ... Δ+ ... ... ... ... ...

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.
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.
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.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

. ...

0 ... 0 ... 0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ ... Δ+ ... ... ...

0 ... 0 ... 0 ... 0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ ... Δ+ ... → � + 1

0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ 0 ... 0 Δ ... Δ ... Δ+ ...

0 ... 0 Δ ... Δ ... 0 ... 0 Δ ... Δ ... Δ+ ... ... ... ... ... ... ...

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.
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.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

. ...

0 ... 0 Δ ... Δ ... Δ+ ... ... ... ... ... ... ... ... ... ... ... ... ... ... → � + 1 + s

↓ ↓ ↓ ↓
m m + r s(m + r) i′′ − r

⎞

⎟
⎟
⎟⎟
⎟
⎟
⎟
⎟
⎟⎟
⎟
⎟
⎟
⎠

where 1 + s(m+ r) ≤ i′′ − r ≤ m+ s(m+ r) by hypothesis. We note that T ′ is
composed by the rows of T2 and T3.

We use the singletons of T3 to proceed with the singleton procedure, but in
order to do that we have to discard some rows in T2. More precisely, let us define:

Bk = { h | T2[h, i
′′ − r − k(m+ r)] = Δ } for k = 0, . . . , s− 1

then the rows to discard in T2 in order that T (i′′ − r − k(m + r)) becomes a
singleton for k = 0, . . . , s− 1 are:

B = ∪s−1
k=0Bk. (3)

Lemma 2. Let 0 ≤ k < k′ ≤ s− 1, then Bk′ ⊆ Bk.

Proof. Obvious from (2).
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Corollary 1. B = B0 = { h | T2[h, i
′′ − r] = Δ }.

Thanks to Corollary 1, since s(m+ r) + 1 ≤ i′′ − r ≤ s(m+ r) +m, if we define
ηj = | { h | T2[h, s(m+ r) + j] = Δ } |, we have:

|B| ≤ max { ηj | 1 ≤ j ≤ m } .
and we can further improve this result with the following lemma, which is not
difficult to prove.

Lemma 3. For 1 ≤ j ≤ m:

η1 ≥ η2 ≥ · · · ≥ ηm.

Thanks to lemma 3 we are able to estimate the maximal number of rows of T2

that we have to discard.

Lemma 4.

|B| ≤ η1 ≤
⌊

�

m+ r

⌋
r +max { (�)m+r −m, 0 }

Proof. For Corollary 1 and Lemma 3 we have |B| ≤ η1. Now:

η1 = | { h | T2[h, s(m+ r) + 1] = Δ } |, but recall 1 ≤ h ≤ �+ 1−m.

We rewrite v in the worst case where i′′ = s(m+ r) + r + 1:

v = Δ . . . Δ 0 . . . 0 (Δr0m)s−2 Δ . . . Δ 0 . . . 0 Δ . . . Δ Δ+ . . . . . .
↓ ↓ ↓ ↓ ↓ ↓
1 r m + r s(m + r) − m + 1 s(m + r) s(m + r) + r + 1

Since T2[1, s(m+ r) + 1] = v[s(m+ r) + 1−m] = 0, we have

η1 = | { h | T2[h, s(m+ r) + 1] = Δ, 1 ≤ h ≤ �+ 1−m } |
= | { h | T2[h, s(m+ r) + 1] = Δ, 2 ≤ h ≤ �+ 1−m } |.

Now T2[h+1, j] = T2[h, j−1] (for h ≥ 1) and T2[1, j] = v[j−m], by construction
of T2. So:

η1 = | { h | T2[h, s(m+ r) + 1] = Δ, 2 ≤ h ≤ �+ 1−m } |
= | { h | T2[1, s(m+ r) + 1− (h− 1)] = Δ, 2 ≤ h ≤ �+ 1−m } |
= | { h | v[s(m + r)−m+ 2− h] = Δ, 2 ≤ h ≤ �+ 1−m } |
= | { h | v[s(m + r) + 2− h] = Δ, 2 ≤ h ≤ �+ 1 } |

Thus, to compute η1 we have to count the number of Δ’s we meet, v[s(m + r)]
to v[s(m + r) − � + 1] (i.e. from v[s(m + r)] and going back of � positions).
Let us consider the worst case, which is when � ≤ s(m + r). Passing through
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the block (0mΔr) from right to left of � positions, every m + r steps we meet
a block formed by r Δ’s and m 0’s, thus the contibute to η1 per block is by r.

Since we move only by � positions, we can meet no more than
⌊

�
m+r

⌋
blocks

and so we have η1 ≤
⌊

�
m+r

⌋
r + η′1, where η′1 are the Δ’s coming from the last

(�)m+r steps left. The first m-positions we meet doing the last (�)m+r steps are
zero, since they correspond to the last block (Δr0m), thus η′1 can be at most
(�)m+r − m and it is non-negative only if (�)m+r ≥ m. In conclusion: η1 ≤⌊

�
m+r

⌋
r +max { (�)m+r −m, 0 }.

Thanks to Lemma 4, discarding at most
⌊

�
m+r

⌋
r +max { (�)m+r −m, 0 } rows

of T2, we can remove by s-deletions T3 from T ′. The matrix that remains, T̃ , is
a submatrix of T2 not having row indeces in B which has full rank, since T2 has
full rank, adopting the singleton procedure as can be seen by Lemma 3.2 in [5].

Example 1. Let us suppose C be a cyclic code of length n, with defining set SC

satisfying the assumptions of Proposition 1 with parameters � = 7, m = 2, r = 1,
s = 5. We want to prove that for Proposition 1 the distance of the code C is at

least d ≥ 7+ 1+ 5−
⌊

7
2+1

⌋
1−max

{
(7)3+2 − 2, 0

}
= 11. Let v ∈ A(R(n, SC))

with v[1] = Δ+. The matrix T is:

Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ . . . . . .

0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ Δ Δ Δ . . . . . .

0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ Δ Δ . . . . . .

0 0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ Δ . . . . . .
0 0 0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ . . . . . .

0 0 0 0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ . . . . . .

0 0 0 0 0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ . . . . . .
0 0 0 0 0 0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ . . . . . .

0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ Δ . . . . . .

0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ . . . . . .

0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ . . . . . .
0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ . . . . . .

0 0 Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ . . . . . .

For the secondary pivot we have two possibilities: i′′ = 11 or i′′ = 12. We
show that in both cases it is possible to obtain 11 s-deletions, removing at most⌊

7
2+1

⌋
1 + max

{
(7)3+2 − 2, 0

}
= 2 rows from the matrix T .

Case 1: i′′ = 11.

Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ . . . → 1st s-deletion

0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ Δ Δ Δ . . . → 2nd s-deletion

0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ Δ Δ . . . → 8th s-deletion

0 0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ Δ . . . → REMOVED

0 0 0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ . . . → 9th s-deletion

0 0 0 0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ . . . → 10th s-deletion

0 0 0 0 0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ . . . → REMOVED

0 0 0 0 0 0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ . . . → 11th s-deletion

0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ Δ . . . → 7th s-deletion

0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ . . . → 6th s-deletion

0 0 Δ 0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ . . . → 5th s-deletion

0 0 Δ 0 0 Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ . . . → 4th s-deletion

0 0 Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ . . . → 3rd s-deletion
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Case 2: i′′ = 12.

Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ Δ+ Δ Δ Δ Δ Δ Δ Δ . . . → 1st s-deletion

0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ Δ+ Δ Δ Δ Δ Δ Δ . . . → 2nd s-deletion

0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ Δ+ Δ Δ Δ Δ Δ . . . → 8th s-deletion

0 0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ Δ+ Δ Δ Δ Δ . . . → 9th s-deletion

0 0 0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ Δ+ Δ Δ Δ . . . → REMOVED

0 0 0 0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ Δ+ Δ Δ . . . → 10th s-deletion

0 0 0 0 0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ Δ+ Δ . . . → 11th s-deletion

0 0 0 0 0 0 0 Δ+ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ Δ+ . . . → REMOVED

0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ . . . → 7th s-deletion

0 0 Δ 0 0 Δ 0 0 Δ 0 0 Δ Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ . . . → 6th s-deletion

0 0 Δ 0 0 Δ 0 0 Δ Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ . . . → 5th s-deletion

0 0 Δ 0 0 Δ Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ . . . → 4th s-deletion

0 0 Δ Δ Δ+ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ . . . → 3rd s-deletion

For Proposition 2 the proof proceeds similarly.

Proof (of Proposition 2). We can suppose:

(i) v = 0 . . . 0Δ
︸ ︷︷ ︸

�m+1

s−times
︷ ︸︸ ︷

0 . . . 0Δ
︸ ︷︷ ︸

�

. . . . . . 0 . . . 0Δ
︸ ︷︷ ︸

�

. . . ;

(ii) i′ = �m+ 1 ;
(iii) m�+ s(�) + 2 ≤ i′′ ≤ m�+ s(�) + 1 +m.

We take the rows ((n − (�m + 1) + k)n + 1)− th rows, with k = 1, . . . ,m� + �:
we take the rows with the primary pivot in first position and its shifts until the
(m�+ �− 1)−th shift:

T1=

⎛

⎜
⎜
⎜
⎜
⎜⎜
⎜
⎜
⎝

Δ+ 0 ... 0 Δ 0 ... 0 Δ 0 ... 0 Δ ... Δ+ ... ... 0 ... ... ... 0 → 1

0 Δ+ 0 ... 0 Δ 0 ... 0 Δ 0 ... 0 Δ ... Δ+ ... ... 0 ... ... ...

0 0 Δ+ 0 ... 0 Δ 0 ... 0 Δ 0 ... 0 Δ ... Δ+ ... ... 0 ... ...

0 ... 0 Δ+ 0 ... 0 Δ 0 ... 0 Δ 0 ... 0 Δ ... Δ+ ... ... ... ...

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

Δ Δ 0 ... 0 Δ+ 0 ... 0 Δ 0 ... 0 Δ 0 ... 0 Δ ... Δ+ ... ...

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

Δ ... Δ 0 ... 0 Δ+ 0 ... 0 Δ 0 ... 0 Δ 0 ... 0 Δ ... Δ+ ... → m� + �
↓ ↓
� m� + �

⎞

⎟
⎟
⎟
⎟
⎟⎟
⎟
⎟
⎠

and then we add s− 1 rows: the ((n− i′′ − (s�+ 1))n + (k + 1)�)−th rows with
k = 1, . . . , s−1, which are the rows with the secondary pivot in position (k+1)�
with k = 1, . . . , s− 1.

T2=

⎛

⎜
⎜
⎜
⎝

Δ ... Δ 0 ... 0 Δ 0 ... 0 Δ ... ... 0 ... 0 Δ ... Δ+ ... ... ... → 1

Δ ... Δ 0 ... 0 Δ ... ... 0 ... 0 Δ ... Δ+ ... ... ... ... ... ... ...

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

Δ ... Δ 0 ... 0 Δ 0 ... 0 Δ ... Δ+ ... ... ... ... ... ... ... ... ... → s − 2

Δ ... Δ 0 ... 0 Δ ... Δ+ ... ... ... ... ... ... ... ... ... ... ... ... ... → s − 1
↓ ↓ ↓ ↓
2� 3� (s − 1)� s�

⎞

⎟
⎟
⎟
⎠

And collecting together the rows of T1 and T2, the proof concludes as in case of
Proposition 1.

We summarize the results of Proposition 1 and Proposition 2 in a unique form
that constitutes the statement of bound C.
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Theorem 2 (bound C). Let C be an Fq[n, k, d] cyclic code with defining set
SC and gcd(q, n) = 1. Suppose that there are �, m, r, s ∈ N, 1 ≤ m ≤ � and
i0 ∈ { 0, . . . , n− 1 } such that gcd(n,m+ r) < m or gcd(n,m+ r) = 1. If

a) (i0 + j)n ∈ SC , ∀j = 0, . . . , �− 1,
b) (i0 + j)n ∈ SC ,

∀j = i0 + �+ r + h(m+ r), . . . , i0 + �+ r +m− 1 + h(m+ r)

∀0 ≤ h ≤ s− 1.

Then

d ≥ �+ 1 + s− r

⌊
�

m+ r

⌋
−max { (�)m+r −m, 0 } . (4)

In the particular case that for some �′ and m′, � = m′�′, m = �′ − 1, s ≥ m′ + 1
and r = 1 we also have:

d ≥ �′m′ + �′ + s−m′ − 1. (5)

5 Computational Results and Costs

As explained in Remark 1 and in Remark 2 bound C is both a generalization
of HT bound and BS bound (except when �|n) and so it is sharper and tighter.
The relation between our bound and the Roos bound is not clear: sometimes our
bound is sharper and tighter than Roos or but for other codes it is the opposite.
However, from the computed codes it appears that bound C works better than
the Roos bound in general. Although the BS bound sometimes beats the Roos
bound, in the majority of computed cases the Roos bound is better, as reported in
[5] and checked by us. Bound C is the first polynomial-time bound outperforming
the Roos bound on a significant sample of codes.
As regards computational costs, bound C requires:

– n operations for i0
– n operations for �
– n operations for m
– n operations for r
– n operations for s

and so it costs O(n5) which is slightly more than the Roos bound which needs
O(n4), in fact the latter requires at most:

– n operations for i0,
– n operations for m,
– n operations for r,
– n operations for s

while the other bounds cost less: BCH-O(n2), HT-O(n3), bound BS-O(n2.5).
We tested all cyclic codes in the following range: on F2 with 15 ≤ n ≤ 125, on
F3 with 8 ≤ n ≤ 79 and 82 ≤ n ≤ 89, on F5 with 8 ≤ n ≤ 61, on F7 with
8 ≤ n ≤ 47. We have chosen the largest ranges that we could compute in a
reasonable time.

In the following table we report the number of codes on which each bound
considered is not tight.
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Table 1. Bound tightness

F2 F3 F5 F7 total

number of codes 70488 93960 1163176 106804 1434428
BCH 11192 16376 151219 13696 182483
HT 10531 15334 139161 11093 176119
BS 10959 15545 139783 11283 177570

ROOS 10014 14583 133546 10709 168852
bound C 10306 14565 131072 9541 165484

Acknowledgments. These bounds appear in the 2010 Master’s thesis of the
first author [10], who thanks his supervisor (the second author).
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