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Preface

The present book includes extended and revised versions of a set of selected papers
from the 14th International Conference on Enterprise Information Systems (ICEIS
2013), held in Wroclaw, Poland, during June 28–July 1, 2012 and co-organized by the
Wroclaw University of Economics. The conference was sponsored by the Institute for
Systems and Technologies of Information, Control and Communication (INSTICC),
held in cooperation with the Association for Advancement of Artificial Intelligence
(AAAI), the Institute of Electronics Information and Communication Engineers (IE-
ICE), the IEICE Special Interest Group on Software Interprise Modelling (SWIM), the
Association for Computation Machinery (ACM), the ACM Special Interest Group on
Management Information Systems (SIGMIS), and the ACM Special Interest Group on
Computer Human Interaction.

The conference was organized in six simultaneous tracks: ‘‘Databases and Infor-
mation Systems Integration, Artificial Intelligence and Decision Support Systems,
Information Systems Analysis and Specification, Software Agents and Internet
Computing, Human–Computer Interaction, and Enterprise Architecture’’. The book is
based on the same structure.

ICEIS 2012 received 299 paper submissions, from 49 countries and districts on all
continents. From these, after a blind review process, only 28 were accepted as full
papers, of which 25 were selected for inclusion in this book, based on the classifi-
cations provided by the Program Committee. The selected papers reflect state-of-the-
art research work that is often oriented towards real world applications and highlights
the benefits of Information Systems and Technology for industry and services, thus
making a bridge between the academia and the enterprise worlds. These high quality
standards will be maintained and reinforced at ICEIS 2013, to be held in Angers,
France, and in future conferences.

Furthermore, ICEIS 2012 included 5 plenary keynote lectures given by Schahram
Dustdar (Vienna University of Technology, Austria), Dimitris Karagiannis (University
of Vienna, Austria), Steffen Staab (University of Koblenz-Landau, Germany), Pericles
Loucopoulos (Loughborough University, UK), and Yannis Manolopoulos (Aristotle
University, Greece). We would like to express our appreciation to all of them and in
particular, to those who took the time to contribute a paper to this book.

On behalf of the conference Organizing Committee, we would like to thank all
participants. First of all the authors, whose quality work is the essence of the con-
ference and the members of the Program Committee, who helped us with their



expertise and diligence in reviewing the papers. Also we all know, producing a
conference requires the effort of many individuals. We also wish to thank all the
members of our Organizing Committee, whose work and commitment were
invaluable.

March 2012 José Cordeiro
Leszek A. Maciaszek

Joaquim Filipe
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An Engineering Approach for the Design of Hybrid
Modelling Methods

Dimitris Karagiannis(&) and Margit Schwab

Universitaet Wien, Research Group Knowledge Engineering,
Waehringer Strasse 29, 1090 Vienna, Austria

{dk, ms}@dke.univie.ac.at

Abstract. A fast moving business environment requires flexible and open
conceptual modelling approaches for the discussion of diverse needs from the
business point of view. In the conception and design of these business needs
and resulting requirements, manifold modelling languages and methods on
different levels of the realisation process are available. Despite their number,
flexibility in this paper is referred to the exchange of ‘building blocks’ of
modelling frameworks and the composition of hybrid modelling methods. That
this claim for flexibility does neither affect efficiency nor goes at the account of
a sound conception of the hybrid modelling method, a deliberate procedure
comprising different steps is required. We call this procedure conceptualisa-
tion. At the end of this procedure an implementation on a meta-modelling
platform is performed and the result of the conceptualisation process is a
‘deployable tool’. Furthermore we imply the hybrid modelling method is of a
graphical, semi-formal kind and based on a meta-modelling approach. The
conceptualisation is a platform dependent activity. In the paper at hand the
meta-modelling platform ADOxx

�
is used.

Keywords: Meta-model � Modelling language � Hybrid modelling � Adoxx
� �

Meta-modelling platform � Method engineering

1 Introduction

In the disciplines of informatics and business informatics models form in many cases
the methodological basis, but represent in particular the connection to reality.
Depending on the scenario underlying the model construction some of the situations
that are described in form of models are known. In a diversity of ‘developing situa-
tions’ the design of models is required because reality itself does not yet exist [9]. In
both cases a deliberate consideration of the described concepts as well as expected
behaviour is insofar of essential relevance. Aligned to these considerations and
resulting requirements the modelling language intended to be used for the model
construction must offer an appropriate set of expressions and incorporate topic related
concinnity. The more expressive the modelling language is the more detailed infor-
mation can be modelled. The better the abstraction of generic modelling concepts
succeeds the more expressive is the language.

J. Cordeiro et al. (Eds.): ICEIS 2012, LNBIP 141, pp. 3–17, 2013.
DOI: 10.1007/978-3-642-40654-6_1,
� Springer-Verlag Berlin Heidelberg 2013



Based on the initial requirements the different modelling methods are developed
for a specific domain and for a particular purpose. In a ‘reuse scenario’ of the mod-
elling language where the application scenario respectively the purpose of the models
vary, not all of the modelling concepts the language offers, may be meaningful for or
meet the needs of ‘the new scenario’. This is even true for basically generically held
modelling languages. A surplus of modelling concepts is certainly a negligible
‘annoyance’, if there are too little or semantically different modelling concepts as
required, then this is graver. The development of a new modelling language could
solve this issue. Another scenario is that the missing concepts can be regained in
another modelling language respectively modelling method. In such a case a new
development might not seem feasible, e.g. too laborious, but the composition of a
‘user-need-specific’ modelling method is a tempting approach. This is due to several
reasons for example the availability of established modelling concepts with an already
clear recognition and clear in their semantic interpretation, an explicit usage scenario
with an already determined high level aggregated versus micro-flow knowledge
representation, an already solved solution approach for a certain problem, and once
established – the alignment to the existing knowledge base, eventually existing
implementation examples in form of tools, etc.

In the paper we speak of hybrid modelling for describing the process of creation of
such a ‘user-need-specific’ modelling method. We assume an actual modelling need
and therefore discuss this process from the angle of ‘implementation entailing prep-
aration steps’, i.e. the conceptualisation. We will highlight the fundamental integra-
tion problems of this undertaking and discuss them from a meta-model point of view,
from syntactical, structural and semantic heterogeneity. We use the meta-modelling
framework of Karagiannis/Kühn for the definition and distinction of the different parts
of a modelling method [5].

The paper is organized as follows. Section 2 is devoted to explications on hybrid
modelling and resulting integration challenges. Section 3 describes the actual proce-
dure for hybrid modelling in form of a conceptualisation life cycle. Section 4 con-
cludes the paper and gives an outlook on further research questions to be addressed.

2 Hybrid Modelling

The topic of hybrid modelling is predominantly related to two major disciplines –
conceptual and enterprise modelling. In the informatics domain conceptual modelling
has first emerged for the description and design of databases in form of semantic data
models, of programming languages in form of object-orientation and for example
UML and of artificial intelligence, AI in form of knowledge representation, e.g.
description logics [2, p. 4]. The development of conceptual modelling shows that it
was at its beginning a sole computer science topic but got increasingly adopted in
enterprise modelling at this stage. In enterprise modelling scenarios the angle on
information that is represented in form of models is more related to business and
management needs and adds in particular the ‘process perspective’ [11]. In both
strands distinct modelling languages offering appropriate modelling concepts have
been developed for expressing the specific requirements of the different domain.
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Traditionally conceptual modelling languages are rather data-structure-oriented, a
property that represents the major difference in contrast to enterprise modelling. In
enterprise modelling the need is to represent business processes and the way how to
process content from a business logic view in form of models. This need requires other
modelling concepts [4, pp. 12–20].

An increasingly powerful IT-support enables gradually more comprehensive and
complex modelling approaches. In order to facilitate the business needs with flexible
and deliberate IT-solutions modelling frameworks tend to offer a vertical integration
of different ‘conceptional’ levels, i.e. from a high level strategic goal definition to the
actual micro flow representation within a specific IT system. Hand in hand with these
comprehensive approaches goes that the actual ‘end user’ of these modelling
frameworks must show comprehensive knowledge about the ‘intended use’ of these
frameworks also. Still, in most cases the offered modelling frameworks provide a
certain direction with the supported application scenarios, e.g. process versus actor-
goal oriented modelling approaches. We claim that due to diverse business require-
ments in a fast moving environment amplified flexibility and open modelling
approaches in form of a ‘modular construction system’ are of need – the hybrid
modelling approach.

Despite, the meaning of hybrid defined in the Oxford English Dictionary as ‘‘[…]
anything derived from heterogeneous sources, or composed of different or incon-
gruous elements; in Philol. a compound formed of elements belonging to different
languages […]’’ the resulting hybrid modelling method must fulfil certain formalisms
[10].

The first requirement is that the result of hybrid modelling is a modelling method
that falls in the category of a graphical semi-formal modelling method based on a
meta-modelling approach. This output-related requirement already claims certain
formalisms regarding the composition and structure of the modelling method.

A second requirement is that the hybrid modelling method is implemented and
offered in form of a modelling tool. The implementation itself uses the programming
language/s as formalism/s. The better the resulting hybrid modelling method is con-
ceptually composed, the smoother the transformation of the concepts to the codes can
be done. The requirement of an implementation is based on the conviction that an
efficient modelling support can only be guaranteed by a modelling tool. Hand in hand
with this persuasion goes the assertion that the user requires a structured procedure for
creating models that are ‘machine-processable’, e.g. for corresponding evaluation
algorithms. In the latter case we do not focus on the creation of executable code from
the conceptual model.

Adopting modelling concepts from different modelling frameworks entails several
challenges on different levels regarding their integration. For all further explanations
the focus is on the metamodel of language levels as depicted in Fig. 1. The classifi-
cation is according to Karagiannis/Kühn [5, p. 453].

Although, the aimed structure shows a metamodel formalism, the different
‘building blocks’ can be of different formalisms, e.g. logic-based formal grammar.
Furthermore they can exhibit diverse abstraction levels. On a metamodel level this
brings along the following states in a way that metamodels vary

An Engineering Approach for the Design of Hybrid Modelling Methods 5



• Vertically, showing different levels of detail;
• Horizontally, the modelling concepts are on the same abstraction level but describe

different aspects;
• In both ways.

One of the most essential parts in hybrid modelling is the integration of the
modelling concepts and the translation from dissimilar formalism on the metamodel
level. As on the metamodel level not at least as modelling language inherent con-
straints are determined in this integration, e.g. which association connects which
modelling elements. The intricacies of a modelling method are rather found on the
abstract syntax and semantic parts that also come along with the expressiveness and
dynamics of the notation. This implies that the integration on a metamodel level is
insufficient.

Though, the structure and constraints of a modelling language are often in focus, a
modelling method provides further concepts apart from its modelling language. At
first extent the ‘functionality’ a modelling method offers is not obvious but it becomes
effective once implemented ‘as a piece of software’. In this context we would like to
stress mechanisms and algorithms. These are characterised by the fact that they
express a form of dynamic behaviour of the modelling method and become applicable
in the composition of the actual ‘end user models’ as instances created by means of
the modelling method. Assuming that an algorithm is part of the hybrid modelling
method, it requires an appropriate ‘translation’ of its general behaviour and semantic
behaviour to the new modelling method, e.g. attributes containing input values.

For all the adopted parts and pieces apply that they were initially designed from a
particular angle, the one of the initial method developer, in order to convey particular
semantics and demand a particular handling in their effective use. Assuming the
hybrid modelling approach does not mean a reuse of existing concepts for a further
development, the initial meaning needs to be taken into account in essential accuracy.

Fig. 1. Focus on the Meta-Model of Language Levels [5].
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3 The Conceptualisation Life Cycle for Hybrid Modelling

In the process of hybrid modelling, we identify three basic phases. These are the
creation phase, the design phase and the compilation phase and form together the
conceptualisation life cycle that is shown in Fig. 2. The first phase is related to the
application scenario and the need of the user and refers basically to the selection
process the user performs for identifying the existing modelling concepts within the
hybrid method. The second phase is related to preparatory steps for the implemen-
tation. The most essential task is the determination of the meta-modelling platform.

The design phase cannot be done without knowing the target platform. We will
concentrate on describing the tasks of that phase in the sequel. The compilation phase
relates to the creation of the modelling tool. Depending on the deployment strategy
different solutions are conceivable, e.g. standalone with web-access, mobile app, etc.

3.1 The Creation Phase

At the starting point of this phase the actual application scenario for which models
should be created, must be clear. Based on this need the different building blocks for
the hybrid modelling method can be determined. The detailed study and analysis of
the selected building blocks goes hand in hand with this determination. The actual
integration of the selected parts is understood as ‘a merge’ of existing concepts. The
result of the creation phase is a detailed picture of the available hybrid modelling
concepts and their dependencies, required mechanisms and algorithms including
eventual requirements with regards to ‘model processing’ on an instance level, like
user triggered data actualisations, report generation, dynamic visualisations. The
detailed picture needs to be described in a way that the actual intended usage of the
modelling concepts can be understandable. Depending on the maturity of the under-
lying building blocks the description can be of formal but also informal kind or can for
example include the definition of a consistent meta-model of the hybrid modelling
method on a sole conceptual level. The more concrete the description in the creation
phase is, the easier is the engineering work within the subsequent design phase and the
more aligned to the initial purpose of the hybrid modelling undertaking the resulting

Fig. 2. Conceptualisation Life Cycle for Hybrid Modelling.
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method will be. Independent of the level of formalism in the creation of a hybrid
modelling method the three major parts must be addressed:

• Modelling language including syntax, semantics and notation,
• Mechanisms and algorithms and
• Modelling procedure comprising the actual usage of the modelling language as

intended by the ‘hybrid modelling method developer’, i.e. method engineer.

Several challenges regarding transformation and integration emerge from bringing
the different building blocks on a consistent level. From the angle of the method
engineer this integration task is easier if the selected method and the selected platform
provide the same concepts, e.g. a meta-modelling-approach.

Meta-models are not able to express all syntactical rules that have to be taken into
account when creating a valid instance model that is conform to the defined modelling
language [7, p. 68]. For this reason a detailed description of the three parts of a
modelling language - the syntax, the semantic and notation - is of need. On this
detailed level design decisions are required. These can be necessary due to the fol-
lowing points:

• Syntactical heterogeneity, which represent the difference in formats intended for the
serialization of metamodels.

• Structural heterogeneity:

– Representational heterogeneity: metamodels are represented using different
metamodelling languages, each of them showing difference in its expressive
power of available modelling primitives (classes, attributes, …);

– Schematic heterogeneity: equal concepts are modelled either with different
modelling primitives or with different number of primitives.

• Semantic heterogeneity, which represents differences in the meaning of the con-
sidered metamodel concepts.

Last but not least the ‘look and feel’ in the notations requires integration. Though
it may seem the lesser part, for the untrained addressee with regards to the handling
and reading of diagrammatic models, colour is for example an important distinction
element to keep the available shapes and as a consequence their meaning apart. A
consistent notation is a design decision from the usability point of view.

Depending on the design decisions made in the modelling language part of the
hybrid modelling method, the parts ‘mechanisms and algorithms’ and the ‘modelling
procedure’ part must be aligned.

3.2 The Design Phase

In the design phase the preconditions for the later implementation respectively cus-
tomisation phase are elaborated. Depending on the ‘degree of maturity’, i.e. how many
and well elaborated modelling concepts it offers, underlying formal definition, etc. of
a given modelling method the design phase is more or less extensive.
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The prerequisites for starting this phase are on the one hand the input from the
creation phase and on the other hand the platform the hybrid modelling method is
realised on. The hybrid modelling method at this stage is in a status in the range from
‘the raw script’ to ‘ready-to-use’ in its theoretical description and explains the method
from a ‘‘business logic’’ point of view depending on the underlying domain. The meta-
modelling platform, in this case ADOxx

�
adds the ‘technical’ point of view. The entire

conceptualisation process cannot be done if the platform is not determined. The design
phase of the conceptualisation life cycle shows two elementary results: a conceptu-
alisation meta-model and an implementation meta-model.

3.2.1 The Meta-Models
The metamodel term in this paper is understood as the description model of a
language, i.e. the modelling language. The metamodel comprises in itself a particular
structure in form of rules and constraints how the modelling concepts are intended to
be combined by the initial method developer. The metamodel is thus the grammar of
the modelling language [12].

In contrast to the pure language metamodel there are the – in general generically
held – concepts of the meta-modelling platform, so the meta2model, i.e. level 3 of the
graphic in Fig. 1. The particular challenge now is to map the language metamodel to
the ‘generic’ platform concepts. We state that this is a critical task and the better this
alignment succeeds the better the applicability and the more flexible the handling of
the object language will be at the later stage.

Assuming a top-down approach a comprehensive analysis of the to-be-imple-
mented modelling concepts is the first step and includes the identification of hybrid
modelling method inherent dependencies and constraints. If a pure language meta-
model is lacking, it is likely that the actual ‘immediate’ mapping of the modelling
concepts including their dependencies respectively constraints gives a different result
within the conceptualisation life cycle. The reason for this is, that ‘hierarchy of
modelling concepts’ with regards to the platform metamodel can be different than
from a sole ‘business logic’ point of view.

In any case the representation of the language metamodel in the platform meta-
model requires design decisions. These are not necessarily due to an inaccurate
description or specification of the hybrid language metamodel but related to the fact
that some questions arise the first time in the preparation of its implementation. These
questions are triggered by a combination of the structure of the platform and the later
usability of the method. A typical example of such ‘gaps’ are the description of
associations and the constraints they impose. As a popular description language for
metamodels works the UML class diagram and although the cardinalities for the
classes representing modelling concepts are frequently indicated, time and again the
dependencies introduced due to for example inheritance assumptions are paid little
attention. For the implementation the level where association-related constraints
become effective are important. If the language metamodel is not expressive enough
and if the method developer does not give any further information, only the analysis of
eventually existing example models show the actual use of the respective modelling
concepts including ‘theoretically’ integrated modelling constraints. Therefore inher-
itance and hierarchical concepts of both the language and the platform metamodel
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represent a source of additional design decisions due to the aimed implementation.
There are further sources that are addressed in the sequel by means of the metamodel
in a specific platform, i.e. the ADOxx

�
platform meta2model [3, 7].1

Although, the analysis of the language and the platform metamodels gives
information about the hybrid modelling method inherent dependencies and con-
straints, the actual parts of the hybrid modelling language require further attention.
The conceptualisation of the notation and semantic part and from them an alignment
of the syntax part, grants to the modelling language increased expressiveness and
flexible handling with regards to conveying intricacies of information. Therefore the
conceptualisation of the language meta-model is only part of the rent.

3.2.2 Notation, Syntax and Semantic
The structure of a graphical, semi-formal hybrid modelling method consists of three
parts, the notation, the syntax and the semantic.

The Notation: The notation describes the graphical representation of the elements
of the modelling language. Although the notation is very often seen as the least
important part, it is a very obvious aspect as it is visualised. So, if for example the
notation is not specified detailed enough, different interpretations depending on the
method engineer’s perception and design of the modelling concept are possible. This
has for example happened in case of the i* modelling method. Fig. 3 shows a selection
of two modelling concepts originating from the i* modelling method. Interestingly the
shape of the ‘Actor’ modelling concept is rather consistent whereas the shape of the
‘Softgoal’ modelling concept is difficult to reach [13, 15].

For the definition of the notation for a hybrid modelling method a similar situation
is conceivable. The following combinations are likely, either there are

• More than one modelling classes for the same modelling concept providing dif-
ferent notations;

• Modelling concepts where the notation part has not yet been defined.

In both cases a design decision is required how to proceed for the hybrid mod-
elling method. This design decision is again ideally done by the ‘hybrid modelling
language developer’ in the creation phase already.

Summarising the said, the behaviour of the different classes with regards to their
graphical representation is determined when specifying the notation of the hybrid
modelling language. The notation is moreover related with the semantics and the
syntax in a way that the graphical representation is determined by a specific attribute

1 ADOxx
�

is the metamodelling platform that is used by the Research Group Knowledge
Engineering of the University of Vienna for their research on metamodels, metamodelling and
model languages. It is an extensible, repository-based platform, offers a three-step modelling
hierarchy and is based on a rich meta-model. ADOxx

�
is a ‘development’ platform for modelling

languages which are founded on a metamodel approach. Karagiannis, D.; Visic, N. (2011): ‘‘Next
Generation of Modelling Platforms’’. In: Grabis, J.; Kirikova, M. (eds.): Perspectives in Business
Informatics Research, Vol. 90, pages 19–28, Springer Berlin Heidelberg. Furthermore the projects
of the Open Models Initiative are realised on this platform (http://www.openmodels.at).
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value. The attribute value is part of the semantic whereas the attribute itself is part of
the syntax.

The Semantic: The semantics describe the meaning of the modelling concepts of a
modelling language, i.e. contrasting the objects in reality and which are to be mapped
in the model and how the language elements have to be interpreted. The semantics are
also expressed in the values the attributes defined in the syntax part can adopt. The
graphical representation of the respective modelling concept eventually underlines the
semantics. In the conceptualisation of a hybrid modelling method a clear delineation
of the semantics of modelling concepts is of need. For a better explanation the dis-
cussion should be done by means of an example.

The hybrid modelling method should contain modelling concepts of the i* method
and of a business process modelling method, BPMS. Although the integration of parts
of these two modelling languages is rather conceivable on a vertical level due to the
general purpose of the modelling methods, some modelling concepts require special
attention. In the i* modelling method the ‘view’ of a strategic dependency model
contains the modelling concepts of Actor, Agent, Role, Position, Dependency Link,
Association Link and the ‘intentional elements’. In the BPMS method there is the
model type working environment model containing the modelling concepts of
Organisational Unit, Performer, Role, Position, Is subordinated, Belongs to, Has role,
Is manager and Has position. Selected elements of both modelling methods are given
in Fig. 4.

Even if one would integrate the strategic dependency model and from the BPMS
method the model type business process model, so sets of modelling concepts with
different predetermined purposes, in the business process model consideration the
Role and or Performer is a central element for the specification on which level
respectively skill level the activities within the business process should be processed.

Fig. 3. Examples of Different Notations for the Same Modelling Concept.
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In order to determine if for example the Role in the i* modelling method can be reused
for the business process models the assigned semantic from the description and usage
interpretation of the modelling concepts is of need.

What can be learnt from Fig. 4 is that those elements that show similarities require
a clear interpretation for avoiding a ‘muddling through’ of the modelling concepts in
their actual use on an object level.

The Syntax: The syntax describes the dependencies and constraints in between the
modelling concepts and is furthermore represented in the description of the properties
of these in form of attributes. Almost every modelling concept offers a ‘name’
attribute. Other attributes are used for a comprehensive description of the domain and
application scenario the modelling method is used for. An integration of attributes of
semantically identical modelling concepts of two different modelling methods will
rather be the creation of the ‘common multiple’. In the modelling concept of a Role in
the i* method only the attribute ‘name’ was defined; in the Role of the BPMS method
besides the ‘name’ attribute seventeen further attributes are defined for a compre-
hensive description of the modelling concept. Moreover three of them trigger by
means of predefined values a change of the graphical notation [1].

The detailed steps of the design phase of the conceptualisation life cycle for hybrid
modelling are discussed by Xu et al. using modelling concepts of i* and UML to
merge them to Active i*. The Active i* modelling method is a representative example
that has emerged from hybrid modelling [14].

3.2.3 Mechanisms and Algorithms
The conceptualisation of the hybrid modelling language was only described for the
language part so far. The underlying modelling framework of Karagiannis/Kühn
requires the modelling procedure and algorithms and mechanisms as integrated
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modelling method parts. The modelling procedure becomes manifest in the
composition of the hybrid modelling language, e.g. the definition of model types
and an accompanying instruction manual for example in form of language-specific
modelling guidelines. The mechanisms and algorithms are of different kind as they
usually represent extensions of the modelling language respectively of the usage
scenario of the modelling language. In this understanding the mechanisms and
algorithms necessitate consideration regarding parameters which form their input and
a consideration in which way they are realised in the modelling language, e.g. which
attribute of what attribute type contains values required for a composition algorithm.
Furthermore we learn from the modelling framework of Karagiannis/Kühn that three
different mechanisms and algorithms are distinguished by the criterion if they are
specific for the modelling technique or if they are generic, e.g. breadth-first-search
algorithm. If the algorithms work with the modelling concepts of the hybrid modelling
language, it has to be defined if the algorithms require an alignment of the syntax and
related semantics parts, e.g. in form of additional attribute values to gather input
values or to capture calculation results from algorithms. Further examples where
algorithms affect directly the modelling concepts are if constraints are triggered by
means of algorithms, e.g. in form of the verification of modelling scenarios,
cardinality checks. The design of such functionality-related algorithms is essential for
the ‘smooth and easy going’ use of the implemented hybrid modelling method and is
of high significance within the conceptualisation life cycle.

The fact that the platform itself offers general predefined functionality, e.g. report
generation or ‘only’ interfaces where additional functionality can be integrated in the
general language composition forms another aspect in the conceptualisation of
mechanisms and algorithms. Conceptualisation tasks for predefined functionality are
different as it is rather a configuration than actual code design that is required for
language specific algorithms.

3.3 The Compilation Phase

The compilation phase is the last of the conceptualisation life cycle. In this phase it
has to be decided in which way the realised hybrid modelling method should be
offered to the end user. Depending on the scope and how comprehensive the method is
in its composition some deployment alternatives are preferable to others, e.g. the
deployment in form of a modelling app. The deployment variant also determines how
the hybrid modelling method is intended to be used. The composition by the use of a
terminal server and by means of a web-interface allows from the end user point of
view quick access without taking care of any further installation routines. Furthermore
the hybrid modelling method is more easily available for a bigger community. The
deployment of the hybrid modelling method as an independent distributable unit, e.g.
standalone version, is another option. Which deployment variant is meaningful
depends on the actual ‘business model’ for the hybrid modelling method and repre-
sents the last design decision. In the compilation phase the actual realisation of the
elaborated hybrid modelling is performed. We call this task customising as it is
performed on an existing meta-modelling platform.
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3.3.1 Platform Specifics
Depending on platform internal procedures, the actual sequence of implementation
steps is predetermined. In order to allow defining the respective conceptualised parts,
the provision of appropriate formalisms, e.g. programming or scripting languages, is
required. These formalisms provide the actual support to codify the specifications and
are either platform-specific, e.g. AdoScript for ADOxx

�
or rather generic like for

example Java. ADOxx
�

offers integrated dialogs for the realisation of the
conceptualised metamodel, the syntax creation in form of attributes and the design
of the notation. Each dialog encapsulates specific functionality for achieving the
expected result. For the mechanisms and algorithms ‘message ports’ are offered for a
seamless integration. Depending on how specific the mechanisms and algorithms for
the modelling technique are, not all implementation steps require actual coding. Some
steps are solely configurations of generic platform functionality according to the
hybrid modelling language needs, for example mechanisms for the notebook structure,
predefining queries, print layouts or embedment of new menu buttons for launching
algorithms and are therefore classified as ‘customising’ steps. The different nested
formalisms guide the actual realisation on the platform and are prerequisite for a well-
rounded, easy to handle modelling method.

3.3.2 Customising
The actual implementation belongs to the compilation phase of the conceptualisation
life cycle.

In the ADOxx
�

meta2model the central element is the ‘library’ that works as a
container to which all formalisms and constructs of one of its instances, i.e. the
modelling language metamodel are assigned to. The first step is the set-up of the
platform-conceptualised metamodel of the modelling language. In this task, the
ADOxx

�
meta2model distinguishes between classes and relation classes. For relation

classes at least two endpoints need to be defined and these are basically the specifi-
cation from which modelling class to which modelling class the association is allowed
to be drawn.

Once the basic ‘skeleton’ of the modelling language is given, the immediate next
step would be the definition of the syntax. The modelling classes as well as relation
classes have different attributes that are from predefined attribute types. For the
platform the commonly known attribute types like integer, double, string, enumera-
tion, etc. are defined. For the platform conceptualisation a distinction between class
attributes and instance attributes is made. The difference between these two lies in the
values the attribute can adopt. Class attributes are context neutral and not to be filled
by the end user or modeller using the method once implemented. Instance attributes
are context dependent and will be used by the modeller to capture data and convey
certain information [8, p. 100].

In ADOxx
�

the concept ‘notebooks’, i.e. the dialog structure is defined by a
number of attributes. ‘Notebooks’ need to be specified for those modelling and
relation classes where attributes have been defined whilst the syntax realisation. In the
ATTREP dialog of the platform, the attributes are summarised in chapters and sub-
groups. Theses structural elements influence the display of the attributes for the ‘end
user’ of the modelling method.
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A further concept of the meta2model platform shows, though on another level but
most essential for the use of the modelling method, the structural element ‘model
types’. A model type is a classification element for the available modelling concepts
of a modelling method. For the end user model types are ‘a predefined set’ of mod-
elling and relation classes that specify the purpose of a model. The concept of model
types is similar to the ‘diagram types’ classification within the UML modelling lan-
guage. The definition, which elements are within a model type and which are not, is
sometimes difficult and can best be answered by ‘observing’ the actual use of mod-
elling concepts, i.e. by means of the created models. The source of difficulties is
actually if a model is created by means of a particular model type and the further
development of that same model, i.e. same instance, should be done by modelling
classes that are assigned to a different model type. Such a ‘model development’
procedure is related to the modelling procedure part but influences the implementation
at this stage. A solution for avoiding such handling constraints is either to foresee the
same modelling concepts in more than one model type or to work with ‘view mode’
concepts. The platform specifies in this context the ‘Mode’ concept.

The last part of the modelling language, the notation part is realised in the
GRAPHREP dialog of the ADOxx

�
platform for the modelling and relation classes.

As discussed, the notation can show static and dynamic parts whereas in this context
the conceptualisation goes as far as to the description of the ‘behaviour’ of the
notation, e.g. change of graphical representation if a certain condition is fulfilled. In
the actual realisation it has to be determined if such a dynamic part is realised by the
notation-specific formalism or if it is more efficient when realising it by means of a
language-specific algorithm and hence a different formalism.

The actual coding of modelling technique-related algorithms forms together with
the configuration of mechanisms the last customising part of a hybrid modelling
method realisation.

Subsequently the compilation of the hybrid modelling method to a modelling tool
winds-up conceptualisation life cycle.

4 Conclusions and Future Work

In the paper at hand it has been discussed that the design and conceptualisation of
hybrid modelling methods require a number of steps where deliberate design decisions
are of need. The conceptualisation is a prerequisite for an implementation in form of a
‘self-contained modelling tool’. In order to structure the different steps that are
required for achieving this goal, a conceptualisation life cycle is suggested. Each of
the single phases of the cycle shows a particular focus and contains parts where due to
additional parameters provided by the platform a further design is of need. As the
platform the hybrid modelling method is supposed to be realised on, provides func-
tionality and structures which have not been relevant during the development phase of
the hybrid modelling method ‘on paper’ more design decisions given by the platform
logics are necessary.
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Further work is required for integrating formalisms to describe language-specific
algorithms apart from pseudo code which we consider as insufficient, providing
mechanisms for reusability of concepts and transformations on a meta-model level.
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Abstract. The field of Requirements Engineering is arguably one of the most
sensitive areas in the development of not only software but more importantly in
the development of systems and organisational structures and processes sup-
ported by such systems. As service systems play an increasingly important role
in today’s economy, the ability of software to respond to emergent real-world
contexts becomes a key-enabling factor to developing new and unpredictable
business models. This paper, which is partly based on the keynote lecture given
by the author at ICEIS 2012, considers the field of emerged enterprise appli-
cation software and critically examines the applicability of the methodology
factors underpinning much of the practice in Requirements Engineering, to
such systems.
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1 Introduction

The last decade has witnessed the rising significance of services in world economies
[1] to the extent that in some countries services account for over 65 % of their GDP.
According to Eurostat ‘‘an essential source of innovation, knowledge-intensive ser-
vices (KIS) and even more so, high-tech KIS, are often seen as major engines of
growth in modern economies.’’ In particular, ‘‘the value added by the EU’s high-tech
KIS sector increased at an average annual growth rate of 6.6 % between 2000 and
2005’’. Although high-tech KIS comprise more than just software, it is fundamentally
software that provides the necessary added value to these systems. Therefore, the
effective and efficient development of such systems can have a major impact on the
economic value of KIS.

The aim for this paper is to examine the role of Requirements Engineering (RE) in
contemporary software development in the context of emergent application software.
Emergent application software is regarded as a key component in the service industry
of tomorrow [2]. Some key challenges outlined in [2] include:
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• Providing dynamically adaptable services for new innovative business models from
different service providers.

• Adaptable services to be compliant with Service Level Agreements (SLAs). In
general dealing with non-functional requirements (NFRs) such as quality of service,
security and privacy.

• Extending cloud computing to allow for semantically connecting software services
across enterprise domains.

• Lining existing services efficiently towards new business processes.
• Dealing with evolvable and adaptable requirements and in general dealing with
these at the user side.

In examining the role of RE in this changing landscape of software development and
infrastructure systems it is worth looking at the contribution of RE to date. The past
40 years or so have witnessed the emergence of a variety of techniques for helping
capture, represent, share, analyze, negotiate, and prioritize requirements. This is
evidenced by the volume and impact of a plethora of requirements-related papers
published in related journals and conferences [3]. At the same time the practical nature
of RE has meant that some of this research has influenced the practice primarily in
areas such as business and system modeling [4]. At the same time we have witnessed a
number of initiatives that attempt to support the RE lifecycle, initiatives such as risk-
driven methodologies [5], requirements tracing [6, 7], model re-use [8], use of sce-
narios [9], use of visualization [10], use of business rules [11, 12], enterprise modeling
[13] and goal modeling [14, 15] to name but a few.

A recent study of practices [16] and workshops involving both academics and
practitioners, the results of which were reported in [17, 18], revealed four challenges:
(i) the intertwining of requirements and contexts, (ii) the continuing evolution of
requirements, (iii) the influence of architectural considerations and (iv) coping with
complexity. These challenges apply across the spectrum of application domains as
well as across different development paradigms.

There is a realization that, as Software Engineering (SE) capabilities have grown,
so have aspirations and expectations for future systems and these largely outstrip
capabilities. Brooks’ [19] statement more than 30 years ago, that ‘‘the complexity of
software is an essential property, not an accident one’’ remains true to this day [20]. It
could be argued that there is a whole set of new advanced design requirements [17]
that demand now more than ever close attention to the effectiveness of the SE process.
The field’s focus and scope has shifted from engineering of individual systems and
components towards the generation, adaptation and maintenance of software-intensive
ecosystems consisting of software, hardware, human and organizational agents,
business processes and more. Such software ecosystems require attention in three
areas namely those of design and evolution, orchestration and control and monitoring
and assessment [21].

This paper examines the traditional approach to RE and argues that the prescriptive
way of using maps of the development process is not valid for software that needs to
exhibit emergent properties (Sect. 2). The need to be adopt a user-driven approach for
deliberating requirements for emergent software is considered in Sect. 3. Section 4
argues that an intention-driven approach provides the necessary abstraction and
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flexibility that is required during the development and evolution of emergent software.
The paper concludes in Sect. 5 with a reflection on different modeling dimensions that
would support a development paradigm for emergent application software.

2 RE in the Context of Emergent System Development

The demand for emergent application software is due to the realization that software
needs to adapt itself dynamically to support the ever-changing requirements of mar-
kets and enterprises. Enterprises making use of such software would explore this type
of software to develop new business models that were not originally planned.
Emergent application software is characterized by the combination of service com-
ponents from a variety of providers in a dynamic and flexible manner. Let us examine
the role of RE in attempting to design such systems. Is the traditional approach of
using ‘‘maps of designs’’ (i.e. methods that follow a prescribed route from problem to
solution) appropriate?

Developing emergent software falls in the category of design problems often
referred to as ill-defined problems, or as Rittel and Webber called them ‘‘wicked
problems’’ [22]. They demand that designers not only keep in pace with the tech-
nology’s potential, but that they take business goals, social and human factors into
account as well. In such a context, problem setting is no more a trivial activity. On the
contrary, problem setting is, in a large part, intertwined with problem solving [23]. In
ill-defined problems, defining the problem amounts to a large extent to solving it. Ill-
defined problems are usually hard to solve because their definition, and not only their
solution, is difficult. Usually there is no single definition, and subsequently no any
single solution to be found. Ill-defined problems cannot be optimized; they can only be
satisficed.

This point was argued by Fred Brooks in his talk at the workshop in ‘‘Design
Requirements’’ [17], as follows: ‘‘A point I want to emphasize in the requirements
process is we do not usually know what the goal is. I will assert that this is a deep fact
of reality that is ignored in much of the literature about requirements. We do not know
what we are trying to build. The hardest part of most designers of complex systems is
not knowing how to design it, but what it is you are trying to design. When we talk
about eliciting requirements, we are talking about deciding what it is we are trying to
design’’. In other words the development tree emerges as we progress through
designing and the development tree is not about decisions but about designs [20].

The traditional approach to designing is that of ‘design by drawing’. In other
words, an artifact is represented in terms of expressions of mental models. For
example, a design drawing in the case of the architect may be the design of a building;
or in the case of an information systems designer, the collection of conceptual
schemata representing the form of the information system. This is an approach that
concentrates entirely on the artifact itself. It attempts to visualize the end product prior
to its implementation. However, a major disadvantage with this approach is that it
ignores completely those issues that cannot be visualized, for example, social issues,
issues of value conflict, etc. It is only by making the process open to inspection and
critical evaluation that it is possible to model and therefore reason about such issues.
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The expressions of mental models (the product of the design process) concerning
the artifact are normally considered within a framework that maps the design process.
These maps, expressed as different design activities, are advocated by method engi-
neers as a way of planning the designer’s work. On examination of these maps, it
becomes obvious that rather than considering a description of the process, the maps
are really a description of the products. A design map, let us take as an example the
steps in a structured method, tells us what the designer should consider (e.g., data
flows, stores, modules etc.) and what they should produce (e.g., a set of hierarchically
organized structure charts) rather than how a designer actually works.

Design maps tend to be general and prescriptive and they are an attempt of method
engineers to provide some ordering in the actions of the designer. In fact there is little
evidence that design maps bear any resemblance to the way designers work. Although
the field of Information Systems is rather poor in empirical work in this area, there is
fortunately a considerable wealth of material from other disciplines that demonstrate
that maps fail because problem analysis and problem solution are more closely knitted
than usually thought, and this is what makes a problem ill-defined.

For example, Lawson [24] observed the design processes followed by different
groups of people concluding that there was no generic pattern that was followed and
much was dependent on the culture and background of the different groups. Similarly,
Eastman [25] recorded the workings of experienced designers. The protocols revealed
how the designers explored the problem as well as their attempts to a solution con-
cluding that many requirements were not thought out in the abstract nor were they
defined in advance of searching for solutions but rather they were discovered as a
result of experimenting with different solutions.

One of their characteristics of ill-defined problems is that they have no definite
formulation. Formulating them amounts, to a great deal, to solving them.

What are the implications of this? Mainly a realization that designing does not
proceed in a well founded route from problem setting to problem solving but there is a
continuous interaction between the two. This can be seen in a more appropriate model
of the design process, that of ‘generator-conjecture- analysis’ [26] which postulates
that designers first define what might be an important aspect of the problem, then they
develop a tentative design on the basis of this and they subsequently examine it to see
what else can be discovered about the problem. Analysis guides design and design
guides analysis -and all in an effort to gain an understanding of the problem, of the
situation at hand. In this ‘trade off’’ situation, models and modelling play a crucial
role. Models are not just outputs of the process but also inputs to the thought process.

Whilst the discussion thus far has focused on the process of development one has
to be cognizant of the changes that are taking part partly driven by technology and
partly by business and economic factors. Table 1 compares and contrasts some of the
key differences between traditional and contemporary development settings.

Traditionally development of software-intensive systems assumed a reasonably
stable business environment. Rapid market changes such as electronic commerce,
deregulation, mergers, globalisation and increased competition have led to a business
environment that is constantly and rapidly evolving.
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This leads to the demands for exploiting information systems technologies not just
for supporting business processes but also and perhaps more crucially in enabling
organisations to transform their businesses.

This implies that nowadays there is less emphasis in carefully aligning a system to
the business and instead seeking to innovate through the use of technology.

Whilst the properties of systems were traditionally predictable, there is a reali-
zation that systems need to adapt to their environment. This desire for systems with
emergent properties raises issues with respect to requirements evolution, requirements
tracing and requirements quality.

This uncertainty at the outset leads one to conclude that the decision-oriented
approach i.e. one that has a pre-determined set of development actions is not appli-
cable and a more design-oriented approach is required, an approach that affords,
experimentation and re-work.

Finally, the user is nowadays an integral part of a system and is no longer a mere
observer. This in turn raises demands for user-driven paradigms that enable users to
define, design and review potential solutions.

3 RE for Emergent Software Services

As introduced already in Sect. 2, emergent application software is characterized by
the combination of service components from a variety of providers thus exploiting
Software as a Service (SaaS) as a software development and delivery approach. The
salient feature of the SaaS approach is its flexibility, as it enables organizations to
create new software applications dynamically to meet rapidly changing business
needs. The SaaS approach has become a common software delivery model for many
business applications, including accounting, customer relationship management
(CRM), enterprise resource planning (ERP), invoicing, human resource management
(HRM), content management (CM) and service desk management. The Open Group
[27, 28], which is behind the development of Software Oriented Architecture (SOA)
Reference model, defines SOA as ‘‘an architectural style that supports service

Table 1. Traditional vs. Contemporary Development.

Traditional Contemporary

The context is a reasonably stable
system ecology

The context is a rapidly changing system ecology

Emphasis on business process
improvement via IS

Emphasis on enterprise and market transformation via IS

A key issue is that of alignment A key issue is that of innovation
System properties predictable Emergent system properties
Development based on a decision

paradigm
Development based on a design paradigm

Clear separation between system
and user

The human is no longer outside the system but an integral
part of it
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orientation. Service orientation is a way of thinking in terms of services and service-
based development and the outcomes of services’’.

With the advent of cloud computing, the SaaS approach has become part of the
nomenclature of the cloud stack, along with IaaS (Infrastructure as a Service) and
PaaS (Platform as a Service). Armbrust et al. [28] argue that what is really new in
cloud computing is utility computing as a service, as cloud computing is the sum of
SaaS and utility computing. These authors eschew the terms such as IaaS (Infra-
structure as a Service) and PaaS (Platform as a Service) because they argue that
accepted definitions for these terms still vary widely and the line between ‘‘low-level’’
infrastructure and a ‘‘higher-level’’ platform is not crisp. They believe the two are
more alike than different, and hence consider them together under the general term of
‘‘utility computing’’.

This viewpoint suggests that the success of cloud computing depends on close
collaboration between these users at all levels of the cloud continuum. The devel-
opment of cloud computing should therefore have strong user engagement and
involvement. Typical cloud users are SaaS providers, who, on one hand bring the
benefits of cloud computing to end users – SaaS users, and on the other hand, drive the
development of cloud applications through solving the end user problems. SaaS
applications should therefore be able to scale seamlessly at all levels of the cloud
continuum, from higher-levels that support the SaaS application development, all the
way to the cloud platforms.

RE can play a very significant and central role in bridging the gap between
technology and users by extending the abstraction level of SaaS towards the user end,
which is conceptually depicted in Fig. 1.

A key factor in the scheme outlined in Fig. 1 is that of the ‘‘application inde-
pendent model’’. These models would augment the typical way of SaaS working. SaaS
focuses on delivering software on demand by enabling the composition of service
applications, which is delivered at the point of need, executed and then discarded.
Current efforts concentrate on the underlying technology and pay less attention to the
ways that users may be engaged. Users may get engaged if the ‘language’ and the
method deployed are closer to their perception. This would then enable users to
develop and modify software without necessarily being information technology pro-
fessionals. The application independent models would be archetypal models that
would fall into three categories:

• Component Models. This type of model supports the development of component
services. Examples are requirements models [29] and design models [30]. Com-
ponent services are fine-grained service components that can be reused for com-
posing different types of services. Component developers can use these models to
match and select suitable component services offered by cloud providers or use
them as a baseline for designing new component services.

• Service Models. This type of model supports the development of services. Examples
are service descriptions, business rules [31], and quality of service specifications
[32]. Services are higher-level, business-oriented components which are composed
from one or more service components. Service developers can use these models to
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match and select suitable services offered by cloud providers or use them as a
baseline for designing new services.

• Business Models. This type of model supports the development of service systems
or ecosystems as shown. Examples are business process models [33], service
interaction and orchestration models. Service systems are business applications
composed from one or more services. Developers can use these models to compose
service systems on demand or use them to integrate service systems into an
ecosystem.

There are many advantages in deploying the scheme shown in Fig. 1. Specifically:

• Services would be closer to user needs.
• Applications would be more adaptable to user needs.
• Implementation would be independent of any vendor.
• Implementation would be independent of any platform.
• Adaptivity would be easier for vendors.

Application independent models would represent a knowledge base to support the
RE process, exploiting knowledge about specific domains [34, 35], developing and
maintaining archetypical, generic solutions [36, 37], as well as assisting in the process of
progressing from fuzzy expressions of requirements to formal specifications [38, 39].

Fig. 1. Extending the level of abstraction towards the user-end.

24 P. Loucopoulos



4 Intention-Driven RE for Emergent Software Services

Design actions are cognitive actions, and are mirrored in the conceptual models
employed by the designers. An important way of working in developing, managing
and exploiting these conceptual models (for example, in Fig. 1 customizing the
application independent models, to application models), is that of the teleological
approach [15, 40]. The term teleological being used to convey the fact that whatever
we do, we do to identify the means by which we shall be able to fulfill the ends stated
(by means we refer to the lower level goals whose achievement is necessary -and, we
hope, enough- for the high level ends). When we substitute a goal for a requirement,
this goal is no more only a goal for the enterprise, the project, or whatever we might
be working for; it becomes a goal for us as well (i.e. all those involved in the ‘change’
process).

The teleological approach advocates that everything done is incited by some goal.
It is not a prescriptive way-of-working and in this sense it avoids the problems
discussed in Sect. 2.

The task of someone using enterprise knowledge modelling is to determine the
means by which an ultimate goal, let us call it G0, will be realized. In attempting to
achieve this, the process is governed by causal relationships between goals in a
network of goals. That is, a directed edge from a goal Gi to another goal Gj implies
that the achievement of Gi depends on the achievement of Gj. At every step of the
process, the process is controlled or driven by the goal in hand.

The actions chosen for attaining the goals represent working hypotheses. As goals
and sub-goals are established, these are tentative at least until they are tested about
their fitness of purpose, i.e. the satisfiability of higher goals. This observation has its
roots in the Principle of Rationality [41] which states that ‘‘if an agent has knowledge
that one of its actions will lead to one of its goals then the agent will select that
action’’. However, an agent may not have complete knowledge to make the appro-
priate action, or the set of actions may be so complex that it is impossible to determine
the single correct set of actions that will lead to the achievement of the goal. In this
more general sense, the Principle of Bounded Rationality [42] which states that ‘‘given
a goal, an agent may not possess perfect or complete knowledge of, or be able to
economically compute or access, the correct action (or sequence of actions) that will
lead to the attainment of the goal’’ will apply. Therefore, any actions chosen by an
agent in order to achieve a given goal will, in general, be a hypothesis that the actions
will lead to the achievement of the goal.

We argue therefore that in developing emergent software systems, which cannot
be prescribed at the outset, the teleological approach offers many advantages over
other traditional techniques. The approach comprises both goals conceived as
requirements and goals conceived as instances of personal efforts without making any
assumptions about the sequence with which such goals are produced.

Using the teleological approach one is engaged into designing which itself con-
stitutes the establishment of a series of causal relationships between goals. The result
of this analysis could be visualised as goal graphs. These graphs therefore, would
represent, a posteori, the design decisions showing successively refined situations that
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ultimately lead to the originally stated goal being satisfied. The goal graph will also
show alternative design paths. It follows that the goal graph would by itself be a model
of the design process. Or more accurately, the decisions adopted during the design
process [43]. In this way it would be possible to trace decision from code to
requirements, to observe and analyse the rationale used for certain design decisions
and to achieve fast and effective changes to the software knowing the effects of these
changes to the entire problem–solution frame.

5 Conclusions

This paper has put forward the position that the new class of emergent application
software systems requires a user-driven paradigm, supported by a multi-perspective
modelling approach. Such an approach would provide a convenient way of examining
the different aspects that impact on the development of such systems. The three
dimensions are those of: product representation, change process and deliberation.

The product representation dimension refers to the models that may be developed,
browsed, manipulated etc. during the change process. The change process dimension
refers to the steps, and activities made during the transition from a current situation to
a future one. Finally the deliberation dimension refers to the participants, the argu-
ments used, the choices made and the issues resolved during the transition process.
The three dimensions are orthogonal in the sense that each aspect of one has a
reflection on each one of the other two. For example, if we are engaged in discovering
the existing situation (an aspect of change process) we may develop a business process
model (an aspect of the product representation) and in doing so a number of stake-
holders may engage into discussion and agreement (an aspect of the deliberation).

The task of emergent application software development should be viewed as a co-
operative activity that exploits the contribution of different modelling views, each
encompassing a specific type of knowledge. Within this multi-perspective approach
enterprise analysis is based on two mechanisms: reasoning within a perspective; and
reasoning across different perspectives in order to allow each individual step in the
analysis process to exploit the most appropriate knowledge source.
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Abstract. Blogging is yet another popular and prominent application in the
era of Web 2.0. According to recent measurements often considered as con-
servative, as of now worldwide there are more than 152 million blogs with
content spanning over every aspect of life and science, necessitating long term
blog preservation and knowledge management. In this work, we present a range
of issues that arise when facing the task of blog preservation. We argue that
current web archiving solutions are not able to capture the dynamic and con-
tinuously evolving nature of blogs, their network and social structure as well as
the exchange of concepts and ideas that they foster. Furthermore, we provide
directions and objectives that could be reached to realize robust digital pres-
ervation, management and dissemination facilities for blogs. Finally, we
introduce the BlogForever EC funded project, its main motivation and findings
towards widening the scope of blog preservation.

Keywords: Blogs � Blog preservation � Web archiving

1 Introduction

Blogs are types of websites regularly updated and intended for general public con-
sumption. Their structure is defined as a series of pages in reverse chronological order.
Blogs have become fairly established as an online communication and web publishing
tool. The set of all blogs and their interconnections is referred to as the Blogosphere
[1]. The importance and the influence of the blogosphere are constantly rising and
have become the subject of modeling and research [13]. For instance, a 2006 study of
the importance of blogs in politics, and for US Congress in particular, concluded that
blogs play ‘‘an increasingly powerful role in framing ideas and issues for legislators
and leaders directly’’ [27]. Blogpulse, a blog trend discovery service, identified 126
million blogs in 2009 and over 152 million blogs in 2010; while Tumblr, a relatively
new blogging service, reports that they host over 33 million blogs [28]; statistics
which undoubtedly prove the wide acceptance and dynamic evolution of weblogs.
Moreover, they underline the importance of this novel electronic publication medium
and exert its significance as part of contemporary culture.
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But despite the fast growth of blogosphere, there is still no effective solution for
ubiquitous semantic weblog archiving, digital preservation, management and dis-
semination. Current weblog archiving tools and methods are ineffective and incon-
sistent, disregarding volatility and content correlation issues, while preservation
methods for weblog data have not yet been duly considered. Indeed, existing Web
Archiving solutions provide no means of preserving constantly changing content, like
the content of weblogs.

Furthermore, to the best of our knowledge, no current Web Archiving effort has
ever developed a strategy for effective preservation and meaningful usage of Social
Media. The inter-dependence aspect of those media, demonstrated by weblogs fea-
turing shared or adversary opinions, as well as weblogs that support, imitate or revolve
around more central ones, is profoundly neglected. Two reasons are mainly respon-
sible for this: firstly, the occasional harvesting of web resources and, secondly, their
treatment as unstructured pages, leave little margin for capturing the aforementioned
communication perspective of weblogs.

In this work, we present the new challenges that have to be met when facing blog
preservation, including information integrity, data management, content dynamics and
network analysis. Furthermore, we present the BlogForever EC funded project, its main
motivation, objectives and findings towards widening the scope of blog preservation.

2 Related Work

Web preservation is defined as ‘the capture, management and preservation of websites
and web resources’. Web preservation must be a start-to finish activity, and it should
encompass the entire lifecycle of the web resource [5]. The topic of web preservation
was initially addressed in a large scale by the Internet Archive in 1996 [29]. Subse-
quently, many national memory institutions understood the value of web preservation
and developed special activities towards this goal. Table 1 displays all major national
and international web archiving projects which are part of the International Internet
Preservation Consortium (IIPC).

As digital preservation techniques progress and awareness is raised on the matter,
there is a continuous trend towards preserving more complex objects [7]. In the scope
of web preservation, this means evolving from the preservation of simple web
resources (i.e. html documents, images, audio and video files) towards preserving
more complex web entities such as complete websites, dynamic web portals and social
media. This trend is persisting with more social media content being considered for
preservation. For instance, the Library of Congress has started preserving all Twitter
content since 2010 [8].

The European Commission has identified the growing need to keep digital
resources available and usable over time. To support research in the field, the FP7 ICT
Research Programme 2009–2010 and 2011–2012 included specific provisions for
digital preservation and web preservation under objectives ICT-2009.4.1: Digital
Libraries and Digital Preservation and Objective ICT-2011.4.3 Digital Preservation
[10]. A number of EC funded projects pursuing advanced web preservation are listed
below:
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• LiWA (Living Web Archives) aimed to extend the current state of the art and
develop the next generation of Web content capture, preservation, analysis, and
enrichment services to improve fidelity, coherence, and interpretability of web
archives [20].

Table 1. International internet preservation consortium members.

Organization Years Access Methods

Bibliotheca Alexandrina’s Internet
Archive, Egupt

1996 URL Search

Bibliothèque nationale de France -
Archives de l’Internet

2002 URL Search, Keyword Search, Full-Text Search,
Topical Collections

Government of Canada Web Archive 2005 URL Search, Keyword Search, Alphabetic
Browsing, Full-Text Search

Croatian Web Archive (HAW) 2004 URL Search, Keyword Search
The Internet Archive (International) 1996 URL Search, Topical Collections
The Icelandic Web Archive 2004 URL Search
Finnish Web Archive 2006 URL Search, Full-Text Search
Kulturarw3 - The Web Archive of the

National Library of Sweden
1997 URL Search

Library of Congress Web Archive,
USA

2000 URL Search, Alphabetic Browsing, Subject
Browsing, Topical Collections

Royal Library and the State and
University Library, Aarhus,
Denmark

2005 URL Search

Nettarkivet Norge (WebArchive
Norway)

2001 Keyword Search

New Zealand Web Archive 1999 URL Search, Keyword Search, Alphabetic
Browsing, Subject Browsing

National Library of Korea 2005 URL Search, Keyword Search, Subject Browsing
PANDORA Australia’s Web Archive 1996 URL Search, Keyword Search, Alphabetic

Browsing, Full-Text Search, Subject Browsing
Digital Heritage of Catalonia

(PADICAT)
2005 URL Search, Keyword Search, Alphabetic

Browsing, Subject Browsing, Topical
Collections

Webarchive of Slovenia 2007 URL Search, Alphabetic Browsing
The UK Government Web Archive 1997 URL Search, Alphabetic Browsing
UK Web Archive 2005 URL Search, Alphabetic Browsing, Full-Text

Search, Subject Browsing, Topical Collections
Web Archiving Project, Japan 2002 Keyword Search, Full-Text Search, Topical

Collections
Web archive of The Netherlands 2007 URL Search, Keyword Search, Alphabetic

Browsing, Full-Text Search, Topical Collections
WebArchiv - archive of the Czech web 2007 URL Search, Subject Browsing
Web Archive Switzerland 2008 URL Search, Keyword Search, Full-Text Search,

Subject Browsing, Topical Collections
Webarchive Austria 2008 URL Search, Topical Collections
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• ARCOMEM (From Collect-All Archives to Community Memories) is about
memory institutions like archives, museums and libraries in the age of the social
web. Social media are becoming more and more pervasive in all areas of life.
ARCOMEM’s aim is to help to transform archives into collective memories that are
more tightly integrated with their community of users and to exploit Web 2.0 and
the wisdom of crowds to make web archiving a more selective and meaning-based
process [11].

• SCAPE (Scalable Preservation Environments) project will address scalability of
large-scale digital preservation workflows. The project aims to enhance the state of
the art in three concrete and significant ways. First, it will develop infrastructure and
tools for scalable preservation actions; second, it will provide a framework for
automated, quality-assured preservation workflows; and, third, it will integrate these
components with a policy-based preservation planning and watch system. These
concrete project results will be driven by requirements from, and in turn validated
within, three large-scale test beds from diverse application areas: web content,
digital repositories, and research data sets [11].

• LAWA (Longitudinal Analytics of Web Archive Data) project will build an
Internet-based experimental test bed for large-scale data analytics. Its focus is on
developing a sustainable infra-structure, scalable methods, and easily usable soft-
ware tools for aggregating, querying, and analyzing heterogeneous data at Internet
scale. Particular emphasis will be given to longitudinal data analysis along the time
dimension for Web data that has been crawled over extended time periods [18].

• PATHS (Personalised access to cultural heritage spaces) project goals are to pro-
vide innovative user-driven personalised access to cultural heritage collections and
to support user’s knowledge discovery and exploration. The project will create a
system that acts as an interactive personalised tour guide through existing digital
library collections by extending the state of the art in user-driven information access
and by applying language technologies to analyse and enrich online content, with
links to related items and background information.

The topic of web preservation in general and blog preservation in particular has
been also addressed by a number of private startup companies throughout the world.
Pagefreezer [24] is claiming to support web archiving and social media archiving.
Another popular service is VaultPress [30], which provides security, backup and
support for Wordpress blogs. Figure 1 displays a timeline of important web preser-
vation projects and initiatives since 1995.

Despite the presented activities in the field of web preservation, we argue that
there is still no effective solution for ubiquitous semantic weblog archiving, digital
preservation and dissemination. Current web archiving tools and methods are not
designed for the semantic web era and are ineffective and inconsistent, disregarding
volatility and content correlation issues. Additionally, preservation methods for
weblog have not yet been duly considered.

In the following section, we present a number of issues that arise when dealing
with blog preservation and the current solutions to these issues.
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3 Blog Preservation Issues, Overview and Consideration

Blog preservation activities can be divided into three main groups: (a) content
aggregation, (b) archiving, and (c) management. Here, we present the blocking issues
for each one of these groups of activities.

3.1 Blog Content Aggregation

Existing web archiving solutions provide no means of aggregating and preserving
constantly changing content, like the content of weblogs. The following two broad
technical approaches are usually followed.

Firstly, there are initiatives that select and replicate web sites on an individual
basis, an approach exemplified by the Web Capture Initiative [31] and by some
projects developed by national archives. A second group of initiatives use crawler
programs to automatically gather and store large sets of publicly available web sites.
The Internet Archive follows this approach by taking periodic snapshots of the entire
web since 1996. Other crawler-based initiatives have focused on national domains,
e.g. the pioneering Swedish Royal Library’s Kulturarw project, which is now dis-
continued [4]. A complete list of national web archiving projects is shown on Table 1.
These initiatives are usually complemented by deposit approaches, where owners or
administrators of websites choose to deposit the web content they are publishing to the
repository.
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Government
Web Archiv e
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Congress Web 

Archive
Bibliothèque
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Fig. 1. Timeline of important web preservation projects and initiatives.
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Regardless of the target content, current initiatives employ general purpose web
harvesting to collect their material. This approach, although easy to implement, results
in problematic and incorrect web archives, especially for highly dynamic site types
such as weblogs and wikis, which exhibit special characteristics. More precisely,
current weblog content aggregation and digital preservation suffers from the following
issues:

• Web Content Aggregation Scheduling is a common issue among web archiving
projects, since all of them perform this task on regular intervals without considering
web site updates. On the other hand, weblogs are extremely volatile and tend to be
updated several times during the day, with new content from editors as well as user
comments and discussions. As a result, a large amount of weblog content is not
preserved, resulting in subsequent information loss and inconsistent web archives.
For instance, Internet Archive’s latest web preservation project, Archive-it [3],
which uses the latest Heritrix web crawler [12], enables harvesting material from
the Web as frequently as every 24 h, once per week, once per month, once per
quarter, annually or just once. The same also applies to the popular [32], which is
used by the Web Capture Initiative of the Library of Congress, the National Library
of New Zealand and numerous other institutions worldwide.

• Web Content Aggregation Performance is also a major issue for current web
preservation initiatives. Most projects use brute-force methods to crawl through a
domain or a set of URLs, retrieving each page, extracting links and visiting each
one of them recursively, according to a set of predefined rules. This process is
performed periodically without taking into account whether the target site has been
modified since the previous content aggregation or which components of the
weblog have actually been updated. Unlike regular web sites, weblogs support
smart content aggregation by notifying third party applications in the event of
content submission or modification. Two technologies supporting this are Blog Ping
[33] and PubSubHub [6]. Nevertheless, they are not utilized by current web pres-
ervation initiatives, resulting in a waste of computing resources.

• Quality Assurance Checking is performed manually or in a semi-automatic way
for most web preservation projects. The widely used Web Curator Tool requires the
administrator to perform a ‘‘Quality Review Task’’ while the PANDORA Archive’s
quality checking process [21] also requires human supervision.

3.2 Blog Content Preservation

Preservation refers to the long-term storage and access of digital or digitised content.
Existing generic web archiving solutions suffer from several preservation-related
shortcomings that render them as poor choices for weblog archiving. These relate to
both the long-term storage of a weblog as well as to the access and usage of the
preserved content.

1. Current web preservation initiatives are geared towards aggregating and pre-
serving files and not information entities. For instance, the Internet Archive
aggregates web pages and stores them into WARC files (ISO 28500:2009),
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compressed files similar to zip which are assigned a unique identification number
and stored in a distributed file system. Additionally, WARC supports some
metadata such as provenance and HTTP protocol metadata. Implicit page ele-
ments, such as:

– Page title, headers, content, author information,
– Metadata such as Dublin Core elements,
– RSS feeds and other Semantic Web technologies such as Microformats [16] and

Microdata [26] are completely ignored. This impacts greatly the way stored
information is managed, reducing the utility of the archive and also hindering the
creation of added-value services.

2. Current Web Archiving Efforts disregard the preservation of Social Networks
and of interrelations between the archived content. However, weblog interde-
pendencies demonstrated by the identification of central actors and peripheral
weblogs, as well as by the meme-effect that applies to them, need to be preserved,
to provide meaningful features to the weblog repository.

3. Current Web Archive Scope is Limited to monolithic regions, subjects or
events. There is no generic web archiving solution capable to implement arbitrary
subjects and topic hierarchies. For instance, the National Library of Catalonia has
initiated a web crawling and access project aiming collect, process and provide
permanent access to the entire cultural, scientific and general output of Catalonia
in digital format [23].
Alternatively, the Library of Congress has developed online collections for iso-
lated historical events such as September 11, 2001 [19]. There is an ongoing
debate, about benefits or disadvantages of one or another long-term preservation
methodology. Many papers have been written and many conferences dedicated to
this issue have appeared. It is surprising however, how little has been done at
practical level.

3.3 Blog Archive Management

Regardless of the way a weblog is archived, current solutions do not provide users
with meaningful management features of the stored information. For example, the
Internet Archive stores weblogs as generic documents, listing one post after another,
an approach that hinders if not forbids further weblog management. Examining the list
of national web archiving initiatives (Table 1) one can see that out of 23 projects, only
8 support Full text search (34 %), 9 support Alphabetic Browsing (39 %) and 8
support Topical Collections (34 %). The most common feature available to all
archives is URL Search.

Current solutions completely disregard the social aspect and interrelations of
weblogs or other social media. Furthermore, due to the nature of periodic web
crawling, users can only view the exact state of their weblog on prefixed dates or
times. This solution cannot keep track of the evolving semantics and usage context of
highly volatile hypertext pages like weblogs. For example, the Occasio News archive,
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which collects sites based on their relevance to social issues, only preserves specific
snapshots from a certain newsgroup [22]. Articles do not follow a continuous timeline,
a fact that renders their substantial analysis in the future impossible. This results in
prolific loss of information with respect to recording the weblog’s evolution.

Additionally, current weblog archives cannot preserve the information regarding
how posts, relevance links or other weblogs affect the original content and how they
led to its propagation or extinction. However, this process must be identified to be of
high cultural and sociological value: it is essential to preserve the notions and reac-
tions of contemporary society, the motivations and drives, the interactions between
complementary and adversary approaches to certain topics.

Moreover, browsing the preserved Blogosphere through current Web Archiving
solutions, like Internet Archive or PANDORA, remains a tentative if not impossible
task. For example, within the framework of these solutions, weblog interrelations
indicated in the form of Blogrolls are treated as regular hyperlinks of the retrieved
Web page with no particular informational value. Not only does this approach lead to
the risk of them being omitted during the harvesting stage, especially by domain
specific web archives, but it also disregards the value of preserving how thematically
correlated weblogs interact with each other.

Finally, though web archived content is generally classified into wide thematic,
regional or temporal categories, there exists no robust categorization technique.
Weblogs’ topic metadata are omitted if they do not fall into the predefined categories.
For example, inter-relational authorship information is rarely incorporated into the
generic archive model. However, the authorship of electronic publication bears sev-
eral interesting features, like identification of central actors with authority ranking,
person searches and interrelations between authors and the role of anonymity. This has
many channels of interest in text mining and the social networking and scientific
communities, and would be a stronghold of web archives focusing on social network
websites Moreover, the temporal aspect of each Web Archive merely relates to a
specific web-snapshot acquired through harvesting. Our methods of real-time har-
vesting, result into a continuous observation of the lifecycle of a weblog and provide
accurate representation for each weblog at any point in time.

As implied by the aforementioned facts, a large fraction of current weblogs lacks
digital preservation or it is partially archived. Additionally, digital archives created by
means of any of the above mentioned solutions do not guarantee correctness and
consistency, thus preventing their effectiveness and their proper usage.

4 Directions Towards Robust and Effective Blog
Preservation

In this section, we present our approach towards robust and effective blog preserva-
tion. This is a challenge that the BlogForever project (BlogForever) is addressing from
four different perspectives: modelling, aggregation, preservation and dissemination.
The project’s objectives are presented and then each one of the perspectives is
outlined.
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4.1 Objectives

The project’s strategic objective is to provide complete and robust digital preserva-
tion, management and dissemination facilities for weblogs. Towards this end, the
following scientific and technological objectives have been identified.

Study Weblog Structure and Semantics. BlogForever aims to analyse weblog
structure and semantics to understand the unique and complex characteristics of
weblogs and develop a generic data model as well as an ontology-based representation
of the domain. To achieve this, weblogs are required to be understood and managed in
6 aspects:

1. As physical phenomena,
2. As logical encodings,
3. As conceptual objects with meaning to humans,
4. As structural objects of networked discourse and collaboration for knowledge

creation in large groups of humans,
5. As sets of essential elements that must be preserved to offer future users the

essence of the object,
6. As ontologies created in a bottom-up manner by communities rather than

specialists.

Additionally, weblog aggregation heuristics will be developed to allow us to
determine the best practices for efficient data extraction from weblogs.

Define a Robust Digital Preservation Policy for Weblogs. Developing a robust
digital preservation policy for weblogs is one of the key objectives. The policy will
include the following information:
1. Preservation strategy considerations for assessing risk, requirements for accessing
deposited content and long-term accessibility of digital objects, as these factors are
deemed to have enduring value. Furthermore, the preservation approach is to be
described, including actions that are considered necessary for immediate, intermedi-
ate, and long-term preservation. In terms of depositing, it is important to have
structures that allow for easy retrieval (and this relates to extracting structures and
mapping to them; but also to predicting what and how queries of the future will look
like – depending on the amount of flexibility that is required, the data storing can be
simpler, or more complex).
2. The Assessment of Interoperability Prospects, which intends to address collabo-
ration issues with existing generic European Web Archiving solutions. Moreover,
means for reliable content transfer from the digital archive to other digital repositories,
in the event of project termination are to be proposed.
3. The Digital Rights Management Policy, which addresses weblog copyright issues
and controls the access level for each item and user in the digital archive.

Implement a Weblog Digital Repository. BlogForever aims to implement a digital
repository web application, which will collect, archive, manage and disseminate
weblogs. The platform will have the following 2 main components:
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1. The weblog aggregation component, which will be capable of searching, harvesting
and analysing large volumes of weblogs. The output of this component will be an
information package encoded in XML which will be submitted to the digital repos-
itory component.
2. The digital repository component, which will be responsible for weblog data
preservation. The digital repository will ensure weblog proliferation, safeguard their
integrity, authenticity and long-term accessibility over time, and allow for better
sharing and re-using of contained knowledge.

A detailed depiction of the BlogForever platform architecture is depicted in Fig. 2.

Implement Specific Case Studies. BlogForever aims to design and implement spe-
cific case studies to apply and test the created infrastructure on extensive and diverse
sets of weblogs. The case studies will be both generic (collecting weblogs from a wide
array of topics) and domain specific (for example, a case study in academic bloggers
community). Thus the case studies will provide the required breadth and depth to
validate the developed tools, and guarantee that the project’s results could be suc-
cessfully and widely replicated after the project ends. The impact of the digital
repository will be also evaluated by monitoring system usage and gathering user
feedback.

The case studies will begin in summer 2012 and are expected to be completed in
August 2013. The largest case study will include 500.000 blogs.

4.2 Modelling

Working towards the objectives identified previously, we have already examined a
number of tasks regarding modelling the blogosphere.

Fig. 2. BlogForever platform architecture.
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Weblog Survey. The BlogForever Weblog Survey report [2] outlines a principal
investigation into:

1. the common practices of blogging and attitudes towards preservation of blogs;
2. the use of technologies, standards and tools within blogs; and finally,
3. recent theoretical and technological advances for analysing blogs and their

networks.

This investigation aims to inform the development of preservation and dissemi-
nation solutions for blogs within the context of BlogForever. The objectives pursued
in this study enabled discussion of:

• common weblog authoring practices;
• important aspects and types of blog data that should be preserved;
• the patterns in weblogs structure and data;
• the technology adopted by current blogs; and finally
• the developments and prospects for analysing blog networks and
• weblog dynamics.

To achieve the aims and objectives of this investigation, a set of review and
evaluation exercises were conducted. The members of the BlogForever consortium
jointly designed and implemented:

• an online survey involving 900 blog authors and readers;
• an evaluation of technologies and tools used in more than 200 thousand active
blogs;

• a review of recent advances in theoretical and empirical research for analysing
networks of blogs; and

• a review of empirical literature discussing dynamic aspects of blogs and blog posts.

Some key outcomes of the survey are the following:

• A large number of bloggers do not normally archive or preserve their work. Many
of them, however, expressed willingness to deposit their blogs into archives.

• A large number of blogs were found to use a variety of media objects, but most of
them used textual data. The use of photographs and moving images was also
reported to be frequent. Nearly 90 % of all the blogs used self-created content,
while 28.9 % used remixed data.

• The importance of rich media, links and citations was found to be important –
having direct implications for blog preservation strategies.

• Blog users frequently relied on monitoring blog traffic, comments, subscriptions and
feeds as measures of popularity. The use of ranking methods varied widely.

• Motivations for maintaining blogs were primarily personal – for sharing informa-
tion and promoting discussion topics.

• When asked about the types of data that blog users would like to preserve in an
archive, the majority expected their entire blogs, with posts and comments, to be
preserved. Figure 3 illustrates the importance of preservation of all blog elements
according to the BlogForever Survey.
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• Nearly 90 % of the authors interviewed never used an external service to preserve
their blog and they mainly relied on their blog provider for these activities.

• Some hypotheses regarding the intention of blog authors to contribute their blogs to
a central blog archive were tested the analysis shows that the perception of a
collective benefit has a stronger influence as the perception of an individual benefit.

• These findings support the proposition that blogging is not seen by the authors as an
individual activity even if the most blogs have only just one author. Instead it
actually seems that bloggers are aware of the Blogosphere and intend to contribute
to it.

• A detailed analysis of the survey can found in BlogForever D2.1 Survey Imple-
mentation Report [2].

Weblog Data Model. Our work on weblog data model [28] identifies the data
structures considered necessary for preserving blogs by revisiting the earlier inquiry
summarised in the BlogForever Weblog Survey. The report includes an inquiry into

• the existing conceptual models of blogs,
• the data models of Open Source blogging systems, and
• data types identified from an empirical study of web feeds.

The report progresses to propose a data model intended to enable preservation of
blogs and their individual components. A generic blog data model representation
displaying core components and their interconnections is shown in Fig. 4. This basic
model can then be extended to ensure the integrity and authenticity of preserved blogs,
satisfactory to the requirements of successful preservation and archiving.

0%
20%
40%
60%
80%

100%
Importance of Preservation of Blog Elements

Very important Important Neutral

Unimportant Very unimportant

Fig. 3. Importance of preservation of blog elements according to the BlogForever Weblog
Survey [2].
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In addition to the core data model, a set of extension elements is also defined:

• Weblog Context: The entities described as part of the Blog Context component
provide descriptive information about the blog and its elements in particular. It
includes information about the selected presentation layer of the blog, description
and keywords provided by the blogger, or the specific mark-up of individual ele-
ments of the blog.

• Web Feed: The Web Feed component consists of entities that are necessary to
preserve information about web feeds of the blog.

• Network and Linked Data: This component contains the necessary associations
that may exist across the blogs or their authors.

• Community: The Community component enables storing additional information
about the active users – authors of posts and comments.

• Categorised Content: Categorised Content contains a number of entities that store
the content collected from the blogs, which is decomposed into a number of smaller,
but ‘meaningful’ pieces.

• Standards and Ontology Mapping: A mechanism for enabling the representation
of stored blog data in specific standards, or for mapping it to certain ontologies.

• Content Semantics: They provide necessary structures to store the results of some
analysis into the semantics of the content. For instance, the results of the sentiment
analysis (i.e. sentiment scores) conducted on a specific piece of content can be
stored along with additional data describing the algorithm, its version and the status
of the results association with the content.

Fig. 4. Generic Blog data model elements and their relationships [28].
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• Spam Detection: The Spam Detection component provides a mechanism for
storing information about the algorithms and tools used for detecting spam and
flagging the content included in the repository.

• Crawling Information: This component is intended to store information about the
process of crawling. This will allow storage of information about the way crawling
was conducted for a specific blog or sets of blogs. Storing information about
crawling will make it possible to explain any differences between data along with
the development of the crawler.

• External Widgets: External widgets make a fairly common appearance on blogs.
Widgets are applications embedded into blogs or web pages. Some of the data
describing the widget are planned to be stored as part of the preserved blog data.

• Ranking Category and Similarity: All of the entities described as part of this
component are derived as a result of analysing captured blogs. These structures
enable storing information about the ranking of blogs, or assigning them to certain
categories.

A complete analysis of the BlogForever Data Model can be found in D2.2 Weblog
Data Model Report [28].

Weblog Ontologies. Our work on weblog ontologies outlines an inquiry into the area
of ontologies, conducted within the context of blog preservation, management and
dissemination [15]. Three different scenarios regarding the application of ontologies
are studied:

Semantic Extension of Tags. User generated tags and resulting folksonomies are
widespread in blogs. However, while tags can organise blog posts inside a single blog
according to the understanding of the blog author(s), it becomes more complicated if
posts are aggregated from various blogs with possibly different contexts and topics.
Therefore, it is necessary to identify and expose the meaning of the tags to overcome
problems that result from the free choice of tags by different users, like homonyms
and synonyms, and impair content retrieval.

Interoperability with Linked Open Data (LOD). Facilitation of the interoperability
among repositories through the exposure and linking of data including explicit
semantics. The application of ontologies can enhance the interoperability by the
provision of open standards for describing, accessing, and connecting data. Figure 5
shows how interoperability could be established in this scenario.

The interoperability of the BlogForever environment has to be considered on two
levels. First, there should be interoperability among different BlogForever archives.
For example, a retrieval process for weblog data could operate on several archives and
the results of complex search queries can be merged automatically. The use of shared
vocabularies and a common ontology would allow an application to automatically
merge the data from both repositories, providing a user of the repository with the
means of searching and exploring the data as if they are from one repository.

Furthermore, interoperability with respect to other external repositories could be
supported, for example, with other digital libraries. Digital libraries contain endless
amounts of data that can be related to the data preserved in a BlogForever archive.
Unlike interoperability between two BlogForever archives, the connection with
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another digital library will extend the amount of concepts in the resulting ontology.
In other words, two BlogForever archives share a common set of concepts (e.g. blog,
post, blog author) and a merging means to merge instances of these concepts. How-
ever, another digital library has its own concepts like author, book, newspaper, etc.
The relations between the concepts of both repositories have to be expressed (e.g. a
blog author is a kind of author). Once the relations between the concepts are expressed
formally, a merging of instances of both repositories will be possible.

Microformats, Microdata and RDFa. The utilisation of already available explicit
semantics in the web pages that should be preserved can improve the quality of blog
crawling. While data extraction on the layout specified by XHTML requires some

Fig. 5. Blog archive interoperability example using ontologies [15].
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heuristics to identify the meaning of data (e.g. to identify the author of a document),
it can be obtained directly if microformats are available. Therefore, microformats,
microdata, and RDFa will be examined regarding their possible utilization for data
aggregation in BlogForever.

User Requirements and Platform Specifications. Requirements descriptions for the
BlogForever platform were thoroughly investigated and assembled from several
sources including already completed work; semi-structured interviews with relevant
stakeholders and users’ survey [14]. The report illustrates the method of interview
conduction and qualitative analysis. It includes a description of relevant stakeholders
and requirement categories.

The identified requirements were specified in a standardised template and modeled
with the unified modeling language (UML). Thus, they can be easily explored and
utilised by developers. Overall, the requirements are the foundation for the design
phase because they represent the perspective of demand.

4.3 Aggregation

The first step to preserve blogs is to manage to achieve effective and complete blog
content aggregation. This problem can be split down to two sub-problems, detecting
blog updates and retrieving updated blog content.

Weblog Data Extraction Methodologies and Prototypes. The BlogForever Data
Extraction Methodology Report [29] outlines an inquiry into the area of web data
extraction, conducted within the context of blog preservation. In this work, we review
theoretical advances and practical developments for implementing data extraction.
The inquiry is extended through an experiment that demonstrates the effectiveness and
feasibility of implementing some of the suggested approaches. More specifically, we
look into an approach based on unsupervised machine learning that employs the RSS
feeds and HTML representations of blogs. It outlines the possibilities of extracting
semantics available in blogs and demonstrates the benefits of exploiting available
standards such as microformats and microdata.

The detailed workflow presented in Fig. 6 represents the sequential process of data
extraction and can be used to inform the design of the data extraction system of the
BlogForever platform. The workflow branches depending on a number of conditional
checks (depicted as diamonds). The first check looks for an available wrapper. The
other branches determine the flows that enable both capturing and updating posts. The
loops within the diagram illustrate the processes where more than one entry is subject
to extraction. A complete analysis of this work can be found in BlogForever Report
D2.6 Data Extraction Methodologies [29].

In addition to the development of a new data extraction methodology, a number of
weblog data extraction prototypes were implemented to test the aforementioned
techniques and evaluate alternative ways to implement the weblog spider component,
one of the two key elements of the BlogForever platform. This work is continued in
order to articulate an optimal set of weblog aggregation techniques.
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Spam Filtering. Our research on spam filtering in the context of blog aggregation
[17] comprises a survey of weblog spam technologies and approaches to their
detection. While our work focused on identifying possible approaches to spam
detection as a component within the BlogForever software, the discussion has been
extended to include observations related to the historical, social and practical value of
spam, and proposals of other ways of dealing with spam within the repository without
necessarily removing them. We have identified three types of spam specific to blogs:

1. splogs, i.e. blogs that exist to promote affiliated websites, by influencing users to
visit a webpage or buy a product, as well as spamdexing to undeservedly improve
the ranking of a page in a web search by plagiarising content, stuffing keywords or
creating large number of links,

Fig. 6. Wrapper-based data extraction workflow (Note: Dashed arcs indicate data flow) [29].
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2. blog comments that contain abusive content or are irrelevant to the original post,
and,

3. fraudulent pings from non-blogs and/or splogs to attract visitors by misrepre-
senting content as fresh.

These spam types are analysed in the context of general web spam and various
spam detection methods for weblogs are considered, concluding in a proposal for a
spam detection workflow that might form the basis for the spam detection component
of the BlogForever platform. The proposed methodologies in literature address web
spam detection at the time of crawling, indexing and ranking. The types of features
that can be used to detect spam can be grouped in spatial and temporal features.
Spacial features refer to:

• URL Pattern Information: Methods using these type of features are based on the
observation that:

– spammers tend to stuff the URL with combination, mutations, and permutations
of context rich keywords to benefit from the search engine ranking that rewards
these URLs

– spammers tend to use hyphens and long length URLs
– domains that are cheap to acquire, such as ‘‘.info’’ domains, tend to be populated

with a higher proportion of spam sites than expensive sites such as ‘‘.edu’’.
• Home Page Content Information: Methods using home page are based on the
observation that:

– spammers tend to repeat the same links and keywords
– spam sites have short life span and grow very quickly
– spammers employ a high percentage of nouns and only a few pronouns charac-

teristic of expression of opinions
– coherence of spam content may be lower that authentic content, that is the content

would exhibit deviation from a general n-gram language model for n[ 1
– HTML templates created by automated blog creation software are repetitive

• Feed-based Information: Methods using feeds tend to copy home page content
information techniques, and,

• Link-based Information: Methods using links are based on the observation that
spammers try to exploit search engine ranking algorithms based on links, creating
large numbers of fraudulent links.

Temporal features refer to the fact that the keywords, repetitiveness, network
structure, size, and density with respect to splogs change at a different rate from that
oberved with respect to authentic blogs.

To remedy the spam detection issues of blogs, a number of features and their pros
and cons have been evaluated and are summarized in Table 2. Based on this infor-
mation, we have formulated the proposed BlogForever spam filtering workflow which
can be described in three main steps:
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1. Apply Ready-made Filters: black list databases (e.g. SplogSpot1), URL filtering,
words in the content.

2. Apply Adaptive Filters: Ensemble classifier labels new posts, comments and
blogs based on features such as temporal change, content, links.

3. Apply Adaptive Ranking Algorithms: Improve ranking performance of search
engine by adopting positive crawling policy and implicit user feedback.

A complete analysis of this work can be found in BlogForever Report D2.5 Spam
Filtering and Associated Methodologies [17].

4.4 Preservation

The process of digital preservation requires optimal retrieval and interpretation of the
information to be preserved. As presented in the previous sections, our modelling and
aggregation prototyping work will be the pillars upon which we will build an effective
blog preservation platform.

Preservation Strategy. The preservation strategy will include information on
assessing risk, requirements for accessing deposited content and long-term accessi-
bility of digital objects, as these factors are deemed to have enduring value. Fur-
thermore, the preservation approach is to be described, including actions that are

Table 2. Approaches to spam blog detection using various features.

Features Pros Cons

URL analyser/
template

Low process cost Limited information – not very adaptive
to change

IP/Post
frequency

Could be difficult for spammers to
manipulate

Must have history of updates and could
become quite involved – e.g. where
is the threshold for the frequency
and how will it adapt to changes in
the spam landscape?

Blacklist Straightforward methodology and thrid
party support available

Could lead to exploding blacklists.

RSS/content
match

Indicates some level of agreement that the
content is what the RSS feed says it is.

This requires that RSS feed is already
available. Strictly speaking this is
not spam filtering.

Full content
analysis

Could be useful for removing duplicates.
Difficult for spam to completely
confound.

Could be process intensive.

User feedback High precision Labour intensive. Low recall because
too many items for humans to
examine.

1 http://www.splogspot.com
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considered necessary for immediate, intermediate, and long-term preservation. In
terms of depositing, it is important to have structures which allow for easy retrieval
(and this relates to extracting structures and mapping to them; but also to predicting
what and how queries of the future will look like – depending on the amount of
flexibility that is required, the data storing can be simpler, or more complex).

Interoperability Strategy. Our planned work on the interoperability prospects of the
BlogForever platform intends to analyse the different facets of interoperability: syn-
tactic, semantic and pragmatic [25], by creating an interoperability testing method-
ology and specific scenarios. Furthermore, we are planning to address collaboration
issues with existing platforms as well as libraries, archives, preservation initiatives
and businesses that might be in synergistic relationships with BlogForever archives.

Digital Rights Management. Our planned work on Digital Rights Management
(DRM) will initially include the identification and analysis of open issues and relevant
discussions on the topic of blog preservation. Our aims will be protecting public
access to information, content creators and content managers.

4.5 Management and Dissemination

To facilitate weblog digital preservation, management and dissemination, the project
will implement a digital repository specially tailored to weblog needs. BlogForever
digital repository will have to facilitate not only the weblog content but also the
extended metadata and semantics of weblogs, which have been accumulated by the
weblog aggregator as presented in Sect. 4.3.

The solution of creating a new software system as the basis of the weblogs
repository has been considered and dismissed for this task, since many open-source
repository back-ends are freely available on the Internet. In this respect, and taking
into account the participation of CERN into the BlogForever consortium, the project
will extend and adapt the globally acknowledged and widely used Invenio software
[9]. The technology offered Invenio covers all aspects of digital library management.
It complies with the Open Archives Initiative metadata harvesting protocol (OAI-
PMH) and uses MARC 21 as its underlying bibliographic standard. Its flexibility and
performance make it a comprehensive solution for the management of document
repositories of large size and render it as an ideal basis for the BlogForever platform.

Long term blog preservation will be one aspect of the BlogForever platform. The
other will be providing facilities for various stakeholders [14]:

• Content providers are people or organisations, which maintain one or more blogs
and, hence, produce blog content that can or should be preserved in the archive.

• Individual blog authors are people that maintain their own blog.
• Organisations can serve as content providers if they maintain their own corporate
blogs.

• Content retrievers are people or organisations which have an interest in the content
stored in a blog archive and, therefore, they like to search, read, export, etc. that
content.
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• Individual blog readers are people who already read blogs for various reasons, e.g.
family, hobbies, professional.

• In contrast, libraries operate more as a gatekeeper for individual retrievers. They
provide access to various kinds of information sources, e.g. books, journals, movies,
etc. Thereby, the access includes value added services like selecting and sorting the
sources as well as adding metadata.

• Businesses also offer value added services based on the available information.

Each one of the aforementioned stakeholder has different blog preservation,
archiving, management and dissemination requirements which have already been
recorded and thoroughly documented, setting the priorities and work plan for the
implementation of the BlogForever platform.

5 Conclusions

In this paper, we presented our perspective on the status of blog preservation and the
blocking issues that arise when dealing with blog aggregation, preservation and
management. Also, we identified a number of open issues that existing web archiving
initiatives and platform face when dealing with blogs. Lastly, we presented an outline
of the BlogForever EC funded project’s current and future work towards creating a
modern blog aggregation, preservation, management and dissemination platform.
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Abstract. The state of the practice in large corporations shows that huge
numbers of unofficial ‘‘shadow’’ applications are introduced by various actors
to work around the limitations of the official information system. After a brief
analysis of the present situation, this paper proposes an alternative enterprise
architecture paradigm, reusing examples from a recent industry experience
report to demonstrate how shadow application proliferation could be avoided
without sacrificing business agility. We present our prototype implementation
and its initial results, and discuss the possibility of applying consumer-space
social mechanisms to both reduce the present chaos and leverage the collective
intelligence and energy of the corporation towards cooperative, evolutionary
development and maximum business agility.

Keywords: Information systems � Business applications � Enterprise
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1 Introduction

Present enterprise information systems are a widespread source of frustration [1].
They are centered on heavy corporate applications, which cannot and indeed do not
provide the agility required to survive in todays’ competitive business landscape. In
order to meet their objectives, business units cannot accept the poor service provided
by corporate IT departments, and must build up independent IT resources to suit their
specific or urgent requirements [2].

Due to the strategic importance of information systems, corporations typically
don’t volunteer evidence of their shortcomings. As a notable exception, The Boeing
Company has recently published an experience report [3] describing the alarming
numbers of shadow applications which various actors (business units, individuals,
teams and communities) must introduce to work around the limitations of the official
information system. Due to both our own experience in manufacturing industries1 and

1 The authors have a cumulated experience of over thirty years in the development and operation of
business applications in industrial environments.
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discussions with professionals from other domains (banking, telecommunications,
healthcare and government), we consider this a global phenomenon.

Though the benefit of ‘‘getting the job done’’ is sufficient to justify, and indeed pay
for, their existence, shadow applications raise serious problems: duplicated and
inconsistent data is commonplace, and having critical information and functionality
scattered, unreachable and managed outside of standard IT processes is obviously not
what comes to mind when envisioning a well-structured and robust information system.
The result is a heavily fragmented application landscape, where consistency and
governability have been sacrificed to achieve a reasonable level of business agility.

Our opinion is that with present information system architectures, no matter how
carefully business applications are crafted, over time they will spawn shadow appli-
cations whenever resourceful actors have urgent unsatisfied needs, solving a local
problem but leading to global chaos.

Our hypothesis is that a different business software architecture paradigm is both
necessary and possible, and this paper proposes social information systems as such an
alternative. After a description of the present situation, we propose an alternative
architecture for business applications which could prevent the systematic recourse to
shadow applications in their vicinity, using two use cases from [3] to illustrate its
effects. We present our prototype implementation, and discuss the possibility of
applying consumer-space social mechanisms to both reduce the present chaos and
enable the cooperative design and evolution of a corporate information system.

2 Understanding the Present Chaos

The aforementioned Boeing experience report [3] provides the following compelling
numbers of official, semi-official and unofficial applications for a big engineering
organization.

In order to understand the present situation, the next sections provide a charac-
terization of shadow applications, a description of our running examples and of the
causes of shadow application emergence (Fig. 1).

2.1 A Characterization of Shadow Applications

Shadow applications are characterized by their purpose. If application B exists to work
around the limitations of application A, or if B’s features belong in A according to its

0 50 100 150 200 250 300 350 400 450 500

official

semi-official

unofficial

Fig. 1. Numbers of official and shadow applications from [3].
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users, B can be considered a shadow application. This partial definition illustrates the
subjective nature of the phenomenon.

Shadow applications are also characterized by their ownership. If it is owned by
the IT department, it is an official application; otherwise it is a shadow application.
The important distinction is not so much ‘‘IT or not IT’’ but ‘‘ownership by the actor
effectively using the application’’. This allows the owner to quickly adapt the tool
without consulting other parties or relying on the IT organization’s priorities. It also
provides him with full control over the visibility of the data and access to features.

For the purpose of our study, we will only retain the objective characteristic, i.e.
ownership, and we thus define a shadow application as ‘‘an application which is both
functionally and technically owned by the organization using it’’.

Individual spreadsheets meet this definition. These are often used for simple data
storage and manipulation, as a substitute for more robust business applications. This is
a very common and possibly dominant use case since their introduction [4], and [3]
qualify such spreadsheets as shadow applications. ‘‘Official’’ and ‘‘shadow’’ are rel-
ative concepts, and apply recursively at various levels of an organization. Multiple
layers of shadow applications thus exist, the final one being personal applications.
While shadow applications are typically loosely integrated with official or other
shadow applications, manual synchronization is not uncommon [5].

Shadow applications are usually considered a ‘‘necessary evil’’ [5]. Organizations
cannot work without them, but would prefer to avoid the data duplication they imply
as well as the burden they represent in development and maintenance costs.

The benefits of shadow applications must clearly outweigh the drawbacks;
otherwise line-of-business organizations would not develop, deploy, and maintain
them. We will refer to the main benefits of shadow applications as perceived by their
owners as the ‘‘AVI capabilities’’.

• The owner has full Autonomy to implement new features.
• The owner decides about Visibility of the application to the larger organization.
• The owner can Integrate (manually or automatically) with other applications.

2.2 Examples of Shadow Applications

In this paper, we will use fictional examples derived from the information disclosed in
the aforementioned experience report [3].

• ‘‘Luxury can report delays on process instances, but not the reasons for these delays
which are managed by a shadow application.’’

• ‘‘Sometimes the tasks tracked by Luxury were informally decomposed into subtasks;
(…) Luxury had no provisions for this kind of task decomposition.’’

We make the assumption that Luxury tracks requests, a common use case in engi-
neering environments. Figure 2 shows a fictional official application and two of its
shadow applications, managing delay analyses and subtasks respectively.

While spreadsheets are arguably the most common form, shadow application
architectures are limited only by the owner’s resources, including full-blown business
applications and, more fashionably, third-party applications in the ‘‘stealth cloud’’, i.e.
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cloud services being consumed by business users without the knowledge, permission
or support of the IT department [6].

2.3 Causes of Shadow Application Emergence

Shadow applications emerge to work around the shortcomings of official applica-
tions [2]. Thus we need to understand the causes for these problems.

Large organizations are not consistent and orderly systems. Referring both to groups
and individuals, Kling [7] describes working relationships as ‘‘multivalent with and mix
elements of cooperation, conflict, conviviality, competition, collaboration, control,
coercion, coordination and combat (the c-words)’’. Requirements from different
stakeholders are thus often divergent or conflicting, which explains why the difficulty of
requirements engineering increases exponentially with the number and diversity of
participants. In [8], Ackerman indicates that when there are hidden or conflicting goals,
people will resist articulating these. Under such circumstances, it is a challenge to
converge on a consistent set of requirements and deliver a working application at all. But
widespread dissatisfaction with the result is almost guaranteed by construction.

As an aggravating factor, corporations are not static. They must adapt to changes
in their environment like new markets, technologies or regulations. Though the
aforementioned c-words impact is often obvious at the time of application introduc-
tion, the continuous evolution of business requirements turns this into a subtle though
continuous problem. Any change in any stakeholder’s universe can invalidate the
initial compromises and demand new rounds of discussion, yielding further
dissatisfaction.

Besides inter-organization conflicts, some c-words foster shadow application
emergence by themselves. A successful shadow application and the knowledge it
captures is usually highly visible within an organization, and its ownership provides
recognition (competition) and power (control, coercion).

Align X with standard Z

Update Request "789"

done

id

name

state

owner

planned end

actual end

Cancel Save

Johanna …

10.october.2011

20.october.2011

789

 

Fig. 2. On the left: Example of fictional official application. On the right: Examples of fictional
associated shadow applications.
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There are other contributing factors. The widespread practice of reducing IT costs
lowers both reactivity and quality of IT support, inciting business units to help
themselves [9]. Technical obsolescence, a consequence of either respectable age or
unfortunate choice of foundation technologies, can make it difficult to find the right
skill set to implement changes. This paper focuses on the following factors leading to
shadow application emergence.

• Business unit considers it impossible to converge on a single set of requirements
fulfilling all stakeholders’ requirements.

• Business unit does not want to rely on slow or expensive third parties.
• Business unit considers it in its best interest to produce a new system they own.

2.4 Preventing Shadow Application Proliferation

Our opinion is that with present software architectures, no matter how carefully
official applications are crafted, over time they will spawn shadow applications
whenever resourceful communities have urgent unsatisfied needs.

Our hypothesis is that if an application provides the AVI capabilities, the need for
shadow applications is greatly reduced. Today’s software architectures cannot provide
these capabilities because the components of a business application (such as data
elements, workflows, or forms) are shared among organizations. This sharing is both
the main reason why business applications exist and the main reason for the emer-
gence of their shadow counterparts. We therefore propose a new information system
paradigm based on an architecture with a fundamentally different sharing principle.

3 Requirements for an Alternative Information System
Paradigm

In this section we attempt to express the AVI capabilities (see Sect. 2.1) as a set of
requirements, using the following definitions.

• An Actor is an individual or a group of individuals, for example the entire company,
an organization, department, project team or community.

• Elements are runtime application components, like business entities (in our previous
example a ‘‘request’’), workflows, forms, reports, etc.

• Applications are collections of related Elements.
• An Information System is a collection of Applications.

3.1 Functional Requirements

Our first two requirements cover the most central operations in shadow application
development.
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R1: Actors can extend existing Elements.
R2: Actors can add new Elements.

Example 1 below reuses an observation from [3] to illustrate how an application
satisfying R1 and R2 could defuse the need for shadow applications.

Example 1 – Luxury2

Official application ‘‘Luxury’’ manages Request entities, with among others
attributes title, state and delay.

The ‘‘Quality’’ department needs to record the reasons for delays when they
occur. Using R2, they introduce a new Element DelayAnalysis with attributes like
reasonForDelay and analyst and associations with existing Element Request.
Behind the scene, this leverages R1 to extend the Request Element with the
reverse association delayAnalyses. This blends the new Element and extensions
with the original Luxury entities thus enabling intuitive bi-directional navigation.

Other operations are adding missing attributes to an existing business element or
adding more detailed states in an existing workflow. Example 1 highlights a new
problem: the extensions are of interest only to a subset of the application’s users, and
may be confidential. To avoid cross-Actor pollution and conflicts, both R1 and R2 imply
that Actors are isolated from each other by default, which yields the requirement R3.

R3: Actors have private spaces.

Elements are hosted in such private spaces and are by default not visible outside of
them. We call these spaces Perspectives. In a typical enterprise setting, today’s official
applications would be Perspectives providing ‘scaffolding’ Elements, i.e. skeletons of
business entities and associated high-level rules and functionality. Organizations at
various levels would have their own Perspectives, hosting the extensions and addi-
tional Elements reflecting their concerns and level of detail. Individuals could likewise
replace their spreadsheets with private extensions and Elements hosted in a private
Perspective. However, completely isolated Perspectives would defeat the purpose of
enterprise applications, which yields R4.

R4: Actors can share the Elements they own.

2 In the report, Luxury refers to both a business process and the supporting official application(s). We
only refer to the latter here.
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Perspectives can make selected Elements visible, either to everybody (‘‘public’’) or to
a restricted set of Perspectives. We call this operation export. Obviously the previ-
ously mentioned official Perspectives would export their Elements to all users. And
business-unit-level Perspectives would export their Elements to the relevant Actors.
Even individuals can share their Elements with others.

It is interesting to note here that R4 empowers all employees to contribute to the
corporate information system, which we think provides significant benefits we will
discuss later in this paper. The downside is that this could lead to cacophony through
an overwhelming amount of available Elements, dictating R5.

R5: Actors can select relevant Elements.

A symmetrical import operation is therefore necessary. An Actor must be able to
select, among all Elements available to him, only the ones he considers relevant.
Instead of building his environment from scratch an Actor would inherit the Elements
from the groups he belongs to; as a corollary, he must be able to unimport these
Elements if they are not relevant for him. Example 2 below, again from [3], illustrates
how R1-R5 could have avoided another real-life shadow application.

Example 2 – Fallen
Official application Fallen had produced a shadow application which added
translations into Japanese next to English data fields.

Extending existing entities with additional attributes is a typical use case of
R1. Such extensions would be owned by the Japanese branch of the company,
and hosted on their servers in a Perspective (R3) we can call http://
fallen.acme.co.jp/Translations.

All employees of the Japanese branch would inherit these extensions, and
some groups or individuals could even choose to unimport the initial English
attributes (R5). The extensions could also be exported to Japanese-spoken
employees in other regions (R4).

Our previous use of the term Application encompassed a broad spectrum, from
full-blown enterprise systems to private spreadsheets. Likewise, for Perspectives we
envision a broad range from big Perspectives hosting self-sufficient third-party
applications to tiny individual Perspectives with just a few extensions replacing
spreadsheets. Some Perspectives may just factorize the optimal list of import and
unimport declarations for a given organization or community.

3.2 Usability Requirements

A significant percentage of today’s shadow applications are created by people without
software development skills using office software like spreadsheets [4]. This obser-
vation makes usability a key requirement.
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R6: No programming is required for R1-R5.

The last item may sound like reviving the dream of software without programmers.
However, the data-centric nature of business applications makes it much less difficult
for end-users to participate than more feature-centric software; significant contributions
of entities, attributes, simple formulas and associations can be made through a
forms-based interface, especially in the presence of example instances [10].

Contributions are not limited to what can be done by end-users through forms. A
language-based representation of perspectives and elements is still necessary for
professional software developers. Even for business units, contractors and interns have
always been a means to get access to development skills beyond their internal com-
petence to implement complex shadow applications. In a perspective-centric archi-
tecture, such expert contributions would still be possible, with the benefit of being
better integrated with the rest of the information system.

4 Architecture

Figure 3 shows a possible high-level architecture meeting R1-R5. It iscentered on a
classical enterprise directory component with Users and Groups. Perspectives are
hosted by Repositories. Perspectives can define Fragments, which can be either self-
sufficient (R2) or extensions of a Fragment from another Perspective (R1). Reposi-
tories can live on different servers.

At runtime, a User opens a Session, which determines a set of Perspectives –
owned by the User or inherited from the Groups he is member of. This in turn
determines a set of Fragments, which can be woven into Elements. The Session
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*
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**
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Fig. 3. Meta-model of Perspective-centric architecture.
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becomes the Application, tailored to the connected user’s profile. We call this a virtual
private application, private because it reflects the user’s unique combination of ele-
ments, virtual because it does not exist outside of the session.

In a perspective-centric architecture, applications are thus dynamically composed
at runtime. Today, commercial-off-the-shelf (COTS) applications like issue-tracking,
PLM and ERP systems need to suit the requirements of a variety of customers and
provide some degree of flexibility through configuration and customization mecha-
nisms [11]. We consider our proposal a generalization of these mechanisms.

5 Prototype

We have designed and implemented a first prototype of a perspective-centric system.
Considering the complexity of the general case of extensible Elements, our prototype
mainly focuses on data, i.e. business entities.

5.1 End-User Experience

Our main objective was to verify that the dynamic, perspective-centric nature of the
system could be made transparent to end-users during normal use. The two screen-
shots on the left show two different users connected to a Luxury-like application, both
displaying a request object. The first user belongs to the quality group and thus sees
DelayAnalysis objects (1), the second user is from the planning group and sees
SubTask objects (2) (Fig. 4).

It is important to stress the additive nature of the system, as opposed to subtractive,
i.e. filtering. In a filtering approach, somewhere an Element would exist with all

1

2

3

4

1

2

 

Fig. 4. On the left: two different users during normal use. On the right: a user inspecting his
model.
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attributes, which get filtered out depending on the users’ profile. In our approach,
Fragments exist in various places and get pulled together by the Session.

The main visible difference with a regular system is the presence of edit buttons,
which allow inspection and tailoring of the connected user’s model as illustrated in the
screenshot on the right, which shows the possibility to import another Entity ‘‘Cus-
tomer’’ (3), and that Element ‘‘Request’’ is a composition of Fragments from three
different perspectives (4).

An ideal interface should have the intuitiveness of a spreadsheet, where filling an
empty ‘‘header’’ cell transparently creates an extension with the new attribute, with
default type and visibility. We believe the presence of actual records makes such
example-centric modeling possible.

5.2 Implementation

It may appear natural to host extensions on the same server as their root Elements.
However, to fully meet R1 and R2 any Actor must be able to provide his own storage
and computing resources for extensions. Otherwise, although independent in func-
tional terms, he is dependent from a physical resource point of view. This constraint
dictates a distributed architecture, where Perspectives can be hosted on distinct servers
and are pulled together at runtime by a client session.

It is important to guarantee that official systems cannot be disrupted or slowed
down by extensions hosted on unreliable servers. No organization would accept an
architecture with the potential for any unfortunate experiment by an employee to
degrade access to central services. This constraint dictates asynchronous communi-
cation between components, allowing results from a high-reliability official system to
be displayed without waiting for the extension results which may arrive later or never.

The prototype implementation is broken down in the following components.

• A central directory component, which in a real setting is the enterprise directory
server where users and groups would just need to be annotated with references
(URLs) to their associated perspectives.

• Repository components, which host Perspectives with entity definitions, extensions
and associated instances, persisted in a database and exposed through web services.

• On the client-side, the client session component communicates with previous
components to build a data model at runtime, and a dynamic user interface builds
simple forms by inspecting this model.

Figure 5 illustrates the main interactions between the components, at initialization-
time (1-3) and during regular use (4).

In step (1), the client authenticates the user and gets as a reply the full graph of his
groups and perspectives. The client session then (2) requests all perspectives and the
associated Fragment declarations from the various repositories involved. Receiving a
Fragment triggers the (3) weaving mechanism which composes Elements. Usage is then
similar to any distributed system, i.e. accessing an object triggers several requests (4).
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The communication between components is standard REST over HTTP. The
protocol has been kept simple in order to enable integration of legacy systems in a
perspective-centric landscape through the development of wrappers.

5.3 Evaluation

The main conceptual limitation of our first prototype is the focus on data only.
Considering the centrality of data in business applications, we think that the results
presented in the next section still represent a significant contribution.

From a technical point of view, the prototype has demonstrated the feasibility of
asynchronous runtime composition of a data model, the transparency for end-users
during normal use, and end-user update of the data model in their own perspective.

As a first proof-of-concept, we have instantiated the prototype with a project
tracking use case and a configuration of 3 groups and 5 individuals with different
perspectives. The prototype has been able to compose the individual models on the fly,
proving the validity of the concepts of Perspective and Fragment.

We have presented this prototype to 8 information system professionals from 6
different industrial and educational organizations. All of them have over 20 years of
experience and have witnessed the emergence of numerous shadow applications.
Though they did raise some concerns, covered in the discussion section of this paper,
their reactions to the proposal varied from fairly positive to enthusiastic. 4 out of 8
subjects have volunteered for evaluating the prototype with real application data.

As a second proof-of-concept, we have instantiated the prototype with the Luxury-
like use-case presented in previous sections of this paper. The ‘‘Luxury’’ perspective
and its associated ‘‘quality’’ and ‘‘operations’’ perspectives have allowed a unified
representation of the three points of view. We were able to walk through use cases of
both the Luxury and Fallen shadow applications, and show that technically they would
have been avoided with a mature perspective-centric implementation.

The highly dynamic nature of the proposal initially made all interviewed pro-
fessionals uncomfortable, illustrating the conservative attitude they adopt regarding
the architecture of business applications, particularly the data layer. One manager has
expressed a desire to restrict the perspective-centric nature of an application to the
initial phases of its life, and to ‘‘freeze’’ the model once it has been collaboratively

3

directory

dynamic ui

repository 1

client session

repository n

1 2 2
4 4

Fig. 5. Main interactions of the prototypes’ components.

Social Information Systems: Agility Without Chaos 65



built and validated. This directly contradicted his earlier statements of continuously
evolving and conflicting requirements, which he acknowledged.

We have measured the time required for the client session to compose one single
business concept with 100 attributes. Without any optimization, the response time
seems to be a linear function of the number of perspectives, with absolute values on a
low-end laptop between 0.13 s for 10 perspectives (10 fragments with 10 attributes
each) and 2.5 s for 100 perspectives (100 fragments with 1 attribute each). Compared
to a user juggling with multiple shadow applications, we don’t consider this overhead
significant.

Further evaluation is required to validate our initial results, which represents a
challenge as we will discuss in the next section.

6 Discussion

Perspectives represent different, finer and more connected information system grains
than applications. We think they allow an information system to evolve organically in
a unified and more controlled way than today’s proliferation of shadow applications,
without sacrificing the business units’ ownership of their specific application ele-
ments. The reactivity and autonomy their mission demands is thus preserved.

6.1 Towards Social Information Systems

A perspective-centric application architecture represents a major shift of responsi-
bilities from IT departments towards the community of users, not unlike the freedom
spreadsheets have provided [4]. An IT department’s main responsibility would be to
provide the platform on which anyone (the IT department itself, but also business
organizations and individual employees) could contribute elements in their area of
expertise. We think this could leverage the collective intelligence [12] and energy of
employees to collaboratively build and maintain the corporate information system, in
a form of internal crowd-sourcing.

Considering today’s mostly feudal management of information systems, this is a
fairly disruptive proposal. Indeed, during our interviews most subjects have initially
raised the concern that it could ‘‘result in chaos’’. This reaction typically takes the
official applications as a reference, which in reality only represents the tip of the
information system iceberg. When including all shadow applications in the picture,
information systems today can already not guarantee the overall consistency, and rely
upon humans to keep the whole together.

Collecting all shadow application data in a unified infrastructure may seem to
aggravate inconsistency, but in reality it just reveals the present state, i.e. chaos. We
think a unified infrastructure would provide additional leverage to the previously
mentioned human factor in at least two ways.

In the consumer-space, ‘‘social’’ mechanisms like tagging, rating, voting, and
targeted sharing have proven effective in organizing huge repositories of consumer-
contributed data [12]. In a business environment, users could organize application
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elements through similar mechanisms. We think dealing with authenticated profes-
sionals is an even more beneficial setting than the consumer space for social tech-
nologies to apply, and envision social information systems where elements are
contributed from the bottom up, shared with other Actors, ranked and improved
through social feedback mechanisms and eventually gradually ‘‘promoted’’ to more
central perspectives, providing a form of evolutionary development [13].

As opposed to today’s situation where shadow applications are mostly discon-
nected from their parent applications and extremely heterogeneous in their imple-
mentation, a unified architecture would make the continuous evolution and the
associated divergence observable. Indicators could be envisioned (number of exten-
sions, number of unimports…) and dashboards built to monitor application evolution.
Pattern-matching techniques could be used to automatically detect convergence
opportunities [14, 15] and notify the owners of the candidate elements, fostering
convergence discussions.

6.2 Impact on Collaboration

Although the goal of the proposed architecture is to make evolution a continuous
process, introduction of significant chunks still requires traditional projects.

From a functional point of view, the painful and hazardous process of elaborating
the union of divergent requirements could be replaced by the identification of the
intersection, containing only the elements all stakeholders agree on, and then spawn
smaller groups to discuss the next level of detail, thus reducing the risk of conflict and
communication overhead. We think Perspectives would thus contain the various
layers of boundary objects [16] around which actors collaborate.

From a software engineering point of view, private spaces could help in inte-
grating running development projects with live production environments, facilitating
continuous integration and delivery [16]. Boundaries between mockup, prototype,
beta and production environments could be smoothened and concurrent development
made easier, as well as quick experimentation encouraged.

6.3 Evaluation in the Real World

One of the challenges of this work is to find suitable ways to evaluate the underlying
concepts of social information systems. A standard approach would be to deploy a
robust implementation with a small group of users, and study its usage. However, if it
were deployed in this fashion, it would become ‘‘just one more shadow application’’,
and many of the benefits of a perspective-centric system would be lost. On the other
hand, the approach is unfamiliar enough to both potential users and IT organizations
that a major deployment would be difficult to accomplish. As illustrated by the
aforementioned discomfort of the IT professionals, this requires a significant shift in
thinking by IT and line-of-business managers about how crucial data is stored and
managed. Introducing a perspective-centric system thus requires not only techno-
logical innovation, but also a high degree of organizational open-mindedness.
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6.4 Challenges and Further Work

A real deployment of such a social architecture would almost certainly exhibit a high
degree of coupling of its elements, making the system vulnerable to the evolution of
central elements. However, since all dependencies are explicit, evolution policies
could be defined. For example, if a high-level perspective deletes an element, it could
be marked as orphan and be proposed to adoption to owners of perspectives which
import or extend it.

We think a significant number of common business application features can be
implemented in a generic way in the form of functional aspects [16] to be applied by
an end-user while building his model. For example, if a particular attribute demands
traceability this could be a single checkbox on the model’s form, a simple boolean
annotation on the model itself, and could tell a repository to produce history records
with timestamp, user, and previous value. We are working on more complex aspects
like lifecycle management and authorization.

The manipulation of model and instances through the same interface presents both
the opportunity to leverage contributions from people without modeling skills and the
risk to confuse them. Beyond the prototype’s naïve forms for model manipulation, we
consider usability for contributors with a broad spectrum of software skills a chal-
lenge. For programmers, the development of robust application code on top of a
dynamic foundation is not trivial, and needs appropriate programming language
bindings.

Other challenges are not new but rather inherited from the present situation. As an
example, a user could define an extension concatenating two attributes, and export this
extension to colleagues who do not have permission to see the initial data. This is
similar to what happens when people extract confidential data in today’s shadow
applications, breaking the initial authorization mechanism. A perspective-centric
system would actually improve on this situation; by having a complete view of all the
attributes, a system would be able to detect and warn about possible permission
violations.

At a higher level, perspective-centric architectures present a number of interesting
challenges, like monitoring and convergence mechanisms, and adapting the con-
sumer-space social recommendation mechanisms to application elements in a business
environment.

7 Related Work

We consider the work presented in this paper a novel combination of existing
approaches. Shadow applications are a widely known but widely accepted problem.
They are frequently mentioned when studying information system agility [19] or
dissatisfaction with business software [9], but not always considered as a problem [3].

Situational applications are enterprise applications built on-the-fly by business
units to solve a specific business problem [10], and can be considered a superset of
shadow applications. Situational applications have attracted recent interest from
enterprise mashup researchers [20] who aim at allowing end users to integrate and
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combine services, data and other content [21] to bridge the IT/business gap. Mashups
can be interpreted as an evolution of service-oriented architectures [22] which expose
business functionality as standard and composable services.

Mashups are part of the broader topic of end-user development [23, 24], which
advocates the empowerment of end-users to implement their own specific require-
ments, and has intensively studied spreadsheets [4, 25] and more recently collabo-
rative and social aspects in enterprise settings [26].

Model-Driven Engineering (MDE) [27] elevates the level of abstraction at which
software is developed, turning models into central and productive artifacts, with a
specific models@runtime branch focusing on model interpretation. The Software
Language Engineering (SLE) [28] and Domain-Specific Languages (DSL) [29]
domains, related to MDE by the heavy reliance on meta-models, focus on domain
expert involvement in software development and configuration through specific
expert-friendly representations.

The Component-Based Software Engineering [30] community is actively
researching robust dynamic systems, where components can appear and disappear
during execution. It provides foundation concepts and technologies for making a
social application cope with dynamic elements and services of variable reliability.

Linked Data [31] integrates distributed, loosely coupled and independently man-
aged repositories of persistent entities, but targets an internet-wide database and
mostly-read access.

Social Software Engineering focuses on the understanding of the human and social
aspects of software engineering. It covers both the social aspects in the software
engineering process and the engineering of social software [14].

In the Requirements Engineering domain, studies on ViewPoints [15] have
focused on capturing divergent concerns but aim at reconciling these at the specifi-
cation and design level. More recent work proposes to apply social mechanisms like
voting and commenting [32], but restrict these to the requirements elicitation phase.

The tailoring of enterprise systems, from simple configuration to the modification
of commercial code, is a topic of sufficient complexity for [11] to propose a typology.

Recent interest in cloud computing has yielded research in multi-tenancy [33], a
way to configure the same software installation for various isolated organizations.

8 Conclusions

In this paper we have presented an alternative architecture for business applications
designed to reduce shadow application proliferation. We have described the main
characteristics of shadow applications, the causes of their emergence, and have pro-
posed an architecture principle to defuse this phenomenon based on an isolation
mechanism we call perspectives. We have presented our prototype, our first results on
real-life use cases and the encouraging feedback it has received.

We have discussed our broader vision of a social information system leveraging
the collective intelligence of an organization’s employees, and the possibility of
democratic evolution through the use of social mechanisms.

Social Information Systems: Agility Without Chaos 69



We have no silver bullet claim, rather a potentially interesting paradigm worth
exploring. We have no revolution claim either, merely an original combination of
existing approaches and a generalization of business application configuration
mechanisms. This is enabled by continuously growing processing power versus fairly
stable core requirements of business applications, a better understanding of distributed
systems, and recent social technologies.
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Abstract. Data integration and knowledge capitalization combine data
and information coming from different data sources designed by different
experts having different purposes. In this paper, we propose to assist the
underlying model merging activity. For close models made by experts
of various specialities on the same system, we partially automate the
identification of a Greatest Common Model (GCM) which is composed
of the common concepts (core-concepts) of the different models. Our
methodology is based on Formal Concept Analysis which is a method
of data analysis based on lattice theory. A decision tree allows to semi-
automatically classify concepts from the concept lattices and assist the
GCM extraction. We apply our approach on the EIS-Pesticide project,
an environmental information system which aims at centralizing knowl-
edge and information produced by different research teams.

Keywords: Formal concept analysis · Greatest common model ·
Information system · Environmental information system · Model
factorization · Core-concept · Measuring station · Pesticide

1 Introduction and Problematics

Elaborating data models is a recurrent activity in many projects in different
domains, for various objectives: building dictionaries of the domain, designing
databases, developing software for this domain, etc. Usually, such models of
the domain are required by several teams, dealing with different facets of the
domain, and potentially stemming from different scientific domains. For exam-
ple, in the IRSTEA institute (in which three of the authors work), the study
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of pesticide impact on environment involves specialists from different scientific
domains: hydrology, agronomy, chemistry, etc.

In this paper1, we address the issue of assisting this gathering activity, in
the context of domain data models designed with UML class diagrams through
the automated detection of common domain-concepts (with two levels of con-
fidence) possibly enriched with new domain-concepts automatically extracted
from the previous ones. This approach is based on Formal Concept Analysis
(FCA), which is an exact and robust data analysis method based on lattice
theory. We use FCA to detect commonalities, redundancies and introduce new
abstractions, both inside the models taken individually (intra-model factoriza-
tion), and inside two distinct data models taken jointly (inter-model factor-
ization). The approach defined in this paper deals with two models, but more
generally, it is able to identify the common domain-concepts of several models
in order to help the designer to centralize these common concepts into a unique
consolidated model (the GCM). This approach is under evaluation on a large
project from the IRSTEA institute called Environmental Information System for
Pesticides (EIS-Pesticide), in which two teams cooperate to build a domain data
model. The Transfer team is specialized in the study of the pesticide transfer to
the rivers, and the Practice team mainly works on the agricultural practices of
farmers.

The rest of the paper is structured as follows. In Sect. 2 we introduce example
models taken from the EIS-Pesticide project. In Sect. 3, we draw the main lines of
our approach, and in Sect. 4, we provide a short introduction to Formal Concept
Analysis (FCA). In Sect. 5 we explain how FCA is used on input models and
how the resulting lattices are analyzed so as to provide the final user clear
recommendations to build the greatest common model. In Sect. 6, we present
schematically the process we have implemented into a case tool to generate
automatically the greatest common model. In Sect. 7, we present the greatest
common model corresponding to our models and then the application of our
approach on larger models to evaluate its scalability. Section 8 presents the
related work and Sect. 9 concludes the paper.

2 Running Example: The Two Models of Measuring
Station

The Environmental Information System for Pesticides is a project [1,2] that
has the objective to set up an information system allowing to centralize knowl-
edge and information produced by Transfer and Practice teams (see Sect. 1).
We illustrate our approach on a small subsystem representing part of the mea-
suring activity on the catchment area (drainage basin): measuring stations by
monitoring the major parameters involved in the transfer of the pesticides to
the rivers.
1 This article is an extension of Using Formal Concept Analysis to Extract a Greatest
Common Model published in the ICEIS 2012 conference.
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Fig. 1. The two data models of measuring station produced by the two teams.

Figure 1 shows the two data models of the measuring stations used in this
study. They are produced by the two teams involved in the project. As these
two models are very close, we have organized them by grouping at the r.h.s
of measuring station (cl MeasuringStation), the identical domain-concepts (that
also have the same type of relationships). In this part of the model, the mea-
sured data are associated to the corresponding measuring device: the rainfall
(cl Rainfall) and the hydraulic head (cl HydraulicHead) of the groundwater table
are continuously recorded respectively by the rain gauge (cl RainGauge) and by
the piezometer (cl Piezometer). Each of these measures is dated (see property
att MeasuringDate).

On the l.h.s. of cl MeasuringStation, the model M1 MeasuringStation allows
to record the data measured by a weather station of Météo-France (a french mete-
orological institute): temperature (cl Temperature), hygrometry (cl Hygrometry)
and potential evapo-transpiration (cl PET ) of the short green crops.

These last domain-concepts are not in the model M2 MeasuringStation which
has on the other hand a limnimeter (cl Limnimeter) to measure continuously
the flow rate (cl FlowRate) of rivers. A technician is in charge to take sam-
ples in order to determine in laboratory the amount of pesticides in the water
(cl PesticideMeasurement). Finally, the wind velocity (cl WindMeasurement) is
a parameter coming from a weather station of Météo-France.
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FCA Based
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Fig. 2. A schematic overview of our approach (applied on one formal context).

3 Overview of the Proposed Approach

The main objective of our approach is to assist the task of gathering two or more
models independently defined and thus potentially involving common concepts.
For that we extract from initial models their Greatest Common Model (GCM).

The term “greatest common model” is chosen by analogy to the “greatest
common divisor (GCD)” in arithmetic; it is more precisely defined in the follow-
ing. Roughly, it contains all the common domain-concepts that are introduced
in all the studied models, in a normal2 (factorized) form.

The proposed approach is illustrated in Fig. 2. The input is two (or more)
models for a domain, named M1 and M2. In a first time, the classes of the
input models are described by their owned characteristics. Formal Concept
Analysis (FCA) allows entities sharing characteristics to be grouped into formal-
concepts, and results in lattices providing a hierarchical view of those formal-
concepts. FCA can deal with several class characteristics: attributes, operations,
roles. . . We apply FCA on several class descriptions, resulting in several lattices.
These lattices allow the identification of common concepts, specific concepts
and possibly new abstractions extracted from intra- or inter- model factoriza-
tion. For instance, if we describe classes by their owned attributes, the resulting
lattice (cf. Fig. 5) extracts the r.h.s. common domain concepts of Fig. 1. It also
extracts new abstractions. Some new abstractions are present both in M1 and
M2 (e.g. a device concept factorizes commonalities of rain gauge, and piezome-
ter: inter-model factorization). Some other extracted abstractions are present
only in a same model (e.g. a dated measurement concept factorizes pesticide and

2 Here, we refer to the relational normal form used in database schema normalization,
which has the same objective: eliminate redundancies.
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wind measurements in M2: intra-model factorization). For each lattice, we have
two levels of confidence for those domain-concepts: domain-concepts which are
very likely to be in the GCM, and others that have to be precisely analyzed,
validated and named by the final expert. As we generate several lattices, the
expert in charge of integration needs to follow a strategy for analyzing them. We
propose to order the obtained lattices following the semantic hierarchy of the
different factorization criteria. The lattices are then analyzed, so as to categorize
formal-concepts and interpret them, if applicable, to form domain-concepts.

The domain-concepts recognized by the experts as being in the GCM are
called the core domain-concepts. In Fig. 1, the domain-concepts to the right
of cl MeasuringStation are certainly core domain-concepts. The greatest com-
mon model (GCM) is defined as the largest model factorizing the core domain-
concepts of several models.

4 A Short Introduction to Formal Concept Analysis

Formal Concept Analysis (FCA) [3] is a theoretical framework for conceptual
classification, data analysis and clustering based on lattice theory [4]. FCA is
applied in many domains including knowledge structuring, information retrieval,
data mining, class model refactoring, or software analysis. FCA studies entities
described by their characteristics to discover formal-concepts which are maximal
groups of entities sharing maximal groups of characteristics. A partial order
based on the entity set inclusion provides a lattice structure (the concept lattice)
and organizes concepts by specialization.

A formal context K is a triple3 K = (E,C,R), where E is the set of entities
and C the set of characteristics that describe these entities. Relation R ⊆ E×C
associates an entity with its characteristics: (e, c) ∈ R when entity e owns
characteristic c. For example, Table 1 shows the formal context of the sub-
model highlighted in Fig. 1 (limited to the four classes cl PET, cl Temperature,
cl HydraulicHead and cl Rainfall). The characteristics of the classes (the enti-
ties) are the names of their owned attributes.

A formal-concept is a pair (Extent , Intent) where Extent = {e ∈ E|∀c ∈
Intent , (e, c) ∈ R} and Intent = {c ∈ C|∀e ∈ Extent , (e, c) ∈ R}. These two
sets represent the entities that own all the characteristics (extent) and the char-
acteristics shared by all entities (intent). The specialization order between two
formal concepts is given by the following equivalence: (Extent 1, Intent 1) <
(Extent 2, Intent 2) ⇔ Extent 1 ⊂ Extent 2 (equivalently Intent 2 ⊂ Intent 1).

In a lattice, there is an ascending inheritance of entities and a descending
inheritance of characteristics. The simplified intent of a formal concept is its
intent without the characteristics inherited from its super-concept intents. The
simplified extent is defined in a similar way.

Nota: in this article, we distinguish simplified extent from extent. When it is
not specified, we are talking about (complete) extent.
3 In the literature, standard notation is K = (G,M, I). We use K = (E,C,R) for

readability reasons and to get a better understanding toward our thematic partners.
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Table 1. The formal context of the reduced model.

att
Measur-
ingHour

att
Value

att
Water
Amount

att
Measur-
ingDate

att
Code-
Quality

att
Water-
Height

cl PET × ×
cl Temperature × ×
cl Rainfall × × ×
cl HydraulicHead × × ×

For readability reasons, all lattices presented in this paper show simplified
extents and intents.

Figure 3 shows the concept lattice built from the formal context presented
Table 1. Each formal-concept is represented by a box in three parts: the first
part contains the generated name of the formal-concept, the second part con-
tains its simplified intent, and the last one contains its simplified extent. Let us
consider Concept 17: it represents entities (classes) described by the characteris-
tic att WaterHeight and by the characteristics inherited from its super-concepts:
att MeasuringDate and att CodeQuality (from Concept 16). The extent and the
simplified extent of Concept 17 is the set containing class cl HydraulicHead.
Let us consider Concept 16: its extent is composed of the set containing
cl HydraulicHead and cl Rainfall (inherited from Concept 15 and Concept 17
respectively).

In this work, we are interested in three categories of formal-concepts that
form a partition of the set of formal-concepts:

Definition 1 (Merged Formal Concepts). Merged formal concepts have
more than one entity in their simplified extent. This means that all entities in
the extent are described by exactly the same set of characteristics.

In Fig. 3, Concept 13 is a merged formal concept: the two classes of its simplified
extent, namely cl PET and cl Temperature, are (exactly) described by both
characteristics att MeasuringHour and att Value.

Definition 2 (New Formal Concepts). New formal concepts have an empty
simplified extent. These are new, more abstract, concepts, factoring out charac-
teristics common to several formal-concepts.

In Fig. 3, Concept 16 is a new formal concept, factoring out characteristics of
both Concept 15 and Concept 17.

Definition 3 (Perennial Formal Concepts). Perennial formal concepts have
one and only one entity in their simplified extent.

In Fig. 3, both Concept 15 and Concept 17 are perennial. In this article, merged,
new and perennial formal concepts are respectively annotated, in the figures, M,
N and P at the right-top corner.
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Fig. 3. Class/attribute name lattice: result of FCA on Table 1.

5 Applying Formal Concept Analysis to Extract
Candidates for the Greatest Common Model

In this section, we propose a methodology based on two automatic steps that
uses Formal Concept Analysis (FCA) and an interactive process to extract the
greatest common model of two input models. Given two models M1 and M2:

– From several characteristics (owned attributes, roles. . . ), we compute the lat-
tices resulting from FCA applied to several formal contexts extracted from the
disjoint union of the two input models M = M1 ⊕ M2. The different formal
contexts are obtained by considering classes described by different character-
istics (class names, attributes, roles, etc.).

– The concepts of these lattices are analyzed thanks to a decision tree based on
the analysis of the concept extent, and we obtain lists of concepts.

In the interactive process, these lists are exploited to assist the expert to build the
greatest common model. The next subsections precisely describe two automatic
steps.

5.1 Applying FCA on the Two Models

As explained in Sect. 4, formal contexts describe entities by characteristics. Many
different formal contexts can be extracted from a class model: it has to be defined
which model elements are chosen to be the studied entities, and which features
of those model elements are chosen to be their studied characteristics. Here we
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Fig. 4. The class/class name concept lattice.

focus on three formal contexts extracted from the disjoint union of input models
M = M1 ⊕ M2:

1. the formal context of classes described by their name,
2. the formal context of classes described by their attributes,
3. the formal context of classes described by their attributes and by their roles.

Figure 4 presents the lattice obtained with the formal context of classes
described by their name (class/class name lattice). This lattice groups in a con-
cept the set of classes sharing the same name. For example, the merged concept
Concept 1 represents the set of classes (in extent) sharing the name (in intent)
cl Piezometer. In other words, FCA merged in a single concept classes that have
a same name. Classes that are not duplicated in the models M1 and M2 remain
in a perennial concept, like the cl PET class in Concept 7. In inter-model fac-
torization, the three categories of concepts described in Sect. 4 exist: the merged
concept Concept 1 has more than one entity in its simplified extent. In a similar
way, the perennial concept Concept 7 (cl PET ) has exactly one element in its
extent. Later we will see the case where new formal concepts appear.

Figure 5 presents the lattice obtained with the formal context of classes
described by the names of their owned attributes (class/attribute name lat-
tice). In this lattice, a formal concept thus is a group of classes (extent) sharing
a group of attribute names (intent). The lattice contains new formal concepts
(simplified extent = ∅), e.g. Concept 47, that represents a new abstraction:
things that are dated.

Figure 6 presents the lattice obtained with the formal context of classes
described by the names of their owned attributes and roles (class/attribute-role
name lattice). UML associations are taken into account in this lattice through
those roles. For example, class cl FlowRate has attribute att WaterHeight and
role ro Station in association Water Height Information. The new formal con-
cept Concept 30 represents the classes that are linked with a Station via the
role ro Station. Class cl FlowRate belongs to the extent of this concept.

5.2 Analysis of the Lattices

In this section, we present the analysis of the lattices using a decision tree to
classify each concept. First, the class/class name lattice must be analyzed. This
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Fig. 5. The class/attribute name concept lattice.

Fig. 6. The class/attribute-role name concept lattice.
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lattice allows the designer to group classes that have a same name. Then, we
analyze the class/attribute name lattice that allows us to find attribute-based
factorizations. As we will see, the class/attribute-role name lattice can be a
considerable help to refine the decisions about factorization.

For each formal concept Cok = (Ek, Ik), the concept type (merged, new or
perennial) and the complete extent Ek have to be analyzed and the concept has
to be included in one of these lists:

– LGCM is the list of core-concepts that will be included in the greatest common
model.

– LpGCM is the list of potential (candidate) core-concepts to be validated by an
expert to be in the greatest common model.

– LM1 and respectively LM2 are the lists of domain concepts specific to M1

(resp. M2).
– LnM1 and respectively LnM2 are new domain concepts specific to M1 (resp.

M2), factorizing existing domain concepts. These domain concepts are not
intended to be in the greatest common model, but they can be presented to
experts to improve the factorization of M1 (resp. M2).

Figure 7 presents the decision tree: we define CMi
(resp. CMj

) as the set of
classes in the model Mi (resp. Mj), and the decision tree is designed for two
models Mi and Mj where i 	= j. As we apply FCA with classes as entities (char-
acteristics being class name, attributes, and/or roles), the extent of a concept
contains only classes. For each concept, we first check if the concept is a merged
concept, a new concept or a perennial concept (nodes 1, 8 and 12 respectively in
the decision tree of Fig. 7) as defined in Sect. 4.

Analysis of Merged Concepts
If the concept is a merged concept, then three cases are possible: its extent

Fig. 7. Decision tree.
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contains elements from both models Mi and Mj (node 2), its extent contains
only elements from Mi (node 6), or its extent is empty (node 7).

If the concept extent contains elements from both models, the cardinality of
the intersection between the extent and the set of model classes has to be checked.
In the first case, the extent contains only one class from Mi and only one class
from Mj (node 3) like Concept 1 in the class/class name lattice, Fig. 4. Then a
corresponding domain concept should be added in LGCM : it can be considered
as a core-concept – a domain concept common to both models. If the extent
contains only one class from Mi and several classes from Mj (node 4), or several
elements from both models (node 5), then it should be put in the LpGCM list: it
is a potential core-concept, but an expert intervention is necessary. He or she can
choose to merge or factorize duplicated classes if they are semantically closed,
in a same model (intra-model factorization), and relaunch the process to extract
the greatest common model. He or she can also consider these classes as specific
domain concepts and keep them in the specific model.

If the merged concept contains only classes from Mi (node 6), like the
Concept 45 in the Fig. 5, it should be added to the LnMi

list. Figure 8 presents an
excerpt of the class attribute name lattice. We have added some classes next to
their corresponding concepts, and we have highlighted the factorized attributes
to illustrate the explanation.

Its extent contains a group of elements coming from a same model and that
are described exactly by the same characteristics. It can be presented to an
expert to improve the model Mi, but it is not a core-concept (they are in one
model only). In the case of Concept 45, FCA suggests to merge the classes
cl PET (representing the Potential Evapo-Transpiration) and cl Temperature.
In this special case, these two classes are semantically different, and the expert
do not want to factorize them, but in other situations he could consider this
factorization to be interesting.

The node 7 describes concepts wherein the extent does not contain classes
from Mi and Mj . This is inconsistent: by definition, a merged concept extent
contains at least two elements (cf Definition 1).

Fig. 8. Excerpt of the class/attribute name concept lattice and corresponding classes.
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Fig. 9. Excerpt of the class/attribute name concept lattice and corresponding classes.

Analysis of New Concepts
If the concept is a new concept (cf. Definition 2, node 8), and if its extent
contains elements from both models Mi and Mj (node 9) then the concept has
to be put in the LpGCM list: it is a potential factorization of concepts defined
in Mi and Mj , so it is potentially a core-concept. Experts have to decide if this
factorization is valid and if this new concept has to be included in the greatest
common model. Concept 39 in Fig. 5 is an example of this type of concept. In
our case study, the expert validates this concept to be a greatest common model
concept.

If the new concept extent contains only classes from one model, it can be
added in the LnMi

list (node 10 in the decision tree). This concept corresponds
to an intra-model factorization. A concrete case of intra-factorization is presented
in Fig. 9: the Concept 47 represents things that are dated in M2 by factorizing
the date attribute. This kind of concept is not a core-concept and should not be
included in the greatest common model. It can be presented to the Mi designer
in order to raise the quality of its model by a new factorization.

If the new concept extent (node 11 in the decision tree) does not contain
elements from M1 nor M2, this means that this is the concept Bottom. Con-
cept Bottom is present in each lattice (concepts Concept 2, Concept 37 and
Concept 17). It represents elements that own all attributes and should not be
used in our re-engineering process. Instead, the top concept cannot be inferred
only by extent analysis and it may appear in each branch of the tree. Depending
on the configuration of the analyzed models, this concept may be relevant and
it is classified as other concepts.

Analysis of Perennial Concepts
Node 13 in the decision tree describes perennial concepts that have in their
extent classes from Mi and Mj , like Concept 35 in Fig. 5. This means that there
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is a potential factorization of Concept 36 and Concept 42, and this factoriza-
tion already exists, cl Limnimeter in our example. This kind of concept has to
be presented to the expert, it is thus added to the LpGCM list. In our exam-
ple, the designer can make cl Limnimeter be a super-class of cl Piezometer and
cl Raingauge, but this decision is not semantically valid: a piezometer is not a
limnimeter. An analysis of the lattice of classes described by their attributes
and role names (cf. Fig. 6) shows that it is better to create a new superclass
(Concept 15) of data instrumentation, factorizing the three classes cl Limnimeter,
cl Piezometer and cl RainGauge. In this case, the lattice of classes described by
their attributes/roles names is useful to help the designer to take a decision.

If the perennial concept extent contains only classes from Mi (node 14) then
it is a Mi domain specific concept. This concept must be added to LMi

. For exam-
ple, concepts Concept 7, Concept 8, Concept 48, and Concept 49 are domain
concepts specific to Mi. Concept 48, and Concept 49 are presented in Fig. 9
with their corresponding classes PesticideMeasurement and WindMeasurement.
These classes are not factorized and remain specific concepts of M2.

A perennial concept cannot have an empty extent (node 15): the Definition 3
specifies that a perennial concept has one (and only one) element in its extent.

From both LGCM and LpGCM lists, the expert has to select the core-concepts
that will be included in the GCM.

Fig. 10. Detailed implementation of the working process of our approach.
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6 Working Process of Our Approach and Its
Implementation

The working process of our approach is structured around four major trans-
formations (cf. Fig. 10). The first one (Tr. 1) converts UML models into the
different types of formal contexts which are the inputs of FCA. The second one
(Tr. FCA) is the FCA process which transforms the formal contexts into lattices.
The next transformation (Tr. 3) generates the various lists of domain-concepts in
accordance with the decision tree. Finally, the last transformation (Tr. 4), called
“GCM build” is under development. It will use the classification of concepts we
introduced and the decisions taken by the developer to build the UML model.
For the Measuring Station models (cf. Fig. 1), we have manually extracted the
greatest common model from the classification output because these models
are small. The manual extraction is impossible from the EIS-Pesticide model
because it contains more than 200 entities.

This working process is implemented as a profile into the Objecteering case
tool4 which encapsulates the eRCA5 component. Figure 10 presents the associa-
tion of these two components.

Objecteering is a UML modeler edited by Objecteering Software and inte-
grating model driven engineering principles. Its main functionalities are: creation
and edition of UML models, code generation and reverse engineering of existing
projects. Objecteering allows designers to extend the proposed functionalities
by creating plug-ins called Model Driven Approach Component (MDAC). These
plug-ins can manipulate models thanks to an API reifying the UML meta-model,
and tools are available to enhance the original user interface.

eRCA is a framework that ease the use of formal and relational concept analy-
sis. Originally designed as an Eclipse plug-in, it is also available as a standalone
version through a jar library, so as to be used in classical Java projects.

In practice, the MeasuringStation and EIS-Pesticide models have been
designed in Objecteering. Thanks to the MDAC extension system, we navigate
through these models and generate formal contexts. The FCA transformation
applies formal concept analysis to the formal contexts and produces lattices. The
eRCA component includes an API to manipulate these lattices, it is used in the
MDAC of Objecteering to navigate through the lattices, using the decision tree
to classify each concept.

7 Results

Figure 11 shows the model obtained by applying our approach: the final greatest
common model of the M1 and M2 models (cf. Fig. 1). This GCM reflects also the

4 http://www.objecteering.com/. The development has been done with Objecteering
but we are migrating it to Modelio, the last version of Objecteering.

5 http://code.google.com/p/erca/

http://www.objecteering.com/
http://code.google.com/p/erca/
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Fig. 11. The greatest common model of M1 and M2 models (cf. Fig. 1).

Table 2. Result of our approach on the MeasuringStation model.

LGCM LpGCM LnM1 LnM2 LM1 LM2

class/class name 5 1 0 0 3 4
class/attribute name 5 5 1 1 1 2
class/attribute-role name 4 7 1 1 2 4

interpretation and the validation by an expert of the new concepts. We anno-
tated classes by associated formal concepts that represent them in the lattices
(cf. Figs. 4, 5, 6).

As expected, the same domain-concepts in both models M1 and M2 are
present in the GCM : cl MeasuringStation, cl Piezometer, cl HydraulicHead,
cl RainGauge and cl Rainfall. They constitute the core-concepts of the GCM of
M1 and M2. So, they are automatically added in the LGCM list.

Our approach proposes a list of possible factorizations of domain-concepts
in the LpGCM list. The expert must validate the relevance of these concepts. In
this example, two new concepts have been considered relevant. They are colored
in Fig. 11.

The first corresponds to formal concepts Concept 15 (cf. Fig. 6) and
Concept 35 (cf. Fig. 5) in the lattices. They factorize attributes att DeviceType
and att DeviceNumber. This concept has been validated by experts as a new
cl Device class.

The second new concept corresponds to formal concepts Concept 41 and
Concept 21 in the lattices. It factorizes both att MeasuringDate and
att CodeQuality attributes. Similarly to the first new concept, experts validate
this concept as a new cl Data class.

Table 2 quantifies for each formal context the number of concepts in each list
defined in the decision tree.6

6 In these tables, new and merged concepts must be still validated by an expert.
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Table 3. Result of our approach on the complete EIS-Pesticide model.

LGCM LpGCM LnM1 LnM2 LM1 LM2

class/class name 111 34 0 0 1 1
class/attribute name 43 39 0 0 1 2
class/attribute-role name 68 119 0 0 8 9

In order to validate the scalability of our approach, tests have been done on
two versions of the complete model from the EIS-Pesticide project (about 125
classes). Table 3 gives the number of concepts by list of the decision tree (see
footnote 6).

With the class/class name and class/attribute name lattices, experts have
to analyze and to validate between 34 and 39 concepts present in the LpGCM

list. They can obtain more precision (with also more analysis work) with the
class/attribute-role name lattice, where 119 potential GCM concepts are pro-
posed. We are currently working to assist the expert in this analysis task [5]. We
can also deduce from these results that the two versions of pesticide model are
very close: there are only few specific concepts.

8 Related Work

FCA is used to improve the abstraction quality and the duplication elimination
in class models in various domains (software engineering, ontology mapping or
merging). This feature led us to propose the construction of a GCM to capitalize
the knowledge of various domains.

Many variants have been studied, which take into account different charac-
teristics for classes (the entities or domain-concepts in this framework): attribute
names, attribute types, operation names, operation signatures, type specializa-
tion. . . The relevance of this approach is related to the properties satisfied by
the class model after refactoring: all duplications are eliminated and the special-
ization relation between formal concepts meets the inclusion of features in the
class model. These previous approaches only focus on intra-model factorization.
In this paper, we use FCA for inter-model factorization, and we need to analyze
differently the lattices, to identify categories of formal-concepts useful to build
the greatest common model of several input class models. We define a guide for
the expert to assist the building of the GCM. Indeed, in this work, we assume
that if two characteristics have the same name, then these two characteristics
are identical. Some work includes semantic analysis [6,7].

In software engineering, FCA has been used to build and maintain class hier-
archies [8–10]. In this paper, our objective is different, we want to find common
and specific parts between several models. The management of similarities and
differences between models has been studied in the domain of model versioning
[11]. The Smover tool uses direct comparison between a model and its previous
version to detect syntactic and semantic conflict [12]. In order to manage model
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conflicts in a distributed development context, the work presented in [13] pro-
poses the use of a difference model to store differences between two versions of a
same model [14]. These methods allow to show differences between models, but
they don’t aim to propose automatic core-concept detection. In the approach
described in [15], models and diagrams are considered as syntax trees, which
allows the authors to design a difference operation between models. Compared
to the domain of model versioning, we aim to present the GCM in a normal
(factorized) form. This is why FCA is more suitable for our problem.

Formal concept analysis has been used to perform ontology mapping or merg-
ing, which is an issue close to ours [16,17]. The approach proposed by [18] uses
FCA and linguistic analysis to merge ontologies in a semantic web context. In
order to align ontologies, there are approaches that use a similarity measure,
based on FCA [19] or on ontologies internal structure and association rule min-
ing [20]. All these works aim to perform ontology mapping, while we work to
extract the mapping result and to abstract new domain-concepts.

Since the early 80s, the database domain has studied the problem of schema
integration and data matching, particularly in the database integration context.
The aim of database integration context is to produce the global schema of a
collection of databases [21–23]. Producing such a global database schema is an
issue close to the extraction of a greatest common model in the sense that the
search for identical concepts in different schemas is a necessary step. There are a
lot of work dealing with this problematic in the literature. Generally, integration
is composed of different steps: schema transformation, correspondence investiga-
tion and schema integration. Our work focuses on correspondence investigation
and schema integration [24]. The integrated schema includes the GCM and the
specific part of the initial schemas. There are two groups of solutions to semi-
automatically find matches: rule-based solutions and learning-based solutions.
Our approach is similar to rule-based solutions: we search similarity between sev-
eral model elements based on their characteristics [25]. Unlike these approaches,
the use of FCA allows to choose with finesse the way to describe the characteris-
tics that we consider. In this article, we focus on the description of classes by their
name, attribute name or role name, but FCA opens many other possibilities.

9 Conclusions

During domain modeling activity, several teams with different scientific skills
usually make different models of a same domain. Each specialized team models
the part of the domain model it is familiar with, and finally, a unique, con-
solidated domain model has to be built. This model integration requires the
identification of the common domain-concepts that are present in the various
specialized models.

Our contribution in this paper is an approach to assist the gathering task for
several given class diagrams describing the domain. The proposed methodology
is based on Formal Concept Analysis and the analysis of the formal-concepts
using a decision tree. It allows the production of a Greatest Common Model
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in a normal (factorized) form. Our approach proposes two levels of confidence
for candidate GCM concepts: domain-concepts which certainly will be in the
GCM, and domain-concepts that have to be precisely analyzed, validated and
named by experts. Moreover, the approach identifies specific-concepts and pro-
poses possible new concepts that factorize the original models. We have val-
idated the scalability of our approach by applying it on two versions of the
EIS-Pesticide model, versions containing about 125 classes. The results of our
approach were analyzed, validated and used by A. Miralles, co-author of this
paper, who has a dual expertise: computer science and spraying application
techniques of pesticides [2,26,27]. The contribution presented in this paper is an
important step toward knowledge capitalization, which we applied here to the
agriculture domain, for the IES-Pesticide project.

One of the major perspectives to our work is to improve the GCM through
the use of Relational Concept Analysis (RCA), which is an FCA extension that
will allow us to work more precisely on the relationships (UML associations)
between domain-concepts. In our running example, the use of RCA would enable
factorizing the Rainfall Instrumentation and the Groundwater Instrumentation
associations with a new association connecting the new domain-concept cl Device
with the cl MeasuringStation class. Similarly, RCA would extract a new associ-
ation between the new cl Data class and cl MeasuringStation, factorizing both
RainFall Information and GroundWater Information associations.

Another perspective is the use of natural language processing techniques to
improve the name-based description of elements (classes, attributes, roles, etc).
The knowledge of semantic relations like hyperonymy, synonymy, or homonymy
between terms will refine the analysis of domain-concepts.
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modèle : vers une méthode basée sur l’analyse formelle de concepts. In: XXIXème
Congrès INFORSID (2011)
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Abstract. Manufacturing companies are operating today in a turbu-
lent market. Permanently changing preconditions forces the companies
to continuously adapt their business and production processes to get
the optimal productivity. Therefore, a vast number of IT systems are
introduced to support tasks along the product life cycle. These systems
are typically isolated and their communication, cooperation and in spe-
cial cases also integration results in more and more overhead and gets
quickly unmanageable. Further problems arise, when building continuous
processes within the Product Lifecycle Management (PLM). The service-
based PLM architecture faces these challenges and presents a homoge-
neous integration approach based on Enterprise Service Bus (ESB) tech-
nology. The characteristics and findings of our approach are presented
and the inclusion of security features is discussed. A proof-of-concept
for the production planning and the corresponding Production Planning
Service Bus are presented. Finally, the advantages of the service-based
approach compared to traditional integration solutions are pointed out.

Keywords: Product lifecycle management · Service-oriented
architecture · Enterprise service bus · Modular IT integration

1 Introduction

Manufacturing companies face several challenges nowadays. Firstly, in some
industry sectors there exists an overcapacity of produced goods, for instance
in the automobile industry. There is a tough competition between companies for
market share, price and quality of products. Secondly, the trend for customiza-
tion is growing. Companies deliver highly individualized products to customers in
order to increase their competitiveness. This results in an increasing complexity
in the development of products and production planning. Finally, environmen-
tal regulations, like reducing energy consumption and greenhouse gas emissions
or replacement of harmful materials, force producing companies to be highly
innovative in developing new technologies, materials and processes.
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These challenges lead together with a highly volatile market to new require-
ments for manufacturing companies. To consolidate or increase the market share,
the adaptability of companies has to be enhanced in many ways. The production
has to be as flexible as possible to produce highly customizable products in the
same production line. Changes in the factory layout have to be performed in a
very short time and often with increasing frequency in order to achieve shorter
lead times. Therefore, the exchange of data between product development, the
digital and physical factory has to be improved. This means that the actual state
of the physical factory should be reflected in the model of the digital factory at
any time. This enables a faster reaction on appearing problems or failures in
the physical factory. Additionally, the organization has to be adaptive as well.
Hence, changes in the business processes have to be smoothly performed [1].

The first approaches to organize and provide the product data over the whole
life cycle came with the Product Data Management (PDM). Introducing PDM
systems enormously reduces the effort to handle product data, but the PDM
systems do not consider the processes in the whole product life cycle. Therefore,
the concept of PDM was extended to monitor and manage these processes and
Product Lifecycle Management was introduced (PLM). The goal is to optimize
and standardize the processes to execute them efficiently and therefore save time
and money [2,11].

Additionally, the tasks within a process are supported by software applica-
tions. This leads to a faster execution of single tasks and consequently reduces
the execution time of the process. However, several problems arise when a high
number of applications are installed. One of these problems is the emergence of
information silos. Such an IT landscape can often be characterized as distributed,
heterogeneous and proprietary. Coupling applications by implementing point-to-
point interfaces reduces the problem of information silos, but such solutions get
quickly very complex and hard to manage and maintain.

The motivation of our work is to build an architecture, which provides
the needed flexibility in the IT landscape for manufacturing companies. The
processes within PLM have to be continuously supported by IT systems. These
systems have to be loosely coupled to provide the needed flexibility. Existing
applications should be integrated into the new architecture. Additionally, the
management and maintenance effort of the infrastructure has to be reduced and
the availability of data within the product life cycle improved.

To realize such an architecture, a flexible solution is needed to integrate var-
ious heterogeneous applications throughout the product life cycle. A commonly
used paradigm today is the Service-oriented Architecture (SOA). SOA provides a
flexible integration of applications by loose coupling and reusing services, which
are self-contained, platform-independent and discoverable [3]. The use of stan-
dardized technology like Web services to implement services allows the easy
maintenance, extension or exchange of an interface. Moreover, Web services can
be composed to workflows, which are modeled in standardized languages like
Business Process Execution Language (BPEL) [4] or Business Process Model
and Notation (BPMN) [5]. These workflows can be executed by corresponding
workflow engines to support the business processes.
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The flexible composition of Web services within workflows enables a flexi-
ble IT support of business processes, which is necessary to quickly adapt the
business processes in a highly volatile environment. The platform-independence
of Web services allows exchanging data and information between heterogeneous
applications. Relying on standards and loosely-coupled applications simplifies
maintaining, changing and extending the IT infrastructure [6].

A common middleware solution to integrate Web services is the Enterprise
Service Bus (ESB) [7], shown in Fig. 1. The ESB handles the routing of messages
to enable a loose coupling of applications. Most ESB solutions possess a BPEL
engine, which is able to execute BPEL workflows. Additionally, the ESB can
offer functionality like message queuing capabilities or monitoring services.

This paper presents a service-based integration approach for PLM. The devel-
oped architecture is based on an ESB hierarchy to integrate the product life cycle
in a modular way. The results of the implemented prototype for the digital fac-
tory demonstrates the benefits of the service-based solution. The benefits include
the flexible composition of IT tasks, implemented as Web services, in workflows.
The workflows support the planner of the factory by automating recurring tasks
and saves therefore time and money. Additionally, the management and exten-
sibility effort of the implemented prototype is enormously enhanced compared
to the previous solution with customized scripts.

The remainder of the paper is structured as follows: In Sect. 2, the challenges
in PLM and the problems of inadequate integration of applications are discussed.
Furthermore, the service-based approach for PLM integration is presented and
the current solutions in application integration are described. The implemented
prototype for the integration of production planning tools is depicted in Sect. 3.
In Sect. 4, the benefits and problems as well as further extensions are discussed
before related work is presented. Finally, a summary and outlook is given in
Sect. 5.

2 Service-Oriented PLM Architecture

An efficient and effective IT support of PLM processes is one of the major chal-
lenges in today’s manufacturing companies. Using IT systems, especially in the
product development and production planning phase, can reduce the time-to-
market of new products tremendously. At the same time failures and ramp-
up-time of production are reduced as well as the quality of planning results is
improved. Today, the time between deciding to develop a new product and its
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production start can be further reduced by a seamless integration of the various
tools in the product life cycle. These IT systems are often legacy applications or
information silos difficult to integrate. In order to enhance the efficiency of pro-
duction, the challenge is to enable an efficient exchange of information within the
plethora of heterogeneous and distributed IT systems used during the product
life cycle.

The adoption of the SOA paradigm eases the needed information exchange
between heterogeneous applications by using standardized interfaces like Web
services and decoupling service functionality from its implementation. Hence,
a modular integration of the various product life cycle phases is presented in
Sect. 2.2. Modularity reduces the implementation and maintenance effort of the
IT infrastructure. Data exchange between the Web service as well as their com-
positions is accomplished by an ESB. Workflows are capable of automatically
executing recurring tasks within PLM and therefore save valuable time, as well
as reducing errors.

In Sect. 2.1, the separation of the product life cycle in six phases, which is used
in this paper, is presented. The service-based PLM architecture is described in
Sect. 2.2 and possible integration of security and safety features are discussed
in Sect. 2.3. The ideas of a service-based PLM integration to supply chains
are extended in Sect. 2.4. Subsequently, the motivation for an improved data
exchange between the digital and physical factory as well as the current state
of integration at the Learning Factory’s digital learning shell of the Institute of
Industrial Manufacturing and Management (IFF) at the University of Stuttgart
is presented in Sect. 2.5.

The architecture for the production planning and its prototypical imple-
mentation is given in Sect. 3. This prototype realizes a seamless service-based
integration of systems in the production planning at the IFF and eases the data
management thanks to automating the data exchange between the applications
by implementing the process in a BPEL workflow.

2.1 Product Life Cycle

The product life cycle is heterogeneous in many ways. Therefore, it is split in
different phases, each of them represent a characteristic activity. In Fig. 2, the
different phases of the product life cycle can be seen. The separation of the
product life cycle considers not only the different activities in each phase, but
also the support with tools and the management of data.

In the first phase, the concept phase (C), ideas for new products are generated
and market analyses are conducted. Therefore, wikis, blogs or social networks
are used and often unstructured data has to be handled and interpreted.

The design & development phase (DD) is determined by developing and
designing the various parts of the products. Tools like Computer-aided Design
(CAD) and Product Data Management systems (PDM) manage the high volume
of data within this phase.

In the next phase, the production planning (PP) is carried out, where process
and resource data are added to the product data and linked among each other.
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Fig. 2. Phases and Tools of the Product Life Cycle.

This data is linked in Digital Factory Tools, which generate a plan for the factory.
The planned production processes are simulated with simulation tools to verify
the sequence. The data volume, which has to be handled, increases enormously
in this phase compared to the design and development phase.

Once the product development and production planning are completed, the
production can start in phase four, the production phase (P). Here, Manufac-
turing Execution Systems (MES) are responsible for executing the production
orders in the production. The control unit provides a real-time control of the
manufacturing facilities. Feedback of the manufacturing facilities is gathered
and stored by the production data acquisition unit (PDA) for later analysis.

Selling the products, their maintenance and the customers comprise are the
main tasks of phase five, the distribution & support phase (DS). Customer Rela-
tionship Management Systems (CRM) are used for the linking of sold products
and customers for any kind of complaints or warranty issues.

The retire & dispose phase (RD) deals with the disposal of products. Infor-
mation about assembly and material composition of the product can help to
regain valuable material or to simplify the separation of material for recycling.

2.2 Service-Oriented Integration

PLM extends the concept of PDM by adding management and control of busi-
ness processes for the whole life cycle. The problem today is that IT systems
poorly support business processes. Especially the flexible IT support of business
processes is of great importance [8]. Therefore, a service-based architecture is
needed, which allows to implement a continuous IT support along the whole
product life cycle. Additionally, business processes must be adapted in an easy
manner as part of the IT infrastructure.

Therefore, a modular service-based architecture was developed with different
integration layers, to efficiently integrate the plethora of applications, used in
the product life cycle, as well as to flexibly support the business processes. The
developed architecture, which is presented in Fig. 3, uses a pillar for every phase
of the product life cycle. Furthermore, the six phases are integrated with an
additional pillar for the overall PLM [9].

Each pillar is represented by a phase-specific ESB that integrates all the
applications of the corresponding phase. These phase-specific characteristics can
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Fig. 3. Service-based Integration Architecture for Product Lifecycle Management.

be supported directly. A distinction is made between phase-specific ESBs and
the phase-overlapping PLM-Bus. This solution with multiple ESBs builds a hier-
archy to efficiently manage all the processes in the whole product life cycle.

The vertical integration of each product life cycle phase is clearly structured
by distinguishing different levels of abstraction [10]. Hence, the functionality and
data, provided by each application, is exposed as Web service in small, functional
units. These units can be composed to workflows, which support the execution
of business processes. The five layers are explained in Sect. 3.1 in more details.

The horizontal, phase-overlapping integration is performed by the PLM-Bus,
which connects the phase-specific ESBs as a central backbone. The separation of
phase-specific integration and holistic PLM integration contains several advan-
tages [9]. Particularly, the possibility of adapting the ESB to the requirements of
each phase like availability, data throughput and time requirements are of great
importance.

The PLM-Bus is responsible to manage the phase-overlapping data exchange,
tasks and processes. The PLM-Bus should provide information about available
Web services of all phases as well as authorization and authentication as a single
sign-on service. Processes like change and failure management have to be coor-
dinated by the PLM-Bus. Additionally, Enterprise Resource Planning systems
and other applications, which cannot be assigned to a specific phase, should be
directly integrated by the PLM-Bus.

2.3 Security and Safety Issues in the Product Life Cycle

This subsection deals with security and safety issues in PML and how the pre-
sented service-based architecture can support these issues. Due to the high num-
ber of employees involved and vast quantity of different tasks executed in the
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product life cycle, security and safety management should be naturally supported
by the IT architecture. Therefore, a uniform authentication and authorization is
needed, which can be provided by accordant Web services. Additionally, a rights
and roles management has to be introduces, which restricts the access of each
employee to the systems and data they need for their work. For this reason,
different security levels were defined, which are presented in Fig. 4 and discussed
in the following.

The objective is to securely maintain the product data [11]. The demand
for a consistent rights management over the whole product life cycle, including
authentication and authorization services, can be accomplished by the PLM-
Bus, as the central instance in the service-oriented PLM architecture. This level
of security belongs to the Enterprise Level of Fig. 4.

The other three security levels take place in the whole architecture, that
means on the PLM as well as the phase-specific layers. The phase-specific inte-
gration of the product life cycle phases reflects an organizational separation
of the IT infrastructure, which leads to a naturally defined security level, the
Domain Level, because the field of activity of most employees is restricted to a
single domain. Therefore, it is sufficient to give them admission to this domain,
which can be further detailed on the Service/Application Level. The lowest and
most detailed security level is described as Data Level, where access of users can
be restricted to specific databases or other data sources.

Beside the access control other aspects like a secure communication of mes-
sages has to be considered. For the secure and reliable exchange of messages
between Web services, the Organization for the Advancement of Structured
Information Standards (OASIS) defined the WS-Security standard, which should
be used to sign and encrypt the contend of each message [12].

To ensure data safety, three different approaches are conceivable to backup
or replicate the enterprise data. Firstly, each application is responsible for the
safety of its dedicated data. Secondly, a data backup is done centrally in each
phase, by using a backup service deployed in each ESB. Finally, the safety of
enterprise data can be accomplished by the PLM-Bus. This would implicate an
uniform backup and replication strategy over the whole IT-infrastructure, but
comes along with an increased number of messages to perform data safety.
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2.4 Service-Based PLM Architecture Applied to Supply Chains

Previously not considered was the fact, that most companies are not involved
in the whole product life cycle. The Original Equipment Manufacturers (OEMs)
treat the product life cycle from the development to the recycling of the product.
Small and Medium-sized Enterprises (SMEs), in particular suppliers of OEMs,
often focus their work on one or two phases of the presented product life cycle.
Therefore, a phase-specific integration is often sufficient to cover their whole
business area. This is not only profitable for the SMEs, which benefit from the
advantages of a service-based IT infrastructure. Especially for the OEMs, the
change of the SMEs IT landscape to an SOA can be valuable.

A service-based communication between OEM and SME improves the qual-
ity of the data exchange, due to standardized Web service interfaces, workflow
definition or data exchange formats. Additional, asynchronous communication
eases the loose coupling systems of the companies.

Therefore, the integration of SMEs in the business process of an OEM is
useful to have a defined way of communication between the companies. E.g.
changes in the design of a product, made by an SME, can be necessary due
to inconsistencies in assembly tests of the OEM. The OEM can describe the
problems and send them to the SME, where automatically an exposed process
is triggered to solve the resulting problem.

Therefore, the presented architecture can be easily extended to manage data
and processes in the supply chain covering all involved companies, e.g., from
OEM to all suppliers. The challenge would be to convince all suppliers and
customers of a company to migrate their IT infrastructure to SOA. Beside the
technical challenge it poses an organizational challenge.

2.5 Digital and Physical Factory

Today, one key to a more efficient factory is the coupling of the digital and
physical factory. The vision is to have an up-to-date digital copy of the physical
factory available at any time. Based on the current state, different simulations
could be executed to forecast the short and medium term development of the
factory and its production.

The problem is to provide status information of the production environment
in real-time to the digital factory in order to automatically run a simulation
model out of that data [13]. The presented architecture improves the availability
of data in the production environment by exposing Web service interfaces and
loosely coupling of applications in the infrastructure, which allows a faster data
exchange between the digital and physical factory.

The IFF at the University of Stuttgart has built a Learning Factory, which
contains a digital learning shell and a physical factory. The digital learning shell
contains many tools for planning and optimizing the digital model of the factory.
The central application is a database to store product, process and resource
(PPR) data, also called PPR-Hub. Around this PPR-Hub, there are several
tools for the factory optimization. Amongst others, there is a layout planning
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table, where a group of people can cooperatively optimize the factory layout [14].
In the next step, a logistic simulation tool is used to verify the new layout and
planned production processes by simulating various scenarios [15].

Currently, these tools and others can exchange data with the PPR-Hub by
executing (Visual Basic) scripts. These scripts are customized point-to-point
connections. Therefore, the inclusion of new tools or substitution of an existent
tool is associated with a great effort. Substituting a tool leads to a complete
reimplementation of the script.

The physical factory of the IFF, called iTRAME, consists of modular manu-
facturing units, which are connected with a universal plug-and-play mechanism
and can be easily exchanged [16].

The factory layout of the physical factory can already be automatically
detected and copied with a script to the digital planning environment. Due to
the high effort for implementing these scripts, no further information is used in
the planning environment, e.g. process data and time information of the pro-
duction. This information would help to understand the current situation in the
production, when planning and real data are compared, and thus would enhance
the planning accuracy, but also increases the planning effort.

The goal of implementing an SOA is to replace the tight coupling of the
applications with scripts by Web service interfaces, which can be flexibly com-
posed into workflows. The workflows can support the planner by automatically
or semi-automatically executing recurring tasks in the product life cycle, e.g.
when new products are introduced, changes in the product mix are detected, or
machine failures appear.

3 Implementation of a Service-Based Integration
for Production Planning

This section describes, how the service-based architecture is applied to the
production planning phase. Subsequently, the implementation details of the
prototype are described, where two applications of the Learning Factory’s dig-
ital learning shell were integrated by the presented approach. Therefore, the
databases of each application were equipped with Web service interfaces and a
web-based portal was developed to control and manage workflows executed in
the production planning environment. Additionally, the implemented integration
workflow is presented.

3.1 Production Planning

The implementation of the presented service-based architecture for PLM in the
production planning is illustrated in Fig. 5.

Layer 0 contains the various applications of the production planning, e.g.
digital factory tools, layout planning table, simulation tools. The data and func-
tionality of the applications is exposed to other tools by means of Web service
interfaces, which are placed in Layer 1. The ESB in the integration layer (Layer 2)
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Fig. 5. Integration Pillar for the Production Planning Phase.

routes the messages sent and received by the Web service interfaces to the desired
destination. Additionally, it performs the data transformations from proprietary
data formats to a common message format of the ESB. The business services in
Layer 3 compose the Web services to small processes, which manage the data
exchange between two applications. The business process layer at the top of the
pillar (Layer 4) represents the IT implementation of the business processes.

Web service technologies are platform independent, which is a great advan-
tage when integrating proprietary heterogeneous systems like the current IT
infrastructure at the IFF. In the implemented prototype, the messages are
exchanged over Message Queues (MQ), which allow a reliable, asynchronous
communication between the participating applications and improve the loose
coupling of applications [17]. More details on our prototype implementation will
be given in the subsequent section.

3.2 Example of Service-Based Production Planning

In the first phase of the implementation, the central data hub, which stores the
PPR data, should be integrated with a layout planning tool [14]. The developed
architecture is shown in Fig. 6.

The core of this architecture is the Production Planning Service Bus (PPSB),
which is based on the OpenESB, an open source implementation of an ESB [18].
BPEL workflows can be executed in the workflow engine of the OpenESB. To
administrate the workflows, the Workflow Management Portal was developed,
where the production planner can start, control and if necessary restart or stop
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the available workflows. The usage of the implemented planning workflow is
described in Sect. 3.3.

Using asynchronous communication improves the loose coupling between the
applications. They do not communicate directly with each other; instead the
messages are sent over MQs. An MQ enables a reliable communication between
the participants by receiving messages and storing them persistently until the
MQ has successfully delivered the message to the receiver. This way, the receiver
can be temporarily unavailable without disrupting the whole system or blocking
the sender of a message. Therefore, the usage of MQs makes the system more
robust against network or application failures and improves the loose coupling
of the applications.

In the presented prototype, Microsoft Message Queuing (MSMQ) is used to
connect the systems with the OpenESB. To enable the OpenESB to communicate
with the MSMQs, an MSMQ Binding Component is provided by the developers
of the OpenESB.

To integrate the applications within the architecture, Web service interfaces
were developed to enable the exchange of messages with other applications. For
the Workflow Management Portal, PPR-Hub and Layout Planning Table a Web
service interface was implemented for each. Due to the fact that no source code
was available for the Layout Planning Table, the only way to exchange data with
this tool was an interface to its Microsoft Access database.

All the messages exchanged in the system rely on the same common mes-
sage format. Thus, all the messages have the same structure and don’t have
to be transformed between the different systems. The only effort is to generate
a correct message, including the data provided by the data source. To reduce
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the effort, a common library that automatically generates the messages in the
correct format is implemented to be used by all Web services.

The loose coupling of the integrated applications is ensured by using a
content-based router [17]. This means, an application must not know the network
address or endpoint of the destination system of a message. The message can just
be sent to the ESB, where the content-based router determines the destination
by inspecting the content of the message. Therefore, the endpoint can be looked
up in a database, when the destination system is known. This allows transferring
applications to other servers or changing their endpoints without affecting other
applications. The only thing to do is to change the corresponding endpoint in the
database of the content-based router and all other applications can communicate
again with the changed application. The purpose of the content-based router is
to decouple applications and to enhance adaptability.

The presented approach to integrate applications of the production planning
allows the production planner to manage the data of the integrated applications
at a single point, the Workflow Management Portal. In the portal, the planner
can see the available workflows and start, stop or restart them. The portal can be
easily extended to include new workflows, when more application are integrated
into the infrastructure.

3.3 Layout Planning Workflow

The workflow implemented for the prototype controls the data flow between the
systems presented in the previous subsection. A BPMN model of this workflow
is presented in Fig. 7.

The first task Load Projects of the workflow sends all projects, which are
stored in the PPR-Hub, in a message to the Workflow Management Portal. The
message is extracted and the projects are presented in the portal.

The user is asked in the second task Select Project, to select the project he
wants to modify in the Layout Planning Table. The human icon in the top left
corner of the task indicates that a human interaction is necessary in this task.

After selecting a project, the third task Load Resource Data to Planning
Table is started, which sends a message containing the selected project to the
PPR-Hub. The resource information of this project is thereupon sent over the
ESB to the Layout Planning Table and stored in its database.

In the fourth task Perform Layout Planning, the user can perform the layout
planning to optimize the material flow, the logistic processes, and so forth. The
hand icon in the top left corner of the task indicates that this task has to be
performed manually by the user.

Load 
Projects
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Project

Load Resource 
Data to 

Planning Table

Perform 
Layout 

Planning

Store 
Resource 
Data in 

PPR-Hub

Fig. 7. BPMN Workflow for Layout Planning.
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When the user finished the layout planning, the last task Store Resource Data
in PPR-Hub is executed. This task generates a message to send the optimized
planning data over the ESB back to the PPR-Hub, where they are stored and
are now available for other systems in the production planning.

4 Review of the Approach and Related Work

The following section summarizes the benefits and discusses shortcoming of the
presented approach. Finally, related work is given and compared with the service-
based architecture.

4.1 Benefits of the Implemented Prototype

For the manageability of our IT infrastructure approach, this prototype demon-
strates great advantages compared to the previously implemented point-to-point
interfaces between the applications:

– The ESB as central integration backbone eases the connection of the hetero-
geneous applications to this prototype.

– The use of a common message format reduces the number of different transfor-
mations, which leads to a better extensibility and scalability of the
infrastructure.

– The content-based router enables the loose coupling of the applications to
the ESB by introducing a central database for the registration of application
endpoints.

– The implementation of MQs boosts the loose coupling at the connectivity
layer. Additionally, the robustness of the complete infrastructure is improved
against temporary failures of networks or applications.

– Changing from a synchronous to an asynchronous communication increases
the performance by reducing unnecessary blocking of applications when wait-
ing till a message is sent or is available to be received.

– The platform-independent Web services technology enables unified interfaces
to heterogeneous applications and databases as well as their loose coupling in
workflows.

Proprietary applications can be integrated in various ways into an SOA.
To access the functionality of a program, an available interface can be used or
a new one can be implemented, provided that the source code is available. If
neither is available, the functionality of a program cannot be easily integrated
in a workflow, as in our case. Nevertheless, the data can be accessed by an
interface over the program logic or directly over the database of a program.
In the prototype the databases of the integrated programs were equipped with
an Web service interface which lead to an enhances data exchange between the
applications. To fully automate the planning processes, functionality has to be
exposed as Web services to be able to execute them within a workflow activity.
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Extending the prototype with a simulation tool like the logistic simulation
tool would make sense. The optimized layout could be verified by simulating
the production processes and the throughput can be measured. Therefore, the
simulation tool has to be equipped with a Web service interface to receive the
necessary data for the simulation.

The common message format has to be extended to include besides the
resource data also product and process data. In the currently used common
message format, this extension is already provided and can be easily performed.
Additionally, the Web service interface of the PPR-Hub has to be extended to
read and write the product and process data. On the other hand, the Web service
interface of the Layout Planning Table remains unchanged. Two alternatives are
possible, when integrating a simulation tool with a workflow. The presented lay-
out planning workflow can be extended to include the simulation tool or a new
simulation workflow can be implemented to control the data exchange between
the PPR-Hub and the simulation tool. In the second case, the layout planning
workflow and the new simulation workflow have to be executed consecutively.

4.2 Related Work

In the last few years, the main PLM vendors like Dassault Systèmes, PTC
and Siemens PLM Software extended their PLM solutions with a service-based
approach to get the desired continuous integration of the product life cycle [19].
However, they adopted their own proprietary integration middleware and thus
created restricted interoperability properties: they lack possibilities to integrate
systems of other vendors, miss flexibility in business process support and appli-
cations are not loosely coupled to the integration middleware. Furthermore, the
interfaces are not open, so it is hard or even impossible for other software vendors
to connect their applications to these middleware systems.

Rantzau et al. implemented a Data Change Propagation System called
Champagne for heterogeneous information systems [20]. The Champagne
platform manages dependencies between the schemas of different distributed
applications. Compared to the presented prototype in this paper, Champagne
implements a tight coupling to the participating applications. Hence, each change
in a coupled system lead to changes in the source code of corresponding propa-
gation scripts, which have to be performed manually by a software developer or
an administrator.

5 Conclusions and Outlook

Highly volatile markets and growing competition force companies to continuously
increase their effectiveness. The tough competition, growing customization of
products and environmental regulations forces companies to continuously adapt
their business processes. The flexibility of the company has to be improved to
adapt to the constantly changing environment. This can be achieved by a more
flexible support of business processes and the IT infrastructure. Additionally, the
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applications, which support a business process task, have to be better integrated
to improve the data and information flow. The vision is a continuous integra-
tion of all applications used during the product life cycle to accelerate the data
exchange.

The paper presents a service-based architecture to integrate the different
phases of the product life cycle. The phase-overlapping integration is performed
by the PLM-Bus, which allows exchanging data and coordinating processes
between the phases. The benefits of this architecture are a clear separation
between different levels of abstraction as well as the possibility to adapt each
ESB to the requirements of its phase such as availability, data throughput and
time requirements. Additionally, the integration of security issues in this archi-
tecture is discussed.

Furthermore, the developed prototype based on the Production Planning
Service Bus performs a service-based integration of the production planning
environment at the IFF. The benefits and problems of the prototype and the
integration of proprietary applications are discussed, like a flexible composition
of Web services in a BPEL process, and an outlook on useful extensions of the
implementation in the production planning is given.

The next step in the service-based integration of PLM is the implementation
of the PLM-Bus to efficiently couple the production planning and production
phase. The goal is to establish a bidirectional communication between the dig-
ital and physical factory to automatically adopt the current production status
for the planning and to accomplish an optimized planning in the production
environment.
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Abstract. We address the problem of automating the process of decid-
ing whether two data schema elements match (that is, refer to the same
actual object or concept), and propose several methods for combining evi-
dence computed by multiple basic matchers. One class of methods uses
Bayesian networks to account for the conditional dependency between
the similarity values produced by individual matchers that use the same
or similar information, so as to avoid overconfidence in match probability
estimates and improve the accuracy of matching. Another class of meth-
ods relies on optimization switches that mitigate this dependency in a
domain-independent manner. Experimental results under several testing
protocols suggest that the matching accuracy of the Bayesian compos-
ite matchers can significantly exceed that of the individual component
matchers, and the careful selection of optimization switches can improve
matching accuracy even further.

Keywords: Data integration · Virtual databases · Uncertain schema
matching

1 Introduction

It is often necessary to establish a correspondence (matching) between the
schemas of two or more databases, that is, determine which schema elements
refer to the same concept or physical object in the problem domain. This need
arises in multiple tasks in the area of data management, such as data integration,
data migration, and also the creation of virtual databases that expose the same
unfiying data model while retrieving data from multiple physical databases. As
a result, there has been significant research into automated and semi-automated
methods for schema matching [1].

It is widely acknoledged that the automatic schema matching (ASM) prob-
lem is very difficult, because when database designers create database schemas,
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they rarely provide full and unambiguous information about what individual
schema elements represent, and if any such information exists, it is usually not
meant for computer processing. Rather, database designers usually choose suit-
able words or abbreviations for the names of data elements, so as to facilitate
future maintenance of the data schemas by themselves or other humans. Lexical
analysis of the names of data elements, then, is an important approach to ASM.
For example, the names “Street”, “Str”, and “StreetName” can be recognized to
refer to a street, possibly in an address, and lexical analysis by string matching
can reveal this similarity. A different type of information that might be useful for
ASM is the structure of the data schemas, if present. In many cases, schemas are
not represented by a flat list of element names, but the elements are organized in
a hierarchy. For example, the element “CustomerName” might have three sub-
elements, “FirstName”, “MiddleInitial”, and “FamilyName”. Using such struc-
tural information is another approach to ASM. Many more approaches exist,
too. For example, when the actual values of two database fields come from the
same statistical distribution (e.g., over names, numbers, etc.), this can serve as
evidence that the corresponding schema elements match. Dictionaries, thesauri,
and other auxiliary data sources have been used for ASM purposes, too [1].

Due to the difficulty of the problem, no single method has been shown to
perform best on all ASM tasks. This has led to the idea that multiple basic
matchers of the types described above can be used together in a composite
matcher [2,10]. The purpose of the composite matcher is to combine the output
of the individual matchers and arrive at a more accurate set of likely matches.
In most cases, the output of an individual matcher k for a given pair of elements
S1.Ei and S2.Ej is a similarity value vk in the interval [0, 1], where vk = 0 means
no similarity, and vk = 1 means full confidence that the two elements match.
When given a library of K different individual matchers, the objective, then,
is to find a composite similarity measure v that is a function of the individual
outputs vk, k = 1,K.

Several methods for combining similarity values have been proposed. The
LSD system [4] uses machine learning techniques to estimate weighting coeffi-
cients wk such that the final similarity measure v is a weighted average of the
individual similarity measures: v =

∑K
k=1 wkvk. The COMA system [2] extends

this approach with the minimum and maximum operators: vmin = mink wkvk
and vmax = maxk wkvk.

Although experimental results suggest that these methods for combining sim-
ilarity values lead to matching accuracy that is higher than that of the accuracy
of the individual matchers, it can be recognized that they are specific approaches
to the fundamental problem of combining evidence from multiple sources (in this
case, multiple individual matchers), and make very specific assumptions about
the statistical structure of the evidence that might or might not be warranted
in practice. In Sect. 2, we propose a general method for correct modeling of
any kind of statistical structure in the evidence, based on Bayesian networks
and probabilistic reasoning, and a statistically grounded method for composing
matcher evidence using these Bayesian networks, and in Sect. 3, we describe the
performance of the composite matcher on benchmark problems.



110 D. Nikovski et al.

We also investigated the limits on the accuracy obtainable by means of
matcher composition by analyzing the type of mistakes made by the basic match-
ers, and tailoring the combination methods to the kind of elements that were
being matched. For example, we discovered that very different matchers were
useful for matching leaf nodes and internal nodes in the schemas. Based on
this analysis, we devised new composite matchers that were able to increase the
matching accuracy even further, compared to the Bayesian approach, although
it remains to be seen how these matchers would peform in new domains. These
additional matchers are described in Sect. 4.

2 Bayesian Networks for Combining Outputs
of Multiple Schema Matchers

When combining evidence from multiple sources, one of the major problems
and causes for errors is the improper modeling of correlation and other forms of
statistical dependence between variables in the problem domain. For example,
when two very similar matchers k and l are applied to an ASM problem, their
outputs vk and vl will be highly correlated — when vk is high, then vl will be high,
too, and vice versa. For example, a lexical matcher based on edit (Levenshtein)
distance would assign a medium-level similarity to the pair of element names
“Street” and “State”; similarly, a lexical matcher based on the Jaccard distance
between the sets of letters in the two elements would assign such similarity to
the pair. For another pair of elements, for example “Street” and “Address1”,
both lexical matchers would compute low similarity. In either case, not only is
the computed similarity misleading as regards to the correct match, but both
matchers provide the same kind of evidence (both positive or both negative), so
its (in this case, harmful) influence is reinforced. If a weighted sum of the two
similarity values is used, the same evidence will be counted twice, in practice,
which will result in a phenomenon known as over-confidence. One of the matchers
is almost redundant, and including it in the composition process might actually
decrease the accuracy of matching. This effect has been observed in other fields
where evidence has to be combined, such as medical diagnosis, and one possible
tool for handling it has been belief reasoning in Bayesian networks. Our method
for combining matcher output is based on such a network.

2.1 Representation

A Bayesian network (BN) is a probabilistic graphical model that represents
a set of random variables and their conditional dependencies by means of a
directed acyclic graph (DAG). An edge in the DAG between two nodes signifies
that the variable Y corresponding to the child node is statistically conditionally
dependent on the variable X corresponding to the parent node. This dependence
is expressed in a conditional probability table (CPT) stored in the child node
for Y . If X ∈ Par(Y ), where Par(Y ) is the set of parent nodes of Y , this
table contains probability entries Pr(Y = y|Par(Y ) = z) for every possible
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combination of values x that X can take on and configurations (sets of values)
z that the variables in Par(X) can take on. Likewise, when there is no direct
edge between two nodes, they are assumed to be conditionally independent given
their parents. In particular, when two nodes have a common parent, but no edge
between them, they are assumed to be conditionally independent given the value
of their parent. The presence (or absence) of edges in the DAG of a Bayesian
network is a way to express the statistical dependence (correlation) between
variables.

A Bayesian network to be used for combining outputs of individual matchers
in an ASM task is shown in Fig. 1. Its DAG is a tree of depth four, with some
additional edges between some of the nodes. The meaning of the nodes is as
follows:

1. At the first (top) level, the root node corresponds to a Boolean variable
signifying whether two schema elements match. This is the final hypothesis
that has to be evaluated.

2. The nodes at the second level of the trees represent independent ways in which
the two element names can match (lexical, structural, instance-based, etc.).
It is expected that these variables are largely uncorrelated, because they use
different information to test for possible matches. They also each correspond
to clusters of individual matchers whose output is correlated. In Fig. 1, one
cluster represents the hypothesis that the two elements match lexically, and

Fig. 1. A Bayesian network for combining the output of multiple individual matchers.
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the other cluster represents the hypothesis that the instances (values) of the
two elements in their respective databases match.

3. The nodes at the third level of the tree are also Boolean and represent the
individual hypothesis that the two elements match, according to a single
matcher. In Fig. 1, these include two lexical matchers LM1 and LM2, one
structural matcher, one synonym matcher, and two instance matchers IM1
and IM2.

4. The leaves of the tree, at the fourth level, represent the similarity values Vk,
k = 1,K of the individual matchers whose outputs have to be combined (in
this case, for illustration, K = 6). These variables are continuous, and their
possible values are the real numbers vk.

The overall structure of the BN expresses the understanding that when two
elements match (or don’t), the outputs of the structural matcher, synonym
matcher, the lexical match variable, and the instance match variable will be sta-
tistically independent. This is what is to be expected on a matching task, because
these matchers all use different information from the two data schemas in order
to make an estimate about whether the elements match. However, the outputs
of the two lexical matchers LM1 and LM2 would be correlated, as expected if
they use the same information (the names of the two elements). That is why
there exists an edge between nodes LM1 and LM2. Similarly, the output of the
two instance matchers would be correlated, too, because they would both use
the same information to base their estimates on (namely, the contents of the two
corresponding database fields). Accordingly, an edge between nodes IM1 and
IM2 reflects this dependency. This structure of the BN, then, corresponds to our
understanding of which matchers produce highly correlated outputs, and which
ones are statistically independent.

2.2 Parameter Estimation

In addition to the graph of the BN, if the network is to be used for inference,
the parameters in its CPTs have to be specified, too. This can be done by means
of labeled cases, where pairs el = (S1.Ei, S2.Ej) of elements S1.Ei and S2.Ej ,
l = 1, . . . , N have been run through all K matchers, to produce the corresponding
similarity values vl,k, l = 1, . . . , N , k = 1, . . . , K, and the correct labeling for
some or all of the remaining Boolean variables has been supplied, too.

If labels for all Boolean variables have been supplied, then the estimation of
the probabilities in the CPTs of the Boolean nodes could be reduced to frequency
counting. That is, the entry Pr(Y = y|Par(Y ) = z) is equal to the ratio of the
number of cases when Y had a specific value y (either True or False) and the
parents of Y were in configuration z, and the number of times the parents of Y
were in configuration z (regardless of the value of Y ). For the continuous nodes
Vk, a suitable parametric model for the similarity values must be chosen. One
possible model is a normal (Gaussian) distribution with mean μ and variance
σ2. Then, two separate normal distributions N(μk,+, σ2

k,+) and N(μk,−, σ2
k,−)

are estimated for positive (matching) and negative (non-matching) cases (pairs
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of elements), respectively. The mean μk,+ is the average of the similarity values
vk,i of all data cases where the parent node Xk of Vk has been labeled with
value True. The parameter σk,+ is the sampled standard deviation of these cases.
Analogously, the parameters μk,− and σk,− are the sample mean and standard
deviation of vk,i over all cases when the parent node Xk has been labeled with
the value False.

It is also possible to estimate the parameters in the CPTs when only some of
the nodes have been labeled. A typical situation arises when a human designer
has provided feedback about whether the two elements match (that is, has
assigned a Boolean value to the root node of the BN), but has not explained
why they match (that is, whether the match is lexical, instance-based, struc-
tural, based on a dictionary, etc.) This situation is more challenging, but as long
as the graph of the network is known and fixed, it is still possible to estimate the
most likely values of the parameters in its CPT. This problem is known as para-
meter learning with partially observed data in Bayesian networks, and can be
solved by means of gradient ascent in the likelihood function or the Expectation
Maximization algorithm, among other methods [9,11].

Assuming there is a data set Σ of N independent training cases, the log-
likelihood scoring function is

log L(Θ|Σ) =
1
N

M∑

i=1

N∑

l=1

log P (Xil|Pa(Xi), θi),

where Σ denotes the training data set, Pa(Xi) denotes the parents of the node
Xi, i = 1, . . . , M , and Θ is the parameter vector Θ = {θ1, . . . , θM}.

However, we only have partial observations, which means that there are sev-
eral hidden nodes with no labels. For each training case, one pair of elements
S1.Ei and S2.Ej is run through all K individual matchers to produce the cor-
responding similarity values vi,j,k, and a true label of two elements matching or
not for the root node OverallMatch is provided by the human designer. With
known structure and partial observation, we can use the EM (expectation max-
imization) algorithm to find a locally optimal maximum-likelihood estimate of
the parameters. After learning parameters from training data set, each discrete
node has a conditional probability table (CPT) specifying the probability of each
state of the node given each possible combination of parents’ states.

2.3 Inference

Given the individual similarity values Vk = vk, k = 1,K that have been reported
by all individual matchers, and a full Bayesian network with CPTs estimated
from data, we can evaluate the probability that the two elements match on the
basis of all evidence, by means of a standard computational process known as
belief updating. One possible method to perform belief updating is to construct
the join tree of the Bayesian network, and use if for inference. This can be done
by means of a number of commercial and freely available reasoning engines.
The continuous variables Vk, under the chosen Gaussian parametrization, can be
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incorporated into the process of belief updating in the form of virtual (uncertain)
evidence [12]. To supply virtual evidence to a belief updating engine, all that is
needed is the likelihood ratio of the observed values vk for the similarity value
variables Vk:

L(Vk = vk|Xk)
.=

Pr(Vk = vk|Xk = T )
Pr(Vk = vk|Xk = F )

=
N(vk|μk,+, σ2

k,+)
N(vk|μk,−, σ2

k,−)
,

where N(v|μ, σ2) is the probability that measurement v comes from normal
distribution with mean μ and variance σ2, and Xk is the parent node of Vk in
the BN.

After the process of belief updating concludes, all Boolean nodes in the net-
work will be assigned probability values according to the observed evidence (val-
ues) vk for the similarity value variables Vk. The probability of the root node is
the final estimate that the two elements match, given the combined evidence of
the individual matchers.

3 Experimental Results

In order to evaluate the match accuracy of any matcher described below, we
used five XML schemas for purchase orders, CIDX, Excel, Noris, Paragon and
Apertum, kindly provided to us by the University of Leipzig. The figure of merit
for evaluation of the accuracy of matching was the popular f-measure, defined as
the harmonic mean of precision and recall, as used in the information retrieval
community. If the number of true matches identified by the matching system as
such (hits) is A, the number of true matches not identified as such (misses) is B,
and the number of cases when two elements do not match, but the matcher incor-
rectly declares a match (false positives) is C, the f-measure F can be computed
as F = 2A/(2A + B + C).

We developed 13 basic schema matchers and evaluated the ability of the pro-
posed Bayesian method to combine their outputs so as to improve the
accuracy of matching. Of these, 11 were lexical matchers: CosineSimilarity, Ham-
mingDistance, JaroMeasure, LevenshteinString, BigramDistance, Trigram
Distance, QuadgramDistance, PrefixName, SuffixName, AffixName, Substring
Distance. One matcher, PathName, was structural, comparing the entire paths
of the two elements in their respective XML schemas. The last basic matcher
was neither lexical nor structural: the Synonym matcher declared a match if and
only if the two tested elements were found in a list of synonyms relevant to the
domain of purchase orders. Based on their method of operation, the similarity
values computed by the 11 lexical matchers can be expected to be highly cor-
related and statistically dependent; in contrast, the synonym matcher could be
expected to produce output that is largely independent of the lexical matchers.
Experimental evaluation of their pairwise dependence confirms this intuition:
Figure 2 shows the pairwise correlation between all 13 pairs of matchers, evalu-
ated from all pairs of elements in all ten pairs of schemas. Clearly, all 11 lexi-
cal matchers are highly correlated, whereas their correlation with the Synonym
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Fig. 2. Pair-wise correlations between all pairs of basic matchers, numbered as follows:
1: Edit Distance; 2: Sub-string Distance; 3: Bi-Gram Distance; 4: Tri-Gram Distance;
5: Quad-Gram Distance; 6: Cosine Similarity; 7: Hamming Distance; 8: Jaro Measure;
9: Affix Name; 10: Prefix Name; 11: Suffix Name; 12: Path Name; 13: Synonym.

matcher is minimal. Somewhat surprisingly, the structural matcher, PathName,
is the least correlated with any other matcher.

The kind of major correlation that exists between lexical matchers is illus-
trated in Fig. 3 that shows a scatter plot of the similarity values computed by
the Edit (Levenshtein) Distance matcher and the Sub-string Distance matcher.
Their high correlation (0.9892) makes one of them almost redundant, if the other
one is present.

Regarding the experimental evaluation of matching accuracy, as with any
machine learning method, care should be given to the training and testing eval-
uation protocol, that is, which data are used for training and which data are
used for testing. We used three evaluation protocols, as described below.

3.1 Testing on Training Data Set

This is the simplest evaluation protocol, where we use the same data set for
testing and training. Its purpose is to evaluate how well we can fit the training
data. Under this protocol, we define ten matching tasks that correspond to all
possible pairs of the five XML schemas. For each matching task (pair of schemas),
we build a dedicated Bayesian composite matcher that is specific for this task.
The same data set, then, is used as evidence to predict the belief for every
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Fig. 3. Scatter plot of similarity values computed by the Edit Distance and Sub-string
Distance matchers. Their output is clearly correlated, resulting in a correlation coeffi-
cient of 0.9892.

pair of elements. This is the most lenient evaluation protocol, since the learning
algorithm has seen during training the data that will be used for testing.

After a similarity matrix is computed for all pairs of elements of two database
schemas, an additional global matching step called Max1/Delta is performed to
produce the final match decisions, based on the understanding that most often
(but not always) mappings between database elements are one-to-one [2]. Since
this procedure is sensitive to the exact value of the Delta parameter, we present
below results as a function of it. After global match decisions have been obtained,
they are compared with the ground truth, and the f-measure for this pair of
schemas is computed. These f-measures are averaged over all pairs of tasks in
the testing data set (in this case, ten pairs of tasks), in order to arrive at the
final overall f-measure.

Figure 4 shows a comparison between all 13 basic matchers and the Bayesian
Composite Matcher (BCM). The accuracy of the BCM reaches 0.819 and is sig-
nificantly higher than that of any other matcher. It is also practically constant for
a wide range of the parameter Delta. The performance of Path Name matcher is
better than other individual matchers, because it is a hybrid matcher combining
two basic match techniques.

3.2 Leave-One-Out Cross Validation (LOOCV)

A more realistic testing protocol is under the leave-one-out cross validation
(LOOCV) method, where training and testing data are clearly separated. Each
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Fig. 4. Comparison of average f-measure between the Bayesian Composite Matcher
and all other matchers.

of the ten pairs of schemas is used for testing, using a BCM that was learned
using the other nine pairs of schemas. The results are averaged over the ten
pairs, as follows:

1. Build training and testing data sets for 10 test tasks. For instance, if the
similarity matrix of Excel ↔ Noris is used as testing set, the training data
set for this test task is a collection of similarity matrices of the remaining 9
schema pairs.

2. Learn one Bayesian composite matcher for each task based on its training
data.

3. Implement Max1/Delta selection approach on the composite similarity matrix
generated by each Bayesian Composite Matcher.

3.3 Exclusive Leave-One-Out Cross Validation (ExclLOOCV)

The second protocol described above still allowed the training algorithm to see
data from the pair of schemas that would be used for testing, but not the ground
truth for their direct match. To eliminate any exposure of the training algorithm
to data that would be used for testing, we modified the LOOCV procedure as
follows. For each task, if the test pair is A ↔ B, the training examples only come
from the three remaining schemas not involving either A nor B. For example,
if one test set is Excel ↔ Noris, it will be tested with the Bayesian composite
matcher that has used only the following three pairs of schemas for training:
CIDX ↔ Apertum, CIDX ↔ Paragon, and Apertum ↔ Paragon. This is
the maximally realistic testing protocol.

Figure 5 shows a comparison between the two variants of the LOOCV eval-
uation protocol for the Bayesian Composite Matcher. It can be seen that the
accuracy drops to 0.76 under usual LOOCV and 0.73 under exclusive LOOCV.
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Fig. 5. Comparison of Bayesian composite matcher performance under LOOCV and
exclusive LOOCV testing protocols.

4 Non-Bayesian Matcher Composition Optimizations

Based on familiarity with the domain acquired during the Bayesian Networks
approach, we further explored non-Bayesian matcher composition approaches.
A series of optimizations proved promising and are described here.

Typically, datasets have element names with strong lexical components, so it
was critical to develop a sound fundamental lexical (name) matcher that could
be heavily used as a component in higher-level composite matchers. The result-
ing Name matcher was a combination of fundamental matchers described in
Sect. 3, using token processing and largely COMA-style techniques [2] on the
element name tokens. Incorporation of abbreviation and synonym information
was an integral part of this process, too. As an example, averaged across all
10 schema pairs in the COMA dataset, we only achieve an f-measure of 0.433
using a simple prefix name matcher, which looks for identical prefixes in column
names. A synonym matcher, utilizing a lookup table is also an important com-
ponent, but only achieved an f-measure of 0.461 by itself. Through experimen-
tal analysis, we found that combining lexical matchers into a Name Composite
matcher achieved a marginal increase to 0.494, but that the resulting matcher
was a critical component of higher-level matchers. A PathName matcher, which
compares the full paths to each element in their XML schemas, based on this
Name matcher boosted the f-measure to 0.820. Note that these matchers incor-
porated additional optimizations that were applied in parallel, some of which are
described below.

The next step was to develop a Structure matcher which uses different strate-
gies based on the type of nodes (root, interior or leaf node) being compared [19].
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Table 1. Best matchers for various combinations of node types.

XML Schema node type Matcher applied

LEAF-LEAF PathName
ROOT-ROOT LeafPath
INTERIOR-INTERIOR ChildPath, SiblingPath
INTERIOR-ROOT ChildPath
INTERIOR-LEAF LeafPath
ROOT-LEAF LeafPath

The matchers that we found to produce the best overall f-measures are shown
in Table 1.

Here LeafPath is an application of the Name matcher to the paths to all
leaves of the element nodes being compared. Similarly, ChildPath is an applica-
tion of the Name matcher to the paths to all of the children of the nodes begin
compared, and SiblingPath is an application of the Name matcher to all of the
paths to the siblings of the nodes being compared. For the ten schema pairs in the
COMA dataset, the Structure matcher achieved an average f-measure of 0.871.
In addition to combining matchers, it was often found to be useful to “pre-filter”
candidate element pairs by simply eliminating those for which the Name similar-
ity was less than 50 % This REQUIRE ELEMENT NAMES TO BE SIMILAR
optimization was originally created as an optimization to improve compute time,
but actually had a noticeable positive effect on overall results.

We next developed a LinearComposite matcher which allows one to manually
specify weights for component matchers. While this technique itself is by no
means automatic, there were some interesting findings in this work. The matcher
was initially developed as a mechanism to strengthen effects of the Name and
SiblingPath matchers, which the StructureMatcher seemed to diminish in some
cases. The LinearComposite matcher was enhanced to consider the types of the
XML Schema nodes being compared, as well. For example, for INTERIOR-
INTERIOR node comparisons, it just uses StructureMatcher, but for LEAF-
LEAF comparisons it uses additional information such as SiblingName and data
type. The improved results suggest, perhaps somewhat intuitively, that interior
nodes are more sensitive to where they appear in the XML hierarchy, but that
leaf nodes are more sensitive to their siblings. The LinearComposite matcher,
including various optimizations, achieved an average f-measure of 0.901 across
all 10 schema pairs (Fig. 6).

Two other optimizations involved re-evaluating neighbor similarities. In the
first, MULTIMATCH OPTIMIZATION, if a schema element had multiple
matches, we would re-consider all of its similarities with a slightly less stringent
threshold. The other, SIBLING MULTIMATCH OPTIMIZATION, was that if
a leaf element pair had multiple siblings that were matches, then we would re-
compare all siblings of each, primarily with a less stringent threshold. This could
catch cases where the leaf nodes were representing the parts of an address, for
example. In this case one would expect multiple siblings to match their coun-



120 D. Nikovski et al.

Fig. 6. CIDXPOSCHEMA and Paragon element similarity scatterplots. The match-
ers and f-measures achieved were (top row, left-to-right) PrefixName 0.268, Synonym
0.548, Name 0.557, (bottom row, left-to-right) PathName 0.854, Structure 0.866, Lin-
earComposite 0.903. Green=true positive, Red=false positive, Yellow=false negative.

Table 2. Effect of turning off some of the individual optimizations on average
f-measures for various matchers.

Optimization Turned OFF: Matcher:

PrefixName Synonym Name PathName Structure LinComp

NONE 0.433 0.461 0.494 0.820 0.871 0.901

REQUIRE ELEMENT NAMES TO BE SIMILAR 0.433 0.461 0.496 0.748 0.715 0.792

MULTIMATCH OPTIMIZATION 0.449 0.544 0.583 0.831 0.861 0.874

SIBLING MULTIMATCH OPTIMIZATION 0.433 0.459 0.492 0.821 0.869 0.898

ELIMINATE BAD DATATYPE MATCHES 0.405 0.456 0.490 0.786 0.868 0.897

terparts in the set of address leaf nodes in the other schema. Finally, there are
simple heuristics which can be applied such as eliminating unlikely node combi-
nations with the ELIMINATE BAD DATATYPE MATCHES optimization. For
example, ROOT nodes never matched LEAF nodes.

In general, our approach when investigating such optimizations and matcher
combination alternatives was to expose the enhancements as parameters so that
a human operator could experiment with them via a GUI. As can be seen in the
Table 2, individual optimizations can have different effects on matchers, though
we highlight those that help most with the higher level combination matchers
(Structure and LinearComposite).

5 Related Work

As mentioned in the first section, many methods for creating composite matchers
have been tried, and this section explains the difference between them and the
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proposed approach. One major distinction between these methods is whether
they rely on manual tuning of the composition sttructure and parameters, or
such parameters are estimated from a training set and verified on an independent
test set. The composition methods developed in the COMA [2,6] and GLUE
[14] systems are based on manual tuning of the composition parameters, so
comparison with learning methods for tuning parameters is not entirely correct;
a composite matcher that is manually tuned with a specific set of schemas in
mind can certainly be expected to be more accurate than a learning matcher
that is tested under a cross-validation protocol.

Among the learning methods for composing matchers, our approach is most
similar to the one proposed by Marie and Gal [13], who have approached the
problem from a Bayesian network perspective, too, arguing that a disciplined
approach to handling match uncertainty has to be applied. However, their
approach is based on Naive Bayes networks, that is, two-level Bayesian net-
works with one root node that corresponds to the matching event, and many
leaf nodes that are directly children to the root node. It can be shown that such
a Naive Bayes network has the same classification properties as a logistic regres-
sion model, and the decision surface is linear, similar to the one used in the LSD
and GLUE systems [4,14]. In contrast, a full (non-naive) Bayesian network like
the one proposed in this paper can model arbitrary correlations and decision
surfaces.

Furthermore, the Bayesian network proposed in this paper is also different
from the Bayesian network classifiers used in the YAM system [16] in that our
network includes unobservable nodes corresponding to types of matchers; in
contrast, YAM employs the BayesNet classifier from the WEKA library that can
learn the structure of a fully observable network by adding and removing edges,
but cannot add unobservable nodes [17]. Unobservable nodes corresponding to a
type of matcher (e.g. lexical, dictionary-based, structural, etc.) present a natural
way of representing the conditional dependency between multiple matchers of the
same type, because they restrict the edges of the graph only to the nodes of the
same type. In contrast, a fully-connected BN without hidden nodes would require
an exponential number of CPT parameters to be estimated, which would make
it practically impossible to collect the data necessary for estimating them. This
problem is further compounded by the continuous values of the similarity values
produced by basic matchers — in fact, it is not immediately clear how YAM
would have been able to learn a fully connected BN with 13 continuous nodes
representing the similarity values of each basic matcher, from the few thousand
examples available from the PO dataset under the two LOOCV protocols.

On the other hand, non-linear classifiers such as decision trees [15] can
indeed represent non-linear decision surfaces from a limited number of train-
ing examples, but are not inherently probabilistic, and the binary decisions
output by them are not easy to use in the global assignment process that
determines the entire mapping between two schemas from the pair-wise matches
between their individual elements. Other probabilistic approaches to the auto-
matic schema matching problem include the use of an attribute dictionary in
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the AUTOMATCH system, where training examples of matching schemas are
used to compile the dictionary, and candidate elements from new schemas are
compared probabilistically to the dictionary. Although this approach does result
in probabilistic estimates of matches, the compilation of the dictionary requires
many training examples, and is best suited to domains where many pairs of
schemas have to be matched repeatedly.

6 Conclusions and Future Work

We have proposed a novel method for creating composite matchers for the pur-
pose of automatic schema matching. Its main advantage is the explicit modeling
of the conditional statistical dependence between the similarity values computed
by individual basic matchers. Experiments suggest that it combines success-
fully the outputs of such matchers, and achieves matching accuracy significantly
exceeding that of the individual matchers. Furthermore, its outputs are esti-
mates of the genuine probabilities of match, which allows the application of
decision-theoretic methods for optimal judgment whether elements match, or
not. Further work will focus on leveraging the clear semantics of the computed
probabilities for improving the accuracy of the global matching algorithm, as
well as on improving the computational properties of the proposed Bayesian
method.

As a means of comparison and investigation into the limits on the accuracy
obtainable by means of matcher composition, we analyzed and identified several
typical matching mistakes made by the basic matchers, and devising composition
methods that could avoid them, without designing domain-specific matchers.
These matchers increased the matching accuracy even further, compared to the
Bayesian approach, although it remains to be seen in practice how these matchers
would peform in new domains.
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Abstract. Modern computer networks are constantly increasing in size
and complexity. Despite this, data networks are a critical factor for the
success of many organizations. Monitoring their health and operation sta-
tus is fundamental, and usually performed through specific network man-
agement architectures, developed and standardized in the last decades.
On the other hand, file systems have become one of the best well known
paradigms of human-computer interaction, and have been around since
early days in the personal computer industry. In this paper we propose a
file system interface to network management information, allowing users
to open, edit and visualize network and systems operation information.

Keywords: Network management · SNMP · File system

1 Introduction

A file system is a database typically storing large blocks of information. The
information is stored in the form of files, structured as a hierarchy of directories.
Each entry in the file system, including directories and files, is characterized by a
limited group of attributes (instant of creation, instant of the last access, instant
of the last change, permissions, owner, group). This paradigm is, perhaps, one
of the best well known mechanism for storing information, available in several
operating systems as well as in some embedded devices, such as PDAs, mobile
phones and even digital cameras.

Usually, files are stored locally in persistent memory, such as hard-disks or
memory cards. It is also common, particularly in enterprises, to use network file
systems to store files in a remote server, accessed through a special protocol like
NFS [1] or SMB. In this situation, the network server exports part of the local
file system to a set of selected clients, allowing them to remotely access files
and directories. However, this centralized, single server approach, suffers some
scalability issues related to throughput, capacity and fault tolerance.

Distributed file systems are designed to improve scalability and fault toler-
ance by transparently balancing the access between servers. It provides the same
view to every client and is responsible for maintaining coherence of data through
distributed locking and caching [2–4].
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Yet another paradigm, cloud storage systems, such as Dropbox1, transpar-
ently synchronize the local copy of data with a remote datacenter, allowing user
access to personal and shared files anytime, anywhere.

Based on this paradigm, we considered the possibility of accessing network
management information as a set of virtual file systems. Network resources,
usually accessed through SNMP [5], COPS [6], or other network management
protocol, are seen as remote shares, to be mounted in a regular workstation
file system and the instrumentation and configuration information accessed as
regular files.

The nature of the information as well as the purpose of this SNMP File
System (SNMPFS) is radically different from traditional distributed file systems
(DFS). This makes the current requirements different of traditional DFS. First,
distributed file systems are used to store files belonging to one or more users. In
a network management scenario, the information is generated both by network
resources and users. The former is used for instrumentation and the later is used
for configuration.

Second, the content of the majority of network management backed files is
constantly changing, because of the dynamic nature of network parameters. As
an example, consider a value representing the number of transmitted packets or
a value representing CPU load. In regular file systems, used to store personal
and application files, entries seldom change. This allows better cache hit rates
than in the former situation.

Third, network management files are very small, resulting from the parame-
ters they represent. Frequently, a single int is used and, some times, a small
table of values is sufficient.

Fourth, the whole SNMPFS is composed of several network services and re-
sources, such as routers, firewalls, web servers, and so on. Each resource exports
the information resulting from the instrumentation of working parameters thus
playing a part in a potentially huge cluster of distributed file systems.

Fifth, faults are usually frequent, resulting from connectivity problems, hard-
ware failures, human action and others. The system should cope with this issues,
by recovering when possible and replicating when necessary.

2 File System Design

The goal of the SNMPFS is to unify around a unique name space all of the en-
terprise network management agents. For concept proving, we are using SNMP
agents, since they are common in organizations and widely implemented by net-
work devices. This approach allows integrating the tree of management objects
of distinct SNMP agents in a single file system. Resuming, the goals of this
approach are the following:
1 http://www.dropbox.com

http://www.dropbox.com
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Fig. 1. SNMPFS global architecture.

– allow the use of simple files and directories handling tools (cd, cp, cat, ...);
– allow to consult and change the values through simple tools (file redirection,

text editors);
– allow the creation of pipes:

cat sysUpTime |toxml| mail --s ‘‘sysUpTime’’ admin@host.com;
– allow using office tools, such as Calc or Excel, to view and alter tabular infor-

mation;
– allow reducing the complexity of the management system.

The information generated by each SNMP agent is accessed through a specific
file system (SNMPFS), working as a gateway between the regular file operations
(open, read, write, append, close, . . . ) and SNMP commands (Fig. 1).

As other file systems, like Server Message Block (SMB), also known as Com-
mon Internet File System (CIFS), to access SMB (Windows) shares across a
network or NTFS for local storage, applications access data through a uniform
layer (VFS - Virtual File System). Specific file system details are of the respon-
sibility of each file system technology (SNMPFS, SMB, NTFS and so on). As a
result, all the information is stored under the same naming tree.

2.1 Topology

The system topology is straightforward: on one side, several SNMP agents, asso-
ciated with diverse enterprise resources; on the other side, one or more worksta-
tions mount the agents’ information through the SNMPFS (Fig. 2). It is possible
that two or more workstations mount the same agents in its local file system.
For read operations this does not present any problem. However, for update
operations it is possible that potentially many processes try to change the same
value.
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Fig. 2. Simplified topology.

2.2 Locking

In conventional distributed file systems, file locking is essential for coordinating
access to shared information among cooperating processes. If multiple processes
are writing to the same file it is necessary to regulate the access through some
kind of locking mechanism. In SNMPFS, locking is performed by the agent, in
accordance with the managed object definition, since SNMP agents may also be
updated by network management applications concurrently. Some MIBs provide
a mechanism to regulate concurrent access. The Expression MIB [7], for example,
has tables with a special column used to instantiate the row – RowStatus [8].

2.3 Security

SNMP is inherently insecure. Although true for the versions 1 and 2c, SNMPv3
present a modular security architecture based on cryptographic protocols and
algorithms. It is mandatory that SNMPv3 implementations support the HMAC-
MD5-96 protocol for authentication. They can also support the HMAC-SHA-96
for authentication and the CBC-DES for privacy [9]. More recently, a new privacy
protocol was added. [10] describes the Advanced Encryption Standard (AES)
for SNMPv3 in the SNMP User-based Security Model which can be used as an
alternative to the CBC-DES.

The SNMPv3 security service provides data integrity, data origin authen-
tication, data confidentiality and message timeliness as well as limited replay
protection. It is based on the concept of a user, identified by a userName, with
which security information is associated. In addition to the user name, an au-
thentication key (authKey) is shared between the communicating SNMP engines,
ensuring authentication and integrity. A privacy key (privKey), also symmetric,
ensures confidentiality.

Complementing the communication security, the SNMPv3 model also pro-
vides access control through a view-based access control model [11]. This model
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grants or denies access to MIB portions (view subtrees) according to the prede-
fined configuration and the current user permissions.

The security details for SNMPv3, either for authentication, integrity, confi-
dentiality and access control, dictates the security functions for the SNMPFS. We
have to pass to the file system the authentication and the access control required
by the SNMP model. The authentication problem is performed by the system
when mounting the file system. A similar approach is followed for NFS or SMB
shares:
mount -t smb //server/share /mnt -o username=aUser,password=xxx.
If the server recognizes the username and password, the host is allowed to access
the file system and a user ID (uid) is associated with it.

Access control is enforced by file permissions. In Unix, each file has a set
of permissions (read, write, execute) for the file owner, group and others. For
example, the permissions
-rwxr-x---
gives the owner the possibility to read, write and execute the file, the group to
read and execute and no other user can read, write or execute.
indent SNMPFS translates each file permission to the View-based Access Control
mechanism of the SNMPv3.

2.4 Attributes

File system entries, such as files or directories, are characterized by a set of
attributes which describes their fundamental aspects, such as size, date, permis-
sions, name and others. The name and number of attributes is typically static,
meaning that it is not possible to add or remove further information to each file
system entry latter on.

An attribute which is necessary to better describe the data types and the
structure of an SNMP agent is the MIB tree it implements. The MIB tree is
described in a set of MIB files which contain each node name, data type, restric-
tions and role. With this information, the SNMPFS can present to the user a more
meaningful set of file names as well as file types (a table, a string, an int, etc).
In particular, this information is valuable for tables, which the SNMPFS exports
as Coma Separated Values (CSV) format and can be opened and edited by a
spreadsheet, such as Microsoft Excel or OpenOffice Calc.

To be able to access the meta-information about management data, the
SNMPFS has the possibility to load MIB files from a specific directory. This infor-
mation will allow the files to have a more meaningful name as well as adapting
the content to the nature of the information it stores.

3 Implementation Details

The SNMPFS implements a gateway between regular file system access primitives
and SNMP commands. Generally, file systems are implemented at kernel space,
however, we chose to implement the file system in userspace to facilitate the
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Fig. 3. Scalar values organization in the agent.

development and test process. We used FUSE [12], a stable and well known API
for file system development.

The SNMP information is somehow austere, mainly because of the Object
IDs (OIDs) that it uses to identify each managed object. The OID is a sequence
of integer values, separated by a ‘.’ (dot): 1.3.6.1.2.1.1.1.0. This sequence defines
a path in the agent’s tree of objects, referring to a specific value (Fig. 3). This
path, for example, points to a specific object, which refers to a value resulting
from device instrumentation.

In Fig. 3, for example, the OID 1.2.2.1 refers to the lower left node in the
tree. This node is associated with a specific value, a scalar, in this case, which
contains the string “Joe”.The scalar is viewed as an additional node, a leaf, and
is referred by adding a ‘.0’ to the OID.

Each object, the circles in the figure, has a set of attributes or meta-
information, which allows the user to get the semantics of the value (what does
“Joe” stands for). The attributes, as well as the overall structure, is described
in a file, called a Management Information Base (MIB), which associates a de-
scriptive, meaningful, name to each object and further describes the data type,
access restrictions, OID structure and others. From the user perspective, this
also allows mapping the sequence of integers to a short name: it is easier to refer
to each object by the short name, instead of the OID (get sysDescr, instead
of get 1.3.6.1.2.1.1.1.0).

After parsing the MIB files, the SNMPFS performs this mapping, storing the
meta-information to improve the information provided to the user by the file
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system. The OID in the sequence of integers format will only be used when the
MIB is not available.

3.1 The MIB Parser

As mentioned above, the MIB structure is important to SNMPFS to provide a more
useful and meaningful view of the file system. MIB files are written in a subset of
the Abstract Syntax Notation One (ASN.1), called “Structure of Management
Information” [13]. The MIB must be parser so that the tree, nodes, types and
objects extracted. We are using Marser [14], an API to parse SMI (v1 and v2).

Moreover, the information from the MIB allows to identify tabular informa-
tion, which further helps the file system to present the information to the user
in a more manageable way. In this case, tables will be available is CSV format,
allowing the user to read and modify it using a spreadsheet application.

Tables are represented as a further extension to the OID tree (Fig. 4). As
in the previous case, where each scalar is retrieved from a leaf, tabular values
are retrieved from several leafs, hanging on the OIDs that represent the columns
(in the figure, the table is referred with the OID 1.2.3, which has the columns
1.2.3.1 and 1.2.3.2).

1

1 2

1 2

1 2

3 4

3

192.168.1.1 192.168.100.254

192.168.64.12

193.136.34.10

192.168.100.253

192.168.100.252

Fig. 4. Tabular values organization in the agent.
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One or more of the columns are the index, which allows to retrieve the rows
in the table. So, to get the first value of the table, it is necessary to issue:
get 1.2.3.2.192.168.1.1, which yields 192.168.100.254.

3.2 Files

When dealing with agents with an unknown structure, the user usually has to
explore the management information tree, retrieving all the information that
the agent stores. This operation is called ‘walk’, because it allows to visit all the
places “hidden” in the agent. The SNMPFS has a special file which allows doing
precisely this. The file, called walk.txt, lists all the managed objects retrieved
as the result of a ‘walk’ operation. By simply opening this file in a text editor,
the user will be able to immediately see the objects the SNMP agent implements:

sysDescr;1.3.6.1.2.1.1.1.0
sysObjectID;1.3.6.1.2.1.1.2.0
sysUpTime;1.3.6.1.2.1.1.3.0
sysContact;1.3.6.1.2.1.1.4.0
sysName;1.3.6.1.2.1.1.5.0
sysLocation;1.3.6.1.2.1.1.6.0
sysServices;1.3.6.1.2.1.1.7.0
sysORLastChange;1.3.6.1.2.1.1.8.0
sysORID;1.3.6.1.2.1.1.9.1.2.1
sysORID;1.3.6.1.2.1.1.9.1.2.2
sysORID;1.3.6.1.2.1.1.9.1.2.3
sysORID;1.3.6.1.2.1.1.9.1.2.4
sysORID;1.3.6.1.2.1.1.9.1.2.5
sysORID;1.3.6.1.2.1.1.9.1.2.6
...

With the information obtained in the file, the user can configure the file
system, describing which files should be available and what is the name they
should have. The configuration is written is XML and define all the aspects
of the file-system: the agent’s address, access credentials, MIBs to load, which
nodes to show and where to mount:

<device name="device">
<mount dir="tmp" />

<mibs dir="../mibs/">
<mib file="SNMPv2-MIB"/>
<mib file="RFC1213-MIB"/>
<mib file="IF-MIB"/>

</mibs>

<snmp address="192.168.1.1" port="161"
version="v2c" community="public" />
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<entries>
<scalar label="sysUpTime" />
<scalar label="sysDescr" />
<table label="ifTable" />
<table oid=".1.3.6.1.4.1.63.501.3.2.2"

file="myTable">
<col oid=".1.3.6.1.4.1.63.501.3.2.2.1.1" />
<col oid=".1.3.6.1.4.1.63.501.3.2.2.1.2" />
<col oid=".1.3.6.1.4.1.63.501.3.2.2.1.3" />
<col oid=".1.3.6.1.4.1.63.501.3.2.2.1.4" />
<col oid=".1.3.6.1.4.1.63.501.3.2.2.1.5" />
<col oid=".1.3.6.1.4.1.63.501.3.2.2.1.6" />
<col oid=".1.3.6.1.4.1.63.501.3.2.2.1.7" />
<col oid=".1.3.6.1.4.1.63.501.3.2.2.1.8" />
<col oid=".1.3.6.1.4.1.63.501.3.2.2.1.9" />
<col oid=".1.3.6.1.4.1.63.501.3.2.2.1.10" />
<col oid=".1.3.6.1.4.1.63.501.3.2.2.1.11" />
<col oid=".1.3.6.1.4.1.63.501.3.2.2.1.12" />

</table>
</entries>

</device>

The previous configuration file will result in the appearance of 5 files in the ‘tmp’
directory – two tables, two scalars and the walk.txt (Fig. 5).

3.3 Values and Tables

Each file representing a scalar simply has to get the value from the agent each
time it is read. In the previous configuration file, the scalar ‘sysUpTime’ and
‘sysDescr’ show as files, containing the information from the agent located in
192.168.1.1.

Tables, because of the tree like structure, require more processing. The algo-
rithm we follow is:

read configuratiom file;
for each entry

if is table
read columns;
if columns empty

read columns from MIB;
for each column

while has more leafs
get leaf;
store in row,column;

end;
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Fig. 5. Screenshot of an SNMPFS directory.

Fig. 6. Editing the ifTable with a spreadsheet.

The fetch of values and store in row and column format allows to build
the content around the CSV format, that can be manipulated by a spreadsheet
application (Fig. 6).

4 Use Cases

In system and network management, the administrators are used to create scripts
to automate some of the typically repetitive and/or boring maintenance activ-
ities. Many of this scripts work by reading, writing and updating configuration
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Table 1. Monitoring examples.

Query Object Type

The number of users on a system hrSystemNumUsers Scalar
The bytes transmitted ifInOctets;ifOutOctets Table
The storage areas hrStorageTable Table
The processor load hrProcessorLoad Table

files, altering the way daemons and services work (such as e-mail, HTTP, SSH,
. . . ). The SNMPFS enables mapping SNMP information to a file system structure,
thus contributing to the integration of monitoring, configuration and account-
ing processes. In other words, the SNMPFS will foster administrators to develop
new tools easier and to use the same tools in different scenarios because of the
transparency and integration of the file system paradigm.

The extension of the file system with files related to instrumentation and con-
figuration information from network devices will further alleviate the burden. By
mounting several devices in the same file system, where each directory represents
a different agent, enables the administrators to be able to make queries or change
values on all the equipment, just by browsing the file system.

4.1 Monitoring

Monitoring operations require the user to retrieve, process, analyse and visualize
instrumentation information. For example, several parameters can be queried to
get the status of remote hosts (Table 1).

Other common operation is to build the topology map of the network, repre-
senting the connections and hosts structure. This is done with the help of the IP
forwarding table, maintained in the switches and routers. Each table gathers the
MAC addresses in each port, allowing the correlation of addresses into building
a visual representation of the network topology. By replicating this information
(a simple copy will do), will enable to create a view of the network a specific
times.

4.2 Configuration

One challenge on integrated management of networks is how to apply policies
that are transversal to more that one equipment. The integration of several
SNMP agents in the same file system can enable the administrator to create
sound scripts to apply the policy.

In complement to these use cases, one that is being currently addressed is
the use of version control systems for maintaining snapshots of SNMP agents’
configuration. Each type and version of equipment has different ways for ma-
nipulating their configurations, because of the MIBs they implement. With the
SNMPFS, administrators can make use of already accepted solutions for version



An SNMP Filesystem in Userspace 135

control. A Distributed Version Control, such as GIT2 enables to have a mas-
ter repository for each agent as well as a local repository in the management
stations.

The first mount of the agent, a new repository is created and the files are
added, tagged as the initial commit. This local repository is pushed to the master
repository, which will work as another, more general, versioning peer. The master
is configured for post commit routines, that will update the directory where
the agent is mounted. The master will apply the changes in the file system,
configuring the equipment accordingly and changing the properties that enables
the updated of the configurations. This enables that different administrators
can work on their stations using the repositories for changing configurations and
the push the configurations to the master that will change the agents’ status.
Moreover, using tags to identify specific configuration versions allows to easily
change form one configuration to another.

4.3 Scheduling Operations

Modern operating systems have tools that enables users to schedule jobs (com-
mands or shell scripts) to run periodically at certain times or dates. One such
tool, popular un Unix-like operating systems, is cron, used to automate system
maintenance or administration. Proper configured cron jobs allows to activate
some options at some time on agents, for example, to shutdown several devices
at a specific time. Moreover, it also allows to watch files for specific values for, for
example, triggering some configuration change or event (send emails, executing
commands).

5 Conclusions

Accessing and updating information is a frequent operation in virtually any
activity. Because of the evolution of computing platforms, the electronic infor-
mation is associated with the concept of files, residing in a generic storage mech-
anism. Usually, the files are updated by general use applications, such as office
suites or drawing editors. Often, the content is in plain text, allowing standard
editors to retrieve and update the information.

Because of the ubiquity of files, modern operating system have an extensive
set of tools to deal with the maintenance of files, such as renaming, creating,
copying, backing up and restore, and so on. In enterprises, work files are typically
stored in network storage, made available through a virtual file system in local
desktop computers.

Network and system management (NSM) is a major concern for maintain-
ing the system in good working conditions. Many of the tasks involved in NSM
require monitoring and updating information resulting from instrumentation
procedures in applications, services and equipment. The paradigm in traditional
2 http://git-scm.com/

http://git-scm.com/
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NSM models rely on client-server protocols, through special purpose applica-
tions.

The SNMPFS, proposed in this paper, integrates network devices, applications
and service management in a common platform and paradigm – the file system.
In this way, network management operations can benefit from the existing pow-
erful operating system tools to monitor, update instrumentation, configuration
and monitoring information.
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Abstract. Taxonomies are used in different steps of the mining process, but in
the generalization they are mainly used during the pre-processing. In the same
way, in fuzzy contexts fuzzy taxonomies are also used, mainly, in the pre-
processing step, which is the generation of extended transactions. Besides, it is
possible to see that many works have explored mining fuzzy rules and lin-
guistic terms, but few works have explored different steps of the mining pro-
cess. Moreover, questions like semantic enrichment of the rules have been little
explored. In this sense, this work presents Context FOntGAR algorithm, which
is an algorithm for mining generalized association rules under all levels of
fuzzy concept ontologies. Besides, the exploring of rules containing similarity
relations according to different contexts will be introduced. In this work the
generalization is done during the post-processing step. Other relevant points are
the specification of a generalization approach; including a grouping rules
treatment, and an efficient way of calculating both support and confidence of
generalized rules.

Keywords: Generalized association rules � Fuzzy ontologies � Post-process-
ing � Context-based similarity

1 Introduction

An important task in data mining is the mining association rules, introduced in [1]. In
traditional algorithms of association, like Apriori, the rules are generated based only
on existing items in the database, and this characteristic makes an excessive amount of
rules be produced. In this sense, the domain knowledge, represented via taxonomies,
can be used in order to obtain more general patterns, facilitating the user’s compre-
hension. The association task using taxonomic structures is called mining generalized
association rules, and was introduced by [2].

In [2], the taxonomy ancestors are inserted into database transactions, called
extended transactions, and from such extended transactions it is applied an algorithm
for extract the final set of rules, which can be composed of both traditional and
generalized rules. However, the inclusion of ancestors in database transactions implies
the generation of many candidate itemsets, and ends up generating redundant patterns,
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making it extremely necessary the use of interest measures for eliminate redundancies.
On the other hand, some works, like [2] for example, show that the post-processing
stage can be more advantageous, because few candidates and rules can be generated.
Moreover, it is eliminated the need of measures used for prune redundant rules, since
the process is made based on the traditional patterns generated.

However, in many applications of the real world ontologies and taxonomies may
not be crisp, but fuzzy [3], because some applications do not have classes of objects
with pertinence criteria precisely defined [3]. In this context, Wei and Chen [3]
introduced the use of fuzzy taxonomies. They considered the partial relationships
possibly existing in taxonomies, where an item may partially belong to more than one
parent. For instance, tomato may partially belong to both fruit and vegetable with
different degrees. Wei and Chen thus defined a fuzzy taxonomic structure and con-
sidered the extended degrees of support, confidence and interest measures for mining
generalized association rules.

However, most of the works are focused into improve methods of to obtain
generalized fuzzy association rules, which are the ones composed by linguistic terms,
but few works have directed efforts for improve the exploring of generalized rules
under fuzzy concept hierarchies, mainly in relation to the stage that they are used.

On the other hand, some works, like [4, 5], explore the semantic enrichment of the
rules through similarity relations. these works do not consider that the degree of a
similarity relation, between two or more elements, it is also related to the point of
view or to the context analysed. For example, consider the problem of compare two
vegetables, tomato and khaki, in relation to two different points of view (contexts),
appearance and flavour. In respect to the appearance context, would be possible to
check that tomato is very similar to khaki, with a very high degree of similarity; but in
relation to the flavour, would be possible to check that both are bit similar, with a
minor degree of similarity.

Thus, this paper presents the Context FOntGAR algorithm for mining generalized
association rules, using fuzzy ontologies composed by relationships of specialization/
generalization varying in the interval [0,1], and similarity relations with different
degrees according to the context. The generalization can to occur in all levels of fuzzy
ontologies. The paper is organized as follow: Section 2 shows some related works.
Section 3 presents the Context FOntGAR algorithm. Section 4 presents the experi-
ments, and the Sect. 5 shows the conclusions.

2 Related Work

Aiming to obtain general knowledge, the generalized association rules, which are
rules composed by items contained in any level of a given taxonomy, were introduced
by [2]. There are many works using crisp taxonomic structures. These works are
distinguished, mainly, in function of the stage (of the algorithm processing) in which
these structures are used.

In the pre-processing, the generalized rules are obtained through extended dat-
abases, and these bases are generated before the pattern generation. Extended dat-
abases are the ones composed by transactions containing items of the original database
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and ancestors of the taxonomy. In the post-processing the generalized rules are
obtained after the generation of the traditional rules, through a sub-algorithm that uses
some generalization methodology based on the patterns generated.

In [6], the mining is made using an efficient data structure. The goal is to use the
structure for find rules between items in different levels of a taxonomy tree, under the
assumption that the original frequent itemsets and association rules were generated in
advance. Thus, the generalization occurs during the post-processing step. In relation to
the post-processing, [2] proposed the GARPA algorithm. The algorithm, unlike what
was proposed by [2], do not insert ancestor items in the database transactions. The
generalization was done using a method of replacing rule items into taxonomy
ancestors. From the quantitative point of view, this process is more advantageous than
proposed by [2], because implies a smaller amount of candidates, and consequently of
rules generated, dispensing the use of measures for pruning redundant rules.

In mining generalized rules, most of the works using fuzzy logic are mainly
focused into obtain generalized fuzzy association rules, which are the ones composed
by fuzzy linguistic terms, such as young, tall, and others. In such approaches are used
crisp taxonomies and the linguistic terms are generated based on fuzzy intervals,
normally generated through clustering. Besides, these works are directed to explore
quantitative or categorical attributes. In this context we can to point, for example, the
works [7–11]. On the other hand, few works use fuzzy taxonomies in order to obtain
their rules. In this case, the focus is not the exploring of patterns composed by
linguistic terms, but it is how to explore taxonomic structures composed by different
specialization/generalization degrees.

The problem of mining generalized rules using fuzzy taxonomies was proposed by
[3]. They included the possibility of partial relationship in taxonomies, i.e., while in
crisp taxonomies the specialization/generalization degrees are 1, in fuzzy structures
such degrees vary in the interval [0,1]. So, the degree lxy which any node y belongs to
its ancestor x can be derived based upon the notions of subclass, superclass and
inheritance, and may be calculated using the max–min product combination.
Specifically,

lxy ¼ max
8l : x ! y

min
8 e on l

lle

� �
ð1Þ

Where l: x ! y is one of the paths of attributes x and y, e on l is one of the edges
on access l, lle is the degree on the edge e on l. If there is no access between x and y,
lxy ¼ 0 [4].

In addition to defining such structures, they also consider extended degrees of
support and confidence. The degree of the extended support (Dsupport) is calculated
based on this lxy. If a is an attribute value in a certain transaction t 2 T, T is the
transaction set, and x is an attribute in certain itemset X, then, the degree lxa can be
viewed as the one that the transaction {a} supports x. Thus, the degree that t supports
X may be obtained as follows:

ltX ¼ supporttX ¼ min
8 x 2X

ðmaxlxaÞ
8 a2t

� �
ð2Þ
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Furthermore, an
P

count operator is used to sum up all degrees that are associated
with the transactions in T, in terms of how many transactions in T support X:

X
8 t2T

count supporttXð Þ ¼
X
8 t2T

count ltXð Þ ð3Þ

Thus, the support of a generalized association rule X ? Y, let X [ Y = Z ( I, can
be obtained as follows, where Tj j is the total of transactions in the database:

X
8 t2T

count ltZð Þ=j T j ð4Þ

Similarly, the confidence (X ? Y), called Dconfidence, can be obtained as
follows:

X
8 t2T

count ltZð Þ
,X

8 t2T
count ltXð Þ ð5Þ

It is important to say in [3] only the concepts are defined and in [12] the authors
proposed two algorithms to realize the mining, one working with the mentioned
taxonomies, and other working with these taxonomies and linguistic terms. The first
was called FGAR, and the second was called HFGAR, both algorithms use the same
concept of extended transactions.

A similar work can be found in [13], however, it is related to the mining gen-
eralized quantitative association rules. The authors use two different structures: fuzzy
concept hierarchies and generalization hierarchies of fuzzy linguistic terms. In the
first, a concept may have partial relationship with several generalized concepts, and
the second is a structure in which upper level nodes represent more general fuzzy
linguistic terms.

As well as Wei and Chen [3, 13] also use the technique of extended transactions.
Besides, it is considered the use of interest measures for prune redundant rules.
According to [14], the works using fuzzy taxonomies, like proposed by [3], require the
same be static, ignoring the fact they cannot necessarily be kept unchanged. For
example, some items may be reclassified from one hierarchy tree to another for more
suitable classification.

In this sense, the work [14] introduces an algorithm where the final set of rules
generated can be updated according to the evolution of the structures. The evolution
can to occur due four basic causes: insertion, deletion, renaming and reclassification of
items. Fuzzy taxonomies are used and, as well as [3, 13, 14], the generalized rules are
obtained like proposed in [2].

Thus, in respect to the use of fuzzy taxonomies, composed by degrees of spe-
cialization/generalization varying in the interval [0,1], the works [3, 13, 14], are the
most relevant found in the literature.

On the other hand, some works, like [4, 5] are directed to the semantic of the data
mined. They use ontologies for extract associations of similarity existing between
items of the database. These relations are represented in the leaves of ontology, but the
specialization/generalization degrees are constant 1, like crisp ontologies. The work
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[4] is an extension of [5], and the main differences are the introduction of a redun-
dancy treatment and a step of generalizing non-frequent itemsets. However, both
algorithms are limited, since generalizes at only one level of ontology (leaf nodes to
parents).

As said, these works do not consider the question of context in the similarities
represented at the leaves. In this line, the work [15] propose an Upper Fuzzy Ontology
With Context Representation (UFOCoRe), an approach that represent multiple rela-
tionship strengths in a single ontology, so that it is possible to express different
relationship semantics depending on the context chosen. The approach does not define
context ontology like the ones used in context-aware systems, but it allows organizing
the context information of multiple perspectives in single domain ontology. As
described, there are few works dealing with mining generalized association rules
under fuzzy taxonomies. Besides, most of the works are inserted in the line of mining
generalized fuzzy association rules, which is a concept smoothly different, since for it
are used crisp taxonomies and the fuzzy generalized rules are obtained, most of the
time, with the utilization of linguistic terms. Besides, it is possible to see a bias, which
is the realization of the generalization process exploring fuzzy taxonomies during the
pre-processing stage, through extended transactions. In this sense, considering the
concept of fuzzy taxonomies, presented in [3], no work to date was proposed for
obtain generalized rules during the post-processing stage including the questions of
similarity relations considering context.

3 Context FOntGAR Algorithm

The aim of the Context FOntGAR is post-process a set of specialized association rules
(AR) using fuzzy ontologies, in order to obtain a reduced non-redundant and more
expressive set of generalized rules, facilitating the user’s comprehension. Figure 1
illustrates all steps of the Context FOntGAR algorithm. The steps colored in grey are
the main points of our algorithm.

3.1 Main Ideas

The process of generating traditional association rules is based on Apriori [16], and as
an mining association rule algorithm, it needs of an user-provided minimum support
and minimum confidence parameters to run. Moreover, it needs of a minGen, a side
and a context parameters:

• minsup, which indicates the minimum support;
• minconf, represents the mininum confidence;
• minGen, which represents the minimum quantity of descendants in different spe-
cialized rules;

• minSim, which is the minimum similarity used in the reasoner inferences [5];
• side, which represents the side of generalization;
• context, which represents the context used in the similarity;
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The minsup, minconf, minGen and minSim parameters are expressed by a real
value in the interval [0,1]. The side parameter is expressed by a string left, right or lr,
indicating the generalization side. The generalization can be done on one side of the
rule (antecedent or consequent) or both sides (lr: left and right side). While the left
side indicates relations between classes of items and specialized items, the side right
indicates relations between the specialized items and classes of items. The side lr
indicates relations between classes. The similarities are represented in the leaves of
ontology. Relations with similarity degree value greater than or equal to the user-
provide minSim [4] can be show in the rules generated, increasing the semantic
enrichment of the same. The generalization is made through a sub-algorithm that uses
a methodology of grouping and replacement in the rules. In this methodology, two or
more rules are grouped in order to be replaced by a unique generalized rule. Several
groups can be generated, and the grouping is done based on the parameter side and on
the fuzzy ontology. In this case, two or more rules having identical parents in the side
of generalization are grouped in a same group.

It is important to say that a group is generated only if two or more rules can be
grouped, because is not reasonable generalize a unique rule. As several groups may be
generated, various generalized rules may be obtained. During the grouping, the
ancestors analyzed are the immediate ones of items present on rules in question, which
are the ancestor presents in the current level of generalization. The parameter side
indicates the generalization side. Thus, when this parameter is set with left or right, if
two or more rules have the same elements in the opposite of side, and have identical
parents in relation to the items present in the side, then these rules are placed in a same
group. For example, supposing ontology of bread and milk, where bread is a breadA,
breadB, breadC, breadD, breadE, and milk is a milkA, milkB milkC. Suppose the

Fig. 1. Context FOntGAR Steps.

142 R. M. J. Ayres and M. T. P. Santos



algorithm generates, during the extracting patterns stage, a set of traditional rules
milkA ? breadA, milkA ? breadB, milkA ? breadC, which are the ones composed
only by leaf nodes.

When the parameter side is lr, if two or more rules have the same parents in
relation to the antecedent items, and, respectively, have the same parents in relation to
the consequent items, then these rules will be grouped together. For example, con-
sidering that traditional rules milkA ? breadA, milkB ? breadB, milkC ? breadC
have been generated. Comparing these rules, we can see that they have the same
parent in relation to the antecedent, and respectively, they have the same parent in
relation to the consequent. Thus, these rules will be grouped together.

It is important to say the rules used in the grouping can be composed by any
quantity of items. At first, the patterns used during the generalization are the tradi-
tional ones generated by the extracting patterns stage. Posteriorly, the obtained gen-
eralized rules are treated in the same way, in order to obtain a new set of generalized
rules. Thus, it is a recursive process. An important point is that generalized rules can
be generated without the use of all descendants of an ancestor. In this sense, to avoid
an over-generalization, a set of specialized rules contained in a group can be substi-
tuted by a more general rule only if a minGen parameter [4] was satisfied. Consider
that the minGen value is 0.6 (60 %), and the side is lr, the rule milk ? bread will be
generated even if there is no rule for each kind of bread and milk in the current group,
but only if 60 % of descendants of bread and milk are present in this set of rules. Thus,
the use of minGen could produce a semantic loss. In this sense, in order to guide the
user’s comprehension, the algorithm show the items which have not participate in the
generalization process. For example, suppose the item breadE is not present in the
specialized AR set, the generalized rule are shown as milk ? bread (-breadE),
indicating that the item breadE did not compose the generalization.

In this research, for represent a fuzzy ontology with specialization/generalization
degrees varying in [0,1] and context in similarity relations, we follow the ideas
described in two meta-ontologies, proposed in [15, 17] respectively. Both are upper
ontologies as it represent fuzzy constructs to be inherited and/or instantiated by
specific domain ontologies. Such ontologies are based on OWL DL [17], a W3C
recommendation supported by several reasoners and application programming inter-
faces used to develop ontology-based applications.

3.2 Step by Step

First, the ontology reasoner is used to infer the membership degrees of the leaves in
relation to the ancestors, through the Eq. 1 of the Sect. 2. These degrees are stored in a
data structure. The steps of data scanning, generating candidates and generating rules
are done similarly to the Apriori.

At end of generating rules we have a set of specialized rules, which will be used on
the generalization treatment. Then, the generated rules and the side of generalization
are passed to the groupingRules function (line 7), which is responsible by the grouping
treatment mentioned above. Posteriorly, for each group generated, all rules in a group
are represented by a more general rule (line 10). So, the minGen parameter (line 11) is
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checked, besides, it is verified if antecedent \ consequent = 0 and if no consequent
item is ancestor of any antecedent item (line 12). If such verifications are satisfied
(line 13), the calculus of support is done. If the general rule is not frequent then the
generalization is not made. In this case, if the level is 1 (line 19), the rules of the
corresponding group are inserted in the result. But if the general rule is frequent, the
rules of the corresponding group are replaced by the same, and it is inserted in the
result.

After that, if there are generalized rules, the same are used in the next level of
generalization. If this situation is true for all next levels, the generalization process
will be done until a level below the ontology root. However, if there is no generalized
rule at a certain level, then will be impossible generalize in the next levels. When this
happens, the generalization process is concluded. After the generalization treatment,
the algorithm uses the ontology reasoner to obtain the similarity relations. So, these
relations are used in the non-generalized rules. Finally, after that, the algorithm enters
its final stage, which is the results generation.

3.3 Calculating the Support and Confidence Values

Considering the fuzzy taxonomy of Fig. 3, Fruit ? Meat is a generalized rule and
{Fruit, Meat} is their itemset format. The support is calculated based on the sum of all
degrees of transactions that support simultaneous occurrences of {Fruit, Meat}.
However, {Fruit, Meat} is obtained and known only during the post-processing. Then,
for obtain the degree of each transaction, it would be necessary a new scanning in the

Fig. 2. Generalization (Pseudo-Code).
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database. As many generalized rules may be generated, the quantity of new scanning
also may be huge, and depending on the quantity of rows of the database, the per-
formance of the algorithm would be affected.

In Context FOntGAR we use two data structures (Figs. 3 and 4) to allow the
calculating of support avoiding additional scan. Such structures are composed by keys
and values. In Fig. 3, a key is an item of the database or an ontology ancestor. Each
key points a value, which is a vector storing the transaction identifiers where the key
appear. The vector is an object of the class Vector in Java, dynamically created. The
equation used in the calculus of support is derived of the Eq. 2 (Sect. 2). So, if we
partitioned the same in two subparts (Part 1 and Part 2), we have:

• Part 1 = Max8 a 2t lxað Þ
• Part 2 = Min8 x2t Part 1ð Þ:

As said, we can have many generalized rules, but we don’t know what will be
generated. So, the itemset format of each may be any X = {x1,…,xn}, where X is the
generalized rule, and x1,…,xn are items of the rule. That way, during the first scan, we
do the computation of Part 1, which is the degree that each transaction t supports an
ancestor x. Based on the results of Eq. 1, found at beginning of the algorithm, these
degrees are calculated and stored in a data structure (Fig. 4), where a key is the
ancestor x (which will be present in generalized rules), and each key points a value,
which is a vector storing the degrees mentioned. Thus, since the result of Part 2
correspond to min operator for the degrees related to any rule {x1,…,xn}, we use the
stored degrees of x1,…,xn for calculating the Part 2, obtaining the support of any
generalized rule.

An important point is that if ltX = 0 the transaction does not supports xn, then the
degree ltX = 0 is not stored in the vector. Thus, each vector linked in a key of the
Fig. 3 has the same quantity of positions of the vector pointed out by the same key of
the Fig. 4. Besides, in such vectors, the values of correspondent positions are related.

Fig. 3. Indexing items and ancestors.
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For example, through Fig. 3 we can see that the key Fruit is present in three trans-
actions, T1, T2 and T4. Then, from the Fig. 5 we can infer that the degree which T1,
T2 and T3 support Fruit is 1, 0.7 and 0.7, in the same order.

Now, consider an example about how calculate the support of the rule
Fruit ? Meat: First, the algorithm uses the structure shown in the Fig. 3 for verify the
quantity of transactions in the intersection of values stored in vectors of these keys,
since it represents all simultaneous occurrences of Fruit and Meat on the dataset
transactions. Figure 5 illustrates this idea. In this case we have two occurrences of
{Fruit, Meat}.

Then, in relation to each key, the algorithm uses the positions of these transactions
in Fig. 3 to found the degree which each transaction supports these ancestors. Such
degrees are present in the same positions of the vectors linked at Fruit and Meat on the
Fig. 4. In this case we have: Fruit: 0.7/T2, 0.7/T4; Meat: 0.6/T2, 1/T4, which are
results of Part 1. Based on these degrees, we use Part 2 to calculate the ltX, where X is
{Fruit, Meat}.

Fig. 5. Idea Used in the calculating support.

Fig. 4. Storing the transactions support degrees.
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For T2 we have:

ltX ¼ min
8 t2X

Part 1ð Þ ¼ min 0:7; 0:6ð Þ 0:6

For T4 we have:

ltX ¼ min
8 t2X

Part 1ð Þ ¼ min 0:7; 1ð Þ 0:7

So, according to Eq. 3, we have 0.6 ? 0.7 = 1.3. Furthermore, the Eq. 4 is used
to calculate the support, which is 0.21. Although we presented a specific example, the
process applies to any rule.

3.4 Obtaining Similarity Relations According to Different Contexts

As said before, for represent our fuzzy ontology, we follow the ideas described in two
meta-ontologies, proposed in [15, 17]. The approach proposed in [15] allows to
represent, in a single ontology, distinct relationships according to different contexts.

In relation to fuzzy relationships, they introduce the ctx:ContextFuzzyRelation-
Membership class, responsible for associating fuzzy relationships to several contexts.
Ctx:ContextFuzzyRelationMembership is subclass of the fuzz:FuzzyRelationMember-
ship class from the fuzzy ontology, thus it inherits fuz:fuzzyRelationDomain,
fuz:fuzzyRelationRange, fuz:fuzzyRelationProp and fuz:membershipDegree properties.
The context association is represented by ctx:hasContext and ctx:context properties,
which link contexts to fuzzy relationships (fuz:FuzzyRelation) and fuzzy degrees
respectively. By using such constructs, a domain expert can model fuzzy relationships
from different perspectives, with specific fuzzy degrees according to each context.

In our algorithm, the similarity degree values between items are represented in the
fuzzy ontology leaves, which specify the semantics of the database contents. This step
navigates through the fuzzy ontology structure to identify semantic similarity between
items, according to the pre-defined context parameter. If according to a user-provide
context the similarity degree between items is greater than or equal to the minSim
parameter cited in Sect. 3.1, a semantic similarity association is found and this
association is considered similar enough. A fuzzy association of size 2 is made by
these pair of items found and are expressed by the symbol * indicates the similarity
relation between items, for example, itema*itemb.

After that, this step verifies the presence of similarity cycles as proposed in [18].
These are fuzzy associations of size greater than 2 that only exists if the items are, in
pairs, sufficiently similar. The minimum size of a cycle is 3, and the maximum is the
number of sibling leaf nodes, for example, itema*itemb*itemc. According to [18],
based on the concept of fuzzy intersection, the similarity degree value of a cycle is the
minimum value found among the pairs. For example, if in a context itema*itemb are
0.8 similar; itemb*itemc are 0.7 similar; itema*itemc are 0.5 similar, then item-
a*itemb*itemc are 0.5 similar. Similarity cycles are obtained through the transitive
property [3]. All similarity relations and similarity cycles with degree values greater
than or equal to the minsim are stored (as strings) by the algorithm. After that, this step
does a search in the rules generated checking if the same have items that are included
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in some relation or cycle stored. In positive cases, these items are replaced by the
correspondent string stored. We can say the positive cases are related to the traditional
rules which have not been generalized, since the similarity relations are associated
only to the leaf nodes. For example, suppose the rule: itema, itemd itemb ? itemf,
itemh. Considering that there is a similarity relation itema*itemb, then the stored
correspondent string, itema*itemb, it is inserted in the rule, replacing the single items
itema and itemb. So only the new rule, itema*itemb, itemd ? itemf, itemh, it is show
by the algorithm.

We can say that our approach is totally different than [4, 5]. In these works, the
inclusion of similarities in the rules is done through a concept of fuzzy item, which are
a type of similarity representation. Such items are inserted in the set of candidates,
during the candidate generation, and are used to generate the rules. Besides, a calculus
of fuzzy occurrences also is done. Another different point is that [4, 5] do not consider
the inclusion of context in the similarity relation.

4 Experiments

This section shows some experiments performed to validate the Context FOntGAR
algorithm. Two real datasets were used. The first dataset (DB-1) contains information
about Years of study, Race or ethnicity and Sex, and was provided by Brazilian
Institute of Geography and Statistics (IBGE). DB-1 contains 10000 transactions with
12 distinct items. The second data set (DB-2) contains a one day sale of a supermarket
located in São Carlos city. DB-2 contains 1716 transaction with 1936 distinct items.

Two fuzzy ontologies were created, one for the DB-1, called Ont-1 ontology, and
other for the DB-2, called Ont-2 ontology. The Ont-1 was constructed contained one
level of abstraction, except by the root, and Ont-2 was constructed with four levels of
abstraction, except by the root. In both ontologies the average value of specialization/
generalization degrees was 0.8. Both ontologies were modeled in OWL (Web
Ontology Language) and the Jena Framework was used to allow navigation through
ontology concepts and relations.

In order to compare and illustrate the performance of Context FOntGAR, the
experiments were carried out. With the DB-1, the GARPA algorithm [2] under a
corresponding crisp taxonomy, NARFO [4] under a corresponding crisp ontology and
Context FOntGAR algorithm under the Ont-1 were run. The purpose was to show
what the effect of fuzzy extensions could be. In this comparison, 2 experiments have
been conducted.

4.1 Performance Comparison

We performed 2 experiments with real data and taxonomic structures mentioned
above, changing a different parameter in each experiment. The experiments were done
with default values of parameter, except for the one being varied. By default, min-
sup = 0.02, minconf = 0.4 and mingen = 0.2. The side of generalization was set to lr
in all algorithms.
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Number of Transactions. In Fig. 6, the vertical axis is the average of reading time
per transaction (in milliseconds) in relation to the first scanning in the database. Here
was compared the first scan on NARFO and the first scan on Context FOntGAR. We
varied the number of transactions from 2000 to 10000. From Fig. 6, it is possible see
that the gap between Context FOntGAR, and NARFO show that the scanning with
fuzzy ontologies is more time consuming than scanning with crisp ontologies. There
are two reasons. First, the membership degree calculation demands more time. Sec-
ond, the data structures generation contributes for increase the runtime. However, we
can see that the gap tends keep stable with the increase of the number of transactions.
This shows that the computational complexity is linear with the number of transac-
tions, which is the same as the crisp algorithm. The difference between the two curves
turns to be constant.

Fig. 6. Scanning time per transaction.

Fig. 7. Comparison in relation to the runtime.
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Minimum Support Degree. In Fig. 7 we changed the minimum degree of support
from 0.05 to 0.2 %. The vertical axis is the total execution time in seconds. Notably,
with the increase of minsup, the runtime of both Context FOntGAR and GARPA
decreases. The reason is that when the minsup increases the amount of traditional rules
decrease, and consequently a minor quantity of rules are post-processed. However, we
can see that GARPA consumes more time than Context FOntGAR. The reason is that
GARPA demands more time during the calculating of support, because a new scan is
done in the database for each generalized rule obtained. So, depending on the quantity
of rules and rows of the dataset, the runtime can be very high. On the other hand, apart
from provide an indexed access to data, in Context FOntGAR, the data structures avoid
the necessity of new scans in the database, decreasing the runtime.

4.2 Exploring Similarity Relations

In order to explore rules with similarity relations the DB-2 and Ont-2 were used. For
explore different contexts Ont-2 was extended through the meta- ontology mentioned
above. Two contexts were inserted, flavor and appearance. Table 1 shows some leaf
items and their respective similarity degree values, in relation to the two contexts. The
part shown represents the similarTo relationship between the spinach and mustard
according to context appearance. The similarity degree is set to 0.7.

In Table 1 the similarity degree values are given in pairs of items. For example,
spinach and mustard have similarity 0.7 in context of appearance. Besides, based on
the Table 1 two similarity cycles can be found in the ontology. Depending on the
similarity value, the selection of context may cause change in the similarities repre-
sented in the rules. Our experiment was carried out employing the parameters values:
minimum support (minsup) = 0.2, minimum confidence (minconf) = 0.2, and mini-
mum similarity (minsim) = 0.3. Some examples of rules generated are:

Appearance Context:

• spinach*lettuce*mustard, coffee ? onion, potato
• tomato*khaki, bread ? soap, detergent
milk ? EuropeanChocolate * BrazilianChocolate

Table 1. Similarity degree values

Similarity contexts

Items Appearance Flavour

Coca-Cola Pepsi 0.8 0.6
Pepsi Brazilian Coke 0.8 0.5
Tomato Khaki 0.7 0.3
European Chocolate Brazilian Chocolate 0.8 0.6
Spinach Lettuce 0.7 0.4
Spinach Mustard 0.7 0.4
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5 Conclusions

This paper proposes the Context FOntGAR algorithm, a new algorithm for mining
generalized association rules under all levels of fuzzy ontologies, including similarity
relations in the rules. The experiments show that Context FOntGAR makes an efficient
generalization treatment. This work presents several contributions. First, it is shown
an algorithm which uses fuzzy ontologies with context-based similarity relations
during the post-processing stage. Considering the bias found in the literature, our
algorithm makes an important improvement on the state of the art. Another important
contribution is that Context FOntGAR improves the semantic in the rules and gen-
erates non-redundant patterns without use pruning measures, since the generalized
ones are obtained based on the traditional rules. For future works we are doing some
improvements in the Context FOntGAR algorithm. We are improving the use of
mingen, based on the user’s preferences.
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Abstract. There are many algorithms to solve scheduling problems, but in
practice the knowledge of human experts almost always needs to be involved to
get satisfiable solutions. However, human computer interaction in scheduling
applications is often designed in a way, that does not leave much room for own
decisions to the user. In this paper, we describe a set of decision support
features that can be used to improve the human-computer-interaction in
scheduling applications. Based on a study with 35 test subjects and overall
105 h of usability testing we verify that the use of the features improves both
quality and practicability of the produced schedules.

Keywords: Human factors � Planning and scheduling � Decision support
system � Automation � Interactive scheduling

1 Introduction

Scheduling solutions to support human decisions are widely asked for in several
application domains. Very often these solutions turn out in practice to work as so-
ciotechnical or mixed initiative systems. Numerous (human) agents and stakeholders
as well as software systems are involved in decision making [8].

Problem Description. In this paper we focus practical scheduling problems, which
are products that are sold to several companies. They have similar, but never uniform
problems and workflows. The customers require interactive scheduling features
including:

• adapting schedules during execution due to accidents that must be resolved
immediately

• adapting future schedules due to expert knowledge which was not included in the
model a priori.

Another problem is the acceptance of the product by end-users [19]. In interviews
with human schedulers we have observed that

• they fear that a system could replace their work and are reluctant to accept push-the-
button-optimizers

J. Cordeiro et al. (Eds.): ICEIS 2012, LNBIP 141, pp. 155–171, 2013.
DOI: 10.1007/978-3-642-40654-6_10,
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• it is inevitable that expert knowledge on the scheduling process is maintained in a
company.

From this point of view we must find appropriate ways to incorporate human
factors in the computer-supported scheduling process.

Contribution. In order to target these requirements we define several human–com-
puter interaction models based on an analysis of human decision-making. They can be
distinguished by their level of automation that varies between manual and fully
automatic.

• We show that human operators should be able to choose the level of automation for
each scheduling problem individually.

• We compare the models based on an empirical study we carried out in 105 h of
usability testing with 35 test subjects. Our study shows that the quality of the
produced schedules correlates with use and availability of (semi-)automatic opti-
mization features.

2 Investigating the Human Contribution to Scheduling

2.1 The Common Structure of Scheduling Problems

The main concern of scheduling is the assignment of jobs to resources. Jobs are
services that must be carried out by the resources, for example, items for production,
items for transport or shifts in a hospital. Machines, vehicles or employees can be
considered as resources. Scheduling systems are expected to solve combinatorial
problems such as finding sequences or start times of jobs, good resource utilization,
minimal makespan and many more. Solving these problems is complex (often NP-
complete) because solutions have to satisfy numerous constraints including

Start Time Constraints: For individual jobs, such as ‘‘each job has a time window
that restricts earliest and latest possible start time’’.
Among several jobs, such as ‘‘jobs must not overlap in time if they are assigned to the
same resource’’.

Resource Constraints: For individual jobs, such as ‘‘each job has a set of resources it
can be assigned to’’.
Among several jobs, such as ‘‘a limited set of resources can be used at a time’’.

In addition to meeting the constraints the goal of scheduling is to achieve a good
quality of the schedules. It is expressed in terms of one or more objective functions.
For example:

– Minimize the total travel time between each two jobs in the schedule (cost
function).

– Minimize the time between the beginning of the first and the end of the last job in
the schedule (execution time, makespan).
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The calculation of the objective functions is application-specific. As an example, a
complete formal description of a vehicle routing problem including constraints and
objective functions can be found in [3].

2.2 Preferences and Modifications

We have gathered information about scheduling issues in several projects with domain
experts in scheduling. Each company has its specific technical requirements on their
schedules. Scheduling applications usually consider many, but not all of these
requirements [11, 16, 21]. Consequently, they have to be incorporated by the dis-
patcher. We examine his activity with regard to preferences and modifications.

Preferences. The dispatchers know the criteria that make their schedules practicable
or impracticable and prefer certain schedules over others [12]. Their preferences arise
dynamically from their experience and from their expert knowledge [2]. Dispatchers
do not only care about the optimization of cost functions, but also

– try to anticipate future events and prepare for them with robust schedules, that can
be easily adapted [21]

– try to fulfill individual scheduling wishes of the staff or of customers [12]
– try to avoid problems with the execution of schedules that are known from the past

[21].

In order to incorporate his knowledge the dispatcher has to make decisions and
incorporates them in a currently valid schedule, which affects the result of optimi-
zation goals. Consider the following types of preferences:

Start Time Preferences: ‘‘start this job not until 10 o’clock’’; ‘‘start this job as early
as possible’’.

Resource Preferences: ‘‘use resource X (not) for this job’’; ‘‘use only half of the jobs
for this resource’’.

Optimization Preferences: ‘‘reduce the travel time for this resource’’; ‘‘reduce the
overall execution time’’; ‘‘change the weight of this objective function’’.

Preferences are not additional constraints, but they represent desired local or
global properties of a schedule. However, the human expert often is uncertain about
his preferences [15, 20]. In many cases it is not clear from the start whether and to
what extent preferences can be implemented. It depends on the impact they have on
the overall schedule and particularly on how much the remaining jobs are changed.
The human expert decides, if the consequences resulting from his preference can be
accepted, otherwise he withdraws or modifies it. He usually compares and evaluates
different scheduling scenarios until he decides for one schedule.

Modifications. Subsequent modifications of schedules play a big role in practical
scheduling. For different reasons unanticipated changes to schedules are frequently.
For example, a schedule has to be adapted if a resource breaks down or a new job has
to be included in case of an event. Modifications can be considered as changes to the
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constraints, variables or domains of the underlying formal model to make it reflect a
new situation or changed technical requirements. Again, there might be preferences
about the best way to perform modifications.

2.3 Abstraction Levels of Scheduling Actions

Human operators tend to have an intuition about how to adapt a schedule such that a
preference is considered. They use mental models containing as much details of the
system as needed to plan the scheduling actions that lead to the desired state of the
schedule [5, 9]. The possible levels of detail a schedule provides can be represented in
an abstraction hierarchy.

The hierarchy we choose is shown in Fig. 1. From top to bottom, it reveals
different levels of detail of a general schedule. At level 1 the only information used are
the objective values of the overall schedule. The values of different objective func-
tions can be compared in order to assess the quality of the schedule. The underlying
level 2 reveals details of the sub-schedules for each resource. At the ‘‘quality’’-
sublevel there are the same objective functions as in level 1, but with regard to the
subschedule of a particular resource. The levels below include the assignment of jobs
to resources and, zooming in further, the order of the particular jobs. The lowest level
3 contains the individual jobs. They hold their current assignment (start times,
resource affiliations) as well as their constraints for assignments (time windows, valid
resources).

A scheduling action at a certain level can be defined without information of the
underlying levels. Consider for instance the goal of changing the resource affiliation of
a job. It will be irrelevant for the human operator where the job is positioned within
the sequence of jobs or at which time it starts. However, for the preference to take
effect a decision about the start time has to be made in order to obtain a schedule that
does not violate constraints. That means, the level a preference targets and the level at
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Fig. 1. Abstraction levels for scheduling tasks.
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which it is implemented can be different. We describe this with the term ‘‘loss of
abstraction’’.

3 Limitations in Decision Support: State of the Art

Scheduling applications should incorporate knowledge provided by the human expert.
In addition to the input of preferences and modifications, they should allow their

development and refinement, too [20, 23]. Furthermore, the decisions about how
identified preferences and modifications are incorporated should be left to the human.

Human scheduling activity is considered as a problem-solving or decision-making
activity [22]. We examine the human decision making process and how it is supported
with the present state of the art.

3.1 Making Decisions

Decision-making in General. Scheduling can be modeled as decision process con-
sisting of intelligence, design and choice [7, 9]. The intelligence phase involves the
recognition of the problem at the start of the decision process. After that, possible
solutions are evaluated in the design phase. The best alternative is finally selected in
the choice step. We add a completion step, if the selected solution yet has to be
completed. If the completion step is still complex, a new decision process is triggered.
The decision processes are chained that way until the task is accomplished.

The decision process is influenced by skills and knowledge of the human. We
distinguish skill-based (SBB), rule-based (RBB) and knowledge-based reasoning
(KBB) [4]. KBB involves the whole decision process. RBB is applied, if familiar
patterns in the data map to a rule that implies a certain action. In SBB, Perception is
mapped to action directly. As shown in Fig. 2 RBB and SBB shorten the decision
process.

Decision-making in Scheduling. The decision stages can be applied directly to human
scheduling activities.

Intelligence: The human operator recognizes need for action. It is important for him
to collect and interpret the data of schedules in order to find required preferences or

INTELLIGENCE

DESIGN

CHOICE

SBB
COMPLETION

RBB

KBB

Fig. 2. Stages in decision-making and shortcuts.
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modifications. Having identified them, he either intervenes in the process of schedule
creation or modifies an existing schedule.

Design: In the design stage the human operator compares alternative solutions that
fulfill his preferences. Depending on the abstraction level this involves comparing

• different schedules (level 1)
• different assignments of jobs to resources (level 2)
• different orders of jobs within a resource (level 2)
• different scheduling properties of jobs (level 3)

Each considered alternative is evaluated with regard to optimality and practica-
bility. However, only valid schedules can be evaluated. Due to the earlier mentioned
‘‘loss of abstraction’’ the human operator has to make decisions about the details
below the abstraction level of the task. This leads to a new decision process in order to
find a valid implementation of the solution to be considered [11]. The original deci-
sion process is compromised, as the human must keep track of nested design stages at
different levels.

Choice and Completion: The human operator chooses the best suited schedule. If
complete schedules are compared in the design stage the completion step can be
omitted.

Types of Reasoning in Scheduling. KBB contains the three stages intelligence, design
and choice. It depends both on the experience of the human operator and on the
characteristics of the task whether the decision process can be shortened by SBB or
RBB.

SBB and RBB: Applies, if the human operator deals with the task repeatedly or if
there are best practices, such that the best suited alternative is known from experience.
In this case the dispatcher does not evaluate alternative solutions.

3.2 Human–Computer-Interaction for Decision Support

Scheduling systems usually offer two contrary interaction models: manual or fully
automatic scheduling [2, 14]. In the following sections possible configurations of these
models are analyzed with regard to the decision support they provide to the human
dispatcher.

Manual Scheduling. Manual optimization of schedules is a monotonous job unsuit-
able to humans [8]. Due to the structure of the problems the number of valid positions
for jobs is exponential [1] which makes it difficult for the human to find the optimal
costs. In manual scheduling, the human is at level 3 in the abstraction hierarchy
(Fig. 1). He has to fulfill all constraints, which is too difficult to simultaneously
optimize with regard to objective functions. For this reason, it is often too complex for
the user to produce several alternative solutions in the course of KBB [15].

Automated Scheduling with Subsequent Modifications. In order to avoid a recre-
ation of the whole schedule, it is common practice to use an existing schedule as
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starting point. It is either automatically created from a set of unscheduled jobs or
reused from the past. The manual modifications applied to the schedule

1. suffer from the ‘‘loss of abstraction’’
2. destroy the global optimality of the initial schedule (with regard to a certain

objective function), if it was produced automatically.

Automated Scheduling with User-defined Constraints and Parameters. Another
common approach in dealing with schedule modifications is a repeated re-optimiza-
tion of the schedule with additional user-defined constraints that were added to the
formal scheduling model. The underlying solver takes the human’s modifications into
account and produces a schedule that is optimal with regard to the selected objective
function.

This approach is useful for SBB or RBB, if no judgment of the human is needed to
decide about the best way to implement the decision. Despite of this, it does not
always provide an optimal decision support for the dispatcher:

1. The changes in the schedule that are caused by the re-optimization often affect
more jobs, than those that belong to the dispatcher’s decision. This makes it
difficult to compare the schedules before and after the optimization step. How-
ever, only by a comparison, the dispatcher is able to assess the impact of his
decision on the schedule.

2. The optimization does not offer enough alternatives to the human. Usually the
dispatcher can choose among several objective functions or influence weights and
parameters of optimization algorithms [2]. Thereby he is at level 1 in the
abstraction hierarchy (Fig. 1). At this level the comparison of alternatives for
lower-level decisions about assignments, orders and start-times of certain jobs in
the course of KBB is difficult [16]. The dispatcher can produce alternatives by
changing user-defined constraints, but because of 1. the results are often
incomprehensible.

4 Hypothesis for Optimal Decision Support

4.1 Temporary Constraints for the Support of Preferences

Modifications to the scheduling problem can be applied, for example, by adding or
removing jobs, resources or constraints among them. They change the solution space,
such that, for example, some of the former variable assignments may become
infeasible. In contrast, preferences do not change the solution space, but they filter the
current solution space by certain criteria. However, finding the preferred solution is
often not possible, because

– The solution space is often so large, that the user cannot browse it. Humans have
cognitive limits that restrict their ability to compare alternative solutions [16].
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– Scheduling applications usually do not provide an unlimited set of alternative
solutions. Therefore the desired solution has to be produced manually (Sect. 3.2).

For this reason we suggest that there should be possibilities to define temporary
constraints that express a preference the user wants to implement. They are not to
override existing constraints permanently, but to temporarily enforce certain values
from the domain of a scheduling variable. The system should treat them as normal
constraints until the user removes them. This way every automatic solution has the
desired properties, giving the user the chance to compare different scenarios by
successively changing the temporary constraints.

4.2 The User’s Abstraction Levels

It is an important issue for decision support to keep the human operator at the level of
abstraction, that is related to his preference and to allow him the free choice of the
level of automation [13].

Level 3. This level requires the least amount of automation. In contrast to manual
scheduling as described above, the system should supervise the compliance with the
underlying constraints to prevent faulty decisions. In doing so it is not sufficient to
show an error message as soon as a constraint is violated. We rather suggest to
visualize the scope of action already when the human is about to make a decision.
According to the types of constraints in Sect. 2.1 this means highlighting valid
properties for the considered job that

1. meet its individual constraints
2. meet its constraints in relation to other jobs

with regard to the state of the current schedule. This way the human does not have to
make the effort to withdraw a faulty decision.

In addition to highlighting the current scope of action, the system should provide
feedback in case the schedule has become infeasible [17]. We propose it should
indicate, at which level of abstraction the schedule can be made feasible. For example,
if the user changes the start time of a job, such that it overlaps with his successor, the
system should inform the user whether the conflict can be resolved within the same
resource or whether one or more jobs must be reassigned to different resources in
order to use this start time. This kind of system feedback makes the consequences of a
scheduling decision clear. It prevents the user from unsuccessful attempts to locally
adapt a schedule, if instead global changes are necessary (or if the decision cannot be
implemented at all without constraint relaxation). It can be implemented by an internal
pre-calculation of possible states of the schedule.

Furthermore, the consequences with regard to the quality should be visualized for
instance by updating the results of optimization functions.

Level 2. Properties that are not fixed to a certain value are to be automatically
resolved by the computer. The human makes decisions on some selected scheduling
properties of either individual jobs or groups of jobs [22]. The computer is required to
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solve the remaining properties such that all constraints are satisfied and the schedule is
optimal or at least good with regard to the cost function.

In doing so the properties should be processed corresponding to the abstraction
hierarchy. The computer resolves properties below the user’s abstraction level. Thus
the portion of work of the computer increases with the sublevels as shown in Table 1.

The degree, to which the computer can reschedule selected jobs, consequently
depends from the chosen abstraction level:

– Sequencing level: the initial order of the jobs in this resource must be preserved as
much as possible

– Assignment level: the order of the jobs can only be changed within the selected
resource

– Quality level: selected jobs can be assigned to different resources

If partial optimization takes place for selected jobs or groups of jobs, changes to
the remaining jobs in the schedule are often necessary, too. We recommend that
remaining jobs should only be changed until feasibility of the overall schedule is
achieved. Changes, that are necessary in order to achieve global optimality, should not
be made. This way the user can focus on the scheduling of his selected jobs without
being distracted by side-effects on further jobs.

Level 1. Full automation is applied at this level. The human operator is only con-
cerned about the cost function the computer should use to optimize the whole sche-
dule. Preferences and modifications are taken into account. We refer to [18] for an
approach to visualize global quality indicators.

4.3 Decision-Making at Intermediate Abstraction Levels

Both modifications (constraints) and preferences (temporary constraints) can refer to
any abstraction level. With the help of semi-automatic interaction models at level 3
and 2, the user can decide how much he participates in the implementation of a
preference or modification and how much the current schedule is allowed to be
changed. For example, if the user has a preference about the start time of a job, after
defining the corresponding constraint he has several options:

– Manual scheduling at level 3: the system visualizes the resources that are able to
take the job at the desired time; the user adapts the schedule manually.

Table 1. Properties of selected jobs assigned by human and computer at different sublevels
of level 2.

Sublevel Human Computer

Sequencing Resource, relative position, cost function Start time
Assignment Resource, cost function Relative position, start time
Quality Cost function Resource, relative position, start time
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– Semi-automatic scheduling at level 2: the user decides for a certain resource and if
necessary makes precedence decisions; the system completes the scheduling
process.

– Fully automatic scheduling at level 3.

At each level, the user is free to try different scheduling scenarios, for example,
different resources at level 2 or different goal functions at level 1. This way KBB is
supported. KBB and RBB are also supported: The user is able to define precisely how
the current schedule should be adapted. This is in contrast to full automation as
described in Sect. 3.2, where side-effects on the overall schedule could occur.

5 Design of Interactive Scheduling Interfaces

5.1 Interactive Decision Support Features

We have designed a set of interaction features that can be used to build a scheduling
interface providing the recommended decision support. They are shown in Fig. 3. We
focus on scheduling-specific features and neglect commonly used features like Undo/
Redo, as they can be found in the standard literature about successful user interface
design [6].

Fixation (FIX). The interface allows the direct input of preferences for one or more
jobs regarding the start time, order or resource allocation. They are turned into
additional temporary constraints to be considered by all features. Fixations should be
easily applicable and removable. For example, in order to fix the start time and
resource of a job, we suggest interactive pins, that can be added to and removed from
a job.

Level 3: Constraint Highlighting (CH): We use colors to visualize the domain of the
property of a job in the current schedule [24]. The interface recognizes the intention to
change a property of a job and colors possible values

– red, if they are invalid,
– green, if they are valid with regard to constraints of the individual job.

Level 3: Enhanced Constraint Highlighting (ECH): Additional to CH: values of
properties that violate constraints in relation to other jobs of the same resource are
colored
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Fig. 3. Decision support features at different abstraction levels.
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– yellow, if the value can be applied as soon as the properties of conflicting jobs are
adapted

– grey, if the value can never be applied in conjunction with the conflicting jobs.

This way the colors indicate the minimum level, at which a preference or modi-
fication can be implemented:

– green: level 3 or higher
– yellow: sequencing level 2 or higher
– grey: quality level 2 or higher.

In order to avoid the loss of abstraction, the user can have the schedule optimized
automatically at the desired level. For this we design the following optimization
features:

Level 2 Sequencing: Fit-in (FIT): The interface allows the user to define the position
of a job within the sequence. As soon as the user starts the FIT-action, the current
position of the job is automatically turned into a temporary precedence constraint. The
system then looks for a valid start time for the job.

Level 2 Assignment: Resource Optimization (RO): The user can select single
resources and optimize their schedules independently from one another. He can
choose from different goal functions, which are available in the application.
Level 2: Quality: Single Job Optimization (SJO): The interface allows selecting a
single job in the schedule and triggers automatic optimization of its position. The user
can choose from different goal functions.

Level 2 Quality: Group Optimization (GO): Like SJO. Any group of jobs from
different resources can be selected.

Level 1: Full Optimization (FO): A control to optimize the whole schedule. It allows
choosing from various built-in cost functions.

5.2 Example Interfaces

Our hypothesis can be applied to different graphical interfaces. The information
visualization should follow the principles of Ecological Interface Design [6, 10] and
display information according to the abstraction hierarchy. We show two example
interfaces that include our recommended decision support features.

Fleet Scheduling (Gantt Chart Based). The interface used in our experiments is
sketched in Fig. 4. We decided to use a Gantt Chart, as it clearly shows the sequence
of jobs in time and the travel times between them. This makes it easy to analyze start
times and resources of jobs in order to derive certain preferences. For further support
we provide a map.

The human operator can move the jobs per Drag and Drop. If he starts dragging
(enhanced) constraint highlighting is applied to the background of the Gantt chart: A
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job can be dropped at any time slot colored green or yellow, in the latter case the FIT
feature can be used to put the job correctly in the sequence.

Furthermore, SJO, RO and GO are available through context menus and provide
the two cost functions ‘‘minimize traveltime’’ and ‘‘balance workload’’. For example,
if a group of jobs is optimized with the criteria ‘‘balance workload’’, the jobs are
reassigned to the resources, such that the workload is balanced between all resources.

Scheduling modifications and preferences can be defined in property dialogs and
by using the pin (FIX) that temporarily fixes both start time and resource of a job. A
button to create schedules from scratch (FO) is also provided.

Nurse Rostering (Shift Schedule Based). A possible interface for nurse rostering is
shown in Fig. 5. Each shift requires a certain number of nurses (according to the
terminology used in this paper shifts are ‘‘jobs’’ and nurses ‘‘resources’’) that must be
included. The cost function usually deals with considering the preferences of the
individual nurses.

Fig. 5. Interface design for nurse rostering.
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Nurses can be assigned to shifts with the help of a drop-down menu, whose entries
are colored according to CH and ECH. For example, if a nurse had a night shift the
day before it must not be assigned to the early shift due to legal requirements. In this
case the nurse is colored grey in the drop down menu. Her assignment requires
rescheduling of the day before. Furthermore the interface contains features to select a
group of nurses (SJO, GO) or the whole schedule (FO) for automatic optimization. In
this case fixed nurses (FIX) are kept unchanged.

6 Evaluation of the Decision Support

6.1 Setup of the Usability Test

Combining Decision Support Features to Interaction Models. In order to prove our
claims from Sect. 1 it remains to provide an empirical evaluation of the suitability of
the features for performing scheduling tasks at different abstraction levels. We also
want to measure the quality that can be achieved in terms of the cost function.

For this we combine the features to 5 interaction models located at different
abstraction levels. Models 0–4 correspond to the models described in Sect. 3.2. Model
5 contains the decision support features from Sect. 5 (except from FO):

Model 0: manual scheduling without decision support
Model 1/2: manual scheduling at level 3 (Model1: CH, Model2: ECH)
Model 3: FO at level 1, subsequent manual modifications at level 3 are allowed,
fixation is not allowed (FO ? ECH)
Model 4: like model 3, fixation is allowed (FIX ? FO ? ECH)
Model 5: supports all abstraction levels (except from level 1)
(FIX ? ECH ? FIT ? SJO ? RO ? GO).

Several test tasks with scheduling preferences at different abstraction levels are
carried out by peer groups. Each model is used for each task.

Test Groups. We have formed test groups each consisting of 7 students from different
faculties of our institution. The subjects were asked to perform 6 scheduling tasks as
peer groups for each Model 0–5. The models available for the particular tasks were
dependent on the test group. We evaluate by the average performance and confidence
interval in the following metrics: accumulated travel time, task completion, time
effort, number of undo operations and number of manual interactions. The tests took
3 h per participant including a briefing of 30 min at the start. The maximum duration
for each task was set to 15 min.

Design of the Test Tasks. The participants had no experiences in scheduling.
Therefore the relevant scheduling preferences that would otherwise arise from the
expert knowledge of the scheduler had to be predefined for each task. The participants
had to solve problems like:

1. Schedule a set of jobs such that the total travel time is minimized. For some jobs
there are precedence constraints (level 2 sequencing).
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2. An additional vehicle is to be utilized. Change the given schedule such that some
suitable jobs are assigned to it (level 2 assignment).

3. An event occurs and requires an additional job. The working schedule must
include the job as early as possible, but has to remain unchanged until 10 o’clock
(level 3).

The tasks are to be carried out with 4 vehicles and about 25 predefined jobs. All
jobs have time window and resource constraints.

6.2 Results

Usability Metric 1: Accumulated Travel Time. The overall ranking of the models is
shown in Fig. 6 (1 is the best, 6 the worst rank). It confirms the assumption that
models 4 and 5 generally provide the best decision support. In average, model 4
produced a slightly better quality than model 5. This can be explained by the fact, that
model 5 encourages local optimization steps (SJO, RO, FIT…), while model 5 per-
forms a global optimization. Model 4 is intended to provide better decision support;
consequently the global optimality has to be sacrificed in favor of a greater com-
prehensibility of the results.

The schedules created with level 3-features only were worse than those created
with higher-level-features. This confirms the assumption that skill-based scheduling
tasks not requiring human judgement should be carried out by the computer. CH and
ECH help the human to find a scheduling decision for some jobs, but are not sufficient
for creating complete schedules.

Comparing models 3 and 4, the quality decreases if fixation is not allowed. This
suggests that preferences should be incorporated in advance (FIX) rather than after
automated optimization, in order to achieve the optimal quality.

Usability Metric 2: Task Success. The number of participants that have managed to
obtain a solution is shown in Fig. 7. A task was considered successful, if the schedule
did not violate any time window or resource constraints and the scheduling prefer-
ences were fulfilled.

With models 1, 2 and ‘‘None’’ many participants ran into dead-ends, where they
were not able to insert further jobs in the clipboard. In this case model 2 merely

Fig. 6. Ranking of the models averaged over the tasks.
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depicted a grey Gantt chart background. They would have to manually backtrack
former decisions. However, testers would rather give up at this point.

Usability Metric 3: Task Duration. The average time, users required to solve the
tasks (deadline was 15 min) is shown in Fig. 8. Although the time needed with no
model is particularly high, in general the models have a high variance in their exe-
cution time. How much time a test person spent to fulfill a task was strongly
dependent on his motivation and ideas to improve the schedule. The runtime of the
system to solve the scheduling problem was negligible.

Usability Metric 4: Interaction Frequency. Figure 9 shows the number of undo
operations averaged over the number of participants. Models 4 and 5 have a strikingly
high occurrence of undo, which refers to the general behavior in the design phase, if

Fig. 8. Average task duration.

Fig. 9. Average number of undo operations.

Fig. 7. Rate of successful task completion.
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there are high-level scheduling features. It consists of alternately applying and
reversing automated scheduling features until a satisficing solution is found. Model 1
has a small peak in undo-operations, as there is no aid to predict if an operation will be
feasible. Model 2 compensates for this with the background-color grey.

Figure 10 shows the average number of manual operations (drag and drop of jobs).
As expected the manual effort is the higher, the less support is provided. However,
manual scheduling is not completely replaced by automated features, as the user-
performs subsequent changes or sets certain jobs according to his ideas.

7 Conclusions

We proposed 8 interaction features to enhance human interaction in scheduling. These
features were evaluated in a quantitative study (usability test) with regard to 4 relevant
metrics. The results are:

1. The practicability of resulting schedules improves with features to manually
fixate, reorder and optimize groups of jobs.

2. The success rate (solved tasks in given time) is highly influenced by the avail-
ability of automated scheduling features.

3. Automated scheduling features encourage the user to explore his scope of action
on the basis of trial and error (optimize - undo).
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Abstract. In this paper we present a technique for estimating poli-
cies which combines instance-based learning and reinforcement learning
algorithms in Markovian environments. This approach has been devel-
oped for speeding up the convergence of adaptive intelligent agents that
using reinforcement learning algorithms. Speeding up the learning of
an intelligent agent is a complex task since the choice of inadequate
updating techniques may cause delays in the learning process or even
induce an unexpected acceleration that causes the agent to converge to a
non-satisfactory policy. Experimental results in real-world scenarios have
shown that the proposed technique is able to speed up the convergence
of the agents while achieving optimal policies, overcoming problems of
classical reinforcement learning approaches.

Keywords: Reinforcement learning · Dynamic environments · Adaptive
agents

1 Introduction

Markov Decision Processes (MDP) are a popular framework for sequential
decision-making for single agents, when agents’ actions have stochastic effect
on the environment state and need to learn how to execute sequential actions.
Adaptive intelligent agents emerge as an alternative to cope with several complex
problems including control, optimization, planning, manufacturing and so on. A
particular case is an environment where events and changes in policy may occur
continuously (i.e., dynamic environment). A way of addressing such a problem is
to use Reinforcement Learning (RL) algorithms, which are often used to explore
a very large space of policies in an unknown environment by trial and error.
It has been shown that RL algorithms, such as the Q-Learning algorithm [1],
converge to optimal policies when a large number of trials are carried out in
stationary environments [2].
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Several works using RL algorithms and adaptive agents in different applica-
tions can be found in the literature [3–9]. However, one of the main drawbacks
of RL algorithms is the rate of convergence which can be too slow for many
real-world problems, e.g. traffic environments, sensor networks, supply chain
management and so forth. In such problems, there is no guarantee that RL algo-
rithms will converge, since they were originally developed and applied to static
problems, where the objective function is unchanged over time. However, there
are few real-world problems that are static, i.e. problems in which changes in
priorities for resources do not occur, goals do not change, or where there are
tasks that are no longer needed. Where changes are needed through time, the
environment is dynamic.

In such environments, several approaches for achieving rapid convergence to
an optimal policy have been proposed in recent years [10–13]. They are based
mainly on the exploration of the state-action space, leading to a long learning
process and requiring great computational effort.

To improve convergence rate, we have developed an instance-based reinforce-
ment learning algorithm coupled with conventional exploration strategies such
as the ε-greedy [14]. The algorithm is better able to estimate rewards, and to
generate new action policies, than conventional RL algorithms. An action policy
is a function mapping states to actions by estimating a probability that a state
s′ can be reached after taking action a in state s.

In MDP, algorithms attempt to compute a policy such that the expected
long-term reward is maximized by interacting with an environment [2]. The
approach updates into state-action space the rewards of unsatisfactory policies
generated by the RL algorithm. States with similar features are given similar
rewards; rewards are anticipated and the number of iterations in the Q-learning
algorithm is decreased.

In this paper we show that, even in partially-known and dynamic environ-
ments, it is possible to achieve a policy close to the optimal very quickly. To
measure the quality of our approach we use a stationary policy computed pre-
viously, comparing the return from our algorithm with that from the stationary
policy, as in [15].

This article is organized as follows: Section 2 introduces the RL principles
and the usage of heuristics to discover action policies. The technique proposed
for dynamic environments is presented in Sect. 3 where we also discuss the Q-
Learning algorithm and the k-Nearest Neighbor (k-NN) algorithm. Section 4
gives experimental results obtained using the proposed technique. In the final
section, some conclusions are stated and some perspectives for future work are
discussed.

2 Background and Notation

Many real-life problems such as games [16,17], robotics [18], traffic light control
[19,20] or air traffic [21,22], occur in dynamic environments. Agents that interact
in this kind of environment need techniques to help them, e.g., to reach some
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goal, to solve a problem or to improve performance. However because individual
circumstances are so diverse, it is difficult to propose a generic approach (heuris-
tics) that can be used to deal with every kind of problem. Environment is the
world in which an agent operates.

A dynamic environment consists of changing surroundings in which the agent
navigates. It changes over time independent of agent actions. Thus, unlike the
static case, the agent must adapt to new situations and overcome possibly unpre-
dictable obstacles [23,24]. Traditional planning systems have presented problems
when dealing with dynamic environments. In particular, issues such as truth
maintenance in the agent’s symbolic world model, and replanning in response to
changes in the environment, must be addressed.

Predicting the behavior (i.e., actions) of an adaptive agent in dynamic envi-
ronments is a complex task. The actions chosen by the agent are often unex-
pected, which makes it difficult to choose a good technique (or heuristic) to
improve agent performance. A heuristic can be defined as a method that improves
the efficiency in searching a problem solution, adding knowledge about the prob-
lem to an algorithm.

Before discussing related work, we introduce the MDP which is used to
describe our domain. A MDP is a tuple (S,A, ∂a

s,s′ , Ra
s,s′ , γ) where S is a discrete

set of environment states that can be composed by a sequence of state variables
< x1, x2, ..., xy >. An episode is a sequence of actions a ∈ A that leads the agent
from a state s to s′. ∂a

s,s′ is a function defining the probability that the agent
arrives in state s′ when an action a is applied in state s. Similarly, Ra

s,s′ is the
reward received whenever the transition ∂a

s,s′ occurs and γ ∈ {0...1} is a discount
rate parameter.

A RL agent must learn a policy Q : S → A that maximizes its expected
cumulative reward [1], where Q(s, a) is the probability of selecting action a from
state s. Such a policy, denoted as Q∗, must satisfy Bellman’s equation [14] for
each state s ∈ S (Eq. 1).

Q(s, a) ← R(s, a) + γ
∑

s′
∂(s, a, s′) × max Q(s′, a) (1)

where γ weights the value of future rewards and Q(s, a) is the expected cumu-
lative reward given for executing an action a in state s. To reach an optimal
policy (Q∗), a RL algorithm must iteratively explore the space S × A updating
the cumulative rewards and storing such values in a table Q̂.

In the Q-learning algorithm proposed by Watkins [1], the task of an agent
is to learn a mapping from environment states to actions so as to maximize a
numerical reward signal. The algorithm approaches convergence to Q∗ by apply-
ing an update rule (Eqs. (2), (3)) after a time step t:

v ← γ max Qt(st+1, at+1) − Qt(st, at) (2)

Qt+1(st, at) ← Qt(st, at) + α[R(st, at) + v] (3)
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where V is the utility value to perform an action a in state s and α ∈ {0, 1} is
the learning rate.

In dynamic environments such as traffic jams, it is helpful to use strategies
like ε-greedy exploration [14] where the agent selects an action with the great-
est Q value with probability 1 − ε. In some Q-Learning experiments, we have
found that the agent does not always converge during training (see Sect. 4). To
overcome this problem we have used a well known Q-Learning property: actions
can be chosen using an exploration strategy. A very common strategy is random
exploration, where an action is randomly chosen with probability ε and the state
transition is given by Eq. 4.

Q(s) =
{

max Q(s, a), if q > ε
arandom, otherwise (4)

where q is a random value with uniform probability in [0, 1] and ε ∈ [0, 1] is a
parameter that defines the exploration trade-off. The greater the value of ε, the
smaller is the probability of a random choice, and arandom is a random action
selected among the possible actions in state s.

Several authors have shown that matching some techniques with heuristics
can improve the performance of agents, and that traditional techniques, such as
ε-greedy, yield interesting results [10,11,25]. Bianchi [11] proposed a new class
of algorithms aimed at speeding up the learning of good action policies. An RL
algorithm uses a heuristic function to force the agent to choose actions during the
learning process. The technique is used only for choosing the action to be taken,
while not affecting the operation of the algorithm or modifying its properties.
Bianchi et al. [11] also proposed an automatic method based on heuristic prop-
agation to compute a policy in runtime from the structure extracted from the
domain. The technique propagates from its goal-state, the correct actions which
would lead to that state. Drummond [25] proposes a method that accelerates RL
by transferring parts of previously learned solutions to a new problem, exploit-
ing the results of prior learning to speed up the process. The method is called
reusing policies, where the heuristics based on the cases are used as the state
transition rules to choose the at action, taken in the st state. Then, ε-greedy
random exploration strategies are used to estimate the T transition probability
functions and the R reward.

Butz [26] proposes the combination of an online model learner with a state
value learner in a MDP. The model learner learns a predictive model that approx-
imates the state transition function of the MDP in a compact, generalized form.
State values are evaluated by means of the evolving predictive model represen-
tation. In combination, the actual choice of action depends on anticipating state
values given by the predictive model. It is shown that this combination can be
applied to increase further the learning of an optimal policy.

Koenig and Simmons [27] proposed a method that stores the reinforcements
received during the learning of an agent in a separated structure. This structure
has a table storing the reinforcements received in each state and a threshold is
used to generate a map of the positions where the agent received more reinforce-
ments. Therefore, the tables that keep the positive and negative reinforcements
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contain information for defining the heuristics, together with information about
the actions to be carried out.

Bianchi et al. [28] improved action selection for online policy learning in
robotic scenarios combining RL algorithms with heuristic functions. The heuris-
tics can be used to select appropriate actions, so as to guide exploration of the
state-action space during the learning process, which can be directed towards
useful regions of the state-action space, improving the learner behavior, even at
initial stages of the learning process.

In this paper we propose going further in the use of exploration strategies
to achieve a policy closer to the Q∗. To do this we have used policy estima-
tion techniques based on an instance learning, such as the k-Nearest Neighbors
(k-NN) algorithm. We have observed that is possible to reuse previous states,
eliminating the need of a prior heuristic.

3 k-NR: Instance-Based Reinforcement Learning
Approach

In RL, learning takes place through a direct interaction of the algorithm with
the agent and the environment. Unfortunately, the convergence of the RL algo-
rithms can only be reached after an exhaustive exploration of the state-action
space, which usually converges very slowly. However, the convergence of the RL
algorithm may be accelerated through the use of strategies dedicated to guiding
the search in the state-action space.

The proposed approach, named k-Nearest Reinforcement (k-NR), has been
developed from the observation that algorithms based on different learning par-
adigms may be complementary to discover action policies [29]. The information
gathered during the learning process of an agent with the Q-Learning algorithm
is the input for the k-NR. The reward values are calculated with an instance-
based learning algorithm. This algorithm is able to accumulate the learned values
until a suitable action policy is reached.

To analyze the convergence of the agent with the k-NR algorithm, we assume
a generative model governing the optimal policy. With such a model it is possible
to evaluate the learning table generated by the Q-Learning algorithm. To do
this, an agent is inserted into a partially known environment with the following
features:

1. Q-Learning algorithm: learning rate (α), discount factor (γ) and reward (r);
2. Environment E: the environment consists of a state space where there is an

initial state (sinitial), a goal state (sgoal) and a set of actions A={↑,↓,→,←},
where ↑, ↓, →, ← mean respectively east, south, north and west (Fig. 1).

A state s is an ordered pair (x, y) with positional coordinates on the axis X
and Y respectively. In other words, the set of states S represents a discrete city
map. A status function st : S → ST maps states and traffic situations where
ST = {(−0.1,−0.2,−0.3,−0.4,−1.0, 1.0)}, where −0.1,−0.2,−0.3,−0.4,−1.0
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Fig. 1. Environment: A single agent is placed at random positions in the grid, having
a visual field depth of 1.

and 1.0 mean respectively free, low jam, jam or unknown, high jam, blocked, and
goal. After each move (transition) from state s to s′ the agent knows whether
its action is positive or negative through the rewards attributed by the environ-
ment. Thus, the reward for a transition ∂a

s,s′ is st(s′) and Eqs. (2), (3) is used
as update function. In other words, the agent will know if its action has been
positive if, having found itself in a state with traffic jam, its action has led to a
state where the traffic jam is less severe. However, if the action leads the agent
to a more congested status then it receives a negative reward.

The pseudocode to estimate the values for the learning parameters for the Q-
Learning using the k-NR is presented in Algorithm 1. The following definitions
parameters are used in such an algorithm:

– a set S = {s1, . . . , sm} of states;
– an instant discrete steps step = 1, 2, 3, ..., n;
– a time window Tx that represents the learning time (cycle(x ) of steps);
– a set A = {a1, . . . , am} of actions, where each action is executable in a step n;
– a status function st : S → ST where ST = {−1,−0.4,−0.3,−0.2,−0.1};
– learning parameters: α=0.2 and γ=0.9;
– a learning table QT : (S × A) → R used to store the accumulative rewards

calculated with the Q-Learning algorithm;
– a learning table kT : (S × A) → R used to store the reward values estimated

with the k-NN;
– #changes is the number of changes in the environment.

3.1 k-NN and k-NR

The instance-based learning paradigm determines the hypothesis directly from
training instances. Thus, the k-NN algorithm saves training instances in the
memory as points in an n-dimensional space, defined by the n attributes which
describe them [30,31]. When a new instance must be classified, the most fre-
quent class among the k nearest neighbors is chosen. In this paper the k-NN
algorithm is used to generate intermediate policies which speed up the conver-
gence of RL algorithms. Such an algorithm receives as input a set of instances
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Algorithm 1: Policy estimation with k-NR.

Require: Learning Table: QT (s, a);
kT (s, a); S={s1, ..., sm}; A={a1, ..., am}
st: S → ST;
Time window Tx;
Environment E;

Ensure:
1. for all s ε S do
2. for all a ε A do
3. QT (s, a) ← 0; kT (s, a) ← 0;
4. end for
5. end for
6. while not stop condition() do
7. CHOOSE s ε S, a ε A
8. Update rule:
9. Qt+1(st,at) ← Qt(st,at)+α[R(st,at)+v ] where,
10. v ← γ maxQt(st+1,at+1)−Qt(st, at)
11. step ← step + 1;
12. if step < Tx then
13. GOTO{8};
14. end if
15. if changes are supposed to occur then
16. for I ← 1 to #changes do
17. Choose s ε S
18. st(s) ← a new status st ε ST;
19. end for
20. Otherwise continue()
21. end if
22. k-NR(Tx, s, a); // Algorithm 2
23. for s ε S do
24. for a ε A do
25. QT (s, a) ← kT (s, a)
26. end for
27. end for
28. end while
29. return (.,.);

generated from an action policy during the learning stage of the Q-Learning. For
each environment state, four instances are generated (one for each action) and
they represent the values learned by the agent. Table 1 shows some examples of
training instances. Each training instance has the following attributes:

1. attributes for the representation of the state in the way of the expected
rewards for the actions: north (N), south (S), east (E) and west (W);

2. an action and;
3. reward for this action.

Algorithm 2 shows that the instances are computed to a new table, denoted
as kT , which stores the values generated by the k-NR with the k-NN. Such
values represent the sum of the rewards received with the interaction with the
environment. Rewards are computed using Eq. 6 which calculates the similarity
between two training instances si and sm.

f(si, sm) =
∑x

x=1(six × smx
)

∑x
x=1 s2ix × ∑x

x=1 s2mx

(6)
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Table 1. Training instances.

State Reward Reward Reward Reward Action Reward
(x,y) (N) (S) (E) (W) Chosen Action

(2,3) −0.875 −0.967 0.382 −0.615 (N) −0.875
(2,3) −0.875 −0.968 0.382 −0.615 (S) −0.968
(2,3) −0.875 −0.968 0.382 −0.615 (W) 0.382
(2,3) −0.875 −0.968 0.382 −0.615 (E) −0.615
(1,2) −0.144 1.655 −0.933 0.350 (N) −0.144
. . . . . . . . . . . . . . . . . . . . .

Algorithm 2: k-NR(Tx, s, a).

1. for all s ε S and s �= sgoal do
2. costQT ← cost(s, sgoal, QT)
3. costQ∗ ← cost(s, sgoal, Q∗)
4. if costQTs �= costQ∗s then
5.

kT (s, a) ←
∑k

i=1 HQi(., .)

k
(5)

6. end if
7. end for
8. return (kT (s, a))

The cost function (Eq. 7) calculates the cost for an episode (path from a
current state s to the state sgoal based on the current policy).

cost(s, sgoal) =
sgoal∑

s∈S

0.1 +
sgoal∑

s∈S

st(s) (7)

Equation 5 used in Algorithm 2 shows how the k-NN algorithm can be used
to generate the arrangements of training instances: here, kT (s, a) is the esti-
mated reward value for a given state s and action a, k is the number of nearest
neighbors, and HQi(., .) is the i-th existing nearest neighbor in the set of training
instances generated from QT (s, a).

Using the k-NR, the values learned by the Q-Learning are stored in the kT
table. This contains the best values generated by the Q-Learning and the values
that have been estimated by the k-NR.

We have evaluated different ways of generating the arrangements of instances
for the k-NN algorithm with the aim of finding the best training sets. First, we
used the full arrangement of instances generated throughout runtime. Second,
instances generated inside n time windows were selected, where A[T (n)] denotes
an arrangement of T (n) windows. In this core, each window generates a new
arrangement and previously instances are discarded. We have also evaluated
the efficiency rate considering only the arrangement given by the last window
A[T (last)]. Finally, we have evaluated the efficiency rate of the agent using the last
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Fig. 2. Simulated environments: (a) 16-state, (b) 25-state, (c) 64-state.

arrangement calculated by the k-NN algorithm - A[T (last),T (k−NN)]. The results
on these different configurations for generating instances are shown in Sect. 4.

4 Experimental Results

In this section we present the main results obtained from using the k-NR and Q-
Learning algorithms. The experiments were carried out in dynamic environments
with three different sizes as shown in Fig. 2: 16 (4×4), 25 (5×5) and 64 (8×8)
states. Note that a number of states S can generate a long solution space, in
which the number of possible policy is |A||s|.

For each environment, ten different configurations were arbitrarily generated
to simulate real-world scenarios. The learning process was repeated twenty times
for each environment configuration to evaluate the variations that can arise from
the agent’s actions which are autonomous and stochastic. The results presented
in this section for each environment size (16, 25, and 64) are therefore average
values over twenty runs. The results do not improve significantly when more sce-
narios are used (≈2.15 %). The efficiency of the k-NR and Q-Learning algorithms
(Y axis in figures) takes into account the number of successful outcomes of a
policy in a cycle of steps. We evaluated the agent’s behavior in two situations:

1. �percent of changes (10, 20, 30) in environment for a window Tx=100. In 64-
state environments the changes were inserted after each 1000 steps (Tx=1000)
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because in dynamic environments such large environments require many steps
to reach a good intermediary policy.

2. �percent of changes in environment after the agent finds its best action policy.
In this case, we use the full arrangement of learning instances A[Tx], because
it gave the best results.

The changes were simulated considering real traffic conditions such as: dif-
ferent levels of traffic jams, partial blocking and free traffic for vehicle flowing.
We also allowed for the possibility that unpredictable factors may change traf-
fic behavior, such as accidents, route changing or roadway policy, collisions in
traffic lights or intersections, and so on. Changes in the environment were made
as follows: for every Tx window, the status of a number of positions is altered
random. Equation 8 calculates the number of altered states (�changes) in Tx.

�changes(Tx) =
(

�states

100

)

× �percent (8)

Figure 3 shows the initial experiments with Q-Learning. It is seen that, even
with a low change rate in the environment, the agent has trouble converging
without the support of exploration strategies. This is because the agent may
find a partial policy (a policy found in a cycle of steps before the environment
is changed) in response to a certain set of states. To solve this problem, we used
the Q-Learning together with the ε-greedy strategy, which allows the agent to
explore states with low rewards. With such a strategy, the agent starts to re-
explore the states that underwent changes in their status. Figure 4 shows the
convergence of the Q-Learning using the ε-greedy strategy in several dynamic
environments. More details of the ε-greedy strategy in others scenarios are given
in [15]. It can be seen from this experiment that the presence of changed states
in an action policy may decrease the agent’s convergence significantly. Thus,
the reward values that would lead the agent to states with positive rewards can
cause the agent to search over states with negative rewards, causing errors. In
the next experiments we therefore introduce the k-NR.

4.1 k-NR Evaluation

We used the k-NR to optimize the performance of Q-Learning. The technique
was applied only to the environment states where changes occur. Thus, the agent
modifies its learning and converges more rapidly to a good action policy. Figure 5
shows how this modification in the heuristic affects convergence of Q-Learning.
It is seen that Q-Learning converges slowly without the k-NR (Fig. 4). However
using k-NR, the agent rapidly converges to a good policy, because it uses reward
values that were not altered when the environment was changed.

It is seen that the proposed approach may accelerate convergence of the RL
algorithms, while decreasing the noise rate during the learning process. More-
over, in dynamic environments the aim is to find alternatives which decrease the
number of steps that the agent takes until it starts to converge again. The k-NR
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Fig. 3. Performance of the Q-Learning
algorithm: (a) 16-state environment, (b)
25-state environment, (c) 64-state envi-
ronment.

Fig. 4. Performance of the Q-Learning
algorithm with ε-greedy in a: (a) 16-state
environment, (b) 25-state environment,
(c) 64-state environment.

algorithm causes the agent to find new action policies, for the states that have
had their status altered by the reward values of unaltered neighbor states. In
some situations, the agent may continue to convergeeven after a change of the
environment. This happens because some states have poor reward values (values
that are either too high or too low) as a consequence of too few visits, or too
many. Therefore, such states must be altered by giving them more appropriate
reward values.

To observe the behavior of the agent in other situations, changes were intro-
duced into the environment only after the agent finds its near-optimal policy (a
policy is optimal when the agent knows the best actions). The aim is to ana-
lyze the agent’s performance when an optimal or near-optimal policy has been
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Fig. 5. Performance of the K-NR and Q-Learning algorithms in a: (a) 16-state envi-
ronment, (b) 25-state environment, (c) 64-state environment.

discovered, and to observe the agent’s capacity then to adapt itself to a modified
environment.

Enembreck et al. [32] have shown that this is a good way to observe the behav-
ior of an adaptive agent. We have analyzed the agent’s adaptation with the k-
NR and Q-Learning algorithms. The Q-Learning presents a period of divergence
(after some changes were generated), usually a decreasing performance (Fig. 6).
However, after a reasonable number of steps, it is seen that there is again con-
vergence to a better policy, as happens when learning begins and performance
improves. The decreasing performance occurs because Q-Learning needs to re-
explore all the state space, re-visiting states with low rewards to accumulate
better values for the future. The ε-greedy strategy helps the agent by introduc-
ing random actions so that local maxima are avoided. For example, a blocked
state that changed to low jam must have negative rewards and would no longer
be visited.

We used the k-NR algorithm with heuristic to optimize agent performance
with the methodology discussed in Sect. 2, which uses instance-based learning
in an attempt to solve the problem described in the previous subsection. The
heuristic has been applied only to the environment states where changes occur.
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Fig. 6. Agent adaptation using the Q-
Learning in a: (a) 16-state environment,
(b) 25-state environment, (c) 64-state
environment.

Fig. 7. Agent adaptation using the k-NR
in a: (a) 16-state environment, (b) 25-
state environment, (c) 64-state environ-
ment.

Thus, the heuristic usually caused the agent to modify its learning and converge
more rapidly to a good action policy.

Figure 6 also shows that the Q-Learning does not show uniform convergence
when compared with k-NR (Fig. 7). This occurs because the k-NR algorithm uses
instance-based learning, giving superior performance and speeding up its con-
vergence. The k-NR is able to accelerate the convergence because the states that
have had their status altered were estimated from similar situations observed in
the past, so that states with similar features have similar rewards.

Table 2 shows the number of steps needed for the agent to refind its best
action policy. It is seen that k-NR performs better than standard Q-Learning.
In 16-state environments, the agent finds its best policy of actions with 150 steps
using the Q-Learning algorithm and 110 steps with k-NR. After changing the
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Table 2. Number of steps needed for the agent to find its best policy after changes.

Before changes After changes

10 % 20 % 30 %
� states Q k Q k Q k Q k
16 150 110 130 90 240 140 350 150
25 400 280 440 290 1130 320 2140 380
64 3,430 2,830 5,450 2,950 6,100 3,850 13,900 4,640

environment with 10 %, 20 % and 30 % the k-NR needed 47 % fewer steps on
average before it once again finds a policy leading to convergence.

For 25-state environments the agent finds its best action policy in approxi-
mately 400 steps using Q-Learning, and in 280 steps with k-NR. In this environ-
ment, k-NR uses an average of 30 % fewer steps than Q-Learning, after alteration
of the environment. For 64-state environments, the agent needed an average of
3,430 steps to find its best action policy with Q-Learning and 2,830 with k-NR.
The k-NR used in average 18 % fewer steps than Q-Learning after environmental
change. It is seen that k-NR is more robust in situations where the reward values
vary unpredictably. This happens because the k-NN algorithm is less sensitive
to noisy data.

5 Discussion and Conclusions

This paper has introduced a technique for speeding up convergence of a policy
defined in dynamic environments. This is possible through the use of instance-
based learning algorithms. Results obtained when the approach is used show that
RL algorithms using instance-based learning can improve their performance in
environments with configurations that change. From the experiments, it was
concluded that the algorithm is robust in partially-known and complex dynamic
environments, and can help to determine optimum actions. Combining algo-
rithms from different paradigms is an interesting approach for the generation
of good action policies. Experiments made with the k-NR algorithm show that
although computational costs are higher, the results are encouraging because it is
able to estimate values and find solutions that support the standard Q-Learning
algorithm.

We also observed benefits related to other works using heuristic approaches.
For instance, Bianchi et al. [11] proposes a heuristic for RL algorithms that show
a significantly better performance (40 %) than the original algorithms. Pegoraro
et al. [33] use a strategy that speeds up the convergence of the RL algorithms by
36 %, thus reducing the number of iterations compared with traditional RL algo-
rithms. Although the results obtained with the new technique are satisfactory,
additional experiments are needed to answer some questions raised. For exam-
ple, a multi-agent architecture could be used to explore states placed further
from the goal-state and in which the state rewards are smaller. Some of these
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strategies are found in Ribeiro et al. [34,35]. We also intend to use more than
one agent to analyze situations as: (i) sharing with other agents the learning of
the best-performing one; (ii) sharing learning values among all the agents simul-
taneously; (iii) sharing learning values among the best agents only; (iv) sharing
learning values only when the agent reaches the goal-state, in which its learning
table would be unified with the tables of the others. Another possibility is to
evaluate the algorithm in higher-dimension environments, that are also subject
to greater variations. These possibilities will be explored in future research.
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Abstract. Frameworks support application development improving
productivity and quality. However, due to the number of hot stops to
configure them, reusing frameworks may be a complex task which can
make developers misuse them and insert defects in the application code.
In order to reduce the complexity of this task, we propose increase its
abstraction level by using Domain-Specific Modeling Languages (DSML)
based on framework features to model and to generate applications that
reuse these frameworks. In our approach, framework features and their
hot spots are identified from an analysis of its source code and documen-
tation, and then a DSML and a set of templates are constructed. With
this DSML, applications reusing the framework can be modeled and gen-
erated, protecting developers from framework complexity and decreasing
the time spent on the implementation. We illustrate our approach using
GRENJ framework as example.

Keywords: Framework · Feature · Domain-specific modeling language ·
Template · Code generation

1 Introduction

Frameworks are software skeletons that can be instantiated into applications
[1]. Their reuse improves productivity, since applications are not developed from
scratch. However, framework instantiation is a complex task, due to the internal
structure and hot spots that are necessary to know in order to reuse a framework
correctly. The incorrect use of frameworks by developers can insert defects in the
application code, so that the productivity expected by reusing framework is not
achieved. Developers spend a lot of time with maintenance activities to correct
theses defects [2,3].

Solutions have been proposed to mitigate framework instantiation complex-
ity, such as manuals, cookbooks and pattern languages. However, these solutions
only guide developers and the instantiation of the framework based on the ap-
plication requirements is still executed by developers and relies on their skills.

In this paper we propose a more effective approach, based on the building of
Domain-Specific Modeling Languages (DSML) to facilitate framework instanti-
ation. Our approach is divided in two phases: (1) Domain Engineering, in which
J. Cordeiro et al. (Eds.): ICEIS 2012, LNBIP 141, pp. 191–206, 2013.
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a DSML and its code generation mechanism are created based on the framework
features and the information necessary to reuse them; (2) Application Engi-
neering, in which this DSML is used to model and to generate applications. A
DSML protects developers from framework complexity in two ways: (1) pro-
viding higher abstraction elements, framework features, that hide details of the
framework internal structure; and (2) configuring the framework hot spots au-
tomatically through code generation.

There are also other works which have proposed building DSML for frame-
works [4–6]. However, they do not explain clearly how they identify the features
of the frameworks. Our approach presents a systematic way to identify the do-
main features of the framework and the information which is necessary to reuse
its classes.

The remainder of this paper is organized as follows: Sections 2 and 3 present,
respectively, frameworks and Domain-Specific Modeling Languages; Section 4
shows the approach of framework reuse supported by Domain-Specific Modeling
Language; Section 5 presents the use of the proposed approach to build the
GRENJ Framework DSML; Section 6 discusses some related works; Section 7
presents the conclusions about this work.

2 Frameworks

Frameworks support software development by providing reuse of code and design.
They are composed of two parts: frozen spots, which constitute unchangeable
parts, regardless of the applications; and hot spots, which are classes directly
reused by the applications. Hot spots can contain hook methods that need to be
overridden or invoked in order to customize the framework according to appli-
cation requirements [7].

A framework is classified according to the way its hot spots are accessed: (1)
white box, when such access occurs through inheriting their classes and overrid-
ing their methods, (2) black box, when the access occurs through composition,
and (3) gray box, when it occurs through the two previous ways. According
to their purpose, frameworks can also be classified as: (1) System Infrastruc-
ture Frameworks (SIF), which simplify the development of software that con-
trols low-level operations; (2) Middleware Integration Frameworks (MIF), which
increase the modularization of applications; (3) Enterprise Application Frame-
works (EAF), which are used to instantiate applications for specific domains
[2,3].

In this paper we used GRENJ Framework to exemplify our approach. This
framework is a white box EAF that addresses the domain of rental, purchase,
sale and maintenance transactions of goods or services [8]. The main reasons
for choosing GRENJ Framework are: (1) it contains all kind of features, e.g.,
mandatory, optional and variable; (2) applications within its domain are widely
adopted by industry and academia; (3) its code is open; (4) we have developed
applications reusing it, so we have full knowledge about its code, hot spots and
functionality.
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3 Domain-Specific Modeling Languages

Modeling is the act of creating a model to get a better understanding of what is
to be built and a more abstract view of a problem solution. It aims at facilitating
the comprehension of the solution and serves as documentation [9].

A modeling language is formed by: an abstract syntax, that defines the ele-
ments and the rules of the language and usually is represented by metamodel;
and a concrete syntax, which defines its notation. The most common notations
for modeling languages are textual, graphical and tree-view [10].

In place of general-purpose modeling languages, such as UML, a Domain
Specific Modeling Language (DSML) can be used to model applications with
elements that are appropriate to the addressed domain. Since there is a greater
similarity between the DSML elements and the application features, mapping
the application requirements is easier [11] and transformations from application
models are more effective. Templates can be used as skeletons to generate several
kinds of artifacts [9], such as application code, documentation, test code and
other models.

The main advantages provided by the use of DSMLs are: (1) better separation
between the logic of the software and the details of the technologies employed
in its implementation, (2) greater facility in creating reusable artifacts, and (3)
better quality of the software that are produced since their features are well
defined and their code can be generated [12].

4 The Proposed Approach

Figure 1 shows the two phases of the proposed approach: Domain Engineering
and Application Engineering. Subsections 4.1 and 4.2 present these phases.

Fig. 1. The proposed approach phases and their activities.
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4.1 Domain Engineering

Domain Engineering phase aims at building an environment composed of two
parts: a DSML and an application generator. Thus, DSML Construction and
Generator Construction activities are carried out to build these parts, as shown
in Fig. 1.

DSML Construction activity starts with the creation of DSML metamodel,
whose metaclasses represent the framework features. In order to identify these
features, framework documentation and code are analyzed through the following
steps:

1. Identify for a class that represents a framework feature, which is a class
which can be directly extended (white box) or instantiated (black box) by
the applications. This class is a hot spot and define a functionality of the
framework;

2. Identify the superclasses of the class identified in step 1;
3. Identify the classes targeted by association relationships coming from the

classes identified in steps 1 and 2;
4. Search for hook methods in the class identified in step 1 and 2 and identify

which information is necessary to invoke/override them;
5. Include a metaclass in the metamodel to represent the class identified in step

1. Also include attributes and/or relationships in this metaclass to store the
necessary information to reuse the class it represents;

6. Repeat steps 1 to 5 until all framework features have been identified.

Class models are the first artifacts to be analyzed, because they provide a
wide vision of the framework classes. A framework may also be documented by
a Pattern Language (PL), which specifies the classes representing the domain
features of the framework [13]. The framework code also needs to be analyzed
to confirm the classes identified in the documentation, as models may be incon-
sistent with the current state of the code. Moreover, class models in analysis
level contain only the main classes of the framework and the hot spots cannot
be identified from these models.

Figure 2 shows part of the GRENJ framework DSML metamodel. Feature,
Attribute, Operation and Parameter metaclasses provide common properties to
domain-specific features. Applications which reuse GRENJ framework need a
class that extends Resource class. This class is a GRENJ Framework hot spot
and is concerned with the goods or services involved in transactions. Therefore,
Resource metaclass was included in the metamodel to represent it. As a hook
method in Resource class requires to know which classes represent the resource
types in the applications, a relationship between Resource and ResourceType
metaclasses was created to store this information.

The metamodel represents the abstract syntax of the DSML in which the
domain features are defined. The concrete syntax, which defines the graphical
notation of the DSML, must also be built so that developers can use it to model
applications [10]. How the concrete syntax is built depends on the tool used to
construct the DSML.
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Fig. 2. An example of a framework DSML metamodel.

Generator Construction activity can be carried out building the application
generator of the DSML, which is composed of a set of templates. Transformations
languages, such as Java Emitter Templates (JET) [9], can be used to implement
these templates.

A template is formed by: fixed parts, consisting of all parts that remain
the same in applications generated from the template; variable parts, consisting
of parts that change from one application to another. Usually, in XML-based
template languages, such as JET, the fixed parts consist of texts and the variant
parts consist of tags. The best tactic to create templates is to analyze classes
of applications that reuse the framework and identify their fixed and variable
parts. For example, an application class that extends Resource class of GRENJ
Framework should be similar to this:

public class Movie extends Resource {

private int year;

public Class[] typeClasses() {

return new Class[] { Category.class, Genre.class };

}

And the JET template to generate Resource subclasses should be:

public class <c:get select="$feature/@name"/> extends Resource {

<c:iterate select="$feature/attributes" var="a">

private <c:get select="$a/@type"/> <c:get select="$a/@name"/>;

</c:iterate>

public Class[] typeClasses() {

return new Class[] {

<c:iterate select="$feature/types" var="rt" delimiter=",">

<c:get select="$rt/@name"/>.class\

</c:iterate> };

}
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In addition to the templates that generates application code, other templates
can indicate to the transformation tool to generate the database script, to create
the application package, to include a copy of the framework, and so on.

4.2 Application Engineering

Application Engineering phase comprehends Application Modeling and Appli-
cation Construction activities with the use of the DSML and the application
generator constructed in the Domain Engineering phase, as shown in Fig. 1.

In Application Modeling activity, developer uses the DSML to create an ap-
plication model based on the application requirements. Due its domain-specific
aspect, DSML prevents the developers from creating relationships that are not
defined in its metamodel and it provides a validation mechanism of the appli-
cation models, which verifies if all obligatory classes were instantiated among
other things.

In Application Construction activity, templates are implemented to gener-
ate code and other artifacts from the application model. As code generation is
automated, it improves productivity of application development. Although all
code responsible to reuse the framework can be generated, it may be necessary
to add code because a framework cannot predict all the particularities of the
applications, whether using a DSML or not. Generally, the code which is added
is responsible for behavioral aspects of the application such as the content of
application-specific operations.

Application-specific attributes and methods should be inserted into the ap-
plication model to avoid inconsistency between the model and the code. More-
over, methods which are added or modified must be protected so that their
contents can remain in case of the application code is generated again. Usually,
transformation tools provide mechanisms that keep the alterations made by the
developer, such as the implementation of the body of a method, even when the
application code is regenerated.

5 Example of DSML: GRENJ Framework

We used GRENJ Framework in order to exemplify the use of the approach of
framework reuse supported by a DSML. GRENJ Framework DSML was built by
using the Graphical Modeling Framework (GMF) and Java Emitter Templates
(JET), both available in the Eclipse IDE. Although we have chosen these tools,
others could be used as well, such as Generic Modeling Environment (GME) [14]
and xPand [9]. The proposed approach is intended to be tool-independent.

This section is composed as follows: Subsection 5.1 presents the GRENJ
Framework Domain Engineering; Subsection 5.2 describes Car Rental Applica-
tion Engineering; Subsection 5.3 shows a study with the development of applica-
tions in the domain of rental transactions reusing GRENJ Framework with and
without its DSML.
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Fig. 3. Classes related to the Resource feature.

5.1 GRENJ Domain Engineering

In DSML Construction activity, GRENJ Framework features were identified by
analyzing the classes (hot spots) of this framework that must be extended in
the applications, as described in Sect. 4.1. Figure 3 shows a GRENJ Framework
model with the classes related to the resource feature.

In Fig. 3 the hook methods that need to be overridden by an application class
which extend the Resource class are highlighted by stars. These Hook methods
were analyzed in order to identify the information required by the hot spots. For
example, it was identified in the code of insertFieldClause hook method that
Resource subclasses require the class the implements the resource quantification
in the applications.

public String insertFieldClause() {

String fdClause = super.insertFieldClause();

String qtClause = quantification.insertFieldClause();

if ( clause != null ) {

fdClause += ", " + qtClause;

}

return fdClause;

}

Table 1 shows a list with some of the features identified in GRENJ Frame-
work. These features are the minimum necessary to develop applications that
deal with rental transactions reusing the framework GRENJ. Resource type is
used to define classes that classify the resources. If the resource type has sub-
types, it is a nested type. Otherwise, it is a simple type. Resource quantification
identifies whether the resource is unique or can have copies. Resource rental
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Table 1. GRENJ Framework features for rental transaction applications.

Feature Hot spots Information for
Instantiation

All features - The name of the class
which represents the
feature, its attributes,
its operations and
their parameters.

Resource Resource Resource types and
quantification.

Resource type SimpleType, NestedType -
Resource quantification SingleResource, Resour-

ceInstance
Is the resource single or

instantiable?
Resource rental trans-

action
ResourceRental Resource and destina-

tion party.
Destination party DestinationParty -

Fig. 4. GRENJ framework DSML metamodel with the features presented in Table 1.

transaction represents the leasing transaction of resources and destination party
represents who orders the resource rental.

Figure 4 shows the GRENJ Framework DSML metamodel with the features
described in Table 1. All metaclasses that represent domain features extend the
Feature metaclass shown in Fig. 2. The multiplicity of the relationships defines
how many subclasses of the targeted feature can associate with a subclass of the
source feature in the application models.

GRENJ Framework Generator Construction activity was accomplished with
use of JET transformation language [9]. This language allows the domain engi-
neer to implement a set of templates and compile it as an Eclipse IDE plug-in
that can access the application models and generate code and other artifacts.

A JET template is a XML-format file whose text represents the fixed part
of the file that it originates and the variant part is formed by tags which refer
to the information to be obtained from the models. Samples of classes of appli-
cations that reuse GRENJ Framework were analyzed, such as it was described
in Sect. 4.1, so that the fixed and the variant parts of the templates could be
identified.
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5.2 Car Rental Application Engineering

In order to exemplify the Application Engineering process, the Car Rental Shop
application were developed by using the DSML and the templates that were
created in the Domain Engineering process described in Sect. 5.1.

The GRENJ Framework DSML and templates originate a set of plug-ins
for the Eclipse IDE. The integration of these plug-ins in Eclipse IDE resulted
in a CASE tool that supports the developing of applications with the reuse of
GRENJ Framework.

In Car Rental Shop Application Modeling activity, the developer creates a
model selecting the domain features of GRENJ framework based on the appli-
cation requirements listed in Table 2. This is similar to create a class model in
analysis level.

Figure 5 presents the model of the Car Rental Shop Application which was
created with the use of the GRENJ Framework DSML based on the requirements
shown in Table 2. In this model, the classes of GRENJ framework that are being

Table 2. Car Rental Shop Application requirements.

# Description

1 The shop rents cars for customers registered in the application. The attributes
of a car are: code, description and number of doors.

2 There can be one or more vehicles for each car registered. A vehicle has license
plate, year, color and it can be available or not.

3 A car is classified by a category that determines its rental price.
4 Code, name, address and phone number are the data that need to be registered

about the customers.
5 The information to register a car rental is: number, date expected returning

date, real returning date, customer, vehicle and total price. Total price is
calculated on the number of days between the rental date and real returning
date of the vehicle multiplied by the rental price determined by the car
category of the vehicle.

Fig. 5. Car Rental Shop Application model created with GRENJ Framework DSML.
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Fig. 6. Car Rental Shop Application class model.

reused by the Car Rental Shop application are identified by the stereotypes and
the names of the subclasses are in bold.

Figure 6 illustrates a class model of the Car Rental Shop Application, in which
the classes highlighted in grey are from GRENJ Framework. This class model is
equivalent to the model created with GRENJ Framework DSML shown in Fig. 5.
Most of the attributes specified in the requirements in Table 2 were not added to
the classes of the application model shown in Fig. 5 because these attributes are
inherited from GRENJ Framework classes and makes no sense to repeat them
on the models. Our approach assumes that the application developer knows the
framework.

In Application Construction activity, the Car Rental Shop application model
was integrated with the templates. Thus the code and all the file structure of
the application were generated. The code of the framework was also copied to
the application code. A combination of the application model presented in Fig. 5
with the JET template for Resource subclasses, presented in Sect. 4.1, generates
the code of the Car class:

public class Car extends Resource {

private int doors;

public Class[] typeClasses() {
return new Class[] { Category.class };

}
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The total price of the rental in this application is based on the price estab-
lished by the category multiplied by the number of days the customer rented the
car. As the framework cannot predict this calculation, it needs to be manually
implemented. The calculateTotalPrice method was generated in the Rental class
with an empty body. So it was modified in order to calculate the total price in
the instances of the Rental class. This method was marked as “generated NOT”
to avoid its code to be erased in case of the application code is generated again.
The code of calculateTotalPrice method after it was manually modified is:

/**
* @generated NOT
*/

public double calculateTotalPrice() {
Category category = (Category) getResource().getTypes().get(0);
int numDays = Period.numberOfDays(getDate(), getReturningDate());
return category.getPrice() * numDays;

}

5.3 GRENJ DSML Evaluation

A study has been performed to compare the time spent on the development
of applications with the reuse of GRENJ Framework. Two approaches were
applied in this study: (1) an approach in which application-specific code was
manually implemented; and (2) the approach supported by DSML, in which
the application-specific code was generated with the use of GRENJ Framework
DSML and templates, such as it was described in the Sect. 5.1.

26 Computer Science undergraduate students participated in this study. They
were trained to develop applications reusing GRENJ Framework through both
approaches in order to get knowledge about the framework and the tools used in
each approach. These students had previous knowledge about Java programming
and UML modeling.

Two applications involving resource rental transactions were developed by
the students: the first one, named Library Application, to check books out from
a library; and the second one, named Hotel Application, for checking guests in
a hotel. These applications have the same level of complexity of the Car Rental
Shop application (Sect. 5.2). The students were divided into two groups, G1 and
G2, with 13 students each one. These groups should carry out the following
tasks:

– G1 development of the application for the hotel with the reuse of GRENJ
Framework through manual programming and development of the application
for the library with the reuse of GRENJ Framework supported by its DSML;

– G2 development of the application for the library with the reuse of GRENJ
Framework through manual programming and development of the application
for the hotel with the reuse of GRENJ Framework supported by its DSML.
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To perform the study, the students received a document containing the re-
quirements of the applications they had to develop. Each student also received a
class model in analysis level of the application he/she had to develop by manual
programming. The applications were developed by using the Eclipse IDE, whose
workspace was configured with one project for each application with set of JUnit
tests. All computers used by the students had the same configuration of software
and hardware.

Each student has developed the applications referent to his/her group indi-
vidually and measured the time spent in the development of each application.
After finishing the development of an application, the students had to pause the
chronometer and run its JUnit tests to verify whether or not the application
worked correctly. In case of test fail, the students had to write in a form a de-
scription of the fail and activate the chronometer again to correct the defects
they found. The application was considered finished only after the tests had
shown no fail.

To evaluate the use of DSMLs for frameworks, the study worked with two
hypotheses:

– Null Hypothesis, H0—the DSML does not make the process of application
development with the reuse of frameworks easier and faster; and

– Alternative Hypothesis, H1—the DSML make the process of application de-
velopment with the reuse of frameworks easier and faster.

The applications developed by the students had approximately 18,400 lines
of code, from which 18,000 correspond to GRENJ Framework code and only
400 belong to the code generated or implemented during the application devel-
opment. Due to idiomatic patterns imposed by GRENJ Framework, the codes
of the applications developed by the students are similar, whether they were
manually implemented or generated. Moreover, the number of lines of the code
generated or implemented during the application development was small due to
the reuse of code provided by GRENJ Framework.

Table 3 presents the averages (AVG) and the standard deviation (SD) of the
time spent by students of each group (G1 and G2) in the development of the
applications. It was possible to observe that there was an average reduction of
about 89.3 % for Library Application and 87.5 % for Hotel Application. It results
in a general reduction of 88.5 % in the time spent on developing applications with
reuse of GRENJ Framework through its DSML when compared to time spent
on the manual implementation approach. The times in Table 3 are measured in

Table 3. Average of time spent on the development of the applications.

App. Manual Programming DSML
Group AVG SD Group AVG SD

Library G2 60’31” 18’59” G1 6’28” 1’23”
Hotel G1 44’14” 14’21” G2 5’32” 0’38”
General Average 52’53” 6’00”
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minutes (‘) and seconds (“) and consider the development of the applications
and the successful execution of the application tests.

This study shown that the development of applications with reuse of frame-
works spends less time when performed with the use of a DSML than when it is
done through manual programming. However, a long time is spent in the execu-
tion of the Domain Engineering process in order to construct the DSML and the
templates of the framework. Therefore, the approach supported by DSML rep-
resents an advantage only when several applications are developed, making the
sum of the time spent on Domain Engineering phase and the time spent on the
engineering of the applications lesser than the time spent developing these same
applications manually. For example, the Domain Engineering process of GRENJ
Framework was accomplished in, approximately, 5 h. The sum of 5 h and the
times shown in Table 3 demonstrates that, considering GRENJ Framework, our
approach supported by DSML becomes worthwhile when 6 or more applications
are developed.

Besides the time spent in the development of the applications, the problems
shown by the application tests were analyzed in order to identify when the stu-
dents made more mistakes: with or without the use of the DSML. This analysis
was based on the information the students wrote in the form after they had run
the tests.

Table 4 shows the number of times which some problems was found in the
applications developed by all students in the study. These problems does not
include compilation errors, because the applications were tested only when they
could be run. The students made more mistakes while reusing the framework
without the use of the DSML. This occurred, due to the fact that, without the
support of a DSML, there is a higher probability of defect insertions in the
code, e.g., mistyping, misuse of the controls, lack of methods required by the
framework and so on. In some cases, multiple hot spots of GRENJ framework
require the same information, usually, when many classes has the same hook

Table 4. The number of times which some problems was found in the applications
developed by the students.

Problem Number of times it happened
Without DSML With DSML

Missing hook method. 8 0
Hook method implemented incorrectly. 13 0
Different hook methods that require the

same information are implemented incon-
sistently.

6 0

A framework feature was incorrectly selected
to implement an application requirement.

2 2

A class attribute previously provided by the
framework were included in a class appli-
cation which extends it.

3 4

Total 32 6
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method. Some students implemented these hook methods returning different
values, resulting in inconsistencies. It cannot occur with the DSML because it
requires each information only once. However, the selection of a framework class
to implement an application requirement and the addition of attributes in the
application classes rely on the knowledge the developer has about the framework,
whether using a DSML or not. This statement could be confirmed, when some
students misused framework classes and added redundant attributes, regardless
the support of the DSML.

Some restrictions and threats to the validity of this study should be taken
into consideration:

– In the development of the applications with the DSML, all students used the
DSML and the templates created in the Domain Engineering process described
in Sect. 5.1. In this manner, there would be no difference among students on
the way that the applications were modeled and the codes were generated.

– It can be argued that the examples developed by the students are simple.
However, the applications which were described access most types of GRENJ
Framework hot spots. If two or more hot spots request similar information,
for example, class names, then these hot spots are the same type.

– The addition of functionality not predicted by GRENJ Framework was not
verified in this experiment because this activity can be done only by a manual
programming approach.

6 Related Works

In this section, some papers reporting the difficulties during the reuse of frame-
works and suggesting possible solutions to this problem are presented and com-
pared with the approach proposed in this paper.

Braga and Masiero (2003) proposed building a wizard for the development of
applications reusing an EAF. In this process, the developer fills out the wizard
forms according to the application requirements and the wizard generates the
application code. It is similar to the approach supported by a DSML. However,
it does not generate code directly from the application model.

Oliveira et al. (2007) presented a systematic approach for framework reuse
based on the Reuse Description Language (RDL), a language designed by these
authors to specify framework instantiation processes. In their approach, RDL
is used to register the framework hot spots in an XML-format file and a tool,
denominated RDL execution environment, accesses this file for the execution of
reuse processes and framework instantiations that lead to domain-specific appli-
cations. Therefore, their approach depends on the RDL and the RDL execution
environment. The main advantage of our approach over theirs is that our ap-
proach does not depend on any specific tool or language so that developers can
use their favorite tool to construct the DSML.

Antkiewicz et al. (2009) proposed a method for engineering new framework
DSMLs by specializing existing approaches to domain analysis, software devel-
opment, and quality evaluation of models and languages. Besides their work was
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focused on the reuse of MIF, it does not explain in details how the features of
the framework are identified.

Amatriain and Arumi (2011) proposed an approach in which the construction
of a DSML occurs in parallel to the development of its framework through itera-
tive and incremental activities. Our approach differs from theirs, mainly, because
our approach can be applied on frameworks that were previously developed by
other people.

7 Conclusions

In this paper, an approach to framework reuse supported by Domain-Specific
Modeling has been presented. This approach improves the efficiency and the
quality on the development of applications in a specific domain, since it gener-
ates code from application models and prevents the developer from incorrectly
accessing the hot spots of the framework.

The proposed approach requires effort in Domain Engineering phase to build
the environment for the development of applications that reuse the framework.
However, in Application Engineering phase, the total effort comes down to the
effort for modeling the application as well as the effort for the refinement of
the code, if it occurs. The time to generate the application code is irrelevant
compared to the total effort, because it is generated.

The quality of the DSML depends on the identification of the domain features
of the framework in the same way as the quality of an application depends on
the identification of its classes. The proposed approach mainly aims to provide
a sequence of steps which the developer should follow in order to identify the
domain features of the framework, model them and create templates. The use
of tools only supports these activities, so that the developer can choose his/her
favorite tools for each activity.

The DSML does not eliminate the necessity of the developer to know the
framework. He/She has to know the hot spots and the attributes and the oper-
ations provided by them in order to add to the classes of the applications only
properties that are not provided by the framework or even modify the generated
code correctly. The DSML is useful to liberate the developer from implement-
ing the code to reuse the framework, saving time and avoiding some mistakes.
Thus, the developer can dedicate more effort to implement the functionality not
provided by the framework.

Our work focused on creating DSMLs for frameworks identifying the fea-
tures and the information necessary to instantiate these frameworks from their
hot spots. This is the main idea in our work. Although we have worked with
Enterprise Application Frameworks, our approach can also be applied to cre-
ate DSMLs for System Infrastructure Frameworks or Middleware Integration
Frameworks.

In further work, we intend to extend the proposed approach to include the
development of the framework from domain features models. We also intend to
include in the proposed approach mechanisms to generate behavioral aspects,
such as the code of application-specific operations.
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Abstract. Software testing is an important phase of software development that
helps eliminating the possibility of project failure. As software systems get
more complicated and larger in size, testing needs to constantly evolve and
provide more ‘‘sophisticated’’ techniques, like automatic, self-adaptive muta-
tion testing, targeting at improving the efficiency and effectiveness of the
testing phase by handling the increased complexity that leads to increased
demands in time and effort. Mutation testing is the procedure of applying a
series of operators on correctly functioning programs so as to induce ‘‘faults’’
that correspond to real, common programming errors and then assess the ability
of a set of test cases to reveal those errors. We introduce a novel approach for
identifying and correcting faults in Java source code with the use of code
slicing, mutation testing and Genetic Algorithms. Three different categories of
experiments are used to assess the effectiveness of the proposed solution,
demonstrating its applicability on a variety of programs and type of errors. The
results are quite encouraging suggesting that the approach is able to dynami-
cally detect faults and propose the appropriate corrections.

Keywords: Mutation testing � Fault localization and correction � Genetic
algorithms

1 Introduction

In the rapidly changing reality of software development, software systems become
larger and more complicated, offering more functionality and satisfying a richer set of
constraints; but usually these come at a cost for quality. A significant research stream
in Software Engineering focuses on how to increase the productivity and quality of the
produced software. One of the major reasons why the aforementioned issues are hard
to tackle is the presence of faults in code. A fault can be an incorrect step, procedure or
data definition in a program. Often they are called problems, errors, anomalies,
inconsistencies or bugs [1]. Faults in a system lead to failure, which is described as the
inability of a system or component to correctly execute the functions defined by the
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required specifications, as stated in the IEEE standard Glossary of Software Engi-
neering Terminology.

Examples of significant failures include Disney’s Lion King in 1994–1995, Intel’s
Pentium Floating-Point Division Bug in 1994, NASA’s Mars Polar Lander in 1999,
Patriot Missile Defence System in 1991, Y2K (Year 2000) Bug originated decades
back—circa 1974 and the Dangerous Viewing Ahead in 2004 [1].

The software testing process consists of two sub-processes; failure detection that is
performed during the execution of a program and debugging, where faults leading to
failure are being identified and corrected. Testing is one of the most hard, demanding
and time consuming processes of the development cycle; software firms sometimes
spend around 50–80 % of the total development time trying to reduce the number of
faults in source code. The process of actually detecting faults in a software system
takes up to 95 % of the whole code debugging sub-process [2]. Having this in mind,
one can safely conclude that there is a need for developing highly efficient and
effective fault detection methods in order to assist and improve the code testing
process. Succeeding in this endeavor will reduce the time and effort spent on code
testing, freeing resources and improving the quality of the produced system, while at
the same time increasing the productivity of software developers.

This study aims at introducing an innovative method for code testing in Java by
making use of Code Slicing (CS), Mutation Testing (MT) and Genetic Algorithms
(GA). More specifically, the benefits of utilizing static CS will be exploited so as to
create smaller executable parts of erroneously behaving programs and then change the
execution flow by replacing (correcting) statements that contain one or more faults.
The problem of actually detecting a fault and proposing the correct replacement for its
elimination is quite complicated as it requires searching a large space of candidate
solutions; the latter may be successfully tackled with the use of GAs which reduce it to
a search optimization problem.

The rest of the chapter is organized as follows: Section 2 presents a short literature
overview on fault localization techniques, mutation testing and some Computational
Intelligence techniques that are utilized in this area. The next section, describes the
technical background of the algorithms used in the proposed solution. Also, a
description is given of how mutation testing is performed, along with some infor-
mation about the mutation operators and a brief introduction to the Kaveri\Indus tool.
Section 4 describes the proposed method and how different algorithms are imple-
mented and integrated in a dedicated supporting tool. Section 5 presents the details of
the application prototype and the series of the experiments conducted. In Sect. 6 we
discuss some limitations of the proposed approach, while Sect. 7 presents our con-
clusions and outlines future research plans.

2 Literature Overview

As mentioned earlier, code testing is a very time and effort consuming process leading
to the conclusion that there is a strong need to achieve high efficiency and effec-
tiveness while at the same time reduce the cost associated with the completion of its
tasks. In this context a considerable amount of studies regarding the development of
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automated testing methods and tools are reported in literature, which introduce a
variety of methods and algorithms to limit the human effort required for testing, taking
advantage of the continuous advancements in computer processing power. A number
of different approaches have been suggested in literature, like Delta debugging,
variations of dynamic programming, failure inducing chops and predicate switching.
A description of a few such methods is given below, most of them lying in the area of
fault localization and/or program slicing. Program slicing constitutes a very promising
approach that may assist in the identification and isolation of faulty statements in code.

Program slicing was introduced in 1979 by Weiser [3], while different types of
slicing were proposed since then. Static slicing, proposed by Weiser, requires that only
information being derived from the program during compilation is used; no infor-
mation regarding input values or the way the program functions at runtime is utilized.
Dynamic slicing, on the contrary, makes use of information that is available during
execution of a program with specific input values. In both types of slicing, the slice is
created either in a backward or forward manner. Backward slicing is defined by the
program statements that have an effect on the slicing criterion, without meaning that
all statements that are included in the final slice have to occur before the execution of
the statement of the criterion. On the other hand, forward slicing involves all of the
statements that are being affected by the statement set as the slicing criterion [4].

Fault Localization (FL) is the process of identifying parts of the code that may
contain faults and then examine them to prove that actually faults are present (and
where) in those parts. It is a heuristic method based on dataflow tests that supports
execution slicing and dicing based on test cases [5]. Agrawal and Horgan [6] observed
that when a test case fails during execution then the fault is contained in that slice or
that the fault maybe caused by the absence of a statement from that slice thus eval-
uating wrongly the test case. The slice can then be isolated from the rest of the
program and the search for the fault can concentrate on that specific code part. The
results of this method showed that some faults inserted by independent observers were
detected, but not all of them were included in the produced slices. Black et al. [7]
studied the characteristics of a program’s slices in an attempt to identify those
components that could contain faults. A slicing profile was formed with slicing
metrics and dependence clusters to investigate if a reliable tool could be developed so
as to identify the more fault-prone components, yielding encouraging preliminary
results.

Mutation Testing (MT) is a technique that is based on the insertion of faults in the
source code; it was first introduced in late 70s by Hamlet [8] and Demillo et al. [9].
Currently, it is being used in various research studies involving software testing
[10, 11]. MT is based on the idea that faults programmers are prone to, are being
infused to the initial program in order to create a faulty version called ‘‘mutant’’ which
contains a specific change. A set of test case data is used to execute the mutants, and
the quality of the said set is assessed by the number of faults it was able to identify.

Genetic Algorithms (GA) are search-based algorithms that rely on the principles of
natural selection and genetic reproduction [11, 12]. They constitute a special class of
optimization techniques that maintain a population of individuals, each representing a
possible solution to the problem in hand. A repetitive evolution of the population takes
place, during which genetic operators that mutate and cross-over the individuals are
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applied trying to reach to better possible solutions in each generation. A fitness
function is used to evaluate the fitness of each generation. Both program slicing and
GA have been extensively reported in literature; nevertheless, to the best of our
knowledge, they we have not been combined yet for fault localization and correction.
This gap motivated the present work to exploit the benefits of these two techniques in
a single proposed engine. Furthermore, the work of Jiang et al. [13] which describes
how software faults may be localized based on a set of testing requirements and
program slicing, inspired the encoding scheme of the GA population used. More
specifically, Jiang and his colleagues proposed an approach that can identify depen-
dence structures in a program which searches a superset of all possible slices to
identify the set of slices that achieves maximum coverage. The framework yielded
successful results demonstrating in practice that it is possible to express problems of
dependency analysis as search problems and solve them within an acceptable time
frame.

Arcuri and Yao [14] proposed a framework for automatic software bug fixing
using co-evolution, where both programs and test cases co-evolve, aiming at fixing
bugs by influencing each other. The framework requires that both the faulty program
and its formal specification are used as inputs. The work included some preliminary
experiments that supported its potential applicability for any implementable program;
nevertheless, it may prove costly and not efficient for large scale programs as it
attempts to evolve the whole program tree. Also, formal specifications are not always
available, a fact that limits further the applicability of the framework in such cases.

Genetic Programming (GP) and program analysis were used by Weimer et al. [15]
in order to repair off-the-shelf legacy systems. The GP uses the source code to be
repaired, a set of negative test cases that exercise the fault and a number of positive
test cases that correspond to correct executions of the program. It then modifies the
program creating a candidate in a way that the negative test cases do not fail while the
positive still pass. The first candidate that passes all test cases is called a primary
repair, which is then treated by a program analysis process so as to reduce it to a
minimized repair. Program analysis is being used in order to get rid of the irrelevant
changes that the algorithm might have created in the rest of the code. As off-the-shelf
systems were used the bugs that already existed in the systems were ‘‘real’’ faults
made by programmers and were not manually injected in code. This provided better
conclusions and the study was the first to work on real programs with real faults. This
approach was also adopted in the present study by making use of faulty and successful
test cases to guide our GA in evolving its population so as to provide the correct repair
for a fault.

3 Technical Background

3.1 Mutation Testing (MT)

MT introduces faults to program code similar to common errors made by program-
mers. As Hamlet [8] stated, MT assists in finding a number of test cases that can be
used to identify real programming faults. The number of possible faults is quite large
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and so traditional MT targets only faults that are closer to the original code. This
theory is based on two hypotheses: Competent Programmer Hypothesis (CPH) and
Coupling Effect (CE). CPH states that programmers tend to write nearly correct code,
while CE states that test data used to identify simple faults is sensitive enough to
identify complex errors as well [16]. Recent studies in literature that deal with high
order mutations exist, like Harman et al. [10] and Fraser and Zeller [17]. In this
chapter we choose to focus only on first order mutants as these, based on the theory of
CE, may be considered good enough for performing adequate testing of program code:
Simple mutations created with syntactic changes may represent simple faults, while
complex faults are being represented with more complex mutations consisting of more
than a single change in the code.

Traditional MT states that we get a set of faulty programs (mutants) from a
program P after the application of some syntactic changes on the original code. The
transformation rule that is applied in each case producing a mutant is called a
Mutation or Mutant Operator (MO). The MOs are designed to modify expressions and
variables found in code by insertion, replacement or deletion [18]. To start the
mutation analysis, first the original program is executed against a set of test cases to
check if it is executed correctly and produces the desired results. Then the set of test
cases is run against all the mutants produced by the mutation engine. If the results of
the execution for a given mutant are different compared to those of the original
program then we may say that the mutant has been ‘‘killed’’, otherwise, in the case in
which the results remain the same, that it has survived. Furthermore, after the exe-
cution of all the test cases some of the mutants may still survive, so additional runs
with new test data should be executed in order to ‘‘kill’’ the surviving ones as well.
Finally, if some mutants survive even after employing this additional test data and still
return the same results with the original code, then we have the phenomenon of the so-
called Equivalent Mutants, which, although syntactically different from the original
program, provide the same functionality.

The purpose of testing through mutation methods is usually completed with the
calculation of an adequacy score known as Mutation Score (MS). MS defines
the quality of a given set of test cases given as input to a program. It is the analogy of
the number of ‘‘killed’’ mutants against the number of the non-equivalent mutants.
The purpose of mutation analysis is to increase the MS and bring it closer to 1,
meaning that the set of test cases used is capable to detect all the faults present in the
mutants.

3.1.1 Mujava and Mutation Operators
A variety of different tools for MT have been suggested, dating as back as 1991.
Mothra [19] is the first full MT software tool providing a versatile environment for
FORTRAN. For Java there exists a tool called Jester, which is basically a simple open
source tool for Java code MT [20], which is integrated with JUnit, a well-known code
testing environment. MT in Jester does not use any sophisticated algorithm for
accelerating the mutation operation, something which results in slow performance,
while it does not provide a large number of supported MOs. These two facts make the
use of Jester ineffective and non-practical for large sized, real-world programs.
MuJava [21] is another Java tool that provides mutation analysis, aiming to study MO
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related to object oriented programming languages and their features. It is regarded as
one of the most complete, in terms of MO supported, and full of features tools for
mutation analysis for the Java language. It offers mutations for traditional testing, but
also for testing at the class level, by combining two basic technologies, Mutant
Schemata Generation (MSG) and byte-code translation. Using MSG it creates ‘‘meta-
mutants’’ of the program at the source code level that integrate a number of mutations.
Working directly on the byte-code means that only two compilations are needed, the
one of the original program and that of the meta-mutants that MSG created. This
improves the performance of the tool over other mutation testing tools that compile all
the mutants. Based on the above useful characteristics, we decided to utilize MuJava
in our study.

MuJava uses two kinds of MO, method-level [22] and class-level operators [23].
Method-level operators change the source code by replacing, deleting and inserting
primitive operators. There are six different primitive operators: arithmetic, relational,
conditional, shift, logical and assignment operators. Some of these operators consist of
a number of other sub-operators (e.g. binary arithmetic and shortcuts).

The class mutation operators in MuJava are categorized in four different sets based
on the characteristics of the programming language they affect. These are Encapsu-
lation, Inheritance, Polymorphism and Java-Specific features.

3.2 Indus Java Program Slicer - Kaveri

Program slicing is used to identify portions of the code that either influence or are
being influenced by a specific part of program code, the slicing criterion. A large
number of studies have been devoted to program slicing but not so many tools have
been developed for slicing. Furthermore, most of the existing tools target the C
programming language, while languages like C++ and Java are not so popular with
these tools.

In Java one may find a limited number of tools that support code slicing, two of
which are Jslice and Indus. VALSOFT/Joana tools is another option but it comes with
a disclaimer that the tool is essentially the result of work-in-progress and the results
are likely to contain faults. As J.P. de Jong [24] explains, sometimes the results may
not be the expected ones. Previous work on the topic [25] used JSlice to perform
dynamic slicing based on specific input values of the program. In this work we
decided to extend the aforementioned work and utilize static slicing. This enhance-
ment was performed in order to produce an executable slice of the original program
which would contain all the lines of code affecting the slicing criterion and not only
the lines of code that are reached under a specific input value like in dynamic slicing.
The executable slice would then give us the ability to fully automate the process of
testing our code via the proposed engine. In addition, our choice does not affect the
effectiveness of the approach as on one hand the static slice contains all the infor-
mation needed by the engine to locate and correct the fault, in fact the static slice is a
superset of the dynamic, and on the other the cost in time for handling larger slices is
negligible. The tool selected was Kaveri/Indus slicer (http://indus.projects.cis.ksu.edu/
), which provides a program slicing library that can handle almost all features of Java
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except dynamic class loading, reflection and native methods. It can produce both
backward and forward slices and provides a number of options and features for the
application of both kinds of slices.

Kaveri is an Eclipse plugin that provides the program slicing functionality of the
Indus slicing tool in the Eclipse platform. It adds toolbars, views and options to the
Eclipse IDE, in order to aid program comprehension and help users visualize program
slice and other information that may be required for the analysis. Also, it provides the
ability to slice Java programs by choosing slicing criteria through the provided GUI,
view the slice produced in the Java editor as highlighted statements, perform context-
sensitive slicing and execute additive slicing. The selected tool has been applied to
numerous Java programs by its developers, the size of which sometimes reached
10,000 lines of code, thus demonstrating its efficiency and applicability.

4 Automatic, Evolutionary Mutation Testing

The proposed approach introduces an efficient, automatic way to define the specific
line or the smaller possible set of lines responsible for a fault present in a Java
program. Moreover, the approach aims at providing the necessary correction(s) in
order to remove the fault. As the number of possible corrections that can be performed
to the set of statements of the original code can be quite large, thus making their
manual processing hard and time consuming, we slice the original code before
applying the mutation testing techniques so as to limit the number of the mutants
created.

The use of static backward slicing enables isolating those lines of a program that
affect a variable at a given point of interest for any input of the program and at the
same time ensures that the slice produced is executable; the latter property is of great
importance to achieve an automatic testing process. The slicing criterion is manually
set in the desired normalized source code file within the Eclipse environment. The
options for the slicing algorithm can then be set through Kaveri’s GUI, followed by
invocation of Indus to slice the program. The proposed approach combines backward
static slicing with mutation testing and improves the efficiency of the fault correction
process by utilizing genetic algorithms to evolve mutant solutions that essentially
suggest the proper corrections (see Fig. 1).

We represent each possible solution (correction) to our problem as a chromosome
of size N, where N is the number of lines contained in the produced slice. Each gene of
the chromosome represents a line of the slice and can take any value in the domain [0,
K], where any value other than 0 represents a specific mutation operator applied on
that line and 0 corresponding to the case where no MO has been applied on the
specific line. K is the maximum number of supported mutation operators.

Based on this encoding scheme we can extract the total size of the search space for
a static backward slice of size N using the following formula:

A1 þ 1ð Þ � A2 þ 1ð Þ � A3 þ 1ð Þ �. . .:� AN þ 1ð Þ ð1Þ
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where Ax is the number of replacements for line x in the slice. As the case of no
replacements is valid as well, it is necessary to add 1 to each number of replacements
for each line so that the minimum size of the search space is 1 (i.e. no mutations are
applied on any line).

Specifically, in Fig. 2 we can observe how a slice with its correction is represented
in the genetic algorithm. In the example given 12 lines of code exist in the slice (A1 –
A12), each taking a value from 0 to 15, as we choose, for simplicity’s sake, to
represent each MO with a decimal gene representing 1 of 15 MOs. In reality the
program represents each MO in binary form, on which it applies the different evo-
lutionary operators (cross-over, mutation) to evolve individuals to the next generation.

Fig. 2. Analytic representation of the chromosomes in the population.

Fig. 1. The proposed hybrid approach for fault localization and correction combining dynamic
slicing, mutation testing and Genetic Algorithms.
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In the last (nth) individual in Fig. 2 we observe that in the first line the first MO is
applied, while in the last line of the slice the fifth MO is applied.

To drive the algorithm to the best possible solution we use a Fitness Function that
takes into account the results of the execution of each of the mutated programs,
against a number of predefined successful and faulty test cases, that is, test scenarios
that execute correctly or not, respectively, on the original unmodified program. Then
the algorithm assesses a specific replacement based on two elements: (a) The number
of successful test cases that remain successful after the replacement, (b) The number
of faulty test cases that become successful after the replacement has taken place. The
probability of a line to include a fault increases proportionally to the fitness of its
‘‘best’’ replacement. A specific solution suggests one or more lines that contain a fault.
The number of lines contained in each solution affects the fitness of that specific
solution. Specifically, each suggested solution (chromosome) is evaluated using the
following formula:

PL
n¼1 SSn � SWn

PS
j¼1

SSCj;n

� �
þ FSn � FWn

PF
k¼1

FSCk;n

� � !

N � SLW ð2Þ

where:
SSn and FSn are the numbers of successful test case scenarios that remained

successful, and of faulty scenarios that turned to successful respectively after
replacement n, SWn and FWn are weights defining the significance of the successful
and faulty test case scenarios respectively, SSCj,n is a constant score for a specific
successful test case scenario j after replacement n (in case we want to give a specific
successful scenario higher importance over the others), FSCj,n is a constant score for a
specific faulty test case scenario j after replacement n (in case we want to give a
specific faulty scenario higher importance over the others), SLW is a weight that
reflects the importance of the slice size, L is the number of lines contained in the
proposed solution, i.e. the number of genes that were graded with a value different of
0, S and F are the number of successful and faulty test scenarios respectively, and
N the slice size.

For the algorithm to terminate at least one of the following three criteria has to be
met: (i) The predefined maximum number of generations has been reached, (ii) A
chromosome has been evolved that yields the highest possible fitness score as
expressed by Eq. (2)–this is achieved when the chromosome involves only one line
that contains the fault and the proposed replacement converts all faulty test cases to
successful, while at the same time successful test case remain successful, (iii) For the
last M generations the fitness of the best chromosome becomes equal or lower
compared to that of the previous generation and M exceeds the 25 % of the total
number of generations set.
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4.1 Application Issues

A dedicated tool was implemented in Java to support the proposed approach.
(Screenshots are provided in Fig. 3). The user is able to select from two tabs, one for
the normalization and mutation of the original program’s code and one for the genetic
algorithm application. First, the user defines, using the left tab (Source Code Nor-
malization and Mutants Generation – Fig. 3) the folder that contains the source files
and packages of the Java code to test, as well as the mutation operators to be applied.
The available operators to choose from are part of those provided by the MuJava tool;
specifically those that fit the purposes of this work (see Table 1).

Upon definition of the aforementioned parameters, the tool first creates a nor-
malized version of the code (removes spaces, comments etc.), then it applies the
selected mutation operators on the specified program and finally it creates a new copy
(mutant), based on the normalized version, for each mutation. When all mutants are
created, the user may move to the second tab (Fault Localization – Fig. 3) where the
slicing criterion has to be defined according to which the static slice will be created.
This is basically the line where a ‘‘faulty’’ result or an erroneous value of a certain
variable is observed. At present, the static slice of the program is produced through the

Fig. 3. Screenshots of the supporting software tool.
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use of the Kaveri/Indus tool within the Eclipse framework, whereas in the future the
Eclipse will be replaced by a direct call to the slicing tool of Indus to fully automate
the process. The user has to define the test cases file that contain the successful and

Table 1. Mutation Operators used in our algorithm.
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faulty testing scenarios to be used, as well as the weights that involve three decimal
numbers defining the grading weights for the mutations. Finally, the user clicks the
Locate Fault button for the GA to start evolving the mutants. During this process, the
user first defines the initial values for the parameters of the Genetic Algorithm, with
the domain value for each gene being based on the maximum allowable number of
mutations for the line it represents. The results are then stored in a log file that
contains the program slice, the fitness function score in each generation and the
resulting slice with the correction to the fault, and are presented to the user.

5 Experimental Results

To assess the effectiveness and efficiency of the proposed approach we executed three
series of experiments the results of which are reported in this section: Category A
includes mutant programs with errors at the level of methods, while category B
involves errors induced at the level of classes. Category C evaluates the proposed
approach on real-world programs. In all experimental categories, special attention is
given on scalability issues, the latter being measured in terms of size, i.e. lines of code
of the source code and of the initial slice produced, as well as complexity, i.e. the
number of different source files involved that construct the executable slice and the
size of the test cases set needed for describing the correct functionality of each
program used. The experiments were performed on an Intel i7-2600 processor at
3.4 GHz with support for 3.8 GHz when Intel� Turbo Boost Technology is used and
4 GB of RAM.

The general parameters of the GA’s used in the fitness function were as follows:
For every slice, the weight of significance for faulty test case scenarios (FW) was set
to 3.0, while for successful (SW) was set to 1.0. The weight that reflects the signifi-
cance of the slice size (SLW) was always equal to 1.0. The number of generations was
set equal to 200, thus calculating M to 50 (25 % of the number of generations). The
specific GA settings were as follows: mutation and crossover probabilities were set to
0.01 and 0.3 respectively, while roulette wheel was used as the selection mechanism.
Finally, equal importance was given to all scenarios, with both the constant score for
successful and faulty test case scenarios after a replacement (SSC and FSC respec-
tively) being set to 10 for every scenario. The experimental results reported are the
average of 25 GA runs.

5.1 Experiment Series A’

This group corresponds to mutations performed at the method level. More specifically,
single errors producing first order mutations have been induced for the following
operator categories: (i) Arithmetic, (ii) Relational, (iii) Conditional, (iv) Logical and
(v) Assignment. The latter was performed via a shift operation thus covering also this
specific category of mutation operators.

The sample programs used in the experiments correspond to programming solu-
tions to well-known problems that are usually treated as benchmarks; these programs
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are available at http://www.cut.ac.cy/staff/andreas.andreou/files and are briefly
described below.

Credit Card Validation: This sample program reads a credit card number of
x digits and returns its vendor (Visa, AMEX, Diners/Carte Blanche, JCB, MasterCard,
or none of the above). The program may also check the digits of the card using an
algorithm that is suitable for that particular vendor so as to validate the card number.

Triangle Classification: This program, given the three sides (lengths) of a triangle,
performs classification in certain categories (equilateral, isosceles, scalene, not a
triangle).

Base 64: This program receives an input string, encodes it using a 64-character set
representation and finally decodes it back to string which returns as output.

Table 2. Results obtained using mutations performed at the method level.

Table 3. Sample of the testing scenarios used for the Credit Card Validation sample program.

\ m i n d p r o d \ c r e d i t c a r d \ V a l i d a t e C r e d i t C a r d . j a v a  1 
F ; 3 7 9 9 9 9 9 9 9 9 9 9 9 9 9 ; v e n d o r _ n a m e . e q u a l s ( " A m e x " ) 
S ; 4 0 0 0 0 0 0 0 0 0 0 0 0 ; v e n d o r _ n a m e . e q u a l s ( " V i s a " )  
S ; 4 9 9 9 9 9 9 9 9 9 9 9 8 ; v e n d o r _ n a m e . e q u a l s ( " V i s a " )  
S ; 0 ; v e n d o r _ n a m e . e q u a l s ( " E r r : n o  e n o u g h  d i g i t s ” )  
F ; 6 0 1 1 2 2 2 2 3 3 3 3 4 4 4 4 ; v e n d o r _ n a m e . e q u a l s ( " A m e x " ) 

Locating and Correcting Software Faults 219

http://www.cut.ac.cy/staff/andreas.andreou/files


Table 2 lists the results: the sample program, the mutation performed and the line
where the error was located are indicated in the first column, while the subsequent
columns include the number of lines in the source code files after normalization, the
size in lines of code of the initial slice fed to the algorithm, the number of files that are
used to construct the slice, the exact statement(s) with the proposed correction(s) and
the number of testing scenarios, both successful and unsuccessful, that were used to
guide the evolutionary process. An example of testing scenarios is given in Table 3 for
the Credit Card Validation program. Finally, the last column of Table 2 indicates the
time needed for the execution of the algorithm.

The error in each case was successfully detected and the correct fix was proposed,
with the time frame for providing the solution ranging from 23 s to almost 4.5 min.
The time needed to provide a solution depends on the number of lines in the initial
slice, the number of the test cases, as well as the number of source files contributing to
the formation of the slice. It is logical that the higher the number of both the lines of
the slice and the number of files the algorithm needs to visit for creating that slice, the
higher the time consumption to reach to locating the fault and propose the correct fix.
Also, the more test cases the algorithm has to examine the more time it needs to do so.

5.2 Experiment Series B’

This group includes programs that were fed with single errors corresponding to
mutations at the class level. More specifically, the errors induced relate to special
features of the Java programming language and also to inheritance. The sample
programs used (available at http://www.cut.ac.cy/staff/andreas.andreou/files) were the
following:

Person Sorted List: This program receives a set of numbers corresponding to the
identity card numbers of persons and sorts them in a list. An object of type Person is
inserted in the list if its ID is not already part of it. Finally, it returns the number of
persons in the list. The program uses inheritance for different types of persons like for
example employee and student. This program was modified in line 12 of the file
‘‘Student.java’’, using the IHD mutation operator, which inserted variable id in child
class Student so as to hide the corresponding variable in the parent class Person.
Also, this program was used in another experiment where line 83 of the file ‘‘Per-
son.java’’ was modified using operator EOC so as to replace method equals with the
‘‘==’’ operand thus providing comparison at the level of reference instead of content.

Shapes: It is a simple program that receives four input parameters (numbers) that
correspond to the dimensions of a circle (first parameter – radius), a square (second
parameter – side) and a rectangle (third and fourth parameters – sides A and B). The
program calculates the area of each shape based on the input parameters and then it
sorts the shapes using a Splay Tree according to their area. Finally, it returns the name
of the shape with the maximum area. The ‘‘Circle.java’’ file was modified using the
IOP operator and more specifically, lines 19 and 20 were interchanged so as to call the
method that calculates the area of the shape prior to assigning values to variables x1
and y1 which correspond to the sides of the shape.
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Graph-Shortest Path: This program receives a file as input which includes the
description of a graph, along with the cost of each edge. More specifically, the
program requires three input parameters, the first two corresponding to the start and
end of a certain route respectively and the third defining the algorithm which will be
used to calculate the shortest path and its corresponding cost. The program returns the
sequence of nodes which constitute the shortest path and the cost of that path
according to the input values. The program was modified in line 17 of the ‘‘Edge.java’’
file so as to include an error caused by the use of the JTI mutation operator. More
specifically, the keyword ‘‘this’’ was removed during the assignment of the local
variable cost. Therefore, the value of cost was assigned to the variable itself
instead of the local variable cost. Also, this program was used in another experi-
ment, where line 24 of the file ‘‘Vertex.java’’ was modified using operator JSD so as to

Table 4. Results obtained using mutations performed at the class level.
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insert the keyword ‘‘static’’ in the definition of variable scratch, thus causing all
instances (objects) of class Vertex to have the same value for that variable.

OrderSet: This program receives two sorted arrays as inputs and returns a new
array which contains only the elements that are common between the input arrays (line
260 in file ‘‘OrderSet.java’’ was modified with the EAMoperator by substituting
the call to method getSetLast() with the call to method getActualSize()).

Table 4 presents the results of the second category of experiments. Again, in all
cases the error was successfully detected and corrected. The time of execution ranged
from 20 s to something less than 2 min, again depending on the number of lines in the
input slice, the number of the test cases and the number of files that contribute to the
slice.

Concluding, the two series of experiments provided strong indications that the
proposed approach works quite satisfactory, covering a relatively wide variety of
errors, both in terms of type and complexity, locating and successfully correcting the
erroneous statements in 100 % of the benchmark cases.

5.3 Experiment Series C’

In the last series of experiments we demonstrate the application of the mutation engine
on real world source code by selecting source files from he Eclipse IDE following the
approach of Nica et al. [26]. We used the same methodology described in that work to
load the source code from Eclipse’s repository and then we selected some source code
files that could demonstrate the applicability of the proposed approach.

The source code files needed to contain classes and methods that could use input
parameters from the command prompt and return a type of variable that could be
checked automatically (e.g. string or integer). We created a main class for each file
which called the module using the parameters from the command line and returned
back the result of the class. To investigate how the algorithm scales up we selected a
module with less than 80 lines of code, one between 80 and 200 and finally one over
200 lines of code.

Specifically, the Eclipse (2012) modules used were the following:
org.eclipse.core.tools.ByteUtil.java: This module takes as parameters a byte array and
an integer and returns back a string with the number of characters being equal to the
value of the integer given. In case the string’s length is larger than the given integer it
appends three dots (…) in the string instead of the rest of the bytes in the array. The
error injected to the code was the change of the relational operator in line 15 from
i\bytesToBeShown to i\= bytesToBeShown. The size of this module is 60
lines.
org.Eclipse.core.tools.nsl.integerMap: This module takes as parameters a key and a
value so as to store the value in an array of predefined size. If the array is full it
proceeds and increases its size. The main method we created for this program receives
a number of parameters from the command line and uses them as a pair, with the first
value being treated as the key value and the second one as the value to be stored. It
then proceeds and calculates the sum of the values stored in the array. The fault
injected is located in line 55 where the ++ operator was added in statement
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values[emptySlot] = value; resulting in values[emptySlot] = ++

value;. The size of this module is 90 lines.
org.eclipse.jdt.internal.compiler.tool: This module verifies that
the options passed to the compiler tool are valid and stores them in the proper array of
string depending on the type of option (zero argument options, one argument options
and file manager options) while returning -1 if the option is not valid and 0 or 1 if it is
valid. We created a main class which reads as a parameter a given option and checks if
it is valid. We then manually injected a fault on line 126 by modifying the statement
if (length\= 6) to if (length[6). The size of this module is 261 lines. We
used 2 faulty test cases and 4 that verify correctly the program.

Table 5 presents the results of the last category of experiments. Again, in all cases
the error was successfully detected and corrected. The time of execution ranged from
10 s to something less than a minute, again depending on the number of lines in the
input slice, the number of the test cases and the number of files that contribute to the
slice.

The preliminary investigation of the applicability of the proposed approach on
‘‘real world’’ source code from a well-known and widely used IDE may be considered
successful and suggests that the engine works nicely for these scenarios as well.
Although it concerns only a small sample of programs, the results obtained are quite
encouraging, something that indicates that the proposed solution may indeed offer
practical benefits to testing real world software code.

6 Discussion on Possible Threads to Validity

This section briefly presents and discusses some considerations:

(i) Some of the programs used in the first two experiment series were small and
contained seeded, not real faults, and therefore one may argue that this may affect
the validity of the results in some way. This, actually, does not constitute a threat
to the validity of the proposed approach as: (a) The programs used were of the

Table 5. Results obtained from Eclipse modules.
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order of some hundreds of LOC, which are lower than some studies reported in
the literature (e.g. [10, 17]). This size, though, is among the acceptable average
sizes for classes and methods within classes. Our approach works at the level of
units, therefore the overall size of the program is not so important, as the pro-
posed algorithm will concentrate on the smaller, independent parts of the source
code each time. This was exactly the process followed for the larger programs of
series C, therefore we consider the proposed approach able to cope with prac-
tically any size of code. Additionally, the faults induced simulate the actual
omissions or mistakes made by programmers, thus we believe that the impact of
the ‘‘fakeness’’ of the errors used in this study is minimal.

(ii) The selection of the testing scenarios was performed manually, based on the type
of the program and the relevant functional specifications. The test cases were
chosen so as to cover the largest possible number of different paths of execution
and this is an issue that deserves research in its own merit; tools that are able to
assess the quality of the test cases against the specifications of a program could
be used in order to select the best possible set of test data automatically; this is
something we plan to pursue in the near future.

(iii) One of our concerns was the fact that a change being made to a part of the code
could influence other areas of the program possibly creating new (regression)
faults in the case where multiple errors exist in the code. Here we may identify
two different scenarios: (a) The fault repaired affects a line of code that is below
the changed statements as we move from top to bottom in the sequence of
execution; this would not really be considered a problem as the new fault would
be identified at a subsequent stage in a new slice, (b) The algorithm changes a
previously repaired statement that removed a formerly addressed fault so this
alteration goes undetected. At the moment, in order to handle this problem, we
create a log-file that contains all previous changes (repairs) made in the code; a
controller module consults this log-file prior to exercising mutations and prevents
the algorithm from attempting to make any changes to repaired statements. In
this case the algorithm skips the error, puts it in a separate file with ‘‘uncor-
rected’’ faults and continues with the next fault with proper notification of the
user.

(iv) A final possible threat is that the slicing tool works with Java ver. 5 but not with
newer versions, which means that we had to use the corresponding JRE in order
to create the slice for the program under testing. No tools make use of newer Java
versions at the moment, but we plan to tackle this issue by either modifying
existing tools to work with newer Java versions, or actually implementing our
own tools.

7 Conclusions

Software development suffers from low product quality and high percentage of project
failure. The presence of faults is one of the major factors affecting the quality of
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delivered products; that is why a high percentage of development time is devoted to
testing. Most of the time spent on software testing is devoted to actually locating the
faults in the source code instead of correcting them. It is obvious that there is a strong
need to develop a highly effective method for fault detection so as to reduce the time
required by the testing process and assist in increasing the quality of the code and the
productivity of software developers.

In this work we proposed a novel approach that is able to automatically detect and
correct faults in Java code. The approach utilizes backward static code slicing for
localising a fault and suggests possible corrections with the use of Mutation Testing.
Indus/Kaveri was used for creating the slices, while MuJava was the tool adopted for
applying different mutation operators selected by the user, both at the method, as well
as at the class level. The process of fault detection and correction through statement
replacement is a difficult problem to tackle with a large solution space; thus, we
resorted to using Genetic Algorithms so as to reduce it to a search optimization
problem. The GA evolved a number of candidate solutions-replacements of statements
that were assessed by a dedicated fitness function.

Two series of experiments with hand-seeded errors were conducted using sample
programs corresponding to well-known problems that are normally used as bench-
marks for testing. Series A’ involved programs with method-level errors, specifically
arithmetical, relational, conditional, logical and assignment errors, while series B’
included programs containing class-level errors related to Java features and inheri-
tance. The results suggested that the proposed approach works quite satisfactory,
covering a wide range of errors, both in terms of type and complexity. In addition, the
engine always identifies the error and suggests the correct replacement that removes
the fault.

A third series of experiments was also performed on real-world software, using
modules of the Eclipse IDE. The aim here was to assess the efficacy of the proposed
approach using source code of a very familiar program. We manually inserted faults in
different parts of the code of three modules selected and the engine yielded the correct
replacements to remove them.

The validation results of the experimentation process suggested that the proposed
approach is quite successful leading to the provision of applicable tools that may
greatly enhance the effectiveness of the testing process.

There are quite a few research steps that may be performed based on the present
work:

(i) We will attempt to collect more real case examples of programs from open source
repositories so as to have a richer close-to-reality set of results.

(ii) We plan to investigate the potentials of integrating a supporting module to the
existing tool that will enable a more ‘‘sophisticated’’ way for selecting the
appropriate test case scenarios automatically based on pre- and post-conditions
that express the functional specifications of a program. This would be made
possible with the use of the Java Modeling Language (JML) that is used to
describe such specifications in code. It uses ‘‘requires to specify’’ post-conditions,
that is, what needs to be true to call a method, and ‘‘ensures to specify’’ post-
conditions, that is, what needs to be true when the function terminates. They are
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included in the source code file just before the declaration of methods and are
being compiled along with the normal source code which essentially will be
checked against. JML may also aid in limiting the number of proposed solutions if
more than one exist, again based on the pre-conditions and post conditions found
in the source code.

(iii) We will address the problem of regression faults by attempting to provide
simultaneous repairs to more than one fault. To this end we plan to modify our
Genetic Algorithm so as to support multi-objective optimization through mul-
tithreading and parallel processing.

(iv) The tool will be upgraded to include statements of Java that our current imple-
mentation of the parser does not support. This will enable us to cover an even
larger number of errors by increasing the set of mutation operators supported and
including more complicated replacement operators. Also, direct calls to the Indus
tool will be provided, without the need for support by the Eclipse platform.

(v) Last, we will focus on upgrading existing or developing new tools that support
Java code of newer versions while supporting newer features, like JUnit test cases,
to assist in the assessment of possible solutions. Also, newer mutation tools, better
optimized for today’s processors, will be integrated in the proposed engine to
provide solutions to some other mutation problems like equivalent mutants.
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Abstract. While they follow similar procedures, evaluations of state of
the art error correction systems always rely on different resources (collec-
tions of documents, evaluation metrics, dictionaries, ...). In this context,
error correction approaches cannot be directly compared without being
re-implemented from scratch every time they have to be compared with
a new one. In other domains such as Information Retrieval this problem
is solved through Cranfield like experiments such as TREC [5] evaluation
campaign. We propose a generic solution to overcome those evaluation
difficulties through a modular evaluation platform which formalizes sim-
ilarities between evaluation procedures and provides standard sets of
instantiated resources for particular domains. While this was our main
problem at first, in this article, the set of resources is dedicated to the
evaluation of error correction systems. The idea is to provide the leanest
way to evaluate error correction systems by implementing only the core
algorithm and relying on the platform for everything else.

Keywords: Evaluation model · Framework · Error correction · Textual
documents · Distance and similarity measure · Metrics · Information
retrieval

1 Introduction

In order to propose an accurate way to evaluate error correction systems, it is
interesting to pay a special attention to their benefits and particularly to the
different shape of errors they have to deal with. Indeed, an error correction
system will be susceptible to perform worse or better according to the type of
errors the system will have to face to. So, this will have to lead to different
evaluation mechanisms. In this paper, we are particularly concerned by error
correction of a specific subset of data which consists in textual data. Indeed,
large amounts of data produced every day by the growing number of the Web
2.0 services users are error-prone. It makes it important to correct those errors
while they may disturb data management applications. While spell checkers are
amongst the most common Natural Language Processing (NLP) applications,
many computer applications rely on clean text processing techniques. It is only
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because of the increase of noisy text [16] that these techniques have been adapted
to take noise like errors into account.

Most documents were formerly produced by professionals who have to keep a
minimum level of quality while writing. Indeed their writings have to conform to
quality controls like newspaper editorial chain, article review... At Web scale, the
way information is produced is different while most (but not all) documents are
created by ordinary users [13]. In this last case, information is not provisioned as
a result of a professional work. Ordinary users are more likely to make mistakes
while using an inappropriate terminology (or a vocabulary they are not familiar
with). It is therefore legitimate to have some reservations about the quality of
their writings (both about the form and the substance). Moreover, web pub-
lished content is not constrained by quality control. For example, weblogs have
popularized the mass self-publishing with free and immediate release.

According to the problem of information quality, it might be interesting to
consider errors in Information Retrieval systems (IR) as well while it is one
of the principal ways to access data on the Web. Most of the time attempts to
correct errors with an IR improvement perspective consider only query correction
like the popular “Did you mean”. There are few researches aiming to correct
documents themselves like Ruch works [14], and works related to former TREC-5
Confusion Track [5] with OCR related errors and later TREC-6 with Spoken
document retrieval [18] track. However, at web scale, it is an important area
of improvement for IR systems [17]. Our state of the art led us to identify
difficulties in the benchmarking of error correction systems. For example there
is no common (and realistic) evaluation collection and some [1,12] publish their
testing sets while many others do not. It is important to have common testing
environments which rely on common collections and standardized metrics in
order to be able to compare solutions.

Our proposal consists in an evaluation model which applies to error correction
systems as well as low-level resources they rely on. For our sake, evaluations
results obtained later thanks to the framework implementing this model through
our platform will then allow the choice of the “best” error correction system to
use in the indexation phase of an IR system. That is why the specialization of
our model exposed later will be particularly focused on this aspect.

The context and positioning of this article is presented in Sect. 2 which defines
the key concepts used along the article and establishes a classification of com-
mon errors. In the Sect. 3 we present an overview of different error correction
approaches as well as practical issues related to the difficulties of evaluating
them. In order to address this problem, Sect. 4 presents our evaluation model
across a generic meta-model which is derived in a model we use to evaluate error
correction systems. The evaluation platform implementing this model is pre-
sented in Sect. 5. It allowed the analysis of some error correction mechanisms.
Implemented resources are described in Sect. 6 as well as our first evaluation
results. Finally, Sect. 7 provides our conclusions on the evaluation of error cor-
rection systems and presents our perspectives for their future integration into
IR systems.
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2 Context and Positioning

According to Shannon works related to information theory [15], noise can be
described as a corruption of information resulting in a difference between the
expected information (which is supposed to be correct) and the information
obtained (which might contain errors). At first, it is important to define what
an error is, and at least to clarify the definition retained in this article.

2.1 Key Concepts Definitions

Alphabet. If we consider textual information and take A, a finite set which
we call alphabet (in the case of the English language, A is matching all possible
characters in English). Thus, every character c belongs to the alphabet A, (c ∈
A).

Word. Let Ak be the set of words w composed by a sequence of k ordered
characters.

w ∈ Ak ⇔ w = c1, c2, . . . , ck−1, ck . (1)

Dictionary (or Lexicon). We call dictionary d (or lexicon), all valid words of
a language coming from an alphabet A (i.e. currently or formerly used by native
speakers of the language).

Error. An error e can be defined as the presence of at least one character
which differs from the expected character at a given position in the sequence
corresponding to a word w. Let w be in Ak and ci(w) denote the character at
position i in w :

w1, w2 ∈ Ak : w1 �= w2 ⇔ ∃i : ci(w1) �= ci(w2) . (2)

This definition covers all errors like ones due to the insertion, the deletion,
or the substitution of a character by another one as well as any other operation
which modify the sequence of characters composing a word.

Wrong Word (Resp. Target Word). We define a word with at least one
error (as w2) as a wrong word different from the correct intended target word
(as w1).

Error Correction System. ording to previous definitions, an error correction
system is a mechanism which allows to retrieve the correct intended target word
corresponding to a wrong word.

This preliminary definition of an error stays at high level so that it is possible
to refine it like we propose in the following section.
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2.2 Taxonomy of Errors

Errors in digital documents may have multiple origins. Indeed, errors can occur
(and accumulate) at each step in the process which leads to an electronic docu-
ment from an initial “abstract” information. Information is qualified as abstract
as it is not materialized in a physical medium digital or not. It is then possi-
ble to distinguish digital documents whether they are produced from a direct
materialization (e.g. keyboard input), or they passed through another state (e.g.
handwritten) before being digitized. We can make a distinction between errors
related to human intervention during information creation (false initial idea),
expression (verbalization of idea, association of idea with a word, spelling or
pronunciation problem), and writing of information (dysgraphia, poor typogra-
phy), and secondly, errors coming from computer data processing which occurs
during OCR phase.

In some cases, errors can be valid words as defined above. This type of error
is called real-word error (e.g. “diary” and “dairy”). Although this type of error
preserves most of the time the “syntactic” validity of the sentence in which
it occurs, it breaks its semantic coherence making the sentence unintelligible by
humans. Such errors cannot be detected (and hence corrected) efficiently without
the presence of a context such as words adjacent to the error. The context makes
it possible to identify semantic inconsistencies generated by the error, or at least
the low statistical probability for this word to be surrounded by the words which
compose its context. In most cases, errors result in invalid words that we call
non-words errors (e.g. “tree” and “teer”). This last type of error is easier to
detect because a simple comparison with valid words of a dictionary is sufficient.
Although the presence of a context may help to identify more precisely a proper
correction it is not mandatory while these errors can be considered as isolated
words out of context.

Most real-words errors come from abstract information, i.e. there is difficulty
in the ability of author to associate the correct word according to his thought (see
Fig. 1). This problem occurs most frequently with children, non-native writer,
and dyslexic people. However, typos and errors in character recognition rarely
belong to real-words.

The different types of errors being defined, we offer an overview of approaches
to correct them according to their type.

3 Considerations About Evaluation of Error Correction
Systems

In this section, we will introduce the most important approaches developed for
the correction of errors. While this is a very active topic, it is not an exhaustive
state of the art in terms of references. Nevertheless, we believe that great families
of approaches are represented.
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Fig. 1. Multi facet errors classification (error origin/type).

3.1 Overview of Error Correction Approaches

In this article, we do not choose to consider one type of error (non-word or
real-word) in particular even if the latter one is more difficult to identify as an
error.

Works on non-words error correction are referenced by [6,9]. However,
approaches having the best results rely on context, as well as approaches to
correct real-words errors.

Works on real-words error correction can be classified into two categories:
methods based on semantic information (or a human lexical resource) and meth-
ods based on machine learning (or information likelihood).

Approach based on “information semantics” was first proposed by [4], and
developed later by [3]. It detects semantic anomalies but is not limited to word
verification from predefined confusion sets (at least pairs of commonly confused
words) which model ambiguity between words. This approach is based on the
observation the words the writer intends to write are usually semantically related
to surrounding words while some errors resulting real-words are not. The problem
of detecting real-word errors is the same as the problem of homonyms. This is
an application of disambiguation methods to correct errors.

Mays et al. [7] propose a statistical method using probabilities of trigrams
of words to detect and correct real-words errors without requiring predefined
confusion sets. Wilcox-O’Hearn et al. [21] analyze advantages and limitations of
the method proposed by [7]. They present a new evaluation of the algorithm in
order to be able to compare the results with other methods. They also built and
evaluated some variants of the algorithm using fixed-size windows.
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3.2 Problems with Evaluation of Error Correction Systems

All these works refer to difficulties in the evaluation of their approaches compared
to the others. That is why works such as those of [21] are very important. Used
resources (reference dictionary, collections of errors, evaluation metrics) differ
significantly from the evaluation of one approach to another. Thus, collections
of errors (or collections of documents which contain errors) are rarely employed
in the evaluation and most of the time based on randomly generated errors in a
collection of documents. A significant work from Pedler [12] has been to collect
and make available documents produced by dyslexic people.

We propose a flexible evaluation model adapted for our needs to the eval-
uation of error correction mechanisms. However, it could relatively easily be
adapted to evaluate other kind of systems.

4 Proposal of an Evaluation Model

In order to allow a maximum level of re-usability, we have defined a generic
approach to evaluate systems. It may be closed systems considered as black
boxes as well as composites systems created from an original combination of
resources to evaluate.

This evaluation approach is described at a macroscopic level by a meta-model
we call the Generic Evaluation Model (GEM). Our main concern in the context
of this paper is the evaluation of different error correction mechanisms. So, we
rely on a Specific Evaluation Model (SEM) derived from the GEM and adapted
to this case. The SEM is tuned to evaluate the wanted type of system and only
needs to be instantiated to perform an experiment.

4.1 Definition of a Generic Evaluation Model (Meta-Model)

The GEM is a generic abstract representation of an evaluation model which
consists of five elements, so that the GEM can be defined by the 5-tuple:

GEM = 〈RD, RP , s, RE , a〉 . (3)

Where RD, RP and RE are input resources families to the model. These resources
respectively belongs to the following families:

– Data D: noted RD (e.g. data to process),
– Processing P : noted RP (e.g. algorithms to apply to data),
– Evaluations E: noted RE (e.g. evaluation metrics, reference values).

Each resource family includes a set of types of resources of its own and is depen-
dent on the derivation of the GEM in SEM .

s is a data processing module based on the resources R provided to produce
results (e.g. scores).

e is a module to evaluate data processing s results and produces performance
indicators (e.g. accuracy).

This meta-model is too generic to be usable for evaluation task. It must
be instantiated in a specific model SEM defined relatively to an experiment
evaluation needs.
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4.2 Derivation of a Specific Evaluation Model for Evaluation
of Error Correction Systems (Model)

The SEM is a derivation of the GEM for the needs of a particular evaluation.
In this paper, it has been derived to evaluate error correction mechanisms. These
can be full autonomous error correction systems which have their own resources
(this is a special case which will be specified later), or composite systems as
mentioned above. To define the SEM , we will initially define each family of
resources based on resource types it accepts.

Thus RD consists of resources rt of type Coll and Dict. Where, Coll rep-
resents the type Collection of documents which is represented by a list of pairs
of the form: wrongword, targetword. And Dict represents the Dictionary type
which is a list of the form: word,wordfrequency.

Similarly, RP consists of resources rt of type SDM or AS. The use of one
of these two types excludes the use of the other type of resource. Where, SDM
represents the type Similarity and Distance Measure whose values are normalized
in [0, 1] interval. While employed measures are standardized, the similarity is
1 − distance and vice versa. And AS, is a Autonomous error correction System.

Finally, we can define RE as resources rt of type EM . Where EM represents
the type Evaluation Metrics whose values are normalized in [0, 1] interval.

Each family of resources is subject to constraints on its cardinality which can
be different if the evaluated error correction system is autonomous or composite.

Thus, evaluation of a composite system (the general case) requires the instan-
tiation of a resource of each type:

∀t ∈ {Coll,Dict, SDM,EM}, |rt| ≥ 1 . (4)

The SEM is then represented by the following 5-tuple:

SEMcomposite = 〈{Coll,Dict}, SDM, s,EM, a〉 . (5)

However, when evaluating an autonomous system, it is considered as a
processing resource AS instead of SDM . In addition, the system is autonomous,
and does not require any dictionary.

The SEM is then represented by the following 5-tuple:

SEMautonomous = 〈{Coll}, AS, s, EM, a〉 . (6)

The proposed model formalizes concepts and follows intuitive evaluation
logic. However, this formalization is necessary for large scale evaluation. The
genericity of the model enables it to apply to the evaluation of various types of
systems via the instantiation of suitable resources. In this case, the model was
adapted to evaluate error correction mechanisms. The model was then imple-
mented in a platform which can serve as a framework for evaluation.

5 Implementation of the Evaluation Model

The implemented evaluation platform is based on the above model which defines
its different modules.
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Fig. 2. Evaluation model and overall architecture of the evaluation platform.

The platform was developed in Java and uses the OSGi standard [11] for
modules implementation. This allowed us to use the modularity of the proposed
model by defining common standard interfaces for each type of resources. This
makes it possible for a given type of module to replace it easily without impact-
ing the rest of the platform. Each module respect a contract has its own life
cycle and can be dynamically deployed on the platform. Processing module s
and assessment module a ensure the availability of the minimum needed set of
resources for testing.

The developed platform was used for our evaluation of some composite sys-
tems built from dictionaries, similarity (or distance between strings) measures
commonly used in error correction systems (Fig. 2).

6 Evaluation

6.1 Instantiation of Evaluation Model Resources

Evaluations conducted in this article consider only a reduced set of composite
systems. Resources used in the composition of these systems are exposed in
following paragraphs.

Errors Collection. Our evaluations only concern errors corrected regardless of
any context (at first time). This collection of errors has been compiled from com-
mon mistakes on Wikipedia, Wikipedia List of Common Misspellings WCM [19].
Errors come as a list of 4408 couples of the form:

<wrong word,target word>

This collection contains non-words as well as real-words errors. While real-words
errors are already labelled as errors, it is possible to suggest a correction without
the need for a context (which is not available).
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Fig. 3. Proportion of words in the collection identified as real-words (resp. non-words)
according to the used dictionary.

Fig. 4. Dictionaries size and collection of errors target words coverage.

Dictionary. In our first experiments, we implemented three different dictionar-
ies. A dictionary based on Wordnet [2,8], a unigram dictionary provided by the
AtD system [10], and an online collaborative dictionary Wiktionary [20].

Although a correction can be proposed both for non-words and real-words
errors, identification of the belonging of these errors to one or other of the cate-
gories is interesting to segment the collection and provide independent indicators.
This is a difficult task because the identification of the category is dependent of
the chosen dictionary (Fig. 3). Thus, new words not yet integrated in a dictio-
nary can be wrongly considered as non-words while unusual words may persist.
The temporal aspect is difficult to manage.

It may be noted on the histogram above that a larger dictionary tends to
identify more errors as real-words errors than a dictionary with fewer words. In
that sense, Figure 4 highlights the difficulty to choose a dictionary.

Indeed, the Wordnet based dictionary contains 147,000 words, and covers
only 73 % of target words corresponding to errors, while AtD dictionary has
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Table 1. Synthesis of online and offline error correction systems constraints.

Online error correction
(standard)

Offline error correction
(ITEC)

Contextual data Yes: directly usable No: metadata assumptions
Users interactions Yes: choice among many pro-

posals (5)
No: no choice high accuracy
required

coverage of 98 % with nearly 165,000 words only. Wiktionary dictionary has
coverage of about 98.5 % with over 2 million words.

AtD dictionary leverage the coverage of target words in the collection of
errors according to the number of words in the dictionary. Indeed it is the result
of a learning phase which allowed to keep only most frequent words.

Similarity and Distance Measures. As part of a first series of experiments,
only three similarity/distance measures were evaluated: Levenshtein distance,
Jaro and Jaro-Winkler distance. These three measures will then have to be
compared and maybe combined with other similarity measures such as phonetic
encoding based measures.

Evaluation Metrics. As a perspective we would like to integrate an error
correction system to an information retrieval system in order to improve its per-
formance Indexation Time Error Correction (ITEC) process described in further
works of Sect. 7). If the error correction process is conventional, it is necessary to
differentiate interactive or online error correction, and non-interactive or offline
error correction.

Indeed, in the case of online error correction, the system benefits from contex-
tual information about user input according to the device (smartphone, tablet,
netbook, laptop) and the physical layout of the keyboard keys. Moreover, it is
possible to suggest multiple corrections to the user at the same time. This allows
the user to choose the suggestion which fits best. Therefore, it is more important
to suggest the appropriate correction among propositions rather than ranking it
at the first position among them.

In the case of offline error correction, the problem is more complex. Indeed,
no contextual information about input of data (and available metadata are rel-
atively poor). Nevertheless, it is possible to assume that English texts should
be linked to standard QWERTY keyboard layout. It is particularly important
to promote accuracy in the case of offline error correction systems. Indeed, it is
important to suggest the proper correction in first place because the system can-
not rely on a user to choose the final correction. This phenomenon is necessarily
present when one wishes to reduce the responsibility of the user. It is therefore
necessary to have a correction system with maximum accuracy.
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These characteristics guided our evaluation metric choice to the Mean Recip-
rocal Rank noted MRR [18]:

MRR =
1

|errorCouples|
|errorCouples|∑

i=1

1
sugTWRi

. (7)

Where sugTWR stands for the rank of the suggestion which is effectively the
same as the target word.

This metric seems to be suited to the constraints of offline error correction
evaluation. Indeed, the MRR applies a significant penalty if the correct result
does not occur in first ranks. High MRR value means that the correct result
belongs to top ranked results. On the opposite, a low MRR value doesn’t mean
that the correct result is ranked very far, but only not in the first ones.

Instances of employed resources being defined, the next section presents the
results of initial experiments.

6.2 Experimental Results

Instances of previously defined resources allowed us to build a composite error
correction system to be evaluated for each combination dictionary/similarity
measure, nine systems found in nine Evaluation Model Instances rated EMI:

EMI 1 = 〈{WCM ,Wiktionary}, Jaro − Winkler , s,MRR, a〉
EMI 2 = 〈{WCM ,Wiktionary}, Jaro, s,MRR, a〉
EMI 3 = 〈{WCM ,Wiktionary},Levenshtein, s,MRR, a〉
EMI 4 = 〈{WCM ,AtD}, Jaro − Winkler , s,MRR, a〉
EMI 5 = 〈{WCM ,AtD}, Jaro, s,MRR, a〉
EMI 6 = 〈{WCM ,AtD},Levenshtein, s,MRR, a〉
EMI 7 = 〈{WCM ,Wordnet}, Jaro − Winkler , s,MRR, a〉
EMI 8 = 〈{WCM ,Wordnet}, Jaro, s,MRR, a〉
EMI 9 = 〈{WCM ,Wordnet},Levenshtein, s,MRR, a〉

(8)

Figure 5 shows MRR scores obtained by each of instantiations of the model.
As it can be seen, bigger dictionary (see Fig. 4) as Wiktionary allows a maximum
coverage of target words in the collection of errors at the cost of a lower rank of
the target word among the suggestions.

Indeed, the correct target word is lost in the quantity of words syntactically
close to the misspelled word, which leads to a low MRR. A dictionary of smaller
size allows a better ranking of the target word at the cost of an increased risk
that suggestion list misses the target word.

If we consider string similarity measures, we can see they have different
behaviors according to the dictionary (although they seem to be close most
of the time). Thus, Levenshtein seems to be the least sensitive of the three to
the size of the dictionary, while Jaro-Winkler which obtained good results asso-
ciated with Wordnet (small dictionary) seems to be less effective when combined



Towards a Leaner Evaluation Process 239

Fig. 5. MRR of different combinations between similarity measures and dictionaries.

Fig. 6. Comparison of MRR values obtained with and without taking into account a
common first character.

with Wiktionary. The difference between these measures is not very important
because they are not fundamentally different.

The study of the WCM collection allowed us to determine that among the
4408 couples that the collection contains 4274 wrong words share their first
character with their associated target word. It means that 97 % of errors couples
share their first character. We modified previously used similarity measures so
that they return a null similarity to dictionary words which do not share the
same first character as the misspelled word to correct. The results of nine new
EMI are shown in Fig. 6.

We can observe from the Fig. 6 that the heuristic which consists in the use
of the first character slightly improves the MRR of two of the three measures.
Only the Jaro-Winkler measure sees its MRR lowered. Moreover, this heuristic
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reduced significantly the computing time of suggested corrections by eliminating
a large number of candidate words each time an error is processed. This heuristic
thus seems interesting to integrate in composite systems.

In order to evaluate different kind of similarity measures, we decided to apply
previous string similarity measures on phonetic encodings of both errors and
candidates words. This allows the creation of a phonetic similarity measure. We
can observe on Fig. 7 that the combination of both measures is getting worse
results than simple string similarity measures (about half the MRR of sring
similarity measures).

Fig. 7. Comparison of MRR values obtained with a combination of String similarity
measures applied over a Metaphone 3 phonetic encoding.

This can be explained by the fact that the phonetic encoding made many
word candidates to be encoded by the same phonetic key. The problem comes
from the pessimistic computation of the rank of the correct result. Indeed, in the
case where many candidate words obtain the same score after the scorer pass,
our assessor consider that the rank of the correct result is the rank of the worst
one. So, if the ten best words candidates including the correct result have the
maximum score of 1, the assessor will consider that its rank is 10, not 1, not 5.
It should be better to be more fair in this case by using word frequency as a
second criterion to sort the results (or in the worst case by putting the rank of
the correct word at the mean rank of the same scored candidates).

7 Conclusions and Further Works

In this paper, we proposed a formal definition of key concepts related to error
correction. We also proposed a classification of these errors according to their
origins and their types and their related difficulties. Our state of the art about
error correction systems allowed us to identify a problem in the evaluation of
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these systems. We have proposed a comprehensive evaluation model including a
meta-model derived in a model that we instantiated. Afterwards, this evaluation
model was implemented in a modular and extensible evaluation platform we
used to evaluate 18 instances of the model through composite systems. While
this is not sufficient to validate the model in itself, it is hard to provide a meta-
evaluation with regards to other evaluation approaches. It only proves that it
works for evaluated cases.

As the developed platform is extensible we will integrate other similarity
measures between strings, as well as phonetic similarity measures. We will also
incorporate other heuristics such as those proposed in [22]. Other collections of
errors such as the one used by Aspell [4] will be included as well as collections
of documents tagged with errors such as the one used by [12]. The platform can
then be used to determine optimal parameters in the combination of different
approaches and heuristics. We wish to evaluate complete error correction systems
on the same platform. The results are more difficult to interpret because we do
not control the resources (including dictionaries) they rely on, but they will
provide reference results to locate raw performance of the evaluated approaches.

An Indexation Time Error Correction (ITEC) system can be used in the
analysis of documents to correct errors they contain and allowing creation of
more representative indexes. We wish to make indirect evaluation of error cor-
rection approaches by comparing the results obtained by information retrieval
systems on evaluation campaigns such as TREC [5] or INEX without ITEC and
with it enabled.
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Abstract. Systematic Literature Review (SLR or SR) and Systematic Map-
ping (SM) are scientific literature review techniques that follow well-defined
stages, according to a protocol previously elaborated. Besides systematizing the
search for relevant studies, the SR predicts the organization and the analysis of
the obtained results. However, the SR application is laborious because there are
many steps to be followed. Aiming to offer computational support to SR and
SM, the StArt (State of the Art through Systematic Review) tool was devel-
oped. Besides helping the steps of SR or SM, the StArt tool has implemented
visualization and text mining techniques to support the conduction and the
reporting of the SR or SM. A comparative analysis was carried out in relation
to StArt and other similar tools.

Keywords: Systematic literature review � Systematic mapping � Tool �
Visualization

1 Introduction

The Systematic Literature Review process (SR) has its origins in the medical area and
its objective, according to Pai et al. [1], is the creation of a complete and impartial
summary about a given research topic following well defined and known procedures.
Recently, this process is being adapted to the computer science area, particularly in
Software Engineering [2]. Some advantages of the SR usage are the coverage, the
replicability and the reliability of its process. Besides systematizing the search for
relevant studies, the SR predicts the organization and the analysis of the obtained
results. However, the SR process is more laborious than the research conducted on an
informal basis [2].
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A previous activity to the SR should be the Systematic Mapping (SM) which
objective, according to Petersen et al. [3], is to build a classification scheme and to
structure a software engineering research area. Like a SR, SM is also a laborious
activity and its process is similar to the SR process, with many repetitive steps. One of
the main differences between SR and SM is that the desired results of SMs are mainly
quantitative and the selected studies cannot be read in full. Despite this fact, quan-
titative data can also aid the summarization that should be provided by a SR.

Thus, considering that there are several steps to be executed and several docu-
ments to be managed, computer support can aid the conformance to the SR and SM
processes, enabling higher quality in their execution.

Since 2006, the StArt tool [4] has been developed. In 2008 it was completely
restructured and a new version is available [5, 6]. This version provides full support to
carry out SRs and visualization and text mining are being added for easing data
summarization since, in general, the SR outcome generate a lot of data for trans-
forming into knowledge. As mentioned by Burley [7], information visualization is a
valuable tool for knowledge integration activities and, in StArt, such views allow the
researcher to find, in a simple way, information on the most important events, the
evolution of the research topic by the academic community, and so on. This infor-
mation is very common in SM.

Another important contribution that has been reached with information visuali-
zation in StArt is the evaluation of the search strings quality. An important point in
this kind of literature reviews is to find and ensure that the search strings bring all the
relevant studies on the research topic. The StArt tool provides visualization of all the
studies retrieved as well as their references. Hence, it is possible identifying, for
example, if a frequently cited reference was or was not retrieved by the search string.

Based on this context, the objective of this paper is to explore the contributions of
information visualization for these kinds of literature reviews. Section 2 presents an
overview of StArt functionalities and highlights some features that aid the control of
SR and SM processes. Section 3 explains the visualization support provided by StArt
and how it can be used to enhance the summarization of the investigated topic.
Section 4 presents the support of text mining processing. Section 5 presents a com-
parative analysis of related tools and Sect. 6 presents the conclusions and future work.

2 An Overview of the StArt

Before explaining how information visualization and text mining processing help on
identifying important information for SM and SRs, an overview of the main func-
tionalities of StArt is presented below. As mentioned before, the processes of SR and
SM have some repetitive steps and require discipline and systematic practice from the
researcher. The information must be registered in an organized way, such that the
expected results are reached, the process can be replicable and all the information can
be packed.

Thus, StArt has been developed for providing automated support to as many steps
as possible. Functionalities to ease data summarization were also implemented in the
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tool as the possibility to display data through visualization and Excel formatted
reports, according to researcher’s needs.

As the SM process is a subset of the SR process, StArt was initially planned to
support SRs and currently it is being adapted to also support SMs. Figure 1 illustrates
the general process of SR, highlighting what is done with (left side) and without (right
side) StArt support. As electronic scientific databases do not allow automated search
of primary studies, steps 2, 3 and 4 must be executed without the support of the tool.
They are: the adjustment of search strings in search engines, which happens while the
protocol is being defined and reviewed; the execution of these search strings after the
protocol approval; and the exportation of the search result in a BibTex file, respec-
tively. The step numbers used in this figure will be used in the explanation of the StArt
functionalities.

The main functionalities of StArt are presented in the screen shot of Fig. 2. At the
left side there is the hierarchical directory tree with the SR process phases. At the right
side, the information associated to the functionality selected on the left side is
presented.

Shortly, the goals of the three phases are:

• Planning Phase, which consists of the protocol filling (Step 1 of Fig. 1);
• Execution Phase, which is composed of Studies Identification (Steps 2, 3, 4, and 5

of Fig. 1), Selection (Steps 6, 7, and 8 of Fig. 1) and Extraction (Step 9 of Fig. 1).
In this phase the researcher should identify the studies, select them and extract the
relevant information for answering the research question.

• Summarization Phase (Steps 10 and 11 of Fig. 1), which corresponds to the analysis
of the data extracted from each accepted study and the elaboration of a final report
describing the state of the art. For this phase, StArt provides graphics, spreadsheets
and data visualizations, aiming to make the researcher’s tasks easier. Such options
will be detailed in Sect. 4.

In the next sections, each phase is discussed in detail, exemplifying the support
provided by the StArt tool.

2.1 Planning

In this phase StArt supports the SR Protocol elaboration (Step 1 of Fig. 1) according
to the attributes suggested by [8]. Some of the attributes are: research question defi-
nition (the research question that the review is intended answer); keywords that will be
used for searching for studies; search engines (examples: ACM, IEEE, Scopus); cri-
teria for acceptance or rejection of studies; etc. There is a help message for each
protocol attribute aiming to guide its filling. The protocol is stored in the tool and can
be accessed and modified if necessary. It is worth noting that, to ensure the SR process
conformance, the content of the protocol fields are reflected in later steps of the SR
process. For example, when a search engine is chosen during the protocol filling, it is
added under the Studies Identification of the Execution Phase, as shown in Fig. 3.
Similarly, each attribute inserted in the Information Extraction Form Attributes during
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the protocol filling becomes a field that must be filled in during the Extraction Step
(Step 9 of Fig. 1), as shown in Fig. 4.

2.2 Execution

This phase of the SR has three steps according to the guidelines proposed in [2, 8].
The first one is Studies Identification (Steps 2–5 of Fig. 1). In this step, the researcher
should adjust the search string using the keywords earlier defined in the protocol.
After this step, the strings should be applied in each search engine, for example, IEEE,
Scopus, ACM, Springer and Web of Science. This action is not supported by the tool
and the search results must be imported into StArt. As the studies are being imported
into the tool, a score is assigned for each one, depending on the keywords defined in
the protocol appear in the title, abstract and keywords list of each study. This score
can be used, for example, to establish an order of reading once studies with higher
scores should be more relevant to the SR. Also, if the studies with higher scores are
not relevant to the research question, it is possible that the strings should be revisited
and improved. The string definition is an important point to the success of SRs, and its

Fig. 1. SLR steps: Left side – actions supported by StArt and Right side – actions not
supported by StArt.
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quality can be accessed through visualization provide by StArt, which is explored and
presented in Sect. 4.

The second step is Studies Selection (Step 6 of Fig. 1). In this step, the researcher
should use the inclusion and exclusion criteria, defined in the protocol, to classify the
studies as accepted or rejected. Duplicated studies are automatically identified by the
tool. When the study is accepted, the researcher can attribute to it a relevance level
(Very High, High, Low or Very Low).

The third step is Extraction (Steps 7, 8 and 9 of Fig. 2). At this step, the researcher
must read the full version of each ‘‘Accepted study’’, elaborate a summary and fill in
its Information Extraction Form (Fig. 4B).

Aiming to facilitate this step, it is possible to link the full text file (e.g. PDF files)
of each study with its record in the tool.

Fig. 2. Overview of the StArt tool.

Fig. 3. Search engines defined in the protocol are automatically inserted under Studies
Identification.
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2.3 Summarization

In this phase (Step 10 of Fig. 2), StArt provides the following facilities:

• Easy access to the information of all studies accepted in Extraction Step. Comments
and information extracted in previous steps can be accessed and copied to a text
editor added in the tool. After collecting that information, the researcher can
transfer this initial version of the summary to a more powerful text editor.

• Generation of charts that support a quantitative SR characterization. For example:
the percentage of studies identified by each search engine, the percentage of studies
accepted, rejected and duplicated in Extraction step, the times that each inclusion

Fig. 4. Relationship between attributes defined in the protocol and the form available during
the Extraction step.

Fig. 5. Options for specifying reports.
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and exclusion criterion was used for classifying the studies as accepted or rejected
(Fig. 11). In fact, this kind of quantitative data is particularly relevant for Sys-
tematic Mappings [3]. In case the researcher choose to do meta-analysis, carry out
statistical tests or elaborate other charts, StArt can generate, among other reports, a
spreadsheet that allows data manipulation outside the tool. These reports can be
generated according to researchers’ needs, based on options that allow grouping
data in different ways, (Fig. 5A), applying different filters (Fig. 5B) and choosing
specific characteristics of the studies (Fig. 5C). Figure 5D shows a preview of the
report.

• Deal with a large volume of data to discover features, patterns and hidden trends
through visualization. When an SR or SM process is finished, there is a large
amount of data related to the research topic that can show trends in the evolution of
the topic over time, which is interesting information to explain the state of the art.
As mentioned before, the information visualization is a helpful tool for knowledge
integration activities.

3 Visualization in StArt

Considering the importance of quantitative data for both the SR and SM and the fact
that information visualization explores the natural visual ability of humans aiming to
facilitate information processing [9], StArt uses visualization to facilitate knowledge
management about literature reviews. Using effective visual interfaces, it is possible to

Fig. 6. Visualization of publications on ‘‘traceability’’ over time.
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quickly manipulate large volumes of data to discover characteristics, patterns and
hidden trends.

Based on visualization, for example, it is easier to realize how a specific research
topic evolved over time. See Fig. 6 where the researcher’s interest was to understand
how the topic ‘‘traceability’’ was explored by the academic community, in relation to
the question investigated in this example. It is easy to identify that in 2005 and 2006
there was only one published study; in 2007 and 2008 there were few additional
studies, but in 2009, 2010 and 2011, the number of studies that mentioned the research
topic was more significant than in the previous years.

To build this visualization, the researcher should select the following options
(Fig. 6): green rectangle representing an accepted study; part of the study title nearby
the rectangle, the publication year as the grouping filter, and the Radial Graph as the
visualization technique.

Now, suppose that the researcher would like to identify appropriated places for
submitting a study or for publishing results of a literature review. In this case he/she
should select almost the same options mentioned before, exchanging year by place.
This visualization (Fig. 7), allows identifying the main discussion forums for the topic
under investigation. Observe that some places have few studies related to ‘‘trace-
ability’’, while some others have more publications on this topic. Besides, the visu-
alization type was Radial Graph and the studies titles were omitted.

If the researcher wishes to merge both the previous analysis in one graph, it would
be better to use a different visualization type. In this case the Tree technique seems

Fig. 7. Visualization of conferences/journals where ‘‘traceability’’ has been published.
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better, as shown in the screenshot of Fig. 8. The researcher can expand the levels
according to their need.

A double click on a selected study shows information (like authors, abstracts, etc)
about it.

In addition to the features described above, visualization is also used to show the
relationship among the studies recovered in literature review. This information allows
evaluating the set of studies and enhancing the search for them. This resource is better
explained in next section.

4 Text Mining in StArt

According to [10], the growing number of publications combined with increasingly
cross-disciplinary sources makes it challenging to follow emerging research topics and
identify key studies. It is even harder to begin exploring a new field without a starting
set of references.

During the conduction of literature reviews many studies are retrieved from var-
ious search engines through search strings. Hence, the researcher must be careful not
to leave out any studies that may be relevant. According to [11], the usual problem of
systematic reviews is that the more inclusive the search strategy, the more irrelevant

Fig. 8. Visualization of conferences/journals where ‘‘traceability’’ issue has been published
according to the year.
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studies will be retrieved; the more precise and specific the search strategy, the more
relevant studies will be missed.

In order to help minimizing this problem, StArt provides support to identify the
references of each study retrieved by the search strings. This support allows knowing
if there are studies not retrieved, but referenced.

As the search engines generally do not provide the list of references from each
study, this information is obtained by reading and extracting the references of the PDF
files of the retrieved studies. Every time a PDF file is linked to a study, StArt searches
the references in the PDF file. Aiming to identify information like authors, publication
place and title, regular expressions are used to identify the bibliographic reference
template that was used (APA, Harvard, IEEE, etc.). To determine which study is
related to another one, the similarity between the titles of the studies is calculated
using the text mining algorithm proposed by [12]. The result of this process is shown
through visualization as presented in Fig. 9. The study in the centre of the figure was
not retrieved in the literature review, but is referenced by five studies that were
retrieved.

This functionality is especially useful during the execution of pilot literature
reviews, which should be conducted for adjusting the protocol and the search strings,
as suggested by [8]. If there are studies not found but referenced many times, the

Fig. 9. Relationship among the studies uploaded into StArt and their references.
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researcher should verify, for example, if the keywords of these studies should be
considered in the protocol and search strings. If so, a new search applying these new
keywords must be performed aiming to find relevant studies that were missed.

Start also offers the functionality for detecting which of the studies imported into
the tool are similar. The similarity is calculated based on the abstracts through Vector
Processing Model [13]. The result of this processing is shown in a table as presented in
Fig. 10. This table provides a list of similar studies and their respective similarity
grade in relation to a study previously selected.

This list of similar studies can be used, for example: (i) to define the next study to
be analyzed; (ii) to facilitate comparison between similar studies and (iii) to make the
inclusion and exclusion of studies easier – studies with a high level of similarity to an
excluded study tend to be also excluded.

Other researches use text mining in the context of SR or SM, but it is not available
in tools that support the whole SR or SM processes.

Malheiros et al. [14] proposed the use of a visualization tool, named PEx, to
support the first step of studies selection. PEx has a module that processes the abstract
of the primary studies, eliminates stopwords, calculates the terms frequency and,
based on this result, displays clusters of studies to facilitate their analysis.

Fig. 10. List of similar studies in relation to a selected study – the similarity grade is
highlighted.
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Felizardo [15] continued the previous research and presented the VTM (Visual
Text Mining) tool which supports studies selection. As proposed by Malheiros [14],
the result of text mining processes is shown by different visualization techniques
which help applying the inclusion and exclusion criteria previously inserted in VTM
tool.

It is important to notice that the focus of these studies is the studies selection step.
On the other hand, in Start, visualization and text mining are currently being used to
support the search string definition and the SR or SM Summarization phase.

5 Related Tools

In the literature, there are some tools to support the management of bibliographic
references, which are commonly used by researchers to aid in the SLR process. The
purpose and the coverage of these tools are different and they are not related to the
SLR process proposed by Kitchenham [2], except for SLR Tool [16].

Only SLR Tool [16] focuses on Systematic Literature Review. However, its
installation requires the availability of a specific database management system and a
pre-configuration of the environment, which can restrict its use, mainly by researchers
of other research areas such as Medicine and Nursing, who are also supporters of the
SLR process.

Another characteristic of SLR Tool is that it only works with the English and the
Spanish versions of the Windows operating system. StArt, on the other hand, can be
easily installed, since it has a simplified installer and it can also run with a copy of the
executable on the researchers’ machines. Table 1 presents related tools that were
analyzed and shows some of their features.

Table 1. Features of the StArt and the tools found in the literature.

Free Protocol
definition

Bibliographic
reference
manager

Citation
export

Attributes
customization

Automatic
classification of
papers

Similar papers
identification

JabRef Yes No Yes Yes Yes No No

EndNote No No Yes Yes Yes No No

ProCite No No Yes No No No No

Reference
manager

No No Yes No No No No

RefWorks No No Yes Yes No No No

BibEdt Yes No Yes No No No No

Zotero Yes No Yes Yes Yes No No

Biblioscape No No Yes No No No No

Bookends Yes No Yes Yes Yes No No

Library
master

No No Yes Yes Yes No No

Mendeley No No Yes Yes Yes No No

Mekentosj No No Yes Yes No No No

SLR tool Yes Yes Yes Yes No No No

StArt Yes Yes Yes No Yes Yes Yes
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6 Conclusions

This paper explored the use of visualization for making easier the interpretation of
data provided by Systematic Literature Review and Systematic Mapping. This visu-
alization is available in StArt, which also supports the steps of SR and SM processes.
As these processes are laborious, posses many repetitive steps and require that all
information is packed, the availability of computational support is relevant.

Although there are some tools that have been used by researches to aid the con-
duction of literature reviews, most of them are reference manager. Some examples are
JabRef (jabref.sourceforge.net), EndNote (www.endnote.com), ProCite (www.procite.
com), Reference Manager (www.refman.com), RefWorks (www.refworks.com) and
Zotero (www.zotero.org). Only SLR tool [16] focuses on SR process [8]. However, it
works only on the English or Spanish versions of the Windows operating system.

As StArt is closely associated to the SR and SM processes, it provides many
facilities that make easier the conduction of these types of reviews. Some charac-
teristics that differentiate it from the other tools are the score, which is calculated
automatically and can give insights on the paper relevance; different types of data
visualization that can aid to map the research area; extraction of the references of the
studies gathered in the review, that allows evaluating the adequacy of search strings
and improving the quality of the whole activity; and other facilities that make the
conduction of the process more manageable.

Considering the importance of packing the SRs or SMs data, StArt saves all data in
a ‘‘.start’’ file which allows conducting a review in sessions and sharing a review with
another researcher. In addition, as StArt provides a simple text editor for writing an
initial summary of the state of the art, this summary is also packed. StArt is being
continuously evolved and tested. The tool was also evaluated from the perspective of
its usefulness and ease of use, according to the TAM model, which found that the tool
is useful to users and can be easily used by researchers [6].

As future work, it is planned to continue the development of StArt emphasizing
the analysis related to Systematic Mappings. This objective has already initiated with
the addition of visualization, but there are other features that can enhance its support
for SM. Besides, it is planned some experimental studies that aim to establish a
strategy to improve search strings based on the references of the collected studies and
also to explore the tool as a support to conduct meta reviews.

Acknowledgements. The authors thank the students and researchers who have been used StArt
and are giving constant feedback to development team and CNPq, CAPES and Observatório da
Educação Project for financial support.
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Abstract. Infrastructure frameworks are used to accelerate the devel-
opment of information systems. These frameworks encompass software
concerns commonly used in the information system domain, e.g. “persis-
tence”, “authentication” and “concurrency”. Although these function-
alities improve productivity, the reuse process is still heavily based on
writing source code, which forces the development teams to learn low
level details of the frameworks being reused, causing the reuse process to
be entirely performed during implementation phases. In this article, the
focus is on Crosscutting Frameworks, which modularize specific types
of software concerns. Since these frameworks can also be infrastructure
frameworks, in this article, a new model-driven process is applied in a
persistence crosscutting framework. A tool was created to support the
process, which was successfully evaluated in an empirical study. This
process was compared to the conventional process in an empirical study
in order to evaluate the efforts needed to successfully reuse the frame-
work. In our study, the tool usage has reduced the reuse process time by
more than 97 %.

Keywords: Model-driven engineering · Framework reuse · Aspect-oriented
programming · Crosscutting framework · Empirical study

1 Introduction

Enterprise Information Systems (EIS) are fundamental for many companies,
which makes important to be able to create more quality EIS in less time.
Reusing software frameworks can be used to deal with this issue. Frameworks
were firstly defined by Fayad [1] as “sets of reusable and customizable software
components for specific application domains”. There are many types of frame-
works, but in this paper, we concentrate on a specific kind of framework called
“Crosscutting Framework” (CF), which are aspect-oriented frameworks.

Aspect-Oriented Programming (AOP) was created to improve the modular-
ization of a system by providing language abstractions for crosscutting concerns,
which could not be well modularized using previous paradigms [2]. As soon as
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the first Aspect-Oriented languages became available, researchers proposed new
techniques to improve reuse of crosscutting concerns, among those proposals
are “Crosscutting Frameworks” (CF). Crosscutting Frameworks are intended to
modularize and ease reuse of a single crosscutting concern that may affect a soft-
ware system, for example, persistence, concurrency, authentication and business
rules. Also, these frameworks can be customized to better fit into the software
requirements [3].

The conventional reuse process of most CFs found in literature apply white-
box reuse strategies in their instantiation process, relying on writing source code
to reuse the framework [3–14]. This abstraction level forces application engi-
neers to worry about low level details of implementation, which leads to the
following problems: the application engineer must know coding details regarding
the programming paradigm employed to develop the framework, which makes
the CF reuse process learning curve steeper; coding mistakes are more likely
to happen when the reuse code is created manually; several lines of code must
be written for the definition of small number of information needed during the
reuse process, impacting development productivity; reuse process can only be
started during implementation phase and the framework reuse documentation,
e.g., “cookbook”, may be complex to understand.

In this paper, a new Model Driven Development (MDD) approach is pre-
sented. Its main objective is to shorten development time of applications that
reuse a specific type of framework. MDD combines generative programming,
domain specific languages and software model transformation. Its objective is to
shorten the gap between the problem and solution, by applying models that pro-
tect developers from implementation platform complexity [15]. These languages
are used to express domain concepts in a more effective way, while transforma-
tions are performed to convert models to codes or other models [16,17]. There-
fore, we employ MDD on the purpose of raising the abstraction levels of reuse
process.

The model must be created by the framework developer after developing a
framework. The idea is to release the model along with the framework code to
support its reuse by replacing textual cookbooks. This model should then be
used by an application engineer in order to support the reuse of the framework.

The use of the model is inserted in a new process for CF reuse, which allows
an application engineer to reuse these frameworks in our model driven approach.

This paper is structured as follows: in Sect. 2, there are related works, in
Sect. 2.1, Crosscutting Frameworks are explained; in Sect. 3, the Proposed Model
and the Reuse Process are shown; in Sect. 4, a tool to support the process is
used to reuse a persistence framework as an example; in Sect. 5, an empirical
evaluation is presented and in Sect. 6, there are the conclusions.

2 Related Works

The approach proposed by Cechticky et al. [23] allows object-oriented application
framework reuse by using a tool called OBS Instantiation Environment. That
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tool supports graphical models do define the settings of the expected application
to be generated. The model to code transformation generates a new application
that reuses the framework.

The proposal found in this paper differs from their approach on the following
topics: (1) their approach is restricted to frameworks known during the develop-
ment of the tool; (2) it does not use aspect orientation; (3) the reuse process is
applied on application frameworks, which are used to create new applications.

Another approach was proposed by Oliveira et al. [24,25]. Their approach
can be applied to a greater number of object oriented frameworks. After the
framework development, the framework developer may use the approach to ease
the reuse by writing the cookbook in a formal language known as Reuse Defini-
tion Language (RDL) which also can be used to generate the source code. This
process allows to select the variabilities and resources during reuse, as long as
the framework engineer specifies the RDL code correctly.

These approaches were created to support the reuse during the final develop-
ment stages. Therefore, the approach proposed in this paper differs from others
by the supporting earlier development phases. This allows the application engi-
neer to initiate the reuse process since the analysis phase while developing an
application compatible to the reused frameworks. Although the approach pro-
posed by Cechticky et al. [23] is specific for only one framework, its can be
employed since the design phase. The other related approach can be employed
in a higher number of frameworks, however it is used in a lower abstraction
level, and does not support the design phase. Other difference is the generation
of AOP, which improves code modularization.

2.1 Aspect-Orientation and Crosscutting Frameworks

Aspect-Oriented Programming (AOP) is a paradigm created to improve code
modularization. AOP languages provide constructions to allow modularization
of crosscutting concerns, which are concerns that may affect several parts of code
and cannot be modularized correctly with many other paradigms, e.g. Object-
Oriented [18]. Among these constructions, Pointcuts are used to capture join-
points of an application, which may receive new behavior when affected by a
crosscutting concern. Examples of join-points include method executions, object
constructions and attribute definitions. Advices are constructions similar to oper-
ations that define a behavior to be applied on join-points captured by Pointcuts.
For example, an advice may be defined to apply a behavior on several join-points
to reduce code replication. Aspects are constructions similar to classes used to
modularize Pointcuts and Advices.

Crosscutting Frameworks encapsulate the generic behavior of a single cross-
cutting concern [3]. There are crosscutting frameworks developed for persistence
[3,6], security [5], cryptography [8], distribution [6] and other concerns [4]. Their
main objective is to make to reuse of such concerns easier during the develop-
ment of an application without the need to use explicit function calls from the
base code.
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As well as other types of frameworks, Crosscutting Frameworks also need
information regarding the base application in order to be coupled correctly. For
instance, reuse requirements for an access control CF may be: (1) informing
methods that should receive access control; (2) informing user role names for
system users; (3) informing how many times a user is allowed to enter an incorrect
password before being blocked.

Unlike application frameworks, which are used to generate a whole new appli-
cation, a CF needs to be coupled to a base application in order to become func-
tional. The standard usual process to reuse a CF is composed by two activities:
instantiation and composition. Instantiation is the conventional reuse process in
which framework code is specialized for the base application. During this process,
classes are extended, hooks are defined, variabilities are chosen or implemented.
During the composition activity, pointcuts and composition rules are defined,
unifying the chosen variabilities and the base code. The code created specifically
to reuse an CF is referred as “reuse code”.

The final application is composed by three types of code modules: base, reuse
and framework. The “base code” represents code of the base application. In the
“framework code” there is the code of the CF, which is untouched during the
reuse process. The “reuse module” is the connection between the base application
and a framework. Each final application can be composed by several frameworks,
each one coupled by a reuse module. However, there must be only one base
module, which encompasses the main method, also known as the application
entry point.

3 Model-Driven Approach for CF Reuse

3.1 Proposed Model

In this paper, we propose a new model named “Reuse Model” (RM). We also
created a graphical form to represent the model as shown on Fig. 1.

Fig. 1. Reuse Model Form.
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The RM should be provided by the framework developer in order to represent
a reuse documentation in a high level. Each CF available for reuse should have
its own RM. The idea is to release this model along with the framework to
support its reuse process. Since the framework developer has good knowledge
regarding the framework, that person is able to document how the reuse should
be performed. The RM is also used to document the information needed by the
framework in order to be coupled to the base code.

The RM is intended to improve the understandability of the framework dur-
ing reuse process. By analyzing the model, an engineer reusing the framework
should be able to learn about the information needed during the reuse process.
This model also represents the variabilities provided by a framework that must
be chosen by that engineer.

There are five possible elements in the presented model: “Pointcuts”, “Type
Extensions”, “Options”, “Option Groups” and “Values”. The “PointCuts” rep-
resent join-points of the base application code that should be affected by the
crosscutting framework; “Type Extensions” represent types found in the base
application that must extend or implement classes, aspects or interfaces found
in the crosscutting framework. “Option” and “Option Group” represent vari-
abilities provided by the CF that may be chosen by the application engineer and
“Value” represent any other numeric or textual values that must be informed
while reusing the framework. For instance, to be able to instantiate a persistence
CF, the application engineer must specify methods from base application that
should be executed after a database connection is opened and before it is closed.
It is also needed to specify methods that represent data base transactions, and
the variabilities must be chosen, e.g., the driver which should be used to connect
to the database system.

In order to instantiate the framework, the RM may indicate the need of
informing join-points of the base code where crosscutting behavior would be
applied, as well as classes, interfaces or aspect names that would be affected.
Framework variabilities that must be chosen during reuse process are also visible.

The RM is employed to support the reuse process of a crosscutting frame-
work. It is intended that the reuse process can be completely executed by com-
pleting the form. Therefore, it should be used by the application developer in
order to reuse a framework. When concluding the reuse process by completing
the model with the information needed by the framework, the reuse code gener-
ation is possible. For example, on Fig. 1 there is an instantiation of the RM for a
Persistence CF [19]. By processing the model on a model to code transformation
process, the reuse code will be generated. This example and the code generation
are further explained in the “Approach Usage Example” section.

3.2 Development Process

A new reuse process is specified when considering the model to support the
reuse of Crosscutting Frameworks. In order to explain the new process, there
is an activity diagram on Fig. 2 which illustrates the perspective of engineers
reusing the framework.
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Fig. 2. Reuse Process Activity Diagram.

The reuse process starts on the left side of the figure. The application being
developed is composed by the “Base” and “Reuse” modules. By analyzing the
application being developed (‘a’), the engineer should be able to identify the
concerns that would affect the software, possibly by using an analysis diagram
(‘b’). By identifying these concerns, the engineer has the opportunity to select
crosscutting frameworks at that moment and begin the reuse process since earlier
development phases (‘c’). A configuration file (‘d’) can be employed to select a
subset of the features and variabilities, which are present in some frameworks.
This configuration file is also employed to instantiate a reuse model from a
template by selecting the groups which represent the selected features (‘e’).

As established in the process, we recommend to design the application after
identifying the frameworks in order to develop a base application design com-
patible to the framework. After designing a base application (‘g’)(‘h’), names of
classes and methods are defined, which are enough to complete the reuse model
(‘i’)(‘f’). Once the design and) the reuse code are complete, it is possible to write
the application source code (‘j’)(‘l’) following the established design and gener-
ate the reuse code (‘k’)(‘m’). Once all code modules are complete (base, reuse
and framework), the final application can be built (‘n’)(‘o’), which completes the
process.

It is important to point that the tool being presented on this article is part
of a larger project we are working in order to create a integrated development
environment for applications that reuse crosscutting concerns. This environment
also supports selection of subsets of features of a framework and allows applica-
tion developers to download the framework instance optimized to their needs.
These details are not described in this article.
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The Reuse Model contains information needed by the framework being reused.
By identifying that information during earlier development phases of the base
applications, it is easier to define it correctly in a specific way which all infor-
mation needed can be easily extracted. Consequently, the base application is
not oblivious about the framework and its behaviors, however, the modules are
completely isolated and have no code dependency among them.

It is important to point that the Reuse Code itself depends on the Base Code
during the build process, however, its definition can be made as soon as the base
application design is complete.

The advantage of modularizing the reuse code with aspect oriented concepts
removes the dependency between the base application and the reuse code. This
allows repeating the code generation without affecting the base code. A new tool
to support the process is presented in the next section.

4 Approach Usage Example

In this work, a tool was implemented to support the proposed process. The tool
was developed using Eclipse Modeling Framework [20]. It is capable of presenting
the proposed model as a form and is also able to transform the model to generate
reuse code. For example, we employed the tool to perform the reuse process on
a Crosscutting Framework that modularizes the persistence concern [19].

The Reuse Model of the CF is shown in Fig. 1. The last line of each box
is initially blank, and must be filled by the application developer with details
regarding the base application. The pointcuts “Connection Opening”, “Con-
nection Closing” and “Transactional Methods” are intended to capture specific
join-points of the base application, e.g. methods of the base application that will
be affected by the framework. The first two represent, respectively, method that
should execute after a database connection is open or before it is closed, whereas
the last pointcut represents methods that encapsulate data transactions.

The “Persistent Objects” is a type extension definition, then, it may rep-
resent either a class or an interface that should be extended or implemented
by a base class or interface. In this case, the application engineer must supply
names of classes (or their super-types) which represent objects that should be
persisted on the database. The other elements represent framework variabili-
ties that should be defined by the application developer. For example, the form
in Fig. 1 is completed with information of a base application. There are three
referenced “Persistent Objects”; their classes will receive methods and crosscut-
ting behavior in order to implement the persistence concern and persist their
instances in a database.

There are four selected values on the right of the figure. The first one is
used to define if the objects should be saved automatically upon modifying
their attributes, which can be performed by the “Dirty Objects Controller”.
The second is employed to define the connection string, finally, the other two
inform the connection user-name and password.

After completing the Reuse Model Form, it is possible to execute a code
generator, which is a model to code transformation tool capable of generating
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Fig. 3. Reuse Code

a reuse code in AspectJ, illustrated on Fig. 3, which allows coupling the base
application to the framework in a separate module. The final software is the
composition of base application code, reuse code for each reused framework and
the code of reused frameworks.

In the first aspect, the three pointcuts are implemented by extending an
abstract aspect of the framework with information of the methods found in
the base application. In the second aspect, the type extension is implemented,
then the classes “Customer”, “Resource” and “Order” receive an interface of the
framework, which is used to apply crosscutting behavior. In the third aspect, the
values are set by overriding methods of the framework. The interface “Selected-
Manager” is implemented by classes which extend the selected database connec-
tion. However it is not visible in this article, due to size limitations.

5 Evaluation

We conducted empirical studies in order to analyze differences between using
the reuse support tool and using the conventional reuse technique, therefore,
our goal was to identify which technique takes less effort to reuse a crosscut-
ting framework. The planning of this study was made considering the guidelines
proposed by Wohlin et al. [21].
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Table 1. Hypotheses.

H0 There is no difference between using our tool and using an ad-hoc
reuse process in terms of productivity (time) to successfully couple
a CF with an application. Then, the techniques are equivalent.
Tc - Tm ≈ 0

Hp There is a positive difference between using our tool and using an
ad-hoc reuse process in terms of productivity (time) to successfully
couple a CF with an application. Then, the conventional technique
takes more time than the model based tool. Tc - Tm > 0

Hn There is a negative difference between using our tool and using an
ad-hoc reuse process in terms of productivity (time) to successfully
couple a CF with an application. Then, the conventional technique
takes less time than the model based tool. Tc - Tm < 0

5.1 Study Definition

The objective of the study is to compare the efforts regarding the reuse of frame-
works by using conventional technique and the model based tool.

A Crosscutting Framework is considered in two reuse techniques: The con-
ventional reuse technique and the model based tool that we created. The quan-
titative focus is to compare the efforts needed to reuse a framework with the
model based reuse tool and the conventional technique. The recorded timings
are considered to determine the effort. The qualitative focus is to determine
which technique takes less effort during reuse. The experiment was conducted
from the perspective of application engineers who intend to reuse CFs. The
study object is the ‘effort’ to perform a CF reuse process. The experiments were
planned to compare which technique takes less effort during reuse. The subjects
were required to reuse frameworks using the different techniques. An information
system was created in order to gather the timings. We added code to the reused
applications to submit the data to a server which combined all timings data into
a database with milliseconds precision. This submission was transparent to the
participants.

This study was conducted with students of Computer Science, in this section,
they are referred as participants. Sixteen participants took part on the exper-
iment, eight of these were undergraduate students and the other eight were
post graduate students. Every participant had prior AspectJ experience and
was required to reuse a CF for the persistence concern [19], coupling it to a pro-
vided application using either the model support tool or the conventional ad-hoc
technique.

The Table 1 contains our formulated hypotheses. There are two variables
shown on the table: “Tc” and “Tm”. “Tc” represents the overall time to reuse
the framework using the conventional ad-hoc technique while “Tm” represents
the overall time to reuse the framework using the model based tool. There are
three hypotheses shown on the table: “H0”, “Hp” and “Hn”. The “H0” hypoth-
esis is true when both techniques are equivalent; then, the time spent using
the conventional technique minus the time spent using the model-based tool is
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Table 2. Study Design.

Phase Group 1 Group 2

Training Reuse techniques training
Repair shop

1st reuse Conventional Models
Pilot phase Hotel application

2nd reuse Models Conventional
Pilot phase Library application
1st Primary Conventional Models
Reuse phase Deliveries application

2nd Primary Models Conventional
Reuse phase Flights application
1st Secondary Conventional Models
Reuse phase Medical clinic application

2nd Secondary Models Conventional
Reuse phase Restaurant application

approximately zero. The “Hp” hypothesis is true when the conventional tech-
nique takes longer than the model-based tool; then, the time spent to use the
conventional technique minus the time of the model-based tool is positive. The
“Hn” hypothesis is true when the conventional technique takes longer than the
model-based tool; then, the time taken to use the conventional technique minus
the time taken to use the model-based tool is negative. As these hypotheses
consider different ranges of a single resulting real value, then, they are mutually
exclusive and exactly one of them is true.

The dependent variables are those which we analyze in this work. For each
study, we provide analysis of the “time spent to complete the process”. The inde-
pendent variables are controlled and manipulated, for example, “Base Applica-
tion”, “Technique” and “Execution Types”.

The participants were selected through non probabilistic approach by conve-
nience, i. e., the probability of all population elements belong to the same sample
is unknown. They were divided into two groups. Each group was composed by
four post graduate students and four undergraduate students. Each group was
also balanced considering a characterization form and their results from the pilot
study. On Table 2, there are the phases planned for the study.

Base applications were provided along with two documents. The first docu-
ment is a manual regarding the current reuse technique, and the second docu-
ment is a list of details, which describes the classes, methods and values regarding
the application to be coupled which are needed when reusing the framework. The
applications had the same reuse complexity, then, in order to reuse each applica-
tion, the participants had to specify four values, twelve methods and six classes.
Each phase row of the Table 2 is divided into the name of the application and
the technique employed to reuse the framework.
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5.2 Operation

At first, every student was introduced to the tool and was taught how to reuse
the crosscutting framework using the tool and conventionally. During each phase,
the students were required to reuse the CF with a provided application. During
the following phase, the participants were required to use the opposite technique
to reuse an equivalent application.

Initially, the participants signed the consent form and then answered a char-
acterization form, which had questions regarding knowledge about AspectJ con-
structs, Eclipse IDE and Crosscutting Frameworks.

After concluding the characterization forms, participants were trained on
how to reuse the supplied CF by using the model based reuse tool and then
conventionally. It is important to note that every participant already had a basic
experience with AspectJ and the conventional reuse of crosscutting frameworks.

The pilot experiment was executed after the training. The participants were
split into two groups considering the results of characterization forms. The pilot
experiment was intended to simulate the Primary Study, except that the applica-
tions were different, but equivalent. During the pilot experiment, the participants
were allowed to ask questions about any issues they did not understand during
the training. This could affect the validity, then, the data from this activity was
only used to rebalance the groups.

During the Primary Study, the participants reused other two applications
starting with a different technique for each group. The Secondary Study was
another experiment with another two applications.

The recorded timings during the reuse processes with both techniques during
both study executions are on Table 3. There are five columns in each of these
tables, “G.” stands for the group of the participant during the activity; “Applica-
tion” stands for the application being reused; “T.” stands for the reuse technique
which is either “C” for conventional or “M” for model based tool; “P.” column
lists an identifying code of the participants (students), whereas the least eight
values are allocated to post-graduate students and the rest are undergraduate
students; “Time” column lists the time the participant spent to complete each
reuse phase.

The information system was able to gather the timings with milliseconds
precision considering both the server and clients system clocks. However, used
in the calculations only consider the server time, then, the delay of transmission
by the computers are not considered, which are believed to be insignificant in
this case, because preliminary calculations considering the client clocks did not
change the order of results. The raw data captured from the experiments can be
also downloaded as spreadsheets from http://www2.dc.ufscar.br/valter/.

5.3 Data Analysis and Interpretation

The timings data gathered during the study are represented graphically in a bar
graph, which is plotted on Fig. 4. The same code for each participant and the

http://www2.dc.ufscar.br/valter/
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Table 3. Reuse Process Timings.

Primary study Secondary study
G. Application T. P. Time G. Application T. P. Time

1 Flights M 15 04:19.952015 2 Clinic M 10 02:59.467569
1 Flights M 13 04:58.604963 1 Restaurant M 13 03:56.785359
1 Flights M 8 05:18.346829 1 Restaurant M 15 04:23.629206
2 Deliveries M 11 05:24.249952 2 Clinic M 11 04:25.196135
2 Deliveries M 5 05:31.653952 1 Restaurant M 8 04:33.954349
2 Deliveries M 9 05:45.484577 2 Clinic M 9 04:41.254920
2 Deliveries M 3 06:16.392424 1 Restaurant M 12 05:05.524264
2 Deliveries M 10 06:45.968790 2 Clinic M 3 05:45.333167
2 Deliveries M 14 07:05.858718 2 Clinic M 14 05:57.009310
2 Deliveries M 6 07:39.300214 2 Clinic M 5 06:31.365498
2 Deliveries M 2 08:02.570996 2 Clinic M 2 06:59.967490
1 Flights M 1 08:38.698360 2 Restaurant C 2 07:18.927029
2 Flights C 2 08:42.389884 2 Clinic M 6 07:45.403075
1 Flights M 16 10:18.809487 2 Restaurant C 10 08:56.765163
1 Deliveries C 13 10:25.359836 1 Clinic C 16 09:20.284593
2 Flights C 9 10:51.761493 1 Restaurant M 7 09:23.574403
1 Flights M 7 10:52.183247 1 Restaurant M 4 09:25.089084
2 Flights C 10 10:52.495216 2 Restaurant C 14 09:27.112225
1 Deliveries C 8 11:39.151434 2 Restaurant C 3 09:55.736324
1 Deliveries C 15 12:03.519008 1 Clinic C 15 10:25.475603
1 Flights M 4 12:17.693128 2 Restaurant C 5 10:37.460834
2 Flights C 3 12:26.993837 2 Restaurant C 9 10:49.014842
2 Flights C 14 12:49.585392 1 Restaurant M 16 10:56.743477
2 Flights C 11 13:04.272941 1 Clinic C 13 11:04.485390
1 Deliveries C 4 13:16.470523 1 Clinic C 4 12:06.690347
1 Deliveries C 1 15:47.376327 1 Clinic C 8 13:38.014602
1 Deliveries C 16 18:02.259692 1 Clinic C 12 14:37.197260
1 Flights M 12 20:03.920754 1 Restaurant M 1 17:09.073104
2 Flights C 5 21:32.272442 2 Restaurant C 11 17:11.980052
2 Flights C 6 23:10.727760 1 Clinic C 7 19:35.816561
1 Deliveries C 7 23:20.991158 2 Restaurant C 6 28:02.391335
1 Deliveries C 12 41:29.414342 1 Clinic C 1 28:18.301114

timings in seconds are visible. The bars for conventional technique and model
tool use are paired for each participant, allowing easier visualization.

An important information found on the Primary Study is that there is not a
single participant that could reuse the framework faster by using the conventional
process than by using the reuse tool. The Secondary Study has provided similar
results, only a single participant was able to be faster by using the conventional
technique.

On Table 4 there are average timings and their proportions. By dividing the
average time spent during the conventional process by the average time spent
during model-based process, the result implies that the conventional technique
took approximately 97.64 % longer than the model based tool.
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Primary Secondary

Fig. 4. Reuse Process Timings Bars Graph.

Table 4. Average Timings.

G. Tech. Avg. Avg.(tech.) Percents

1 Conventional 18:18.613745 32:25.698286 66.4026 %
2 14:07.084541
1 Model based 09:46.65831 16:24.454048 33.5974 %
2 06:37.795738

Total 48:50.152334 100.0000 %

Table 5. T-Test Results.

T-Test Data Means d.f. t p

Paired Real 488.4596 15 5.841634 3.243855·10−05

Paired Spare 417.8927 15 5.285366 9.156136·10−05

Two-Ssided Both 771.4236 43.70626 6.977408 1.276575·10−08

409.4295

5.4 Hypothesis Testing

We applied Paired T-Tests for each of the presented studies and another
T-Test after removing eight outliers. The seconds spent were processed using
the statistic computation environment “R” [22]. The results of the T-Tests are
shown on Table 5. The first column contains the type of T-Test, the second indi-
cates the source of the data, the “Means” column indicate the resultant mean,
which is the mean of the differences for an paired T-Test and one mean for each
set for the other T-Test, which represent the conventional and the model based
tool means, respectively. The “d.t.” column stands for the degree of freedom;
“t” and “p” are variables considered in the hypothesis testing.

The Paired T-Test is used to compare the differences between two samples
related to each participant, in this case, the time difference of every participant
is considered individually, and then, the means of the differences are calculated.
The other T-Test is not paired, the means are calculated for the entire group,
because a participant may be an outlier in a specific technique, which breaks the
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Table 6. Chi-squared test for outlier detection.

Study T. G. X2 p Position Outlier

Real C 1 5.104305 0.02386654 Highest 2489.414342
2 2.930583 0.08691612 Highest 1390.72776

M 1 4.091151 0.04310829 Highest 1203.920754
2 2.228028 0.1355267 Highest 482.570996

Spare C 1 4.552248 0.03287556 Highest 1698.301114
2 5.013908 0.02514448 Highest 1682.391335

M 1 3.917559 0.04778423 Highest 1029.073104
2 2.943313 0.08623369 Lowest 179.467569

pairs. It is referred as two-sided because the two sets have the same number of
elements, since the same number of outliers were removed from each group.

A “Chi-squared test” was applied in order to detect the outliers that were
removed when calculating the last T-Test, which is referred as “Two-sided”. The
results of the “Chi-squared test” are found on Table 6. The ‘M’ in the techniques
column indicates the use of our tool while ‘C’ indicates the conventional tech-
nique, the group column indicates the number of the group; the X2 indicates
the result of an comparison to the variance of the complete set and the position
column indicates their position on the set, i.e., highest or lowest. The “outlier”
column shows the timings in seconds that were considered abnormal.

In order to achieve better visualization of the outliers, we also provide line
graphs. there are two line graphs in Fig. 5 which may be also used to visualize the
dispersion of the timing records. In these plots, the timings for each technique
are ordered independently, therefore, the participant numbers in these plots are
not related to their identification codes.

According to the analysis from Table 5, since all p-values are less than the
margin of error (0.01 %), which corresponds to the established significance level
of 99.99 %, then, statistically, we can reject the “H0” hypothesis that states
the techniques are equivalent. Since every t-value is positive, we can accept the

Real Spare

Fig. 5. Reuse Process Timings Bars Graph.
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“Hp” hypothesis, which considers that the conventional technique takes more
time than our tool.

5.5 Threats to Validity

The varied participant knowledge that could affect the collected data. To mit-
igate this threat, we divided the participants in two balanced groups consider-
ing the experience level and rebalanced the groups considering the preliminary
results.

Students often tend to think they are being evaluated by experiment, which
could affect the results. In order to mitigate this, we explained to the students
that no one was being evaluated and their participation was considered anony-
mous.

Different computers and installations could affect the recorded timings. How-
ever, the different groups used equivalent computers in equal numbers and the
participants were not allowed to change their machines during the same activity.

The participants already knew the researchers and knew that the model based
tool was supposed to ease the reuse process. In order to avoid impartiality, we
enforced that the participants had to keep a steady pace during the whole study.

It is possible that the reuse exercises are not accurate for every reuse of a
crosscutting framework for real world applications. Only a single crosscutting
framework was considered and the base applications had the same complexity.
To mitigate this threat, the exercises were designed considering applications
based on the real world.

To improve statistical reliability, we applied three T-Tests to statistically
analyze the experiment data.

6 Conclusions

Considering the advantages of reducing the time needed to develop an informa-
tion system, in this article, a model based process was presented, which raises
abstraction levels of CF reuse. It serves as a graphical view that replaces textual
cookbooks and is used to perform the reuse in a model driven approach. From
our proposed model-based approach, a new reuse process was delineated, which
allows engineers to start the reuse since earlier software development phases and
reduce the time to reuse a CF.

Also, a new tool was developed to support the reuse process, which allows
visualization of the form and is capable of transforming the models in order to
generate the reuse code. With this, application developers do not need to worry
about reuse coding issues nor how the framework was implemented, allowing to
focus on the reuse requirements in a higher abstraction level.

We have conducted experiments that indicate that our tool has advantages
on reducing the time to reuse a CF. With our tool, it is possible to develop
information systems that reuse crosscutting frameworks in less time than by
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reusing the frameworks conventionally, which gives advantages to companies
that rely on these systems.

It is also important to point that our tool is part of a project to develop an
integrated development environment for frameworks, which currently supports
CF feature subset selection and a CF repository service.

However, it was not yet analyzed if the tool brings advantages when main-
taining an existing software nor if the tool may lead to more or less errors during
development, which encourages us to conduct more experiments. We also need
to evaluate how to deal with coupling multiple crosscutting frameworks to a sin-
gle base application. Despite this functionality already being supported, some
frameworks may conflict with each other and lead to unwanted results.

The code generated is based on AspectJ and it was not evaluated if it supports
every CF without modifications. Although not stated, we have also worked on
selecting subsets of features of the framework.

Acknowledgments. Thiago Gottardi would like to thank FAPESP (Process 2011/
04064-8) and CNPq (Processes 132996/2010-3 and 560241/2010-0) for funding. Also,
this paper was created inside a Universal Project granted by CNPq (Process Number
483106/2009-7).

References

1. Fayad, M., Schmidt, D.C.: Object-oriented application frameworks. Commun.
ACM 40, 32–38 (1997)

2. Kiczales, G., Lamping, J., Mendhekar, A., Maeda, C., Lopes, C., Loingtier, J.-M.,
Irwin, J.: Aspect-oriented programming. In: Akşit, M., Matsuoka, S. (eds.) ECOOP
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Abstract. Changes and their impacts to large-scale enterprise systems
are critical and hard to identify and calculate. This work focuses on
analysing changes and their potential impacts, and in particular on how
regression testing following such changes can be minimised. The target
scope of the approach we describe here is systems containing hundreds of
thousands of classes and millions of methods. It is extremely difficult and
costly to apply regular regression testing techniques to such systems. It is
very expensive and often unnecessary to retest everything after a change
is introduced. Selective retesting is dangerous if the impacts of change
are not understood, and analysing such systems to understand what is
being changed and what the impacts are is difficult. This paper proposes
a way to perform a change impact analysis which makes it possible to do
efficient, targeted regression testing of enterprise systems. Our approach
has been tried on a large system comprising 4.6 million methods with
10 million dependencies between them. Using our approach, maintainers
can focus on a smaller, relevant subset of their test suites instead of doing
testing blindly. We include a case study that illustrates the savings that
can be attained.

Keywords: Large-scale enterprise systems · Impact analysis · Static
analysis · Dependency graph

1 Introduction

Enterprise systems are typically large, complicated, and may also be inade-
quately documented and date back a number of decades. As a consequence they
are also often legacy systems: poorly understood and difficult to maintain. To
make matters worse, they are often mission critical, being found in critical roles
as strategic systems in large companies. So they are typically seen as both critical
and fragile.

Patches are supplied by vendors to the underlying middleware, and for a
number of reasons may need to be applied. The latest IT Key Metrics Data
from Gartner [1] report that in 2011 some 16 % of application support activity

J. Cordeiro et al. (Eds.): ICEIS 2012, LNBIP 141, pp. 274–290, 2013.
DOI: 10.1007/978-3-642-40654-6 17,
c© Springer-Verlag Berlin Heidelberg 2013



Large-Scale Enterprise Systems: Changes and Impacts 275

was devoted to technical upgrades, rising to 24 % in the banking and financial
services sector. Hardware and operating systems change. The user organization
develops new or changed requirements that need to be implemented. A perpetual
problem for the organization is how to manage such changes with minimum risk
and cost.

Risk of unintended change is typically addressed by regression testing. The
problem is that regression testing can be expensive and time-consuming for large
systems with interactive interfaces. Organizations can spend millions of dollars
per annum on it. The actual effect of a middleware patch or an application
software change may in fact be minimal, so a small fraction of the regression
tests may be sufficient; but, with an enterprise system, it is very risky to make
a judgement about what should be tested and what can be assumed to be OK.

What is needed is a way to identify the impact of any change. What business
processes might be affected by a patch to the middleware, or by a planned
change to the application software, or the way data is stored in the database?
If organizations know the possible impact of a change they can select only the
relevant regression tests, confident that the others do not need to be run, because
the results will not change.

The techniques and tools we have developed are based on static analysis of the
code in the system and the code in the patch. Static analysis may be compared
with the informal approach of reading the documentation, or with the formal
one of dynamic analysis, where the code is instrumented in some way to generate
output, logs in particular, that show what it is doing. Documentation, especially
for legacy systems, may be incomplete, misleading, or just plain wrong. Dynamic
analysis is precise, but essentially incomplete in the same way that testing is, and
for the same reason: unless you have run your system with all possible inputs,
you cannot know if you have found all possible behaviours. Static analysis looks
for possible behaviours, or (in our case) possible dependencies. It typically finds
too many, depending on how fine grained the analysis is, and how sophisticated
it is, but what it rules out can be ruled out for certain. For example, if method
A mentions in its code methods B and C, then we decide that A depends on
B and C. It may be that, in practice, A never calls B, only C, but unless our
tools can be certain about this, they take the conservative approach of assuming
that if either B or C change, A may change. What we can be certain about is
that A cannot change just because some other method D changes (unless the
recursive analysis of B or C leads us to it). Static analysis is accurate, unlike
documentation, because it is the actual system code we analyze, not a description
of it. It is complete, unlike dynamic analysis, because it takes the conservative
but safe approach outlined.

The approach is conventional. First, we calculate the dependencies between
methods and fields in the existing middleware library and user’s application,
between objects in the database, and between database objects and program
methods: dependency analysis. Second, we identify what is changed by a patch:
patch analysis. Third, we calculate, by starting with the things changed in the
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patch and following the dependencies in reverse, what might be changed when
the patch is applied: impact analysis.

The things that might be changed, the affected methods or methods, can
stretch right through the middleware library and the user’s application software.
In practice, we will only be interested in some of these, usually those in the
application software that appear in test cases. Identifying these means the user
can identify the regression tests that will need to be applied and hence, as test
cases are usually grouped by business process, which business processes may be
affected. The methods we select we term the methods of interest : the precise way
we identify these will depend on how the test cases are organized.

The remainder of this paper is organized as follows. Section 2 discusses related
work. Section 3 describes dependency analysis. Patch analysis is introduced in
Sect. 4, and impact analysis in Sect. 5. Section 6 describes a case study. Section 7
summarizes the paper, draws some conclusions, and outlines future work.

2 Related Work

Change Impact Analysis applied to software systems can be traced back to the
1970s. Reasons for doing change impact analysis are well known and under-
stood: “As software components and middleware occupy more and more of the
software engineering landscape, interoperability relationships point to increas-
ingly relevant software change impacts.” [2] Moreover, due to the increasing use
of techniques such as inheritance and dynamic dispatching/binding, which come
from widely used object-oriented languages, small changes can have major and
nonlocal effects. To make matters worse, those major and nonlocal effects might
not be easily identified, especially when the size of the software puts it beyond
any maintainer’s ability to adequately comprehend.

There is considerable research related to this field, but it seems that there are
limited known ways of performing change impact analysis. Bohner and Arnold
[2] identify two classes of impact analysis: traceability and dependency. What
we are interested in this work is dependency: linkages between parts, variables,
methods, modules etc. are assessed to determine the consequences of a change.

Dependency impact analysis can be either static, dynamic or a hybrid of the
two. We discuss some of the work using these techniques below.

Static impact analysis [2–6] identifies the impact set - the subset of elements
in the program that may be affected by the changes made to the system. For
instance, Chianti [3] is a static change impact analysis tool for Java that is
implemented in the context of the Eclipse environment, which analyzes two
versions of an application and decomposes their differences into a set of atomic
changes. The change impact is then reported in terms of affected tests. This
is similar to our approach, but lacks the capability to deal with the database
components.

Apiwattanapong et al. [7] argue that static impact analysis algorithms often
come up with too large impact sets due to their over conservative assumptions:
the actual dependencies may turn out to be considerably smaller than the pos-
sible ones. Therefore, recently, researchers have investigated and defined impact
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analysis techniques that rely on dynamic, rather than static, information about
program behaviour [8–11].

The dynamic information consists of execution data for a specific set of pro-
gram executions, such as executions in the field, executions based on an opera-
tional profile, or executions of test suites. [7] defines the dynamic impact set to
be the subset of program entities that are affected by the changes during at least
one of the considered program executions. CoverageImpact [8] and PathImpact
[12] are two well known dynamic impact analysis techniques that use dynamic
impact sets. PathImpact works at the method level and uses compressed execu-
tion traces to compute impact sets. CoverageImpact also works at the method
level but it uses coverage, rather than trace, information to compute impact sets.
Though the dynamic approach can make the analysis more efficient, it doesn’t
guarantee that all system behaviors can be captured by it. Thus it might cause
a good number of false negatives, i.e. potential impacts that are missed.

Recently, a hybrid of static and dynamic analysis is being investigated. [13]
proposes a hybrid technique for object-oriented software change impact analysis.
The technique consists of three steps: static analysis to identify structural depen-
dencies between code entities, dynamic analysis to identify dependencies based
on a succession relation derived from execution traces, and a ranking of results
from both analyses that takes into account the relevance of dynamic dependen-
cies. The evaluation of this work showed it produced fewer false negatives but
more false positives than a precise and efficient dynamic tool CollectEA [7].

The Program Dependency Graph (PDG) [14] and associated Slicing [15] tech-
niques work at the statement level. We need to work at the level of methods and
fields because of the size of the program being analyzed. Rothermel and Harrold
[16] identified two kinds of Regression Test Selection (RTA) techniques: mini-
mization and safe coverage. Minimization selects minimal sets of tests through
modified or affected program components, while safe coverage selects every test
in the test suite that may test the changed parts of the program. According to
the definition, our work is a safe coverage approach. In our problem domain,
precision is less important than safety.

The size of the program we want to analyse is a major factor driving our
approach. The sizes of the software systems most current impact analysis associ-
ated techniques [8,17,18] are dealing with are orders of magnitude smaller than
the enterprise systems we have targeted. Taking DEJAVOO [19] as an example,
the largest system analyzed in the empirical study was JBOSS, which contains
2400 classes. As the two-phase process takes a considerable time to complete,
systems of the size we are concerned with were clearly beyond the scope of that
research. We have not found any related work that claims to handle such large
systems.

Our approach is based on static analysis (a) because of the feasibility issue
for large programs and (b) because we consider false negatives (missed impacts)
much more dangerous than false positives (identified impacts which in practice
cannot occur). The very large size of the middleware component means that in
practice only small parts of it are likely to be exercised by a particular user, and
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so even a coarse analysis can produce dramatic savings in regression testing.
In addition, dynamic analysis requires run-time information from running test
suites and/or actual executions, which may not be available, may be very expen-
sive to produce, and may interfere with the execution and so produce spurious
results.

3 Dependency Analysis

We consider a system having, typically, three layers: (i) the user’s application
code, (ii) the middleware library, and (iii) a database. Our intention is to con-
struct a dependency graph which we can use to calculate the potential impact
of a change within such a system. In general, if item A refers to item B, then a
change to B has a potential effect on A: A is dependent on B. A and B might
be database tables, other database objects such as stored procedures or triggers,
or methods or fields in the application code or library. In practice we divide
this analysis into three parts, which we will discuss in turn. Program dependen-
cies are between methods and/or class fields within the application code and
library (which we analyse as a single program). Program-database dependencies
are between the program and the database. Database dependencies are between
database objects.

3.1 Program Dependencies

The system for which we have so far developed tools is written in Java, so we
will use Java terminology and discuss the particular problems an object-oriented
language supporting dynamic binding introduces.

Method invocations are candidates for dynamic binding, meaning that com-
pile time calling of a method might cause calling of another method at runtime,
due to class inheritance, interface implementation and method overriding. We
illustrate the dynamic problem with two examples. Consider the situation in
Fig. 1 where classes B and C override class A’s method m(). Although statically
all three calls are to A.m(), dynamically they redirect to A.m(), B.m() and
C.m(), respectively.

As a second example, consider Fig. 2 where classes B and C don’t override
class A’s m() method. Here, the compile time call to C.m() redirects to A.m()
at runtime.

One way to handle dynamic binding statically is to include all classes from the
inheritance hierarchy, as in Class Hierarchy Analysis (CHA) [20]. The drawback
of this approach is the huge number of redundant call edges that might result: it
creates an edge from each caller of a method m to every possible instance of m.
Consider Fig. 3 where the edges to C.foo() are redundant because only A.foo()
and B.foo() have real bodies defined.

Similarly, in Fig. 4 the edge to B.foo() is redundant because A is actually
the closest transitive superclass of C that has a body of method foo() defined.
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Fig. 1. Dynamic Binding Example 1.

Fig. 2. Dynamic Binding Example 2.

In the java library we analysed there was an interface with more than 50,000
transitive subclasses. If there were, say, 100 callers of a method of this interface,
5 million edges would be generated. In practice we found that only a few dozen
of the transitive subclasses would define a particular method, and a more precise
analysis could save perhaps 99 % of these edges.

Some techniques like Rapid Type Analysis (RTA) and Variable Type Analysis
[20] do exist to tackle this problem and we tried these approaches using the tool
Soot [21], but had to abandon it due to excessive memory consumption and
memory overflow problems. These approaches turned out be unsuitable for our
huge domain. This is one of the reasons we resorted to a new technique which
we call access dependency analysis.

The full details of access dependency analysis are in a technical report [22],
but we illustrate it with our two examples. Consider Fig. 5. The graph shown
is the dependency graph resulting from the access dependency analysis of the
code shown in Fig. 3a. Note that since C.foo() has no real body of its own, it
is not in the graph. We only consider the overridden versions of methods during
the addition of extra edges for handling dynamic binding, which reduces the
number of edges. Also instead of adding call edges from D1.test() and D2.test()
to B.foo(), we add an edge from A.foo() to B.foo(). What this edge implies is
that a compile time call to A.foo() might result in a runtime call to B.foo(). This
kind of edge reduces the number of edges even further because each additional
caller only increases the number by one (like the edge from D2.test() to A.foo()).
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(a) Sample code segment

(b) Graph generated

Fig. 3. Conservative Analysis Example 1.

As for the second example, consider Fig. 6 where the graph shown is the
dependency graph resulting from the access dependency analysis of the code
shown in Fig. 4a. Here, since A is the closest transitive superclass of C for the
function foo(), a compile time call to C.foo() redirects to A.foo(), and we don’t
include B.foo() in the graph. The result is, once again, a reduced number of
edges.

We see that we get an efficient dependency graph because (i) links for each
overridden method are only included for the actual overrides and (ii) the size of
the graph grows linearly with the number of callers.

As mentioned earlier, a class with over 50,000 transitive subclasses was found
to have only a few dozen of them which override a particular method. Using
our access dependency analysis, we only get a few hundred edges (rather than
almost 5 million edges generated by the conservative analysis). Since the number
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(a) Sample code segment

(b) Graph generated

Fig. 4. Conservative Analysis Example 2.

Fig. 5. Access Dependency Analysis Example 1.

of edges are reduced, we also get rid of the memory overflow problem we faced
in applying other existing approaches.

3.2 Program-Database Dependencies

Program code interacts with the database via SQL commands generated as
strings, and passed to the database through the SQL-API. Such strings are
often dynamically created, so we used a string analysis tool, the Java String
Analyzer [23] (JSA), which is capable of statically analyzing a section of code
and determining all the strings which might possibly occur at a given string
expression, including dynamically constructed strings. Currently the JSA can
only work with Java code, but it is architected in such a way that a single layer
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Fig. 6. Access Dependency Analysis Example 2.

of it can be replaced to add support for a different language, leaving the majority
of the JSA unchanged.

Ideally, all of the Java classes in a program would be passed simultaneously to
the JSA, all usage of the SQL would be checked, and a report would be provided
showing which strings, and therefore which database object names, are possible
for each SQL string. Unfortunately, the process used by the JSA is extremely
resource intensive. Using just a small number of classes (∼50) will often cause
memory usage to explode. On a 32 GB RAM machine, all available memory was
quickly exhausted in many tests.

A way to segment the classes into small sets which the JSA can handle is
thus required. The technique used for this was to identify all of the unique “call-
chains” which exist in the program, for which the bottom-level of a chain is any
method which makes use of SQL, and the top-level of the chain is any one of
the “methods of interest”. These chains can be constructed via analysis of the
program dependency graph.

Using this technique on a large Java program, “call-chain explosion” was
quickly encountered, due to cycles in the dependency graph. Initially we were
using a modified depth-first search to go through the graph. Traditional depth-
first search algorithms are only concerned with finding if one node can be
reached from another. Generating a listing for each path is not their goal. We
needed a modified version because all possible call-chains through the graph were
required. This modified version ended up falling victim to the cycles, resulting
in an infinite number of chains.

To solve this, Tarjan’s Algorithm [24] was employed to identify all the strongly
connected components (i.e. cycles). These components were then compacted into
a single node, preserving all of the incoming and outgoing edges of all nodes in
the strongly connected component. The modified depth-first search is then run,
recording all the possible SQL-related call-chains through the graph.

This approach still has two problems. First, some classes cause the JSA to
fail. We built up a list of such classes and adapted JSA to exclude them from
the analysis. Second, some strings are effectively just wild cards, because they
depend on user inputs, or because of incomplete analysis (the use of call chains
instead of complete call trees, and the exclusion of some classes). Again we take
the conservative approach, and assume that a wildcard string can be dependent
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on any database object. Fortunately, the proportion of these in practice seems
to be quite small.

3.3 Database Dependencies

The third component of our dependency graph are dependencies between data-
base objects: tables, triggers, procedures, etc. Fortunately, we had a database
in which such dependencies were already stored. Otherwise it would be fairly
straightforward to write some SQL procedures to calculate them.

4 Patch Analysis

As software evolves, there are incremental changes to an existing, perhaps large,
set of code and documentation [25]. Users often have to apply vendor patches
to potentially fix issues or ensure continuing vendor support.

A single patch can consist of multiple files, and depending on its type, a patch
may update the library or database (or both) of a system. Patches typically
contain a large number of different types of files, such as program code, SQL,
and documentation. It is necessary to distinguish between files that will change
the program or database, and files that will not, and for the first category be able
to parse them to see which methods, tables, procedures etc. may be changed.
Vendor documentation of the patch is typically inadequately detailed for this
task. It is also better to rely on the source files themselves than on the accuracy
and completeness of the documentation.

4.1 Database Changes

We need to identify which changes are capable of affecting database objects.
Major changes to Oracle databases (for example), come from SQL and PL/SQL
scripts. To do this, we employed an SQL parser to capture the names of those
objects. We had to extend the original tool to deal with SQL statements that
themselves contained SQL definitions.

Other patch files also use SQL for making their changes. In some the SQL
is contained in other text, in others it is compiled and has to be decompiled to
extract the SQL for the parser. We developed a suite of tools to handle all the
relevant files found in Oracle patches.

4.2 Library Changes

Patches to Java libraries often come in the form of class and jar files, and tech-
niques are necessary for detecting changes at the method and field levels between
the original software and the patch.

Some tools and techniques do exist to detect difference between two versions
of a program. The Aristotle research group from Georgia Tech. [17] showed
an approach for comparing object-oriented programs. Their approach was not
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Fig. 7. Detecting Modifications

applicable to our domain because it compares both versions of the whole pro-
gram, rather than making individual class to class comparisons. Moreover, their
application domain was several orders of magnitude smaller than ours. Mean-
while, there exist some open source tools like JDiff [26], Jar Comparer Tool [27],
JarJarDiff and ClassClassDiff [28] which only give API differences between
two class or two jar files. To achieve the level of detail we require, namely
which methods and fields are changed, we decided to write our own modification
detecting tool for class and jar files. This operates by first converting the Java
to XML. We compare the two versions of an XML file, node by node, to detect
differences in methods, fields, access flags, superclass, interfaces, etc. and list
them in another XML file for use in the impact analysis phase.

As an example, Fig. 7a, b show an original and modified code sample, respec-
tively. Note that the only difference is the inclusion of the call to method bar()
inside method foo(). The XML segment in Fig. 7c contains this modification
information.

5 Impact Analysis

Our aim is to identify a subset of the previously selected methods of interest,
typically methods appearing in test suites, that are affected by a directly changed
method, field, or database object that has been identified by patch analysis (or,
perhaps, is a candidate for change by the user).

The overall process, illustrated in Fig. 8, is:

1. We create the program dependency graph. The graph edges are in fact the
reverse of the dependency relation, from each method or field to those meth-
ods which depend on it, because that is the direction in which we search.
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Fig. 8. System Flow Chart.

2. We similarly build the database dependency graph.
3. For each instance of the SQL-API, we use the program dependency graph to

identify call chains which terminate in a method of interest, and so create a
relation between methods of interest and SQL strings. This is the program-
database dependency.

4. We use patch analysis to identify changed methods and fields in the library,
and changed database objects. (If impact analysis is being used to investi-
gate the impact of proposed changes by the user to application code and/or
database objects, patch analysis is replaced by analysis of the design of the
proposed changes to see what existing methods, fields, and database objects
are to be changed.)

5 To calculate the dependencies on a database object, we proceed as follows:
(a) We calculate the reflexive transitive closure of the dependents of our

element using the database dependency graph, a set S, say.
(b) For each element in S we find each SQL string in the program-database

dependency that can include its name as a substring, and for each such
add the corresponding method of interest to our results.

6. To calculate the dependencies on a program method or field, we simply
search the program dependency graph to find all dependents of the method
or field, noting any methods of interest that we encounter.

7. The last two steps constitute impact analysis. In either case, the result is a
subset of the methods of interest.

Impact analysis is illustrated in Fig. 9. In this figure, stars are methods of
interest, circles are library methods and fields, and squares are database objects.
Directly changed items (methods, fields, or database objects) are black, and
potentially affected ones are grey. Unaffected items are white. The dashed lines
represent dependencies between items. Note the dependencies may occur not
only between items of different layers, but also between items within the same
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Fig. 9. Impact Analysis.

layer. For simplicity and clarity, we only show dependencies between layers here.
We are searching for the grey stars, the potentially affected methods of interest.

6 Case Study

For a case study we took a particular (recent) vendor patch for a commonly used
middleware system. The library is written in Java, and contains some 230,000
classes, and over 4.6 million methods. The database as supplied by the vendor
contains over 100,000 objects: tables, triggers, procedures, etc.

The calculation of the program dependency graph took over 7 h on a quad
core 3.2 GHz machine with 32 GB RAM running 64-bit Linux. This is a little
above the average desktop, but by no means a supercomputer. The time is large,
but quite manageable, especially as this analysis is independent of any patch or
proposed change, and can be prepared in advance. This graph forms a substantial
corporate asset for other kinds of analysis, and can be easily and quickly updated
as the system changes, provided we do the proper analysis of the changes. The
dependency graph has over 10 million edges. Searching this dependency graph
takes only a few seconds for each starting point method or field.

The patch contained 1,326 files with 35 different file types. Among those 35
file types, 11 can possibly affect either the library or the database, or both. We
ran our tools on each file with one of these 11 types and identified 1,040 directly
changed database objects (to which database dependency analysis added no
more) and just 3 directly changed Java methods.

The program-database dependency approach described in Sect. 3.2 found
that 19,224 out of the 4.6 million methods had SQL-API calls, and that 2,939 of
these methods (just over 15 %) had a possible dependency on one of the 1,040
affected database objects.
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We adopted as our definition of “methods of interest” those which were not
themselves called by anything else, “top callers”, and there were 33,896 of these,
a fraction over 2 % of all top callers. The patch, as might be expected, only
affects a tiny part of the library, and we can identify that part, and do so in a
short space of time.

7 Conclusions

7.1 Achievement

The achievement of this work is threefold:

– We have developed an improved dependency model for dealing with
object-oriented languages like Java that support inheritance and dynamic
binding, and shown it to be equivalent (in terms of finding static depen-
dencies) to other techniques that typically create much larger dependency
graphs.

– We have demonstrated the practical applicability of the improved model to
a very large enterprise system involving hundreds of thousands of classes.
Such systems may be perhaps 2 orders of magnitude larger than the systems
analyzed by other approaches, so our technique seems to be uniquely powerful.

– We have developed the techniques of string analysis beyond those of the Java
String Analyser we started with in order again to deal with large size, and to
overcome its inability to deal with some of the classes we encountered.

The last point is typical of the work we have done, in developing existing tools
to deal with large size, and in developing our own tools, techniques, and data
structures to deal with the magnitude of the problem. This has been above all
else an exercise in software engineering.

Change impact analysis is performed in three stages: dependency analysis
with granularity at the level of method or field for program code and database
object (table, trigger, procedure, etc) for the database component. The granu-
larity choice is coarser than examining code at the statement level, or database
tables at the attribute or data item level, but enables the technique to be used on
large, real systems. Dependency analysis generates dependency relations between
methods, fields, and database objects that can be searched. The second stage
is patch analysis, the identification of changed methods, fields, and database
objects. Third, impact analysis combines the first two outputs to identify the
potentially affected methods of interest in the user application. If the methods
of interest are chosen to be those methods appearing in test cases, then we can
identify a subset of the regression tests that need to be rerun after a change.
Current indications from our case study are that these subsets may be compara-
tively small, giving a consequent substantial reduction in the considerable costs,
resources and time involved.

The analysis is conservative: while we would like to reduce false positives, we
are determined that there will be no false negatives, i.e. potential impacts that
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remain undetected. We can not tell our users that running the reduced set of
tests our analysis generates will find any problems caused by the changes: that
will depend on the quality of their test sets. But we can tell them that running
any more of their test sets will be a waste of resources.

7.2 Future Work

Organizations tend to identify their test suites by the business process that
is being tested, and to think of their system as consisting of (or supporting)
business processes rather than code classes. HP Quality Centre, for example,
organizes tests by business process. By analysis of test cases we will be able to
relate the affected methods of interest to the business processes that might be
affected, and hence present results in a way that is more meaningful to testing
departments.

In the medium term, there are a number of other related applications that
can be achieved with the techniques we have developed. First, we need to extend
the work beyond the current Java tools, to systems written in other languages
such as COBOL. The modular design of our system, especially an analysis based
on XML, means that only language-dependent front ends would be needed for
each such extension.

We started out intending to analyse vendor-supplied patches. But we could
have started out with any method, field or database object that the user might
intend to change. We can then identify which existing tests might execute or
depend on that selected item. This can help users improve test cases. Such
work might be a prelude, and complementary, to dynamic analysis to examine
test coverage. Indeed, our analysis makes such dynamic analysis feasible. The
dependency graph identifies the possible methods that might be called from a
given method. If you are testing that method, and want to have some idea of the
coverage of your tests, the relevant baseline is the subgraph of the dependency
graph with the method being tested at its apex, not the whole of the library,
which is otherwise all you have. Any particular organization probably only uses
a tiny fraction of the whole library, and the subgraph of the dependency graph
containing that organization’s methods of interest is the only part they need to
be concerned with.

Finally, impact analysis can be used in planning enhancements to applica-
tions. Once methods or database objects that are intended to be changed are
identified, typically in the detailed design stage, the same impact analysis as we
use on changes caused by patches can be done to indicate where the potential
effects are. This raises a number of possibilities. The testing necessary to cover
all possible impacts can be planned. Or, perhaps, the design may be revisited to
try to reduce the possible impact.
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Abstract. The core task of a recommender system is to provide users with a
ranked list of recommended items. In many cases, the ranking is based one a
recommendation score representing the estimated degree to which the users
will like them. Up to now research specifically focused on the accuracy of
recommender algorithms in predicting the relevance of items for a given user.
However, researchers agree that there are other factors than prediction accuracy
which can have a significant effect on the overall quality of a recommender
system. Therefore, additional and complementary metrics, including diversity,
novelty, transparency and serendipity should be used to evaluate the quality of
recommender systems.

In this paper we will focus on diversity which has been more widely dis-
cussed in recent research and is often considered to be a factor which is equally
important as accuracy. In particular we address the question of how to place
diverse items in a recommendation list and measure the user-perceived level of
diversity. Differently placing the diverse items can affect perceived diversity
and the level of serendipity. Furthermore, the results of our analysis show that
including diverse items in a recommendation list can both increase and
sometimes even decrease the perceived diversity and that the effect depends on
how the diverse items are arranged.

Keywords: Recommender system � Evaluation � Diversity � Serendipity � Item
ranking � User satisfaction

1 Introduction

Recommender systems are developed to help users find relevant products that may
interest them. The goal of recommender systems is to reduce the information overload
and provide personalized recommendations for users. Over the last decade, recom-
mender systems have been widely applied in e-commerce, for example, book rec-
ommendation on Amazon or movie recommendation on Netflix [12]. Moreover, some
case studies have stated that the use of recommender systems can both increase user
satisfaction and produce added value to the business [6, 11, 21].
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As there is a growing popularity of using recommender systems in e-commerce, a
variety of recommender algorithms have been proposed over the last fifteen years.
Most of these algorithms focus on improving recommendation accuracy. Accordingly,
the performance of recommender systems was evaluated by accuracy metrics such as
Mean Absolute Error (MAE) or Precision and Recall. A recent literature survey shows
that still today both the Information Systems and Computer Science community very
strongly rely on these measures [13]. However, some researchers have proposed that
being accurate alone is not enough [15]. Additional and complementary metrics,
including diversity, novelty and serendipity as well as transparency could be used to
evaluate the quality of recommender systems [4, 9, 10]. Among the proposed metrics,
diversity has been widely discussed and considered to be a factor that is equally
important as accuracy [7, 16].

The concept of diversity in recommender system research can be generally divided
into inherent diversity and perceived diversity. Inherent diversity considers diversity
from an objective view and is often measured by the dissimilarity among the rec-
ommended items [19, 20]. The set of recommended items can either refer to a single
list of recommendations for a single user or the set of overall recommendations from
the whole system. Thus the concept of inherent diversity comprises intra-list diversity
as defined by [20] and aggregate diversity as proposed by [1]. While intra-list diversity
means the diversity inside certain recommendation list, aggregate diversity refers to
the diversity among the recommendations across all the users.

Perceived diversity, in contrast, defines diversity from a subjective perspective and
can only be determined through a user evaluation. The advantage of focusing on
perceived diversity is that we can directly capture the users’ opinions. Lathia et al.
[14] found that perceived diversity is positively related to user satisfaction in the long
term when using a recommender system. Regarding the importance of perceived
diversity, this paper will analyze how end users perceive the diversity-increasing items
in recommendation lists. Our experimental study will use movie recommendations as
an example. The diversity will be varied by adding movies from different genres.

One factor that may affect the perceived diversity but has not been analyzed in
research so far, is the placement of diversity-increasing items in the recommendation
list. Suppose we have several diverse items that we can include in a recommendation
list. We can place these items dispersedly within the list, for example, by randomly
positioning the diverse items at different places in the list. On the other hand, the
diverse items can be placed together in one block in the list. A block means that one
section of the recommendation list contains only diverse items. Users may perceive
the recommendation list with a block of diverse items to be more diversified than a list
with dispersedly placed diverse items since it can be easier for users to discover the
block of diverse items. Furthermore, the position of the diverse items may also affect a
recommender’s overall perceived quality. For example, if the diverse items are placed
together on the top of the list, users may get the impression that the recommender’s
predicting ability is poor and therefore they may lose the trust in the system and stop
using it in the future [14].

To the best of our knowledge, how to place diverse items in a recommendation list
has not been explored so far in recommender system research. Considering the pos-
sible effects of differently positioning the diverse items, we believe that the question
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of how to arrange the diverse items is an important research topic in recommender
systems.

In order to tackle this problem, the aim of this paper is to investigate how to place
the diverse items in a recommendation list and analyze the effects of different item
placements on the perceived diversity, on serendipity, and on user satisfaction. As a
final goal, we want to develop a set of guidelines of how to arrange diverse items so as
to improve recommender’s overall perceived quality.

The remainder of this paper is organized as follows. In Sect. 2 we propose a set of
hypotheses about the placement of diverse recommendations and their potential
effects. In order to validate the hypotheses, in Sect. 3, we design an experiment to
study the effects of the different placements of the diverse items. Next, we carry out a
data analysis and summarize our results in Sect. 4. We conclude this paper by dis-
cussing our findings and providing indications how to better arrange the items in a
recommendation list.

2 Research Hypotheses

Sakai [17] pointed out that balancing relevance and diversity has been considered as a
challenge in document retrieval [5]. This trade-off has been also noticed in the rec-
ommender system community. Adomavicius and Kwon [1] stated that increasing
diversity in a recommender system can result in decreasing its accuracy and vice
versa. Thus a number of recommender algorithms focus on combining diversity and
accuracy [16, 20] or increasing diversity with a minimal loss of accuracy [1, 18, 19].

The concept of diversity used in the papers above refers to inherent diversity,
which is often measured by the dissimilarity between all pairs of recommended items.
Therefore, inherent diversity does not depend on the order of the items and changing
the order of diverse items in a recommendation list will not affect inherent diversity.
Ziegler et al. [20] therefore argued that rearranging the positions of the items in a
recommendation list would not affect inherent diversity. However, as we discussed in
the introduction, it may affect the perceived diversity. Specifically, it might be easier
for users to discover diverse items when they are arranged in a block than dispersedly
placed. We therefore propose the following hypothesis.

H1: A Recommendation List Containing a Block of Diverse Items is Perceived to
be more Diverse than one with Dispersedly Placed Diverse Items. Changing the
order of diverse items may also affect the serendipity of a recommendation list.
Serendipity is considered to be an important factor to attract users to use recommender
systems [8]. McNee et al. [15] propose to define it as the experience by the user who
received an unexpected and fortuitous recommendation. Thus serendipity can be
measured by the extent to which the recommendations are both attractive and sur-
prising to the user [10]. Moreover, Ge et al. [8] found two essential aspects of ser-
endipity: unexpectedness and usefulness. While unexpected recommendations refer to
those recommendations that are significantly distant from the user’s expectations,
usefulness means the highest level of utility to the user. Diverse items are considered
to play an important role in generating unexpected recommendations [3].
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Intuitively, we assume that users are to some extent surprised when they see
diverse recommendations. For example, users may be surprised when seeing a
romantic movie within a list of action movie recommendations. Thus, if several
diverse items are dispersedly placed in the recommendation list, users can regularly
find unexpected items and may experience more ‘‘surprise times’’ than in the case that
the diverse items are placed together in a block. We therefore establish hypothesis H2
as follows.

H2: A Recommendation List with Dispersedly Placed Diverse Items is Perceived
to be more Unexpected than the one Containing a Block of Diverse Items. Our
review above indicates that previous research has realized the potential value of
diversity and serendipity in recommender systems. Adomavicius and Kwon [2] argue
that increasing diversity can lead to an increase in sales diversity and user satisfaction.
Also, as Ge et al. [8] discussed, surprising and serendipitous recommendations can
increase the user’s interest of using a recommender system, and in turn lead to higher
user satisfaction. Therefore maintaining a certain level of diversity and serendipity in
a recommendation list can improve user satisfaction. According to the discussion
when developing hypothesis H1 and H2, diverse items that are arranged in a block
presumably will result in higher diversity, whereas diverse items that are dispersedly
arranged will presumably increase serendipity. Increasing either diversity or seren-
dipity can lead to a higher level of user satisfaction. We therefore propose a null
hypothesis, H3, as follows.

H3: A Recommendation List Containing a Block of Diverse Items can Result in
the same user Satisfaction with a Recommendation List with Dispersedly Placed
Diverse Items. Overall, our three hypotheses are proposed based on a literature
review and our intuitive conjectures. In order to test the proposed hypothesis, we
designed an experiment to empirically analyze the effects of different placements of
diverse items, which we describe in the next section. Furthermore, as we are also
interested in studying whether the presence of diverse items is beneficial for recom-
mender systems in general, we will include a treatment without diverse items in the
experiment.

3 Experiment

In this section, we will present the experimental design and measurement technique
used in our study. In addition to studying how to arrange diverse items in a recom-
mendation list, we also study whether and to which extent diverse items influence the
user-perceived quality of a recommender system. In our experiment, we employ a
within subjects design, in which each subject can evaluate and compare all the
treatments used in this user study.

Our experiment is implemented as an online website. There are three phases in the
experiment. The first phase is to instruct the participants about the different phases of
the experiment and how they can complete the experiment. The second phase is that
subjects interact with a recommender system, rate items and are presented with movie
recommendations. In the recommendation phase, we used four movie genres: action
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movies, romantic movies, comedy movies and animation movies. For each movie
genre, we have developed two web pages. In the first web page, subjects are provided
with a list of 20 well-known movies of one specific genre. Figure 1 shows an example
snapshot in which a list of 20 action movies is presented to the subjects.

The subjects will be asked to check the movies they have watched and also liked.
After the subjects finished ticking their preferred movies, they can click on the ‘‘Get
Recommendations’’ button to obtain recommendations. Then, on the second web
page, shown as Fig. 2, a list of 12 recommended movies is presented to the subject.
Three options are offered: ‘‘I would like to watch this movie’’, ‘‘I have watched this
movie and liked it’’ and ‘‘I have watched this movie but I do not like it’’. Subjects can
tick one of the options to report their opinions towards the recommendations. It is
however not mandatory for subjects to tick an option for each recommendation. In
order to support the subjects in the decision process, the plot of each recommended
movie is also given by the system (refer to Fig. 2). The movie plot and three options
were used to let users carefully consider the recommendations.

Fig. 1. Screen 1 - Acquiring user preferences for action movies.
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It is important to know that in our experiment we do not use any recommender
algorithm to compute the recommendations. Instead, we manually create a static list of
recommended movies for each genre and present it to users. Therefore each subject will
obtain exactly the same set of recommendations. We can thus eliminate possible effects
from recommender algorithms. In order to give the user an impression that there is a
recommender system running in the background, we not only ask the users about their
preferences but also show a message that the recommendations are being computed for
two seconds after the subject clicks the ‘‘Get Recommendations’’ button.

In our experiment, we determine diverse movie recommendations based on dif-
ferences with respect to the movie genre. For example, among the recommended
action movies, an animation movie, Toy Story 3, is considered as a diverse item. In
the experiment, each recommendation list contains twelve items. Four of them are
diverse items. For example, in Fig. 2, there is a list of twelve recommendations. The
four diverse recommendations are placed at the bottom of the list. We use a round
grey shadow to highlight the four diverse items in Fig. 2. Note that this shadow was of
course not visible during the study.

We designed the different placements of diverse items as follows. In the list of
action movie recommendations, the four diverse items are organized together in one
block at the end of the list. For romantic movie recommendations, the four diverse
items are arranged in the middle block of the list. Among the comedy movie rec-
ommendations, the four diverse items are respectively placed at the positions 3, 6, 9,
and 12. We suppose that diverse items are dispersedly placed in this list. In addition,
we use the recommended animation movies as our control group, which contains no
diverse items.

Fig. 2. Screen 2 - Displaying recommended action movie recommendations to users.
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After the subjects have gone through every recommendation list, in the last phase
they are again presented with all the four manually designed recommendation lists.
Subjects are then asked to evaluate each list on a five point Likert scale. The evalu-
ation is based on the following questions, which are designed to test our proposed
hypotheses.

• Do you think this recommendation list is diversified?
(1: not at all, 5: very diversified)

• Does this recommendation list surprise you?
(1: not at all, 5: very surprised)

• Are you satisfied with the movie recommendations?
(1: not satisfied, 5: very satisfied)

In the end of the evaluation, the system also displays a textbox where the subjects
can leave a feedback regarding the recommendations. After finishing the evaluation,
the subject needs to click the ‘‘Submit’’ button to complete the experiment. The whole
experiment procedure is supervised in case the subjects need an explanation about
system functions or the meanings of some terms. During the experiment there is no
interaction between the subjects.

4 Research Result

A total of 52 subjects were involved in the experiment. All the subjects were
researchers or students from the computer science department at the Technical Uni-
versity of Dortmund. 35 % of the subjects were female and 65 % were male. The
average age of subjects was 29. For each subject, it took on average about 15 min to
finish the whole experiment.

As our experiment used a Likert scale, the data collected from the experiment
were ordinal data. We therefore choose a non-parametric test to analyze our collected
data. Since the same subjects have participated in all the experimental treatments, the
Friedman Test is used to test, whether or not there is any difference among the
experimental treatments. Once a significant difference is found, the Wilcoxon Signed-
Rank Test would be performed to find where the differences actually occur. SPSS 19.0
was used for data analysis and all the tests were done at a 95 % confidence level. We
report the analysis results in the following.

As a first step, we performed a Friedman test on perceived diversity. In the test,
there are four buckets of data, which are named ‘‘Dispersedly’’, ‘‘Bottom’’, ‘‘Middle’’
and ‘‘Without’’. ‘‘Dispersedly’’, ‘‘Bottom’’ and ‘‘Middle’’ denote recommendation
lists where the diverse items are placed dispersedly, at the bottom, or in the middle
respectively. ‘‘Without’’ stands for our control group that contains no diverse items.
This naming scheme is also applied in all the following tests. The results of the
Friedman test for perceived diversity are shown in Table 1.

In Table 1 we can see that there was a significant difference in perceived diversity
depending on the placement of diverse items (v2(3) = 30.890, p\ 0.05). This means
that different placements of the diverse items significantly affected the perceived
diversity of the recommendation list. Thus we arranged the mean ranks in descending
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order and further performed the Wilcoxon Signed-Rank test to find which group
caused the significant difference. The result of the Wilcoxon test for perceived
diversity is shown in Table 2.

In order to interpret our Wilcoxon test result, a Bonferroni correction was
accordingly applied and thus all the effects are reported at a p\ 0.008 level of
significance.

The result show that it appears that placing the diverse items dispersedly in the
recommendation lists is perceived to be more diverse than in the case where the
diverse items are placed in the middle (Z = -3.980, p\ 0.008). H1 is therefore
rejected and placing the diverse items, for example, in the middle of the recom-
mendation list, does not lead to a higher level of perceived diversity. However, there
was no significant difference between placing diverse items dispersedly and at the
bottom (Z = -1.950, p = 0.051). We therefore found that a recommendation list
with dispersedly placed diverse items can achieve equal or higher perceived diversity
than the one containing a block of diverse items.

Regarding the issue of whether or not including diverse items will increase the
perceived diversity, our analysis showed that including diverse items in a recom-
mendation list can both increase and sometimes even decrease the perceived diversity.
It depends on how to arrange the diverse items. If the diverse items are placed together
in the bottom of a list, the perceived diversity is significantly higher than the list
without diverse items (Z = -2.856, p = 0.004). However, when we place the diverse
items in the middle of the recommendation list, the list’s perceived diversity is even
significantly lower than the one without diverse items (Z = -3.541, p\ 0.008). One
possible explanation is that users simply stop inspecting the recommendation list
further when they encounter diverse and seemingly non-relevant items in the middle.
However, in situations without such diverse elements users may have gone through
the whole list. Given the larger number of considered items, they may have found the
list generally to be more diverse than the one with diverse items placed in the middle.

In order to examine H2, we performed a Friedman test on the perceived surprise
level. The result of the analysis is shown in Table 3.

Table 3 shows that there was a significant difference among the four experimental
treatments (v2(3) = 8.817, p = 0.032), indicating that different placements of diverse
items perform differently in surprising the users. Therefore we further used the
Wilcoxon Signed-Rank test to find the details regarding this significant difference. The
result of this Wilcoxon test is shown in Table 4.

Table 1. Friedman test for perceived diversity.

Mean ranks Test statisticsa

Bottom 3.13 N 52
Dispersedly 2.64 Chi square 30.890
Without 2.56 df 3
Middle 1.68 Asymp. Sig. .000
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Similar to the analysis for perceived diversity, the Wilcoxon Test was conducted
with a Bonferroni correction, resulting in a significance level at p\ 0.008. The
analysis shows that placing the diverse items in a recommendation list dispersedly can
lead to a higher surprise level than the in the case where the diverse items are placed in
the middle of the list (Z = -2.755, p = 0.006). There was no significant difference in
surprising users when the diverse items are placed dispersedly or at the bottom
(Z = -0.426, p = 0.670). Therefore H2 is partially supported. Interestingly, we
found that including diverse items does not significantly increase the surprise level of
the recommendation list. This indicates that including diverse items in a recom-
mendation list to the extent we did in our experiment will not increase the surprise
level independent of the placement of these items.

Finally, we carried out a Friedman test on user satisfaction. The analysis result can
be found in Table 5.

Surprisingly, we found no significant differences among the four experimental
treatments (v2(3) = 3.359, p = 0.340). This indicates that placing the diverse items in
a recommendation list dispersedly, at the bottom, in the middle or without diverse
items results in the same level of user satisfaction. We therefore fail to reject the null
hypothesis H3. That means we found there exists the possibility that all of our
experimental treatments result in the same level of user satisfaction. Because there is
no significant difference found in the Friedman test, there is no need to carry out the
Wilcoxon Signed-Rank test for user satisfaction. As a practical consequence, we are
able to add a certain number of diverse items in the recommendation list without
hurting user satisfaction. This implies that in practice we can add some extra items to
promote certain products or increase sales diversity.

Table 3. Friedman test for the surprise level of the recommendation list.

Mean ranks Test statisticsa

Dispersedly 2.83 N 52
Bottom 2.58 Chi square 8.817
Without 2.53 df 3
Middle 2.06 Asymp. Sig. .032

Table 2. Wilcoxon Signed-Rank test for perceived diversity.

Dispersedly and bottom Middle and bottom Without and bottom

Z
Asymp. Sig.

-1.950a

.051
-4.295a

.000
-2.856a

.004

Middle and dispersedly Without and dispersedly Without and middle
Z
Asymp. Sig.

-3.980a

.000
-.557a

.577
-3.541b

.000
a Based on negative ranks
b Based on positive ranks
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5 Discussion and Implication

A number of algorithms have been proposed to increase diversity or generate diverse
items in the recommendation list [19, 20]. However, the issue of how to place the
diverse items is still not in the focus of recommender system research. We propose in
this work that the question of how to place diverse items is an important issue because
differently placing the diverse items can affect perceived diversity and the level of
serendipity. Based on our findings, if the goal of recommender systems is to increase
the perceived diversity, we suggest positioning the diverse items dispersedly or
together in the bottom of the list. It is also important to note that placing the diverse
items in the middle of the recommendation list may even reduce the perceived
diversity. Furthermore, as we can use the placement of the diverse items to control the
perceived diversity, our result might be used to manipulate perceived diversity in
future experiment such as in factorial design.

Additionally, we found that in the movie domain including a certain amount of
diverse items in the recommendation list does not surprise the users too much. When
investigating the role of serendipity in recommender systems, we therefore suggest
that further studies should focus on the cross-domain product recommendations. Also,
the possibility of improving serendipity might be increased when recommending
products from different domains.

Table 4. Wilcoxon Signed-rank test for user satisfaction.

Dispersedly and bottom Middle and bottom Without and bottom

Z
Asymp. Sig.

-.426a

.670
-2.240b

.025
-.906b

.365

Middle and dispersedly Without and dispersedly Without and middle
Z
Asymp. Sig.

-2.755b

.006
-1.271b

.204
-2.462a

.014
a Based on negative ranks
b Based on positive ranks

Table 5. Friedman test for user satisfaction.

Mean ranks Test statisticsa

Without 2.68 N 52
Middle 2.61 Chi square 3.359
Dispersedly 2.50 df 3
Bottom 2.21 Asymp. Sig. .340
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A number of studies are based on the assumption that increasing diversity will lead
to higher user satisfaction. We therefore tried to analyze whether increasing diversity
results in higher user satisfaction. However, we found that there was no significant
difference between the groups that received diverse recommendations and the group
whose list was more monotonous. One possible explanation is that in the movie
domain users usually have a strong or relatively fixed movie preference. Therefore the
diverse movies might have been of limited interest to the users. In other domains such
as tourism, users might however be interested to see quite different travel destinations.
Thus we argue that this can be seen as a domain specific problem and our conclusions
are limited to the movie domain.

While we see our work as a further step toward a better understanding of the role
of diversity and serendipity of recommendation lists, we are aware of some limitations
of our work. First, there might be an effect related to the different movie genres in the
experiment. Different movie genres might for example influence the user’s evaluation
of the system. In order to minimize the effect of different genres, we clearly instructed
the subjects that in the experiment the four movie genres are four different scenarios.
In a future study, we will further improve the design of the experiment and focus on a
single movie genre so as to eliminate the effects of genres. Second, user preference is
an external factor that may influence the experiment. User satisfaction might not only
depend on the position of diverse item, but also on their personal preference. We tried
to avoid this influence by using only very popular and well-known movies in the
experiment. Note that users have selected the movies they have watched and also liked
in the experiment. Considering this data, we have excluded the subjects with strong
movie preferences. In the future, we will further conduct an experiment with the
subjects who have similar movie preferences. Lastly, note that in our study each
subject obtained exactly the same set of recommendations in order to eliminate
possible effects from recommender algorithms. However, one can also plan experi-
ments with a real recommender system which takes user preferences into account to
finally decide which items will be perceived as interesting or diverse by the users,
independent from the movie genre. We believe that if the recommender algorithm is
fixed for all users and enough preference data is available from the users the possible
effects from recommender algorithms can be kept under control.

In our future work we plan to conduct a broader study on the positioning effects of
diverse items which involves more participants from different demographic user
groups. Since our empirical study only focused on the movie domain, which suffers
from being subjective in nature, we also aim to test whether our results can be
reproduced in other domains, in particular in those, were explicit user preferences or
constraints have to be observed, e.g., the recommendations of digital cameras.

As for the evaluation and measurement method, we plan to automatically collect
more types of information during our future experiments. Beside the use of post-study
surveys, we assume that user actions such as viewing the details of a diverse item
during the experiment as well as viewing times can serve as indicators of the level of
interestingness or surprise of a recommended item.
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Abstract. We propose a novel approach for the time efficiency study of pay-
ment process at Point-Of-Sale (POS). A wide range of payment methods from
cash and standard cards to contactless cards, RFID stickers and mobile payments
(NFC and remote) was analysed. Transactions were timed by means of digital
chronography of video material recorded in the biggest chain of convenience
stores in Poland. Our results confirm that cash is a significantly faster payment
method than traditional payment card with a magnetic stripe or EMV
chip. However, the innovative payment methods, such as contactless cards and
NFC mobile payments, are competitive to cash in terms of time efficiency.
Contactless cards used in offline mode and without printing paper slips are the
first popular electronic payment method in history faster than cash. Our results
could be applied to optimise the payment process at POS as well as to develop
innovative and efficient payment solutions.

Keywords: Retail payments � Tender time � Credit & debit cards
Contactless cards � NFC � Mobile payments

1 Introduction

The modern retail payment market offers a wide range of payment methods which may
be used at the Points-Of-Sale (POS), such as cash, cards, cheques or currently even
mobile devices. Payments at physical POS have an important impact on the entire
economy, as they are a daily activity of consumers. Consumer’s choice of a payment
method is influenced by numerous factors which inter alia comprise its pecuniary cost

The original version of this chapter was revised: It has been changed to open access under a CC BY
4.0 license, and the copyright holder has been updated as ‘The Author(s)’. The correction to this
chapter is available at https://doi.org/10.1007/978-3-642-40654-6_29

J. Cordeiro et al. (Eds.): ICEIS 2012, LNBIP 141, pp. 306–320, 2013.
DOI: 10.1007/978-3-642-40654-6_19,
© The Author(s) 2013, corrected publication 2022

https://doi.org/10.1007/978-3-642-40654-6_29


of use, convenience and certainty of acceptance [2, 9]. Individuals must have com-
pelling reasons to change their payment habits. Otherwise they keep using means of
payment they are most familiar with [3]. Consumer satisfaction from the purchase
depends heavily on the time of queuing and the time of undertaking a transaction at the
counter [1, 24]. As a consequence of strong competition in retail trade, aspects of
payment costs, sales organisation and the length of queues have great impact on
profitability of merchants business and their market success. Modelling the flow of
customers and the time spent by them while paying, may result in decreasing queues
which is advantageous for both merchants and consumers.

The main aim of our study was to measure the time efficiency of different payment
instruments used at physical POS in Poland. The time efficiency of payment methods
understood as the speed of the transaction process has been evaluated on the basis of
empirical research thatwas conducted in the chain of convenience stores.Wewerewilling to
verify whether new payment solutions like contactless (proximity) cards, RFID stickers or
mobile payments – the remote system andNFCmobile phones –were faster in a transaction
process than traditional payment methods – cash and standard debit and credit cards.

To the best of our knowledge, this is the first study in the world to gauge payment
process time components of a wide range of payment methods used at POS.

2 Importance of Transaction Speed at the Check-Out

The speed of the payment transaction process is of major importance for the efficiency
of a given instrument. Time of servicing a payment transaction by a seller should be
treated as a part of merchants costs. Garcia-Swartz et al. [7, 8] label these costs as
‘tender time costs’. They are a part of front-office costs and are usually translated to
staffing costs at the average wage rate for shop workers [4]. Thus, the time of a
transaction at the check-out constitutes an important part of merchants costs. Moreover,
time spent on paying and queuing implies consumers cost. A reduction of queue lines
can therefore decrease consumers costs of payment [4]. At the same time – from the
merchants’ viewpoint – reducing lines in shops through the shortening of the payment
process may boost sales, because fewer clients will withdraw from the purchase. This
element gains significance because consumers become more demanding. Research
published by Barclays Bank and Populus Ltd in 2010 shows that customers are
unwilling to wait in line to pay for their shopping. Two-fifths of the shoppers refuse to
wait in queue for more than two minutes while two-thirds regularly abandon purchase
[1]. It shall be noticed that the importance of the transaction speed varies depending on
the sector – it is of key importance during mass events, in public transport or fast-food
chains and less in luxury boutiques or restaurants.

In addition, speed can contribute to the market success of a new payment instru-
ment, therefore this feature can be vital for payment providers. Studies conducted
worldwide have shown that the speed of a transaction, determining time spent at the
counter, is one of the most significant factors determining the choice of a payment
instrument [11–13, 18, 19, 22, 23, 25]. In particular young clients negatively react on
longer executing times of executing a payment [3]. This suggests that instruments
requiring more effort on the consumer’s part have little chance of gaining popularity.
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Due to their physical and technological features, which are the most important for
the presented study, payment instruments can be divided into three groups: (a) paper
instruments: cash (banknotes and coins) and cheques, (b) cards: debit, credit, pre-paid
and e-purses (electronic money), and (c) mobile devices working in remote schemes
and proximity schemes. The usage of these instruments is much diversified across
countries. However, even in countries with several decades of experience in card use,
cash still remains the main form of payment. According to McKinsey [15], cash was
used in 70–93 % of the total number of retail transactions concluded by households in
the most important western economies in 2005.

Recently many new solutions have been introduced to the market, which can become
competitors of cash at physical POS. One of the most important innovations are con-
tactless cards. Contactless payments are based on an extension of RFID technology
(Radio Frequency Identification) enabling remote reading of integrated circuits via radio
waves [10]. The first application of this technology for payments took place in 1997 for
the Hong Kong’s public transport network [14], and first contactless payment cards for
more general banking purposes, MasterCard PayPass, were issued in United States in
2002 [5]. In Poland, this technology was pioneered by Bank Zachodni WBK SA in
December 2007. In 2011 Poland became one of the leading contactless market in Europe.
Most of the contactless card are issued in traditional form, however other forms, like
RFID stickers for mobile phones, wristwatches or keyfobs, are also applied to a limited
extent and they operate similarly to contactless cards. The more advanced contactless
mobile payment technology, i.e. NFC (Near Field Communication is an expansion of
RFID technology, complimentary to contactless card; see [10]) can also work similar to a
contactless payment card. However, NFC has much more features based on mobile
device, and one of them is optional activation using a PIN code. Mobile NFC payments
and contactless cards use the same contactless POS terminals network, what generates
the synergic effect. The main obstacles for market development is a very limited number
of mobile devices equipped with NFC technology. As a result, NFC mobile payments
have not been commercially deployed on a large scale except Japan and South Korea.

An alternative solution, which can be used in POS transactions, are remote mobile
payment systems. These systems are based mostly on universal communication through
the GSM mobile network (most often through SMS or USSD sessions) or mobile
Internet. The versatility of these solutions results from that the acceptance of payment is
possible through an adapted POS terminal, a WEB-terminal (online payments), or a
seller’s handset. There are manymore or less successful remote mobile payment schemes
operating in the world today, a majority of which use the GSM technology and/or an
installed application. Most of them are domestic systems, including Obopay and PayPal
(USA), mChek and PayMate (India), M-PESA (Kenya), MoneyBox (Nigeria), andmPay
(Poland) to mention the popular ones. Some of the above mentioned payment innova-
tions could have potential in accelerating the payment process.

Several studies on the speed of payment transaction with different instruments have
already been undertaken. Results of the most significant or most widely cited, are
presented in Table 1. There are quite significant discrepancies in transaction times
among studies due to methodology used. Klee [12, 13] in the USA and probably also the
Belgian study [20] focused on the time of a payment transaction comprising ringing up
items. The Dutch estimates did not include this stage. Transaction times for Netherlands
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are therefore shorter across all payment instruments. With the exception of the Smart
Card Alliance approximate data, all other studies point out that cash is faster than
traditional payment cards. According to Dutch and Belgian studies the fastest payment
instrument is an electronic purse [4, 20]. Note that none of the analyses split the
transaction times into stages. This subject thus requires more detailed investigation. The
presented study sheds light on the duration of particular stages of payment transaction
for many payment instruments, not only traditional ones but also new and innovative.

The Smart Card Alliance study suggests that the new contactless technology is
advantageous, because proximity cards have potential to facilitate much faster trans-
actions at POS than cash and traditional cards. Owing to the fact that the contactless
technology develops quickly in the USA, many Asian countries and lately also in
Europe [19], verifying the time of the payment transaction performed with proximity
cards was therefore one of the goals of this research.

3 Research Methodology and Obtained Data

Empirical research was based on chronography of the purchase transaction process at
cash registers with the help of video monitoring during regular work hours of shops and
test transactions after closing time. In this work we will mainly focus on the results

Table 1. Overview of estimates for the duration of the payment process by instrument [in
seconds].

Instrument USAa Belgiumb Netherlandsc USAd

Cash 34.75 32 19 33.7
Credit card (traditional contact technology) 55.13 56 28 26.7
Debit Card (traditional contact technology) 50.43 39 26
E-purse (contact microchip technology) – 20 14 –

Contactless card (RFID technology in on-
line mode)

– – – 12.5

Checks 77.53 – – –
a [12]: Data represent the estimated minimum time at the checkout counter for four items
purchased at a supermarket (see [3]). The time for the transaction is the “ring time”, which is
calculated as the number of seconds between the first item crossing the scanner to the close of the
cashier’s drawer – the amount of time the cashier spends ringing up the transaction (see [12] for a
detailed study of consumer response to time at the checkout counter).
b [20]: The Belgian Federation of Distributors (FEDIS) carried out a study of the time taken to
pay for purchases with different payment methods - cash, electronic purses, debit cards and
credit cards – in about 10 distributors. It weighted the average settlement times for the different
distributors according to their turnover.
c [4]: The time of processing the payments is defined as the length of time between the moment
the customer has been informed of the balance due and the moment the sales slip, change etc.
has been handed to the customer. The time spent by a cash-register attendant ringing up
individual items is not included, since in the study these activities, though necessary to complete
a transaction, are not treated as payment activities. In the Cost Survey by the Nederlandsche
Bank it was assumed that the duration of the payment process are typical for POS.
d [21]: Estimates were performed for the transactions at pharmacies based on data from
American Express and CVS/pharmacy. This data should be treated only as approximate.
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concerning duration of payment transactions at the checkout. Our research covered all
payment methods available in Poland that can be used at POS as well as new solutions
that stand a great chance to become popular on the market. Thus, we have not only
tested basic payment instruments but also evaluated the uncommon innovative payment
methods. The final set of payment method was following: cash, traditional card with
signature, traditional card with PIN code, contactless card in online and offline mode,
RFID mobile sticker, NFC mobile payment with PIN code, and remote mobile payment
(exampled by mPay1).

In order to provide full complexity of the payment process we have taken under
study three modes of measurement: (1) regular flow of customers; (2) mystery client
tests (testers using given payment instruments queuing among regular customers);
(3) closed tests (testers only, after shop closure). In the process of a payment we
investigated the time of queuing and the time of a purchase payment gauged from the
moment of presenting merchandise by a client to a cashier until consummating the
payment and handing out receipts. Every payment method has its own specific series of
time components, although some of them may be the same – like for example the
scanning of items. Nevertheless, the time components vary considerably among pay-
ment methods. In the case of cash we have: scanning of items, taking out and counting
money by a consumer, taking money by a shop assistant, giving back the change with
receipts, whereas in case of a payment card verified by PIN we can observe the
following stages: scanning of items, card preparation by the consumer, terminal acti-
vation and card handling by the cashier, entering the PIN code on a PIN-pad by the
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Fig. 1. Average duration of a purchase transaction by payment methods [in seconds]. * Due to
the lack of a sufficient number of observations for contactless cards in an offline mode without
printing paper slips, the time for this payment method was estimated on the basis of simulation
procedure. ** By analogy to contactless cards, the NFC mobile payment with PIN in offline
mode and without slips printed would be shorter by about 13 s.

1 mPay is a remote mobile payment system based on telecommunication connections in GSM standard
– text USSD or voice IVR. It can be used on any mobile phone without having to install additional
software. A transaction is performed by entering text codes on the mobile. mPay mainly works as an
electronic purse and payments can be made to merchants as well as to any mobile phone user.
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consumer, slip printing and handing it out to the consumer. Every time a given stage
had to be precisely defined and measured.

The empirical data for the study was gathered between the 19th and the 21st of
November 2009 in Torun, a Polish city, in a number of convenience stores. More than
30 people were directly engaged in the process (testers, pollsters, organisers and
technical support). 3,728 different transactions and tens of thousands of particular time
elements for all analysed payment instruments were observed.

After the completion of the process of tests and recording the video, the
chronography stage began. The team of IT specialists developed a dedicated computer
program Chrono-Metrics which facilitated measurement of all transactions and its time
components based on the recorded video material. 95 qualified trainees took part in
measurement which lasted for more than 2 months. Each transaction in every shop was
on average measured by 5 people in order to minimize errors. Eventually the set of raw
data was collected and, after controlling errors, average times of transactions of pay-
ment instrument were calculated. During this process the average starting and ending
time points for all stages of the payment were determined (see Figs. 2 and 3).

One has to be aware of the limitations of the study, that presents results typical for
transactions in the Fast Moving Consumer Goods sector. Therefore it is advised to
carefully make generalizations of the results for other sectors.

4 Empirical Results

The obtained results confirmed the dominance of cash in retail POS transactions in
Poland. In the regular flow of customers, 94.3 % of transactions were made in cash and
5.7 % with standard payment debit and credit cards. All the other payment methods
could only be examined during mystery and closed clients’ tests. Nevertheless it was
confirmed that the structure of POS payments in convenience stores was roughly
identical with the structure of payment estimated for all sorts of shops in Poland [16,
18].

The detailed empirical data gathered in the process of chronography allow to
conduct an analysis of all time components of the purchase payment process using
multiple variable dimensions. In this paper, we decided to concentrate on the com-
parison of the time process of payments using three approaches which have very
important practical value (Fig. 1). The first takes the perspective of a consumer, the
second of a merchant and the third is a ‘pure’ payment process (without non-payment
components of the purchase transaction). From the consumer perspective, the trans-
action starts with the preparation of a payment instrument or with passing items to the
salesperson and ends with the moment when the consumer walks away from the
counter. In the view of a consumer, the whole time devoted by him to the execution of
a payment is important. The chart below (Fig. 1 on the left side) demonstrates the times
of payment transactions for different payment methods from the consumer viewpoint.
The second chart (Fig. 1 in the middle) presents the merchant perspective – from the
moment of a beginning of items’ scanning (customer service) to handing out receipts to
the customer. For the merchant, the full time of a salesperson’s activity is important.
The third chart (Fig. 1 on the right side) exhibits the ‘pure’ payment process, which
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begins with the preparation of a payment instrument and ends with handing out receipts
to the customer. The summary statistics for the duration of a purchase transaction by
payment methods are presented in Table 2.

It is evident that for all payment instruments the duration of a transaction is the
shortest in the third approach. In the merchant perspective approach, times of trans-
actions are a bit longer. They are the longest from the consumer perspective. The
differences arise from the fact that moments of start and stop are not the same. It
should, however, be kept in mind that the different stages of a transaction process can
overlap. For instance, the customer usually starts preparing the payment instrument
while items are still being scanned. Therefore it cannot be stated, as other studies
suggest (e.g. [4]), that the pure payment process excludes completely the time of
ringing up items.

Table 2. Summary statistics for the duration of a purchase transaction, by payment method
[in seconds].

Payment instrument Mean Median Minimum Maximum Standard
deviation

Sample
size

The consumer perspective
Cash 39.61 33.32 4.75 244.35 25.35 2577
Traditional card with signature 59.15 49.93 28.01 216.40 36.41 30
Traditional card with PIN 56.29 48.30 29.21 155.18 22.43 186
Contactless card - online 40.19 37.06 21.84 134.73 12.54 146
RFID mobile sticker 38.52 37.43 29.61 52.35 4.84 26
NFC mobile payment with PIN 38.95 39.01 32.64 43.75 3.06 14
Remote mobile payment 68.16 58.76 38.26 165.64 28.44 52
The merchant perspective
Cash 33.34 27.59 5.35 192.26 20.73 2577
Traditional card with signature 49.02 40.72 24.21 200.43 32.67 30
Traditional card with PIN 51.41 44.48 16.71 150.81 19.96 186
Contactless card - online 38.53 35.95 21.00 130.13 11.63 146
RFID mobile sticker 36.85 36.26 28.51 49.54 4.38 26
NFC mobile payment with PIN 37.91 38.01 31.97 42.18 2.85 14
Remote mobile payment 62.80 54.82 36.29 152.69 24.05 52
The ‘pure’ payment process
Cash 28.86 25.24 2.82 158.59 16.08 2577
Traditional card with signature 40.26 36.26 21.60 75.89 13.96 30
Traditional card with PIN 48.04 41.60 15.39 140.03 19.95 186
Contactless card - online 37.08 30.95 14.66 128.11 14.64 146
RFID mobile sticker 29.45 28.70 22.34 35.73 3.49 26
NFC mobile payment with PIN 31.70 30.75 24.58 36.16 2.95 14
Remote mobile payment 56.51 50.31 33.49 146.46 22.41 52
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The merchant perspective approach is the most methodologically comparable to the
study by E. Klee [12]. The length of time of the transaction in her work was evaluated
on the basis of scanner data, containing the records of a store register receipt with a
time stamp, as well as information on the number of items bought, the value of the sale,
the number of the store and the payment type used, etc. The results calculated for
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purchases of four items [3] are comparable to the results presented in our work, as the
typical basket of goods acquired in the examined stores consisted of three items. In fact,
our results for the merchant perspective (Fig. 1 in the middle) and Klee’s results (see
Table 1) for the duration of cash and traditional card transactions are very similar.

A first interesting empirical result (Fig. 1) is that in convenience stores cash still
stands out as faster than traditional cards (either confirmed by PIN or with signature).
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The cash payment is especially short from the perspective of a merchant and in the pure
payment process. Usage of traditional contact cards increases the time spent by a
consumer at the counter by about 50 %. Such a significant difference in duration of a
payment transaction (about 20 s) may also have an effect on the queue when most
clients decide to pay with their traditional cards.

From the consumer perspective (Fig. 1), payment by cash and contactless card in
online mode (as well as by other RFID instruments) are equally fast.2 As far as the
merchant perspective is concerned, cash payment takes marginally less time. However,
when used in online mode contactless cards do not exploit their full technological
advantage. In fact, when using contactless cards in offline mode with abandoning slip
printing, it appears that transaction with a contactless card lasts significantly less than
cash transaction (on average 12.3 s less in the customer perspective). Thus it seems that
declarations of card issuers that usage of contactless cards may shorten queues in shops
are true (see Table 1). The possibility of cutting down the time of a transaction arises
from two sources. The application of offline mode instead of online mode for card
payments generates average time savings of 6.61 s. Offline transactions are recom-
mended by payment organisations for contactless cards, and since 2010 most such
cards issued in Poland are offline mode enabled. Polish merchants are accustomed to
regulations requiring the printing of two paper slips for card transactions. However, we
estimated that printing them lasts on average 6.2 s. Consequently, changes of payment
organisation rulebooks, which allow not to print paper slips for low value payments,
might lead to a further speeding up of contactless card payments. Therefore, we
observe a technological breakthrough, because for the first time in history an electronic
payment instrument that turns out more time-efficient at the POS than cash, is being
issued on a mass scale.

Interesting conclusions pertain to proximity mobile payment such as RFID
stickers or NFC which undoubtedly are time efficient (Fig. 1). Some clients can even
pay more quickly with their mobile phones than with contactless cards taken out of
wallets. These contactless solutions are technologically mature and based on inter-
national standards. They gained quite a big popularity in some countries, especially in
Japan and the USA [6]. These factors greatly increase the probability of their further
development. Popularisation of remote type mobile payments at POS transactions
seems to be more difficult. Such payments are characterized by a wider functionality
than proximity type mobile payments because apart from POS payments they can be
used for transactions on the Internet, for bill payments, parking meters or purchase of
tickets in a mass transit communication system. However, due to a considerable
number of remote mobile payment systems operating in the world, they are not
compatible with each other [17]. This is one of the reasons why they have not become
common.

An additional barrier for market success of remote mobile payments is a necessity
for consumers to type some information on the phone’s keypad and this might be time

2 Differences in the average duration of transaction between cash, contactless card (online mode),
RFID mobile sticker and NFC mobile payment with PIN (Fig. 1) are statistically insignificant from
the consumer perspective (see Appendix).
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consuming. Indeed, the Polish domestic remote mobile payment system proved to be
the slowest payment method out of the analysed (Fig. 1). Nevertheless it must be
emphasised that remote mobile payments were only slightly slower than payments with
traditional cards and there are potential ways that – if properly implemented – may
successfully speed up the transaction process (e.g. by predefined codes).

In order to assess the reasons for differences in transaction time and to find bot-
tlenecks that slow down the process, a more detailed analysis is needed. The process of
payment was divided into several stages, which were measured separately using the
video chronography method (see Chap. 4). Each stage of the transaction is processed
by either a consumer, salesperson or with the use of a technical device. The set of
stages differs for every payment method (Figs. 2 and 3). For each stage the moment of
its beginning and completion is marked. It is crucial to notice that many activities
related to the payment process can be undertaken at the same time, by the client,
salesperson or processed by the information system, which shortens the duration of
transaction.

The first payment method analyzed was cash (Fig. 2). The stage that delays the
payment process of cash is handing over the change and receipt. Although taking out
and counting money by the client also lasts long, it mostly runs at the same time as the
service, which is the process of charging for the purchased items by the salesperson.
When we compare cash payment with slower transactions by traditional card with PIN
code, a first important observation is the long duration of: terminal activation, entering
the PIN code, the authorization and printing the slip. Due to the fact that those stages
are performed one after another by the salesperson and the client, and with the use of a
payment terminal, it is impossible to run them parallel, which extends the whole
transaction. Where the traditional payment card with the signature is concerned, those
middle stages are shortened, because there is no pause for entering the PIN code (the
stage lasts constantly from the terminal’s activation through the online client’s bank
account authorization until the printing of the slips). However, at the end the client is
involved in signing the slip, which takes more time than the process of entering the PIN
code. Moreover, the signing process does not let consumer to prepare to leave the
counter with the purchased goods. As a result, sign-based transactions last a little bit
longer than transactions with a PIN code.

When contactless cards are considered, the payment process runs in an entirely
different way than with traditional payment cards. The stages of terminal activation and
tapping the contactless card are extremely short. For contactless cards in online mode,
the longest stages are authorization and printing of the two slips. Those stages can
radically be shortened when the offline mode is used (Fig. 3). Despite the fact that
consumers are satisfied from using contactless cards in offline as well as online mode, it
seems that from an economic point of view in order to shorten the payment process
using offline mode is reasonable.

The results of our study also enable a comparison between contactless cards and
NFC mobile payments (Fig. 3). The NFC payment method requires an activation of
payment functions with the use of a PIN code before the transaction can be made. We
observed that users take out their mobile phone much faster than their payment card. At
the same time, entering the PIN code before using a mobile phone at the terminal, does
not extend the time of a transaction, because users enter this code while waiting for the
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activation of the terminal by the salesperson. In conclusion, the NFC mobile payments
are as time effective as those where contactless cards are used.

The situation is different for the remote mobile payments model. In the study, we
examined one system operating in Poland branded mPay (Fig. 2). In this case the stage
of using the payment instrument lasts fairly long. The system requires the payee to
enter certain codes on the mobile phone related to the type of transaction, number of the
store and the amount to be paid. Authorizing is done by a PIN number. The remote
mobile payment system tested turned out to be the slowest payment method of all, even
though the difference between that payment method and the traditional payment card
with PIN code was rather small. There are also psychological disadvantages: the
consumer, while using this method, is watched by the salesperson and other impatient
clients waiting in the queue. This was the reason why users taking part in tests eval-
uated the remote mobile payments lower than the cards in terms of satisfaction.

5 Summary and Conclusions

The presented results provide novel insights into the important problem of the time
efficiency of payment methods at physical POS. It has also revealed that, until recently,
cash was the fastest payment method available at POS. As the results of the earlier
studies in the other countries show, speed of a transaction is one of the most significant
factors determining the choice of a payment instrument by consumer. Therefore, the
time efficiency of cash, proved in our study, is probably one of the reasons why people
use it so often. Traditional payment cards equipped with a magnetic stripe or EMV chip
are much slower. The average time difference between cash and cards is fairly large,
about 20 s, and amounts to half of the entire duration of a cash payment transaction. It
suggests that frequent use of traditional cards by customers lengthens queues and may
cause cost increases for merchants, with additional work for cashiers and risk of losing
sales.

Moreover, our results have also allowed verifying the time efficiency of new
payment solutions, which are expected to revolutionise the payment market. The most
widely known were the contactless cards promoted by payment organisations Mas-
terCard and Visa. It turned out that thanks to the innovative contactless technology, in
terms of transaction speed, such payment instruments are likely to become true com-
petitors of cash. Contactless cards and other types of payments devices – mobile
stickers and NFC mobile payments – were almost as fast as cash, even despite pro-
cessing in an online mode and with printing paper slips. After removal of these
restrictions and operating in offline mode, transactions with contactless cards can be
even quicker than cash. This may be considered a technological breakthrough in the
evolution of the means of payment. For the first time in history, an electronic payment
instrument, being issued on a mass scale, turns out to be more time efficient at POS
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than cash. Furthermore, the speed and convenience of contactless payments make them
attractive for merchants and customers in low-value payments.

It seems that the development of proximity mobile payment, including NFC pay-
ment with PIN code, can be expected. These payment solutions have proved to be
highly time efficient and were well received by consumers during the study. However,
because of limited availability of mobile phones equipped with NFC technology, the
RFID mobile stickers and other contactless payment gadgets have the potential to be
part of the first wave of the contactless payment revolution. The time efficiency
together with the strong support from the side of international payment card organi-
sations suggest that the dynamic development of contactless mobile payments around
the world is highly probable. In contrast, remote mobile payment schemes are rather
slow in POS purchases. The execution of transactions in text mode seems to be a major
barrier to their application at physical POS. Due to a lower time efficiency, it seems that
remote mobile payments, at the current stage of their development, should rather be
directed to other payment market segments (e.g. e-commerce, remittance, bill pay-
ments, public transport), where their additional functionality may be fully used.

The results presented in the paper are important from a scientific, policy as well as a
business viewpoint. The data enable not only to assess the average time of a purchase
transaction but also to determine the influence of payment methods on the queuing time
and costs borne by merchants. The results of the study allow also to asses consumers’
costs of queuing and finally more precise estimation of the general social costs of
payment methods. The comparison of many payment instruments gives valuable
knowledge that can be useful in preparing strategies for promoting efficient payment
instruments among consumers and merchants, e.g. by central banks or public author-
ities, therefore they are important for policy reasons. Moreover, the results may be
especially important for companies introducing new payment solutions to the market.

The detailed timing study of payment process will allow in the future to build an
accurate model of the whole payment process covering customer and salesperson
activities, and including other factors such as: the type of terminal or a number of items
purchased. We also plan to use the obtained data for modelling the process of queue
formation and reduction, as well as for the simulation of functioning of the newly
designed payment instruments. It would also be very interesting to extend the study on
the other types of POS.
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Appendix

The results of verification for equality of two expected values of transaction durations
for compared payment methods.

Payment
methods

Perspective Traditional
card with
signature

Traditional
card with
PIN

Contactless
card -
online

RFID
mobile
sticker

NFC mobile
payment with
PIN

Remote
mobile
payment

Cash C −2.926*** −9.579*** −0.482 1.023 0.698 −7.032***
M −7.629*** −11.78*** −4.984*** −3.712*** −5.307*** −8.793***
P −4.479*** −12.17*** −5.344*** −0.276 −3.361*** −9.074***

Traditional
card with
signature

C 0.417 2.817*** 3.071*** 3.015*** −1.159
M −0.977 4.650*** 5.517*** 5.117*** −3.619***
P −2.281** 1.707* 4.281*** 3.239*** −4.189***

Traditional
card with
PIN

C 8.226*** 9.296*** 9.369*** −2.728***
M 7.240*** 8.461*** 8.064*** −3.197***
P 6.066*** 11.148*** 9.233*** −2.952***

Contactless
card

C 1.186 0.936 −6.731***
M 1.300 0.508 −7.009***
P 4.659*** 2.648*** −6.492***

RFID
mobile
sticker

C −0.343 7.169***
M −0.918 −7.551***
P −2.538** −8.842***

NFC
mobile
payment
with PIN

C 7.114***
M −7.294***
P −7.947***

Notes: “C” stands for “Consumer perspective”, “M” stands for “Merchant perspective” and “P” stands for “Pure
payment process”. *, **, *** denote statistical significance at 10 %, 5 % and 1 %, respectively.
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Abstract. Data integration is the problem of transferring complex data
from one into another representation in order to support exchange
between different systems. From a technical point of view data inte-
gration has intensively been studied. However, less attention has been
paid to user-centric aspects of data integration. In this work, we present
the MappingAssistant which supports the user in finding and validating
mapping rules between heterogeneous data sources. Compared to ex-
isting approaches we focus on an user-centric approach where the user
inspects the consequences of the data integration rules on the instance
level rather than being confronted with complex data integration rules.
We performed a study which shows that the user-centric approach leads
to better integration results, especially for users with little or no technical
knowledge and is perceived as being more intuitive.

Keywords: Data integration · User study · Software tools · Usability

1 Introduction

The problem of information integration is omnipresent in information systems
and can be seen as one of the major challenges, both, on the technical and
the organizational level. In this paper, we focus on the problem of transferring
complex data from one into another representation in order to support exchange
between different systems, also referred to as data integration.

The problem of data integration has been studied intensively on a technical
level in different areas of computer science [1,2]. Researchers have investigated
the automatic identification of semantic relations between different datasets [2]
as well as the representation and use of identified relations for data transfer
and query answering [3]. A prominent line of research investigates the use of
ontologies - formal representations of the conceptual structure of an application
domain - as a basis for both, identifying and using semantic relations.

In contrast to this work, we are more interested in data integration as a task
and in how we can empower the user to solve this task more efficiently and
effectively. A successful solution to this problem would have significant implica-
tions for data integration in industrial practice. Traditionally, data integration
J. Cordeiro et al. (Eds.): ICEIS 2012, LNBIP 141, pp. 323–339, 2013.
DOI: 10.1007/978-3-642-40654-6 20,
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is done by computer science experts of an enterprise or even outsourced to a ser-
vice provider specialized in solving data integration problems. The fundamental
problem of this approach is the fact, that the integration experts are often not
experts with respect to the data that is to be integrated. This means that their
ability to identify conceptual errors within the integrated data is limited. As a
consequence, errors are often found by the user when the data has already been
migrated. Fixing such problems at this point typically requires intensive commu-
nication between the user and the integration expert and causes overhead. This
efficiency loss could be avoided if the user, who knows the data, but not neces-
sarily the underlying technology, would be able to identify and fix integration
problems directly.

Following the design science approach [4], we designed and implemented a
user-centric data integration tool called MappingAssistant[5,6].1 This tool al-
lows the user to specify and validate semantic mappings between two datasets
following an interactive process model: after specifying a semantic mapping, the
system automatically translates data using the specified mapping and presents
selected results of this translation to the user, who can then mark individual
results as correct or incorrect. Based on this user input, the system identifies
mistakes in the semantic mappings by asking the user about the correctness of
certain statements dealing with the conceptual model of the data.

In this paper we report the results of a user study that compared the user-
centric integration method implemented in the MappingAssistant tool with the
use of a pure mapping editor that does not interact with the user. We show that
the use of the MappingAssistant approach significantly improves the performance
of human users and that the method is especially suited for supporting users with
few technical skills.

The paper is organized as follows. In Sect. 2 we discuss the concept of user-
centric data integration and briefly review related work on the topic. Section 3
briefly introduces the MappingAssistant tool that we created. The user study
evaluating the MappingAssistant tool, which is the main topic of this paper, is
described in Sect. 4. We present our research hypotheses, define the experimental
setting and the used datasets. Section 5 presents and discusses the results of the
study. The paper closes with some conclusions in Sect. 6.

2 User-Centric Data Integration

Studying data integration from a user point of view is a relatively new field of
investigation. Traditionally, user studies have rather focused on the problem of
personal information management. Data integration can be seen as an important
aspect of personal information management [7], however, research has focused
on other aspects like the organization of emails or documents. In a recent study,
Gass and Maedche have investigated the problem of data integration in the
1 The interested reader is referred to http://www.ontoprise.de/de/forschung-und-

entwicklung/ mappingassistant/ for further information. An illustrative video is
available at http://www.youtube.com/watch?v=72abBBTfl E.
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Fig. 1. The cognitive support model for data integration by Falconer [9].

context of personal information management from a user-centric point of view
[8]. The scenario addressed in their work, however, focuses on the integration of
rather simple data schemas, in that case personal data where the task is mainly
to map properties describing a person (e.g. name or bank account number). In
many data integration scenarios like product data integration or computer aided
design and manufacturing we face much more complex conceptual models and
mapping rules.

Recently, researchers in ontology and schema matching have recognized the
need for user support in aligning complex conceptual models [10,11]. Most ap-
proaches are based on advanced visualization of the models to be integrated
and the mappings created by the user [12]. While the appropriate use of visu-
alizations is known to be a key aspect for successful manual data integration,
visualizations quickly reach their limits in the presence of very complex or very
large models.

As a result, recent work tries to go beyond pure visualization support and
tries to include cognitively efficient interaction strategies to support the user
[9]. Falconer proposes an interactive strategy for data integration where the
integration task is distributed between the user and the tool (compare Fig. 1).

3 The MappingAssistant Tool

In data integration much work has been invested in producing data integration
rules with ontology matching systems automatically [13]. However, these rules
are still error-prone and, therefore, need to be supervised by a human domain
expert. This supervision should be effectively supported by applications.

Existing applications like AgreementMaker [14] present the generated data
integration rules directly to the user. Although these tools try to visualize com-
plex data integration rules in an easy understandable way, the evaluation of
these rules still requires a significant amount of expert knowledge. Furthermore,
in real-world scenarios users are usually confronted with ill-labeled concepts,
making the analyses even more complex and time-consuming.

The approach of MappingAssistant [5,6] simplifies the alignment evaluation
process by investigating the direct consequences of the data integration rules.
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Fig. 2. Modified cognitive support model implemented in the MappingAssistant Tool.

In particular, the MappingAssistant approach allows to evaluate the instance
data like product numbers or customers directly, rather than analyzing complex
data integration rules. One of the advantages is that in real-world scenarios the
domain expert often has sophisticated knowledge about the instance data in his
domain.

The MappingAssistant approach implements the cognitive support model for
data integration by Falconer (compare Fig. 2). In the decision making process,
the user inspects the data and decides which concept he wants to examine. In
the example shown in Fig. 5 the user selected FamilyCar in the target schema. In
the interaction step, the user identifies those instances which have been classified
incorrectly and marks them as correct or incorrect. Due to the amount of in-
stances a user can be faced to diagnose we utilize different clustering techniques
in order to reach data simplification. Attribute-driven combinations of weighted
hierarchical and partial clustering algorithms, as mostly described in [15], are
therefore utilized. In our example of Fig. 5 the MX5 Mieta is a two seated car
and, thus, not a FamilyCar.

In the generation phase a diagnostic algorithm computes the minimal amount
of user questions which are needed in order to determine wrong rules or facts.
When the user depicts an instance as incorrect, we generate a proof-tree for
the corresponding concept-assertion like FamilyCar(MX5 Mieta) in our example.
Since the user evaluation is correct by assumption, the prolog-based proof-tree
must contain at least one wrong node. In order to determine this wrong node
our approach traverses the proof-tree in a way that the amount of user questions
are minimized for correct as well as for incorrect answers of the user.

In the representation phase, the MappingAssistant tool generates questions
based on the information it gets from the proof-tree algorithm before. These
questions are represented to the user in natural language based sentences in
a todo-list, as shown in Fig. 5. If the wrong rule or fact already has been de-
termined the algorithm terminates. Otherwise the user is faced with the next
question, which was determined by the diangostic algorithm in the generation
phase. The approach is implemented as an extension of the OntoStudio Ontology
Engineering Workbench [16].
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4 A User Study

As part of the MappingAssistant project, we carried out a study in user-centric
data integration. The goal of the study was to show that an interactive approach
to data integration leads to better results than traditional approaches. In the
following we discuss the goals, the design and the results of this study in more
details. In Subsect. 4.1 we first define the hypotheses tested in the study in more
details, we then present and justify the experimental design in Subsect. 4.2 and
present the dataset used in the experiment in Subsect. 4.3. Finally, Subsect. 4.4
provides demographic information about our subjects.

4.1 Hypotheses

The user study was carried out to establish the general hypotheses of our work,
which can be phrased as follows:
The cognitive support model helps users to correctly and efficiently integrate com-
plex data.
We have to further substantiate this hypothesis in several ways to arrive at

a useful experimental design. In particular, we have to be more explicit about
the nature of the support model, the kind of users addressed as well as the
integration task to be solved and the notions of efficiency and correctness. In
the following, we thus provide more concrete definitions of the hypotheses to be
tested.

Cognitive Support Model. We consider the extended cognitive support
model in the way it is implemented in the MappingAssistant System (Fig. 2):
The system generates mapping hypotheses and executes them. Traditionally,
automatic generation of such mappings are generated by lexical and/or tree
structure based matching algorithms as described in [2]. The results are repre-
sented in terms of translated data instances. The user inspects the translated
data and decides on the correctness of data items thereby providing feedback
to the system. The user thereby triggers a second interaction cycle, where the
system asks questions about the mappings and the underlying conceptual model
waiting for the user to answer them.

Propective Users. The motivation for designing the extended cognitive sup-
port model and for implementing the MappingAssistant was to enable users with
little or no technical knowledge in data integration. Thus, our refined hypothesis
is that users with limited knowledge in conceptual modeling and data integra-
tion show a better performance when supported by the cognitive support model.
Further, we assume that the positive effect is stronger for people with very little
knowledge than it is for users with more knowledge in these areas.
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Integration Task. We decided to focus on the task of validating an existing set
of mappings rather than creating a new set of mappings. If each subject is asked
to create a new set of mapping, we would get many different solutions which
might all be correct. Especially when complex data structures are involved the
same integration task can be solved using different sets of mapping rules. This
makes it extremely difficult to measure the correctness and completeness of the
solution provided by a user. In contrast to this, identifying errors in an existing
set of mapping rules is a more well-defined task that has a unique solution,
provided the test data is designed in a suitable way.

Quality Criteria. We expect two positive effects of using the cognitive support
model. The first one is efficiency, which means that a user is able to find errors in
a set of mapping rules in a shorter period of time. The second one is effectiveness:
we assume that a user is able to find more errors with the MappingAssistant
approach, which would have remained undiscovered without the support by the
system.

In the context of a controlled experiment, it is hard to distinguish these two
effects; our hypothesis is that users are able to find more errors in a fixed period
of time.

4.2 Experimental Design

In the following, we describe the experimental design of a user study we carried
out to test our hypotheses.

Study Design. The general idea of the experiment is to compare the Map-
pingAssistant approach to data integration with a conventional approach that
is solely based on the use of a mapping editor. As a result, the study consists
of two tasks, both concerned with identifying errors in a set of mapping rules
that combines two conceptual schemas. In order to control external parameters
of different integration tools, both tasks are carried out using the OntoStudio
knowledge Engineering environment. OntoStudio contains a mapping editor that
can be used to visually inspect and modify a set of mapping rules as well as an
extension that implements the MappingAssistant approach.

Based on this technology we created the study design depicted in Fig. 3.
Participants have to solve two integration tasks in a timeframe of 10 min

each. Before each task, the participants are briefed about the task. The infor-
mation given to the user consists of an information sheet explaining the task
and instructions by a supervisor who answers questions about the task without
providing hints towards the expected results. The timeframe for this instruction
phase has been determined individually for the two tasks, but is the same for all
participants.

The order in which the two tasks are carried out is switched after every
subject in order to avoid an efficiency bias for the second task due to a training
effect. Since all participants perform both tasks, we do not need to divide the
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Fig. 3. Design of the user study.

users in groups, but can compare the performance and experience of the users
directly.

Furthermore, two different datasets are used, which are assigned to the two
different tasks randomly for the purpose of ruling out a possible bias due to a
different level of difficulty. After a subject has carried out both tasks, he or she
is asked to fill in a questionnaire on the perceived difficulty and support by the
tool as well as on the level of expertise of the subject.

Thus, in our study the independent variable is determined by either using the
conventional approach (Integration Task 1) or the MappingAssistant approach
(Integration Task 2). The dependent variable is the number of errors the subjects
found in the respective dataset [17].

The following subsections provide more information about the two integra-
tion tasks, data and subjects used in the study as well as on the contents of the
questionnaire.

Integration Task 1 (Conventional Approach). Integration Task 1 consists
of using the conventional user interface of the OntoStudio Mapping Editor to
discover errors in a set of mapping rules. Figure 4 shows the user interface used
in this task. It shows the conceptual model of the source data on the left and
the source model on the right hand side. The models consist of classes, relations
and instances.

Fig. 4. Traditional user interface for creating and evaluating semantic mappings.
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The mapping rules connecting the two models are displayed visually in the
middle of the screen. Below the visual representation of the mappings, specific
filter conditions for mapping rules can be displayed in the form of pre-selected
drop-down menus by clicking on a mapping rule.

The task of the user is to inspect the mapping rules for errors by navigating
the conceptual models and the mapping rules and their filter conditions. This
standard configuration of the tool does not provide special functionality for fo-
cusing on problematic issues, meaning that the user has to actively search for
errors without being guided by the tool.

Integration Task 2 (MappingAssistant Approach). The second task con-
sists of solving the same problem, namely the identification of errors in a set of
mapping rules. However, instead of the conventional mapping editor, the Map-
pingAssistant plug-in is used. Its interface also shows the conceptual model of
the source and the target data set and the mappings between the elements. In-
stead of the filter conditions of the rules, however, the interface shows results of
translating data using the mapping rules, as well as a todo-list with questions
generated by the tool that have to be answered by the user (compare Fig. 5).
Additionally, the plug-in allows for utilizing different clustering techniques in
order to reach data simplification on the instance level.

The task of the user is again to inspect the mappings for errors. This time,
however, an interactive process is used. The user actively selects a class in the
target model and inspects the instances that have been created by executing the
mapping rules. Based on his or her knowledge of the domain, the user can mark
rows in the data table as incorrect indicating that they are not mapped correctly
to the selected class in the target model. His action then triggers a diagnosis
procedure that generates yes/no questions about the conceptual structure of the
data and displays the questions in the todo-list. The user has to answer these
questions thereby guiding the semi-automatic diagnosis process to the errors.

Fig. 5. Interactive user interface of the MappingAssistant data integration tool.
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Once an error has been found, the user can select another class in the target
schema and so forth.

Questionaire. The questionnaire that had to be filled in by all participants
consisted of four parts. All questions except demographic questions had to be
answered on a 1–5 scale:

1 definitely disagree,
2 rather disagree,
3 neither agree nor disagree,
4 rather agree,
5 definitely agree.

In the following, the different question categories are discussed:

Previous Knowledge. This category contained questions about the knowledge
and expertise of the subject in the areas of data modeling and data integration.
Examples of questions from this area were:

– I am experienced with using complex software tools
– I am used to apply filter rules for selecting data (e.g. in Microsoft Excel)
– I have good knowledge about formal data models
– I have good knowledge in data matching and integration

Task 1. This part of the questionnaire explicitly addresses the experiences of the
subjects with respect to performing Task 1. The goal was to get a better idea of
the perceived complexity and difficulty of this task. Examples of questions were:

– I was confused by the representation of the mapping rules
– I was able to decide on the basis of the filter expressions whether a mapping

is correct or not
– It was easy to work off the mappings without missing out on something

Task 2. This part focused on the experience of the subjects with solving task 2
and being supported by the MappingAssistant tool. The goal was to judge the
level of support provided by the system. Example questions were:

– It was easy to identify wrong instance data
– The presentation of wrong mapping rules by the system was intuitive
– The attributes of translated data items helped me to identify mistakes

Comparison of Task 1 and Task 2. In order to be able to compare task 1 and
task 2 the following question was asked in both tasks:

– The handling was intuitive

Demographics. Finally some demographic information was asked including age,
gender and occupation of the subjects.
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4.3 Datasets

When selecting the datasets for the study, we had to find a trade-off between the
following issues. On the one hand having a problem that can be understood and
solved within the limited timeframe of the study and on the other having enough
complexity to adequately represent a realistic data integration challenge and
supporting our assumption that our method works well for complex problems.
In order to be able to satisfy these needs we decided to use a combination of
existing data and data that has been created manually for the study.

Source Dataset. We decided to use a technical domain because of the typi-
cal rich feature-sets and complex definitions. As it turned out that real world
datasets were much too large and complex to be handled in the study, we chose
an instructional dataset from the car-selling domain2 that was automatically
converted to fit the data model of the OntoStudio Tool. The dataset contains
324 data records that are described using more than 100 attributes. In addition
the data is organized in a concept hierarchy containing 91 concepts. This makes
the dataset complex enough to pose a real data integration challenge, but as we
could also confirm in the study, small enough to be handled in a limited amount
of time.

Target Schema. In order to be able to control the experiment and include
different types of errors in the alignment, we manually built a target schema
to which the records of the source dataset need to be translated. Building the
schema, we followed established best practices for conceptual modeling.

The resulting schema consists of a 29 classes organized in a hierarchy (com-
pare Fig. 6) and 20 attributes for describing data records.

Mapping Rules. We manually created a set of mapping rules between the two
schemas and validated the correctness of the mappings with respect to correctly
translated data. Based on this correct mapping set, we created two mapping
sets each of which contain ten errors. We introduced errors with different level
of complexity. The main task of the participants in the study was detecting as
much of the produced errors as possible within the limited timeframe.

The simplest type of wrong mapping rules are rules connecting classes that
are not identical. An example is the mapping rule wheel on engine. We assume
that these kinds of errors are easy to spot even by inexperienced users. Out of
ten errors each dataset contained four errors of such a kind.

The second type of errors was introduced by modifying the filter condi-
tions associated with a correct mapping rule. An example would be the rule
mapping AirCondition to AutomaticOneZoneAirCondition. The correct filter
conditions for this mapping rule are hasZoneNumber = 1 and hasAutomatic =
true. In this case we modified the filter conditions to hasZoneNumber = 2 and
2 http://gaia.isti.cnr.it/∼straccia/download/teaching/SI/2006/Autos.owl
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Fig. 6. Class hierarchy of the manually created target schema.

hasAutomatic = false. We assume that these kinds of errors are harder to
identify by the user because it requires a detailed investigation of the mapping
definition. Each of the two mapping sets contained six out of ten errors of this
type.

Domain Information. Participants were provided with background knowledge
about the domain of interest. The knowledge consisted of information about
specific car types and car equipment. The respective information was provided in
terms of images in combination with short descriptions. Figure 7 show examples
of such information for cars and wheels.

4.4 Participants

Twenty-two subjects participated in the user study. Six of the subjects were
female and sixteen male. The average age of the subject was 27.8 year with the
youngest subject being 21 and the oldest over 50. About half of the subjects
(54 % of the persons involved in the study) were students.

All participants were used to utilize complex software tools (average: 4.91).
On average subjects had medium experience with using filter rules (average:
3.72), conceptual models (average: 3.13), and data integration (average: 2.72) in
the past.
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(a) About Cars (b) About Wheels

Fig. 7. Simulated background knowledge.

In all three cases, the answers ranged from 1 to 5 providing a good coverage of
different levels of expertise. In particular, the variance of the subjects’ experience
using filter rules was 1.92, using conceptual models was 2.22, and using data
integration was 1.79.

5 Experimental Results

We analyzed the results of the study with respect to the quality of the results
produced by the participants, the correlation of the results with the level of ex-
pertise and the perceived support by the system. Since all users perform both
integration tasks, we can directly compare the users’ performance on the respec-
tive integration tasks.

The detailed results are presented in the following subsections.

5.1 Quality of the Results

We measure the quality of the results for an individual participant by comparing
the errors identified by the user with the set of errors previously introduced in the
mapping set. We use well known quality measures from the area of information
retrieval, more specifically precision, recall and F 2-measure. Before presenting
the results, we briefly recall the definition of these measures.

Let TP denote the number of true positives, that is the number of errors that
have correctly been identified by a subject, FP the number of false positives that
is the number of mapping rules that have falsely been identified by the subject
as an error and FN the number of false negatives, namely the number of errors
that have not been found by the subject. Following this definition precision (P ),
recall (R) and F 2 measure (F 2) are defined as follows:

P =
TP

TP + FP
(1)

R =
TP

TP + FN
(2)
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Fig. 8. Average performance of subjects on the two integration tasks.

F 2 =
(1 + 22)P ·R
(22)P + R

=
5P ·R
4P + R

(3)

Figure 8 compares precision, recall and F2 measure that have been achieved
by the subjects on average for the two integration tasks.

The results show that there was no significant difference between the con-
ventional tool and the MappingAssistant approach with respect to precision.
Both values are close to 1.0 meaning that subjects almost never identify map-
pings as errors that are actually correct. We can see however, that there is a
significant difference with respect to recall. Using conventional technology, the
subjects were only able to find two thirds of the errors on average. In comparison
to that, using our approach the yielded recall was much higher than utilizing
conventional technology. In particular, the subjects on average were able to find
nine out of ten errors within the given time frame of 10 min.

The advantage of the MappingAssistant approach with respect to identifying
existing errors more efficiently becomes even more obvious when looking at Fig. 9.

Fig. 9. Comparison of performance on subject level.
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It shows that 91 % of the subjects found more errors using MappingAssistant
than with the conventional tool. 9 % of subjects found the same number of errors
and none of the subjects showed a better performance with the conventional
technology.

The results clearly show that our method helps users to find more errors
in a given period of time thereby confirming our hypothesis that the method
increases efficiency and effectiveness of data integration.

5.2 Correlation with Level of Expertise

In order to test our hypothesis that our method in particularly supports users
with limited technical knowledge, we compared the performance of participants
with their previous knowledge in conceptual modeling and data integration.
When comparing previous knowledge in conceptual modeling and data inte-
gration with the overall performance in task 1, we can see that there is indeed a
relation between these two aspects (compare Fig. 10).

We can conclude that for successfully performing data integration with a
conventional tool a high degree of expertise in conceptual modeling and data
integration is needed. While the trend is not that clear with respect to previous
knowledge in conceptual modeling, the result is more conclusive with respect to
previous knowledge in data integration.

Figure 11 shows the relation between the level of previous knowledge and the
performance improvement achieved by using the MappingAssistant approach.

With the MappingAssistant approach the subjects achieved high F 2 measure
results. The results of the test persons were independent from the previous degree
of expertise in conceptual modeling as well as data integration.

Although the results are not as clear as for the quality improvement, we
can observe that the performance using the MappingAssistant is independent
from previous knowledge. In summary, these results confirm our hypothesis that
a user-centric interactive approach to data integration has a stronger positive
effect for people with little technical knowledge compared to the conventional
approach.

Fig. 10. Relation between previous knowledge and performance in integration task 1.
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Fig. 11. Relation between previous knowledge and performance in integration task 2.

(a) Part 1 (b) Part2

Fig. 12. User feedback.

5.3 Qualitative Results

In addition to the objective results, we were also interested in how the different
tasks were perceived by the users. In particular, we wanted to find out, how
intuitive the user interface was and how the users judged the difficulty and
the support by the systems. In the following we present the answers to several
questions related to the mentioned aspects.

Figure 12 shows the average answer of the users with respect to task 1 and
task 2 according to the 1–5 scale where 1 means complete disagreement and 5
complete agreement.

Concerning task 1 the results show that users found difficult to complete
the task without missing mapping rules. With respect to the other questions
about the difficulty of the task and the design of the user interface, the users
were rather indifferent. In the results of task 2 we see that in general there is
a much higher agreement of users with questions concerning the benefits of the
approach. In particular, users considered the MappingAssistant approach to be
more intuitive than the traditional one (3.77 vs. 4.55 average score) supporting
our hypothesis.
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While the results are not directly comparable, we can still conclude that our
assumption about the benefits of the MappingAssistant approach being more
intuitive and easier to follow by the users is shared by the subjects of our study.

6 Conclusions

Data integration is a difficult task that typically requires substantial knowledge
not only of the data to be integrated but also of data integration technologies.
The goal of our research was to enable the people with less or no knowledge
of these technologies to integrate their data. We presented a user-centric ap-
proach to data integration that is based on a cognitive support model, which
has been implemented in the MappingAssistant data integration tool. We pre-
sented the results of a user study demonstrating that the approach empowers
users to solve data integration problems more effectively and efficiently. In par-
ticular, we showed that users were able to find more errors in mapping rules in
a given period of time. Further, we were able to show that while with conven-
tional mapping technology a high level of expertise in mapping technology is
required, the MappingAssistant approach significantly reduces the performance
difference of experienced and inexperienced users. Finally, we could show that
users considered our approach to be more intuitive.

We believe that the user-centric approach to data integration presented in
this paper can have a real impact on the practice of data integration in enter-
prises. In particular, the approach can help expert users within an organization
to retain more responsibility for data integration. While today, data integration
tasks often either have to be delegated to the IT department or even be out-
sourced to specialized companies, our technology can enable users to perform
non critical data integration tasks themselves. This can save time and money in
enterprise data integration. Furthermore, it can create more options for on the
fly data integration or mesh-ups that can provide useful information but are not
needed on a regular basis.

In future work we will extend the presented diagnosis component of the
MappingAssistant with an induction component. This induction component will
provide suggestions for repairing the wrong mapping rule which has previously
been found with the diagnosis component.
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Abstract. The school context offers many opportunities to explore the use of
digital technologies. When designing for schools, systems designers usually
tend to consider only the students or, at most, teachers and students. However,
schools are complex social organizations that are composed by many other
interested parties. When aiming at solutions that make sense to the users, the
entire school, as an organization, should be considered. This paper, presents the
activities we conducted at an elementary public school in Brazil, facing the
challenge of constructing meaning for a new digital artifact. For the analysis of
organization and context we used adapted practices from Organizational
Semiotics (OS) and Participatory Design (PD). Our results suggest that both OS
and PD are suitable for educational projects and they can anticipate problems
and propose solutions for prospective use of technology in such contexts.

Keywords: Human-computer interaction � Participatory design � Organiza-
tional semiotics � Educational technology

1 Introduction

Technology is everywhere in our lives, mediating our actions. Hence, the use of
technology should be a powerful tool to provide access and to promote the con-
struction of knowledge in the schools. This is especially true in the context of
developing countries, where the opportunities of access to digital technology at home
are scarce. However, to be incorporated into schools’ practices, it needs to make sense
to the community of users. Technology use should be transparent, providing teachers
and students with learning opportunities, so that a digital culture might be created at
school and perhaps disseminated to the schools’ physical surroundings.

According to a survey conducted by the Brazilian’s National Institute for Edu-
cational Studies Anísio Teixeira – INEP, and the Brazilian Ministry of Education and
Culture—MEC [20] roughly 31,700,000 students are enrolled in the fundamental
level, from which around 27,500,000 are in public schools. A survey conducted by the
Brazilian Internet Steering Committee - CGI [6] indicated that while 81 % of
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Brazilian public schools (including fundamental level and high schools) have a
computer lab, only 4 % of the public schools have a computer in the classroom.

Recently, a program from the national government has proposed the use of edu-
cational laptops in a 1:1 model and has been incrementally distributing the machines
to public schools. The mobility of the laptop allows students to take it to their homes,
extending the potentials of the laptop to the students’ family. In a country where 55 %
of the population in general have never used a computer [6], that initiative might
represent a relevant step towards more access to information and knowledge, i.e., a
fairer society.

For a new digital technology to be effectively incorporated in educational contexts
it must make sense to all involved parties and it must consider their habits, abilities
and organizational culture. On that ground, we believe that the process of bringing this
new artifact of technology to the school context must happen under a socio-technical
approach. This situation presents the research challenge of formalizing models and
techniques to promote understanding of the situated scenario towards meaningful use
of technology in schools.

1.1 Context

In January 2009, 500 XO laptops were donated by the One Laptop Per Child [25]
organization for a research project at a school in the suburban area of the city of
Campinas, in São Paulo. This project [33] is a research effort that runs in parallel and
independently to other government’s initiatives. In the approach adopted by the
government, to insert the laptops at schools, a same methodology is applied to all the
schools from different regions of the country. Differently, our approach acknowledges
the situated character of the problem and constructs a methodology based on a joint
effort of the different parties involved: researchers, designers, developers, educators,
school staff, and students.

Taken the school as a complex organization, the frame of reference to our work is
based on methods and artifacts of the Organizational Semiotics (OS) [30, 31], com-
bined with techniques inspired by Participatory Design (PD)[23]. Both OS and PD are
articulated to compose the collaborative practices of Semio-participatory Workshops
(SpW) [3] conducted within the school.

This paper presents our findings from the initial stages of the process of clarifying
the problem of technology embedding in a fundamental public school in Brazil, on the
grounds of OS. The paper captures the impacts of the SpW based methodology and
discusses results of the first out of ten other workshops that took place between years
2010 and 2012.

These workshops are part of the ‘XO Project’ [33], which promotes reflection
about educational laptops in the Brazilian context, investigating the use of a new
technology within a school’s daily reality. Results from the XO Project are expected
to contribute to the development of the triad technology, education and society. More
specifically, the XO project aims at proposing a model for the use of educational
laptops at Brazilian public schools based on a collective construction.
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The XO Project connects researchers from different areas (e.g. Computer Science,
Pedagogy, Psychology, Medias) and institutes (NIED – Information in Education
Nucleus – and the Institute of Computing, both from the University of Campinas, in
Brazil). The school (EMEF Padre Emílio Miotti) is a public school located in a low
income neighborhood. This school was selected with the assistance of the Municipal
Secretariat of Education.

The paper is organized as follows: related approaches are reviewed in Sect. 2.
Theoretical and methodological framework adopted by the project is detailed in Sect.
3. Section 4 describes the planning of the workshop. The workshop itself, with its
results and discussion, is detailed in Sect. 5. Section 6 reports the experience gathered
in the two years that followed the first workshop. Section 7 concludes.

2 Related Work

Since the proposal of the XO laptop by the OLPC in 2005, many initiatives have taken
place to investigate its use at schools. Not only the XO laptop is being target of
studies, but also similar technology that has been proposed after OLPC.

From a pure technical perspective, Moody and Schmidt [22] present the advan-
tages of wireless networks in education and numerate some concerns to be addressed
before the wireless networks are implemented at schools.

From a socio-technical perspective, Cervantes et al. [5] analyzed the social and
technical infrastructures that support the use of low cost laptops at schools. That was
done by observing the activities that took place at elementary schools in Mexico after
the laptops were already distributed. The authors described, based on what they saw in
the schools, how the available infrastructures (both from technical and human per-
spectives) shaped the use of the laptops.

Also describing the laptops use after its implementation, Flores and Hourcade [9]
report on the experience in Uruguay. The government in Uruguay has distributed
laptops to every child in the public elementary school of grades 1–6 in the country.
The authors describe the first year with the laptops at the schools.

In the Brazilian context, Corrêa et al. [7] conducted surveys similar to market
researches. Qualitative (interviews) and quantitative (forms) approaches supported the
investigation on the acceptability of low cost laptops among teachers and students
before introducing the laptops to the interviewees. This descriptive study collected and
reported on teachers’ and students’ beliefs on the impacts of digital technology at
school.

The important difference between the approach of Corrêa et al. and ours lays on
the role that teachers and students play in the project. Instead of passive informants,
we take teachers, students and other members of the social organization formed by the
school, as active partners. More than eliciting participants’ concerns, our objective is
to promote a collective awareness, encouraging a collaborative prospection of ideas
and solutions, creating together more meaningful uses of digital technology, even
before the arrival of that technology.

Expanding from the situated context of educational laptops to the general use of
Information and Communication Technologies (ICT) in educational settings, Lim [14]
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also argued for the importance of taking socio-technical perspectives. Based on the
Activity Theory, the author proposes a theoretical framework that shows the con-
nection of ICT with learning and the sociocultural setting. The garden-as-culture
metaphor from Cole (apud [14]) is adopted to provide a broader view of the school
and educational system in the society at large.

Although OS is not mentioned, the author’s [14] figure displays some ideas that
are similar to those present on OS artifacts: in the framework from Lim, the garden
metaphor with the activity system is shown as embedded circles, with the society as
the outermost circle. Those more formal structures are on inner circles; and the
activity system itself as the innermost circle.

Explicit reference to OS is made in the work of Melo et al. [19]. Different design
techniques and artifacts are combined into the model that the authors propose for the
design centered in children’s participation. The work of Melo et al. [19] had its focus
on the process of design for and with children towards interfaces that made more sense
to the children.

Our work faces the challenge of providing more meaningful appropriation of
technology within a school community. The simple injection of a foreign technical
device into a community’s life seems easier but the adjustments demanded by this
approach might feel less natural. Our pursuit aims at promoting a collective con-
struction of meanings towards more natural housing of the new technological tool,
having the entire community – with teachers, students and other members – as actors.

In this endeavor, we adopted a theoretical and methodological reference based on
Organizational Semiotics (OS) and Participatory Design (PD). Even though both OS
and PD have origins in industrial and business areas, we argue that they can be
successfully applied in educational contexts, guiding the process of technology
assimilation to more meaningful results. The principles and some instruments from
OS and PD applied in this project are detailed in the next section.

3 Methodology

3.1 Organizational Semiotics

OS views information systems as organizations, composed of socially established
models of behavior, beliefs, perceptions and values [32]. In this approach, the design
of technology starts with the understanding about the sense that the community of
users make of signs and how the organization is structured.

According to Stamper et al. [32], any organization can be described in terms of the
norms that govern the behavior of that social group. The authors suggest that such
norms are applicable to different types of taxonomies. One possible categorization is
by the level of formality of the norms. In this case, the categories are: technical, formal
and informal. Strictly precise norms that can be expressed as instructions to be fol-
lowed by, for instance, a computer, comprise the technical norms. The written norms
(i.e., bureaucracy) are the formal ones; and all other norms that people know and live
according to are the informal. These levels can be represented as the layers of an
onion, where the technical systems are embedded inside the formal and informal
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organization. The Semiotic Onion [31] comprises the technical, formal and informal
layers of real information systems.

Another possible way proposed by Stamper et al. [32] to classify norms is
according to their role in relation to signs and their functions, which can be organized
using the Semiotic Framework [30]. The authors indicate that this taxonomy helps
understanding the impact of information technology when that technology is the cause
of organizational change. The Semiotic Framework from Stamper organizes the
properties of the signs into six levels (three more levels than the usual semiotic
division of syntax, semantics and pragmatics):

• Social level: for a sign to be fully understood, as argued by Stamper [30], one needs
to understand its potential or actual social impacts. That includes concerns about
ways of behaving, sets of values, shared models of reality, etc.

• Pragmatic level: for a sign to have a use, it must have an intention, shared by its
creator and its interpreters. This level involves the understanding of context and
forms of communication.

• Semantic level: this level is related to the meanings that are continuously con-
structed and reconstructed while people use syntactic structures to organize their
actions.

• Syntactic level: concerns formal structures that maps or transforms symbolic forms.
These are mechanical transformations and they are proper of software developers.

• Empiric level: this level includes the aspects related to telecommunication in
general: noise, patterns, redundancy, errors, channel capacity, etc.

• Physical level: the physical properties of objects or events: equipment, hardware,
physical structures, etc.

Together, the layers of the Semiotic Framework (also Semiotic Ladder) guide the
understanding of how an organization works. Moreover, it helps in analyzing factors
that might contribute to more successful processes [16, 30].

In the next sections we exemplify the use of the Semiotic Onion and the Semiotic
Framework for the analysis of data collected from the activities in the school. Next we
briefly describe two other artefacts that were explored collectively during the
encounters with the community of users.

Stakeholder Chart. The various methods that compose MEASUR (Methods for
Eliciting, Analysing and Specifying Users’ Requirements), proposed by Stamper [30],
provide tools for better understanding organizations. Liu explains that, even when
dealing with rather chaotic problem situations, the methods allow gradual and precise
clarification, until a set of technical solutions can be reached.

The Stakeholder Analysis Chart (SC) is one of the Problem Articulation Method
techniques, from MEASUR [17, 30]. The actions of stakeholders, with their roles,
interests and responsibilities, usually impact the result of a project. Because of that, it
is important to clearly identify who the stakeholders are so that they are properly taken
into account in the process.

Evaluation Framing (EF). The EF [2], differently from the Valuation Framing [17],
is a technique that aids in the process of anticipating problems new technology might
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bring to the organization, and prospecting solutions for them. The EF guides a
reflection on issues and possible ideas and solutions related to each category of
stakeholders raised through the SC. In the workshops that we describe in this paper we
have used the EF to help the whole group in the identification of the main issues
related to this specific context of new technology and educational change.

3.2 Participatory Design

The Participatory Design (PD) has its origins in Scandinavia in the late ‘70 s,
appearing in the workplace to promote more democratic insertion of technology
among those more affected by it [28]. Brought to the design context, the involvement
of the users in the design process contributes to the motivation of participants and to
greater satisfaction with the outcome, since all are co-authors of the resulting system.

Several techniques have been proposed to allow this interaction between
designers and end users, and to allow the participation of users in all stages of the
design process. Among the techniques used in PD, we can mention games, plays and
different levels of prototyping. Muller brought together and listed several of these
activities in [23].

3.3 Semio-Participatory Workshops

The insertion of digital artifacts in the educational environment demands a vision of
its socio-cultural context [14].

The articulation of methods from OS with principles and practices from DP
represents a powerful tool for the process of understanding the social context while
involving the target community in the course of actions. This articulation was

Fig. 1. Participants of the SpW and their roles.
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materialized in activities that were carefully tailored for each community who joins
the SpW [3].

OS was proposed in the context of information systems and business organiza-
tions. PD has also its origins in the work field contexts. However, the combination of
OS and PD has shown important results in other knowledge domains and practice
areas. For example, Neris el al. [24] report their actions during the design of an
inclusive social network, involving a community of young adults and seniors from a
low-income neighborhood. Other successful examples include practices related to the
domains of critical systems [11], geographic information systems [8, 27], iDTV [10],
among others.

Those results encourage us to use the presented methodological frame of reference
to bring awareness and collective discussion within an educational organization,
involving school-age children and their fellows (teachers, parents and other members
of the school). Together, we have been engaged in the process of constructing a more
meaningful use of technology. The next section describes how these methods and
artifacts have been collaboratively articulated in our scenario.

4 Preliminary Practice

The first encounter with the school’s community took place even before the arrival of
the laptops at the school. Researchers from different areas (computer science, peda-
gogy, multimedia, psychology, etc.) gathered with the members of the school, which
included teachers, students, parents and other employees from the school (e.g.,
principal, pedagogue, cook, janitor). Also representatives from the secretary of edu-
cation of the city hall were present. This first SpW had 60 participants and the
composition of this group is represented in Fig. 1.

The discussion on the new technology that was about to be used at the school
would be richer if the participants could have a better idea about that technology.
Because of that, the SpW started with what was called the ‘‘XO Mini Fair’’.

The mini fair allowed participants to have their first contact with the XO laptop.
For this event, eight XO laptops were distributed among four stands. In the first stand,
participants had the chance to manipulate the laptop, finding out how to open it, how
to close it, use the antennas, rotate the screen.

At another stand, the features of XO’s webcam were explored in activities where
participants were able to take pictures and make short videos. The other two stands
examined the chat activity and the educational game SOO Brasileiro [29]. Figure 2a
illustrates a moment of this activity in one of the stands. Each stand had at least one
facilitator, i.e., one of the researchers who would be available to assist participants in
their interactions with the XO whenever needed.

After the XO Mini Fair, the whole group gathered together again and videos were
presented. The first video was composed of extracts that formed a shorter version from
a video available on Youtube (http://www.youtube.com/watch?v=ZwQOibphtjc). This
video showed the experience that a public school in another State in Brazil was having
with the use of XO laptops. The second video presented some of the initiatives from
our research group related to low cost laptops and the main features of the XO laptops.
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After all participants were familiar with the laptop and some of its possible uses,
they were invited to discuss, in smaller groups, about the impacts of bringing that
technology to the school.

Posters had been previously prepared, depicting the empty artifacts of SC and EF.
Due to the size of the group (60 people), they were distributed in three smaller groups.
Each group had one poster of each artifact; and participants expressed their thoughts
writing in post-it’s that would be fixed on the posters. In each group, a facilitator led
the activity, eliciting responses and attaching the post-its on the charts. Figure 2b
illustrates a moment of this activity.

After all charts were created, the entire group got together again and the results
were discussed; each group summarized their results on the activities.

Towards the end of the SpW, participants were invited to take a moment of
introspection. They were asked to write, individually and anonymously, adjectives or
complete sentences that reflected their perceptions and expectation about the project.
The activity was not mandatory, but the majority reported on their impressions.

5 Results and Discussion

The XO Mini Fair was an attempt to diminish participant’s anxieties about the
technology they were going to receive in the school. Participants visited all stands and
learned how to manipulate the laptop and how to use some of its main features.

After the SpW, researchers analyzed the material produced during the workshop.
The tables that were filled separately by all three groups were combined into one
consolidated table.

The charts displayed participants concerns related to varied subjects: safety issues
(e.g., precaution and protection of children carrying a laptop from home to school and
vice versa); training (e.g., how to train teachers, students, parents and other users);
operational issues (e.g., how and where to store all machines, how to distribute them
among the children, maintenance issues); among others. Figure 3 illustrates the main
issues discussed in the groups, represented and sorted according to the levels of the
Semiotic Framework.

Fig. 2. On the left, (a) participants of the SpW examining the XO at the mini fair; and (b) one
of the groups constructing the Evaluation Framing with post-it’s.
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By observing the summarized general results of the SpW in Fig. 3, we can realize
how the use of SC and EF helped the group to become aware of issues ranging from
the physical to the social domains. Technology related projects are usually directed
mainly towards the IT levels (physical, empirics and syntactic levels of the Semiotic
Framework). In the context of our project, the concerns with human information
functions (the social, pragmatic and semantic levels) are of vital importance. For the
technology deployed to make sense, and thus be incorporated into community prac-
tices, it is necessary to address issues of higher levels of the framework as well as the
issues related to the lower levels. For example, since the number of students in the
school exceeds the number of machines, deciding how to distribute the laptops will
have an impact in the schools’ culture and habits. The infrastructure of the schools
(e.g., number of sockets at a classroom, electric capacities, etc.) may influence the
daily uses of laptops. Figure 3 will be further discussed later in this section. Fol-
lowing, more details on the results from the workshop is presented.

5.1 Findings from the Artifacts

The SC was originally designed to be used by the developers of informational systems
themselves [13]. In our approach, the artifacts were used collaboratively in a partic-
ipatory practice during the SpW, where researchers and the school’s community
interacted together. All participants recognized themselves as protagonists in the
action of deploying low cost educational laptops at the school.

The Stakeholders Chart. The different groups presented similar results and they are
summarized in Fig. 4. On the background, the figure shows part of the model of
Stakeholders Analysis [16]; and the table on the foreground shows the main stake-
holders elicited.

The contribution layer lists those directly involved in the course of action. The
core of the analysis was the Project as a whole. Besides those that are part of the

Fig. 3. The Semiotic Framework [15] organizing the main ideas related to the project.
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school’s community, also other schools were listed on this layer. Those schools that
have already been experiencing with the use of educational laptops were seen as
possible contributors, as a source for inspiration and example.

For the source layer, the list of possible suppliers and clients elicited during the
SpW was divided in two categories: those who could be a source of information for
the project and those who would provide the necessary material infrastructure.

Also the responses for the market layer were grouped in two categories: the
collaborators or competitors from within the school’s walls, and those from beyond
the school’s walls. This illustrates how participants are able to see beyond their own
and near environment, understanding that the impact of the Project might extend
beyond the school itself.

Due to time limits, and also due to the rich discussions raised on these first layers,
some of the groups were not able to discuss the outer layer related to bystanders and
community. Nonetheless, the few responses concerned basically the possible formal
means of communication from the community outside the school and other formal
organizational structures.

Evaluation Framing. After identifying who were the agents that either would be
involved in or affected by the project, the same groups discussed the issues and
possible ideas related to each layer of stakeholders. The complete transcription of the
issues and ideas raised summed more than five pages of texts. Table 1 lists one
example of issue and possible solution related to each layer of stakeholders.

The concern with the distribution of the laptops among students and teachers
prevailed in all groups. The school has more than 500 students, plus more than 30
teachers; and there were around 500 laptops available to be shared among them.
Different ideas were discussed, including: sharing laptops among siblings or among
children from different shifts (at this school, grades 1-5 attends the morning shift,
while grades 6-9, the afternoon’s).

Fig. 4. Summary of the results constructed with the Stakeholders Analysis Chart.
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Regarding the stakeholders from the source layer – in this case, more specifically,
source of information – some participants discussed about the learning curve and who
would provide teachers with the necessary training.

5.2 Expectations and Perceptions

The adjectives and sentences written at the end of the workshop portray the beliefs,
expectation and perceptions that participants had about the project and the XO laptop.

Table 1. Examples of the ideas elicited by the use of the Evaluation Framing.

Stakeholders Issues Ideas and Solutions

Community What is the government’s role in the
project?

Technical support from the Municipal
Education Secretary

Market How to provide internet access to the
laptops?

Extend wireless network

Publicity: how to spread the word about
the project?

Write reports about the experience;
Use the school’s official blog.

Source How to provide training to staff for the
usage of the laptops in the school?

Student monitors as assistants

Maintenance: how to fix software and/or
hardware problems?

Provide specific courses for teachers,
students and other interested in
helping with the maintenance of the
laptops;

Search for agreements with partners from
outside the school

Contribution Distribution of the laptops: since the
amount of teachers/students is greater
than the amount of available laptops,
who receives the laptops?

Share laptops among siblings; share
laptops among children from different
shifts

Children’s safety: is it safe for the
children to go home carrying a laptop?
Would the parents allow it?

Parents signing a Terms of Conditions of
Use; Meeting with parents; Parents
accompanying children to and from
school

Fig. 5. Tag cloud formed with participants’ adjectives and sentences about the project.

350 E. C. S. Hayashi et al.



The full transcript of participants’ expectations, as well as the transcription of all
issues and ideas elicited, shall be available on a technical report.

From the transcription of participants’ expectation and perceptions, a tag cloud
was created. Figure 5 illustrates the words and their occurrence (how frequently the
words appear in participants reports).

As the project was at the core of the discussion, the word ‘‘project’’ was the most
mentioned one, and it was taken away from the list so that all other less mentioned
words would be readable in the resulting tag cloud. Positive adjectives were also
frequently mentioned, e.g., ‘‘great’’ and ‘‘good’’. The general opinions expressed
revealed participants’ interest and excitement for the new arrival, which was denoted
by terms like ‘‘interesting’’, ‘‘innovative’’, ‘‘challenging’’, ‘‘motivation’’, ‘‘cool’’,
‘‘fantastic’’ and ‘‘happy’’.

Albeit naïve, one hoped for changes to ‘‘better lives’’ simply by the presence of the
laptop itself. Others demonstrated being aware that the proper use of the laptops might
promote deep changes in the school, changing paradigms and impacting the entire
school’s systems; and they were also aware that this does not happen overnight, but
instead, as a result of a long process that demands conjoint actions (‘‘Innovative,
however, a long path lays ahead before being totally functional’’; ‘‘(…) interesting,
but demands more detailed planning to work (…)’’; ‘‘(…) if well organized (…) a
mechanism to promote the involvement of the community with the school’’).

From the 60 participants, two questioned the outcome or purpose of the project. One
concern was with the improper use of the internet. The other made use of a metaphor
from the bible, questioning whether the project was not trying to ‘‘throw pearls to pigs’’.

5.3 Analysis Summary

The insertion of the laptops that was about to take place at the school was an act that
would take place at the technical layer of the Semiotic Onion. This occurrence would
demand that norms be created at the school to rule the use of the laptops at the six
levels of the Semiotic Framework, as summarized earlier in this paper on Fig. 3.

Social Level. From a social level perspective, one of the rules that needed to be
decided regarded sharing laptops: who would share the laptops and how was it going
to be controlled. One idea that was positively taken by most of the adult participants
was sharing the laptop among siblings. It seems feasible and practical that if brothers
and sisters attend the same school, in different grades and shifts, they could perfectly
share one laptop. That idea, however, would not work in practice. Students revealed
that the relationship they actually have with their brothers and sisters is not always
friendly enough to keep that norm working well.

If the norm (formal layer) about sharing the laptops among siblings were decided
and implemented without accounting children’s opinion, conflicts might had led to a
disruption at the social level (the social level of the Semiotic Framework, in this
context, can also be seen as the informal layer of the Semiotic Onion).

The involvement of the children in the decision processes are important not only to
guarantee that aspects from real live practices are accounted, but also because they –
the children – are central to the entire project. The meaning the children, together with
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other members of the school, will make of the laptops will have social consequences
and might determine the success or failure of the project.

As Liu ([16], p. 111) argues: ‘‘Before introducing an IT system, there should be
clear specifications of rules for business operations’’. These rules must make sense to
those involved: ‘‘an IT system presupposes a formal system, just as a formal system
relies on an informal system’’.

Pragmatic Level. At a pragmatic level, the use of the laptops should provide richer
learning environment, promoting improved education. Another issue raised during the
SpW regarded the lack of knowledge teachers had on the laptop. One of the ideas
suggested that students who were more familiar with digital technology could provide
support to peers and to the teachers. This approach might contribute to an important
change: moving away from the instructional paradigm, towards more constructivist/
constructionist [26] ones.

Learning about specific features of the laptop only for the purpose of learning
about that technology might make less sense than engaging on the construction of
knowledge supported by the use of the technology.

Semantic Level. In this process, the meanings that will be constructed (and recon-
structed, in a continuous and iterative process) have an important role. ‘‘The meaning
of a sign relates to the response the sign elicits in a given social setting’’; moreover, it
‘‘frequently suggests mental and valuational processes as well’’ ([16] p. 30). Children
might understand the laptops as a source of distraction and recreation. This can be a
powerful learning tool if teachers choose to take advantage of what children most like
doing at the laptop in order to create learning opportunities. On the other hand,
recreational activities might be considered harmful and forbidden

Some of the sentences written at the end of the SpW suggested that it is important
to discuss and review pedagogical projects, policies and practices of the school.
Indeed the construction of meaning from the uses of the laptop might promote changes
which will demand that norms be adjusted to the new reality.

Syntactic, Empiric and Physical Levels. The lower levels of the Semiotic Ladder
provide support to the higher levels. The syntactic level houses concerns on properly
understanding the rules (of interaction) that allows the use of the laptops. The oper-
ational system and the activities (applications) from the XO laptop have interaction
metaphors that differ from the ones we usually see in personal computers or regular
laptops. These differences might confuse those who are familiar to other computers’
interaction language, but will be overcome as long as the activities are intended to a
practical and meaningful use.

The last two levels, physical and empirical, are usually not the concern of users.
However, they are important concerns and they were discussed by all groups.
Although the XO laptop has the Mesh network that supports communication among
the laptops even when no Internet connection is available, participants were concerned
with wireless Internet access. Another concern was with the availability of enough
electrical sockets to recharge all laptops in the classrooms. Such concerns were easily
addressed and solved.
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6 Overview of ‘XO Project’ Practices

The Workshop (WS) we reported in this paper was the first Semio-Participatory
Workshop from the XO Project. After that, other nine Workshops were conducted, as
well as other activities within the school community. The purposes of the workshops
are summarized in Table 2.

Figure 6 illustrates some of the main activities that took place during the last two
years of Project. As indicated in the timeline from Fig. 6, from the donation of the
laptops in August 2009 until the beginning of its use by the school in December 2010,
many activities took place in order to make sure the use would be meaningful for the
community. As in any other organization, the introduction of a new resource in the
environment should be planned and organized. As mentioned before, the Workshop
reported in this paper happened before the delivery of the laptops at the school.

Until December 2010 the school’s building was being remodeled and the school
was being ‘‘housed’’ by a nearby university. Even in a strange environment, the
laptops were deployed and their use helped students in the process of getting familiar
with the new surroundings (e.g., one of the sceneries proposed during the 2nd WS
involved taking pictures and writing about the fauna and flora of the school). Even so,
relocating to their own ‘‘home’’ made the community feel more comfortable.

As mentioned in Sect. 5.1, the group came up with a solution for the problem of
providing teachers with training course for the use of the laptops. The solution was the

Table 2. Workshops (WS) and objectives.

WS (date) Main objective of the WS

1st WS
(June 2010)

Make it clear to all participants: who are the stakeholders, what are the related
problems and possible solutions

2nd WS
(July 2010)

Preliminary construction of educational Use Sceneries for the XO laptop [1]

3rd WS
(September 2010)

Discussion on strategies for the distribution, management and maintenance of
the more than 500 laptops at the school

4th WS
(November 2010)

Teachers’ development workshop based on the Use Sceneries proposed in the
2nd WS

5th WS
(December 2010)

School members’ presentations on their experience in the initial use of the
laptops; discussion [21]

6th WS
(April 2011)

Researchers’ presentations on their projects and relation to the school [18],
[12]

7th WS
(June 2011)

Discussion about metrics, instruments and procedures for the evaluation of the
project by the school

8th WS
(September 2011)

Collective construction of instruments for the evaluation of the project

9th WS
(December 2011)

School members’ presentations on their experience during 1 year of use of the
laptops; discussion

10th WS
(April 2012)

Presentation on use possibilities for the XO laptop;
Collective construction of the structure for the book to be written about the XO

Project
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creation of the Students Monitor program, where students would volunteer to support
their peers in the use of the laptop.

Even with the program, some teachers asked researchers for specific training.
From August until November 2011 we promoted 12 encounters with teachers and
some student monitors with the objective of presenting them the main resources of the
laptop. The result of this endeavor was very low when compared to the learning that
happened ‘‘on the fly’’. When teachers and student monitors used the laptop during
regular school classes they had to learn from their own practices mediated by the XO.
This seemed to have had more impact than their specific training. The practical use of
the laptops allowed them to situate their learning about the features of the laptop in
their classes. This result was noticed due to the qualitative research method of par-
ticipant observation. This qualitative approach, as well as other initiatives and results
related to the XO Project, will appear in the book that is being written by the school
community and researchers.

7 Conclusions

Schools are complex social organizations that shape the future of generations. The
insertion of a technological innovation within the school should not happen with the
deterministic belief that technology develops autonomously and by its own logic. The

Fig. 6. Time line from the XO Project.
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belief should be towards an environment that is continually reconstructed in com-
municative practices among participants (mediated by technology). The Semio-Par-
ticipatory approach, grounded in the Organizational Semiotics concepts, helped the
group to face the challenge of changing old concepts. One of them is the concept that
the school has to adapt itself to technological progress. Instead, the school is an
organization that is capable of influencing the technological innovation, inside and
outside its walls.

In the initial phase of the XO Project, the first Semio-participatory Workshop
sought to clarify the problem and handle with general expectation about the project.
The activities, guided by artifacts inspired from OS and PD, allowed the group to line
up the different views (viewpoints of researchers, students, teachers and school staff) on
the deployment of a new digital technology at an elementary public school in Brazil.

The SpW helped participants to have a broader view of the Project, and to
articulate issues, ideas and solutions. Taking a participatory approach to this analysis
was essential. This paper described the process of conducting the SpW, illustrating its
planning, implementation, results and analysis.

The results indicated that the referential basis and artifacts from OS and PD are
appropriate tools for guiding a collective construction of meanings and norms
regarding the introduction of a new information technology at an educational
organization.
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Abstract. Values and cultural aspects must be considered for providing design
solutions that make sense to people. Although there is influential literature
work devoted to the subject of values and culture in design, there is still a lack
of principled and light-weighted artifacts and methods to support designers in
this task. In this paper we propose two artifacts for supporting designers in
making explicit both stakeholders’ values and system’s requirements in design.
We situate our discussion in a case study where the artifacts were used to
support the design of seven prototypes of applications for Interactive Digital
Television in the Brazilian context. The results were promising and indicated
the artifacts’ usefulness to support designers in dealing with values and cultural
aspects in design activities.

Keywords: VIF � CARF � Organizational semiotics � VCIA

1 Introduction

Interactive systems are a growing reality worldwide. People use them for different
purposes, in quite different and complex contexts, and with unforeseen and far-
reaching consequences. They are a clear example of how technology has left the
boundaries of offices and workplaces to pervade every aspect of people’s personal and
social life. As Sellen et al. [1] highlight, as far as people are not just using technology
but living with it, values become a critical issue and must be explicitly involved in the
design of interactive systems.

As design is an activity no longer confined to specific contexts, several authors,
such as Bannon [2] and Cockton [3], have claimed a rethinking of the way interactive
systems are designed. For them, it is necessary to focus on the intention of design as a
means to improve the world by reimagining, acting, and delivering new sources of
value. Winograd [4] had already asserted that the design role ‘‘goes beyond the
construction of an interface to encompass all the interspace in which people live’’,
requiring a shift from seeing the machinery to seeing the lives of the people using it.
According to the author, there is a complex interplay among technology, individual
psychology and social communication, in a way it demands attention to relevant
factors that become hard to quantify and even identify.
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Knobel and Bowker [5] point out that conversations and analysis of values in
technology usually occur after design and launch. Consequently, most users are faced
with design decisions that are undecipherable to them, that do not reflect a respect and
understanding to their way of life, their behavioral patterns and values. For the
authors, the issue of values often arises in information technologies as disaster needing
management.

Designers necessarily communicate values through the technology they produce
[6]. In the context of interactive systems, depending on the way the system is designed
it will afford behaviors that are intrinsically related to individuals and the complex
context in which they are using it [7]. Individuals will interpret and behave over/
through the system influenced by their cultural systems (e.g., values, beliefs, behavior
patterns). In this sense, as Friedman [6] highlights, although the negligence to values
in any organization is disturbing, it is particularly damaging in the design of computer
technology, because, unlike the situation where people can disagree and negotiate
with each other about values and their meanings, they can hardly do the same with
technology. Therefore, understanding the role of human values in technology design is
a key factor to the development of technologies that make sense to people and do not
produce side effects that harm them.

Miller et al. [8] and Sellen et al. [1] point out values as the critical issue when
designing technologies for the digital age. Some authors have explicitly addressed
issues on values in technology design. Cockton [3] proposes a framework to support a
Value-Centred Design, suggesting activities and artifacts to support designers in an
understanding of technology design as a process of delivering value. Adopting a
different perspective, Friedman [6] has been working on an approach she named
Value-Sensitive Design, to support concerns regarding values, especially the ethical
ones, in the design of software systems.

Other authors have investigated the influences and impacts of cultural factors in
technology design [9, 10] and other have argued for studies, methods, artifacts and
examples for supporting designers to deal with the complexity and different
requirements that current technologies demand [8, 11]. Although the previously cited
works have shed light on this subject, there is a gap between discussions about values
in technology design and practical solutions for supporting designers in this task.
Additionally, despite the acceptance of the cultural nature of values, values and
culture are frequently approached as independent issues in technology design. To our
knowledge, no informed approach or method is explicitly concerned with supporting
the understanding and involvement of both values and their cultural nature in the
design of interactive systems.

In this work, we draw on Organizational Semiotics (SO) theory [12] and the
Building Blocks of Culture [13] to create two artifacts for supporting designers in a
value-oriented and culturally aware design of interactive systems. The first artifact,
named Value Identification Frame (VIF), supports designers to reason about and list
the values related to the different stakeholders that may be direct or indirectly inter-
ested and/or affected by the system being designed. The second one, named Culturally
Aware Requirements Framework (CARF), organizes the identification of require-
ments related to cultural aspects that may impact on stakeholders’ values. The artifacts
were conceived to facilitate their use by professionals that are not familiar with social
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sciences, and were experienced by 34 prospective designers in the context of seven
different projects of social applications for the Brazilian Interactive Digital Television
(iDTV). In this paper we present the artifacts, the theories underlying them, and
discuss the results obtained from their usage in the practical context.

2 Values, Culture and Interactive Systems Design

Friedman et al. [14] understand values as something that is important to a person or
group of people, and Schwartz [15] as desirable, trans-situational goals that vary in
importance and that serve as principles that guide people’s lives. For Schwartz, values
are motivational constructs that transcend specific situations and actions, serving as
standards or criteria to guide the selection of actions, policies, people and events.

Values are bound to culture [12, 15] in so subtle ways that people realize they exist
usually when rules that impact on them are broken or violated. In many different ways,
culture influences on what people pay attention to and what they ignore, what they
value and what they do not, the way they behave and the way they interpret other’s
behavior. The natural act of thinking is strongly modified by culture [16]. In this
sense, if we are to approach values in interactive systems design, we must pay
attention to their cultural nature and complexity.

When talking about culture, Hall [16] believes it is more important to look at the
way things are put together than at theories. Hall [12] introduces the notions of
informal, formal and technical levels in which humans operate and understand the
world, and approaches culture as a form of communication giving emphasis to the
nonverbal. In the OS theory [13], the informal, formal and technical levels are
structured in a scheme named ‘‘Semiotic Onion’’ that represents the idea that any
technical artifact is embedded in a formal system, which in turn, exists in the context
of an informal one. The OS considers an organization and its information system as a
social system in which human behaviors are organized by a system of norms. For
Stamper et al. [17], these norms govern how members, think, behave, make judgments
and perceive the world, being directly influenced by culture and values.

Aiming to formalize and structure the characterization, analysis and comparison
between different cultures, Hall [12] proposes 10 Primary Messages Systems (PMS),
or areas, named the basic building blocks of culture — see Table 1. According to the
author, all cultures develop values with regard to the 10 areas. For instance, values in
‘‘Defense’’ are related to the rules, strategies and mechanisms developed in order to
protect the space (physical, personal), the objects used to guarantee protection, the
kind of medical therapy adopted/preferred, etc. Values in ‘‘Association’’ are related to
the way society structure itself, its groups, public and private organizations/entities,
the role and importance of family and other social relationships (e.g., friendship,
partnership, marriage), and so on. Values in ‘‘Exploitation’’ are related to the preferred
tools, objects, instruments, and procedures for working, playing, learning, protecting,
eating, etc.

Values may also be developed in the intersection of different areas and one may
approach them in terms of the informal, formal and technical levels. For instance,
‘‘Privacy’’ may be understood as a value developed in the intersection of ‘‘Protection’’
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and ‘‘Territoriality’’ areas. People from different cultures tend to have their own
informal understanding of what privacy is and what it means. There are social pro-
tocols, conventions, rules and laws that are formally established to define the meaning,
limits and guarantees of an individual’s privacy and that varies according to the
culture being analyzed. There are also some facets of privacy that are so formally
accepted that can be technically supported, such as a curtain to cover a window, the
wall for restricting the visibility of a house, and the privacy of medical examinations.
According to Hall [12], although humans operate at only one level a time, all the three
are always present in any situation.

Table 1. Hall’s [12] building blocks of culture.

PMS Description

Interaction Everything people do involves interaction with something/someone else: people,
systems, objects, animals, etc. The interaction is at the centre of the universe of
culture and everything grows from it

Association All living things organize their life in some pattern of association. This area refers to
the different ways that society and its components are organized and structured.
Governmental and social structures may vary strongly according to the culture

Learning Learning is one of the basic activities present since the beginning of life. Education and
educational systems are strongly tied to emotion and as characteristic of a culture as
its language

Play Funny and pleasure are terms related to this area. Although its role in the evolution of
species is not well understood yet, ‘‘Play’’ is clearly linked to the other areas: in
learning it is considered a catalyst; in relationships a desirable characteristic, etc

Defense Defense is a specialized activity of vital importance. People must defend themselves
not only against hostile forces in nature, but also against those within human
society and internal forces. Cultures have different mechanisms and strategies of
protection

Exploitation It is related to the use of materials in order to explore the world. Materials in an
environment are strongly related to the other aspects of a culture. It is impossible to
think about a culture with no language and no materials

Temporality Time is related to life in several ways: from cycles, periods and rhythms (e.g., breath
rate, heartbeat) to measures (e.g., hours, days) and other aspects in society (e.g.,
division according to age groups, mealtime). The way people deal with time and the
role of time in society varies across cultures

Territoriality It refers to the possession, use and defense of space. Having a territory is essential to
life; the lack of a territory is one of the most precarious conditions of life. There are
physical (e.g., country, house) as well as social (e.g., social position, hierarchy) and
personal spaces (e.g., personal data, office desk)

Bisexuality It is related to the differences in terms of form and function related to gender. Cultures
have different forms of distinction and classification and give different importance
to each one

Subsistence This area includes from people’s food habits to the economy of a country. Professions,
supply chains, deals, natural resources, are all aspects developed in this area and
that vary strongly according to the culture, being influenced not only by the other
areas but also by geographical and climatic conditions
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In the context of interactive systems, the way the value of ‘‘Privacy’’ (or the lack
of it) has being handled and supported by applications, mainly the so-called Social
Software, has been the cause of several problems widely reported in the Web. Winter
[18] draws attention to how Facebook

�
has become a worldwide photo identification

database and highlights that privacy issues go from what the application does with
users’ data to what it allows other applications to do. In the complex scenario of
designing interactive systems for wide audiences, designers have to show an under-
standing of the different ways people value and manage their privacy, and also to
comply with the laws established in the social environment these people live.
Otherwise, the produced system may trigger undesired side-effects both in the envi-
ronment it is introduced and on the people living in it.

The OS theory [13] provides methods (e.g., Problem Articulation Method, Norm
Analysis Method) and artifacts (e.g., Semiotic Ladder, Ontology Charts) that support
designers in considering the social world and its complexity from the articulation of
problems stage to the modeling of computer systems. The Stakeholder Identification
Diagram (SID) is an artifact from OS — see Fig. 1, that supports the identification of
all the stakeholders direct or indirectly affected by the system being designed. The
artifact distributes stakeholders into different categories: from the actors directly
involved in the project to the people who may not use the system but may be affected
by it. The SID considers that each group of stakeholder brings different perspectives to
the innovation being designed, having its own cultural system that governs the way it
will see, understand, value and react to the proposed innovation [19].

Understanding the way different stakeholders would value and react to an inno-
vation requires designers to see the world through the lenses of these different
stakeholders. The Valuation Framing (VF) is another artifact from OS [13] that helps
in carrying out this kind of reasoning by favoring the analysis of the cultural
dimensions of a product. The VF is built on Hall’s [12] areas of culture with a few
adjustments. For instance, ‘‘Defense’’ was renamed to ‘‘Protection’’ and ‘‘Bisexuality’’
to ‘‘Classification’’ [19] in order to encompass, beyond the notion of gender, issues of
age, instructional, social and economical levels. In the artifact, the analyst’s work

Fig. 1. Stakeholder Identification Diagram (SID). Adapted from Kolkman [19].
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consists of questioning, predicting and hypothesizing how the innovation may affect/is
affecting the different groups of stakeholders regarding the 10 areas.

3 Two New Artifacts for Supporting Designers

As Sellen et al. [1] suggest, the curricula in Computer Science do not traditionally
direct much effort in enabling its students to cope with social issues. It stresses as
important the work with multidisciplinary teams that can contribute with different
visions to a project. Multidisciplinary teams, however, are not always possible or
viable due to project’s scope, restrictions and limitations. Consequently, as Miller
et al. [8] highlight, if designers working in industrial settings are to account for values,
we have to provide them light-weight and principled methods to do so.

We have used artifacts from OS [13] and techniques inspired on Participatory
Design [20] to support design activities in different contexts [21]. However, dealing
with values is not a trivial activity, and designers need practical artifacts to help them
to think of values in an explicit way and to identify the project’s requirements related
to these values. Following, we present the VIF and CARF artifacts, both created on the
grounds of OS theory [13] and Hall’s [12] building blocks of culture. The artifacts’
templates are available at: www.nied.unicamp.br/ecoweb/products/artifacts.

The VIF artifact was created to support the identification of the values related to
the different stakeholders that may be direct or indirectly interested and/or affected by
the system being designed — see Fig. 2. Its input is the list of stakeholders identified

Fig. 2. Value Identification Frame (VIF).

Values and Cultural Aspects in Design 363

http://www.nied.unicamp.br/ecoweb/products/artifacts


through the SID artifact; and its output is a list of the values each different stakeholder
brings to the project.

The basic principles of the VIF artifact are: each stakeholder has a set of values
that may cause/suffer impact with the introduction of the innovation being designed.
The analyst’s work is to map what values each stakeholder brings to the project and
have to be considered in the design.

The artifact is inspired on the SID — illustrated by Fig. 1. Its header has a space in
which designers can put the name of the project — corresponding to the SID’s core
layer, and a list of values to serve as a start point for the activity. The VIF has also four
blocks related to the other layers of SID: ‘‘Contribution’’, ‘‘Source’’, ‘‘Market’’ and
‘‘Community’’. Each block has two columns: in the first one, designers put the
stakeholders identified in the respective layer; in the second one, they indicate what
values the stakeholder is bringing to the project and must be taken into account.
Because the SID induces designers to think of all the stakeholders direct/indirectly
involved in the system being designed, by preserving its structure, the VIF leads
designers to think of the values of all the different stakeholders making them explicit.

The CARF artifact was created to support the identification and organization of
requirements that are related to cultural aspects of the different stakeholders and their
values — see Fig. 3. Its inputs are: the 10 areas of culture; the stakeholders identified
through the SID; and the values mapped for each stakeholder through the VIF. The
output is a ranked list of requirements that are related to the stakeholders and their
values.

Fig. 3. Culturally Aware Requirements Framework (CARF).
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The basic principles of the CARF artifact are: values are culturally developed
according to the Hall’s 10 areas of culture. Depending on the way the innovation is
designed, it will impact on different aspects of these areas, promoting/inhibiting the
values of different stakeholders. The analyst’s work consists of: (i) identifying
requirements for the project according to the 10 areas that are related to the values of
the different stakeholders, (ii) defining priorities among these requirements, and (iii)
dealing with possible conflicts.

The artifact is inspired on the VF. The column ‘‘PMS’’ presents the Hall’s 10 areas
of culture [12]; the column ‘‘P’’ indicates the priority for each requirement specified
(e.g., ‘‘3’’–High, ‘‘2’’–Average; ‘‘1’’–Low); the column ‘‘Requirements’’ describes the
requirements related to each area of culture that may impact on stakeholders’ values;
and the column ‘‘Stakeholder’’ indicates the stakeholders whose values may be pos-
itively/negatively affected by the requirement. The column named ‘‘Values’’ serves to
make it explicit the stakeholders’ value related to each requirement.

In practical terms, the stakeholders identified through the SID, and their values
mapped through the VIF are inserted into the artifact, and designers have to reason,
make questions and try to identify, in each area, the requirements that are related to
the values of these stakeholders. Finally, they mark an ‘‘X’’ in the column of each
stakeholder that may be affected by the requirement and assign a priority to the
requirement (from 1 to 3).

Depending on the complexity of problem, the number of stakeholders may be very
high and listing all the values of all the stakeholders may be an onerous task. In this
case, for practical reasons, we suggest designers to consider at least the most repre-
sentative stakeholders from each layer of SID. This assures that the different forces of
information are being represented, reducing the risk of neglecting important issues
related to values and culture in the project.

4 Designing for iDTV: A Case Study

In 2003, the Brazilian government instituted the iDTV intending to promote: i) the
formation of a national network for distance learning; ii) the access of people to
knowledge by reducing economic, geographical and social barriers; iii) the research
and development; and iv) the national industry [22]. In this context, values of different
stakeholders may suffer and cause influence on the applications, the way they are
used, and the impact they may trigger on the society. The government, private
organizations, the media etc., have different interests and perspectives regarding the
introduction of iDTV in the country. The contents broadcasted, the interaction pos-
sibilities, the applications’ interface, and even the devices needed for receiving the
digital signal and interacting with the iDTV, communicate some of those interests.
Brazil is the fifth largest country in territory and population, having a very hetero-
geneous population in terms of ethnicity, social and economical conditions, and the
analogical television is present in more than 97 % of Brazilian homes [23]. Conse-
quently, it becomes critical to think of values and culture when designing applications
for the iDTV in order to not deliver applications that trigger undesired side-effects on
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the society. In this section, we present a practical activity in which the VIF and CARF
were used in the design of applications for the iDTV.

The case study was conducted in a Computer Science undergraduate discipline for
‘‘Construction of Human–Computer Interfaces’’, in which the Problem Articulation
Method from OS (Liu 2000) was used as an approach for the design of information
systems. A total of 34 participants were divided into 7 groups: G1 (formed by the
prospective designers: D1, D2, D3, D4 and D5), G2 (D6..D10), G3 (D11..D14), G4
(D15..D19), G5 (D20..D24), G6 (D25..D29) and G7 (D30..D34). The theme proposed
to the participants was ‘‘social applications for the iDTV’’. The course took place from
August to December, 2011, and by its end each group had to present a functional
prototype of its project and socialize the final results with the other groups.

From the 7 projects: G1 and G5 are applications intended to promote sustainable
behavior on their users. G2 is an application to support social interaction on football
matches programs. G3 and G4 are related to social networks for the iDTV. G6 is an
application to support online chat and G7 is related to interactive online courses
through the iDTV — see Fig. 4 for some examples. After the course was finished, the
groups were asked to voluntarily answer an online questionnaire in order to evaluate
the activity and it was requested their permission for using all the material they
produced in the course, including their answers to the questionnaire. Another group of
4 participants (G8) opted for not answering the questionnaire and is not being included
in this analysis.

The activity was divided into two parts. In the first part, the groups used the VIF to
make it explicit the values each stakeholder was bringing to their projects. In the
second part, groups used the CARF to identify what requirements they should pay
attention to in order to develop systems that make sense to users and do not cause
negative effects on them. When the activity started, each group had defined the focus
of its project, had identified the stakeholders using the SID, and discussed the possible
problems, solutions and ideas related to each stakeholder using the Evaluation Frame
(EF) — another artifact inspired on OS, which organizes the stakeholders according to

Fig. 4. Prototypes from G5, G6 and G1.
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the SID’s structure and invites designers to reason about the problems and solutions
related to each one; — see [24] for more details about this artifact.

The main steps when using the VIF artifact were: 1. Participants selected the most
representative stakeholders identified through the SID and inserted them into the
VIF’s corresponding block. 2. For each stakeholder, participants discussed what
values it would bring to the project; what would be important to it and how the system
being designed would (should) impact on its values. In order to give participants a
starting point, 28 values were suggested in the context of systems for promoting social
interaction [25]. As a result, each group had a map showing the different stakeholders
and their values — Fig. 5a illustrates part of the VIF filled by G3.

The main steps when using the CARF artifact were: 1. Participants selected at
least one stakeholder from each SID’ layer, inserting them as a new column into the
CARF’s ‘‘Stakeholder’’ Section. 2. For each area (PMS), they should identify
requirements (resources, norms, quality attributes, functionalities, etc.) that should be
considered in the system in order to support the stakeholders’ values. 3. Participants
should mark an ‘‘X’’ in the column of each stakeholder whose values would be

Fig. 5. (a) VIF filled by G3; (b) CARF filled by G7. Translations were made by the authors.
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promoted/inhibited by the requirement. 4. After filling the artifact, participants should
rank the requirements according to their importance to the project.

As a result, each group had a list of requirements related to cultural aspects and
values of its stakeholders, a map of the possible impact of these requirements on
different stakeholders, and an indication of priority for each requirement — Fig. 5b
illustrates part of the CARF filled by G7.

As background material for supporting the activity each group was supplied with:
(i) guidelines explaining the activity’s steps; (ii) the VIF and CARF artifacts both in
press and digital format; (iii) a table containing the list of 28 values in the context of
social applications [25]; (iv) a simplified explanation of each area of culture — as in
Table 1; and (v) at least 3 questions related to each area the groups should think about
— see Table 2. The letters into the brackets in Table 2 indicate the stakeholders

Table 2. Questions in each area for the iDTV context.

PMS Description

Interaction What interaction possibilities will the application offer? [D]; What kinds of actions can
users perform? With what\who? Why? Through which devices? [U, T]; How do
people interact with the analogical TV? What will be changed? [T, U]

Association Is the application usage individual or collective? [U]; Is there any dependence on other
organizations/entities (e.g., data supply)? [S]; May it cause impact on any aspect of
collective life? [G, U]; Is it associated with television content? [S]

Learning Is it required any prior knowledge for learning how to use the application? What is the
cognitive effort for learning it? What kind of learning it can provide? [U]; It is
required training, new abilities or tools for developing the application? Which
ones? [D]

Play What kind of emotions the application may/should evoke/avoid (e.g., fun, challenge,
warning)? Why? [D, G, U]; How the application has to be designed to promote/
inhibit these emotions? [D]; What are the possible impacts on users? [U]

Defense Can the application compromise users’ safety? [U]; What are its policy and terms of
use? [D, G, S, U]; Is there any rights, patent or property? [G, S, T]

Exploitation What are the physical devices required to interact with/through the application? [D, T];
Is it required any other material or modification in the environment (e.g., sound,
media)? [D, U]; Will the introduction of new devices generate the disposal of old
ones? Is there any way to reuse? [D, G, S, U]

Temporality Is there a formal period for interacting (morning, lunch)? [D, G, T]; What is the
expected frequency of use (daily, monthly)? [U]; What about the interaction
duration? Is it brief, medium or long? [D]

Territoriality In which space the application will be used? [U]; Are there specific requirements for
the interaction space (size, lighting, sound)? What kind of impact may be
generated? [D, U]; Is the usage individual or collaborative? [D, S]

Bisexuality Are the technologies necessary to develop the application open source? [D]; Is its final
cost (including the physical devices) viable/accessible for the different socio-
economic conditions of users? [U, G, S]; May it cause negative impact on
economic issues? How? [U]

Subsistence What is the target audience? [U]; Is it required minimum age to participate? [A, G, U,
S]; Is it required information redundancy (the same information in different
formats)? [D, G, S, U]
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directly related to each question: [D] Designer, [G] Government, [S] TV Station, [T]
Transmission Industry, [U] User.

The material produced in this activity was used to support groups in the forth-
coming steps of their projects. 1. With the list of values and requirements at hands,
each group produced the first version of its system’s prototype — an adapted version
of the Brain Drawing technique [20] was conducted and the iDTV design patterns
from [25] were followed. 2. The Balsamiq

�
tool was used to draw the users’ interfaces

and the CogTool
�

was used to create the interactive prototypes. 3. The eValue artifact
[26] was used to evaluate the prototypes according to the way they were supporting
the values and cultural aspects critical to each project. Figure 6 illustrates an
instantiation of the methodology [28, 29] used in the discipline to conduct the case
study.

5 Results

Based on the material produced in the case study, including the final prototypes
created by the groups, it was possible to identify the VIF and CARF as promising
artifacts for supporting designers in a value-oriented and culturally aware design. Both
the artifacts met the needs that led to their conception: (i) thinking of values in an
explicit way and (ii) identifying the requirements related to these values.

As an illustration, Fig. 7 shows the prototype produced by G3 regarding a social
application for the iDTV. Through the VIF, the group made explicit the values of the
stakeholders involved in the project. For instance, the group pointed out ‘‘Privacy’’,
‘‘Accessibility’’, and ‘‘Relationship’’ as values of the stakeholder ‘‘users’’. Through
the CARF, the group discussed about the project according to each area of culture, and
specified requirements that should be considered in order to account for the values.

Fig. 6. Methodology of the case study.
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For promoting the value of ‘‘Privacy’’, in CARF’s ‘‘Protection’’ area, the group
specified that: 1. ‘‘Users have to agree explicitly for letting their profile publicly
visible’’. 2. ‘‘The application must be included in the ‘Parent’s Control’ functionality,
protected by a password’’. 3. ‘‘The application must allow users to turn on/off the
‘History recording’ feature’’. The detail (1) in Fig. 7 represents the configuration
feature that allows users to choose: (i) whether their activity history will be recorded;
(ii) whether other users are allowed to see their updates; and (iii) whether they want to
receive recommendations from other users.

For promoting the value of ‘‘Accessibility’’, in CARF’s ‘‘Exploitation’’ area,
participants specified that the application must have: 1. ‘‘The possibility of changing
the size of interface elements and the color contrast’’. 2. ‘‘Subtitles for spoken com-
munication’’. 3. ‘‘A help section and additional information about the features’’. The
detail (2) in Fig. 7 indicates the possibility of changing the size of the interface
elements and the detail (4) indicates a ‘‘Help’’ feature — it is related to the
‘‘Learning’’ area. Understanding the ‘‘Exploitation’’ and ‘‘Learning’’ areas of culture
is key to design an accessible solution in the proposed scenario because, as Neris et al.
[30] argue, designers need to know users in their abilities, preferences, and motor and
cognitive limitations, formalizing the interaction requirements and investigating
solutions of interaction and interface for the diversity. This is very different from
developing applications for the ‘‘average user’’ that would not capture the reality of a
plural context such as the Brazilian one.

For promoting the value of ‘‘Relationship’’, in CARF’s ‘‘Association’’ and
‘‘Interaction’’ areas the participants specified that: 1. ‘‘It must be possible for users to
interact with each other through chat and messages’’. 2. ‘‘The application should
recommend ‘friends’ to users according to the information of their profile’’. 3. ‘‘It

Fig. 7. Prototype designed by G3: a social network for the iDTV.
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must be possible for users creating their lists of friends, family members, other groups,
etc.’’. The detail (3) in Fig. 7 indicates the feature for managing ‘‘friends’’. Further-
more, we can point out another example: through the VIF, the G3 identified the value
of ‘‘visibility’’ for the stakeholder ‘‘Sponsorship’’. In CARF’s area of ‘‘Subsistence’’,
G3 adopted the strategy of providing ads services for funding the maintenance costs:
‘‘The profit will be generated through ads from sponsors and the TV programs’’. The
detail (5) in Fig. 7 indicates a banner where ads are displayed.

Values of other stakeholders and their related requirements were also considered
by G3. For instance, ‘‘Reputation’’ is a value of the stakeholder ‘‘TV Station’’ and is
related to the area of ‘‘Classification’’. The group specified requirements and designed
a feature in which users can rate programs, add them to their favorite list, and share
the list with their friends. The same was identified on the projects of other groups. For
instance, before using the artifact, G1 (designing a game for sustainable behavior) was
not paying attention to the value of ‘‘Identity’’ of its stakeholder ‘‘user’’. When dis-
cussing the area of ‘‘Classification’’, participants perceived that their initial ideas
would lead to a biased design in which users would have to use the avatar of a little
boy — no possible changes were possible. After filling the artifacts, they designed a
feature where users could choose between a little boy and a girl avatar, accounting for
the differences of gender and preferences when playing.

6 Discussion

According to the answers in the evaluation questionnaire, identifying the values of the
stakeholders involved in the application being designed led the groups ‘‘to evaluate
the impact of the project on each stakeholder and, then, to adapt the project according
to the stakeholders’ needs and values’’ [G4].1 Other group mentioned that thinking of
values ‘‘contributes to have a wider perception and understanding of the stakeholders
involved in the project, their point of view, and the real purpose of the application we
should develop to them’’ [G5]. And also, that thinking of values ‘‘is of critical
importance because it helps us to see who may be affected by the project, and what
values we should pay attention to in order not to cause negative side-effects on any
stakeholder’’ [G6].

Regarding the utility of the VIF and CARF artifacts, groups were asked about their
perceived utility and contribution to the project. Two groups answered that both
artifacts contribute strongly and were determinant to the identification of the values
(VIF) and the requirements related to stakeholders’ values and culture (CARF). Four
groups answered they contribute to the process, and a group answered they are
indifferent (neutral). None answered the artifacts do not contribute or make the
activity difficult — see Fig. 8.

For G2, understanding culture and values is mandatory when designing applica-
tions for a wide and complex context like iDTV. For G3, this understanding favors
‘‘the identification of important points during the design stage’’ preventing re-work,

1 All translations were made by the authors.
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additional costs with modifications and even the project’s failure. For G4, the artifacts
‘‘contribute to structure and organize ideas’’; they ‘‘support a better view and
understanding of the project’’, and they ‘‘contribute to the development of the
application taking into account the points that are truly important in the users’
context’’.

When asked about the positive aspects of both artifacts, G1 answered they
‘‘provide a wide perception (what is needed and why), and a basis for reasoning about
the project’’. G2 cited that the artifacts contribute to ‘‘structure, organize and better
understand the ideas for the project’’. G4 pointed out that the artifacts are ‘‘simple and
easy to understand’’ and that they ‘‘direct the project toward the consideration of
values’’. And G6 answered that the artifacts contribute to ‘‘manage and develop the
project, respecting the values of each stakeholder and finding new requirements to the
project’’. On the other hand, when asked about the negative aspects, G4 asserted that
the artifacts ‘‘need additional information for supporting their usage’’. G7 cited the
high quantity of terms and aspects to be considered. And G2 suggested that the ‘‘areas
of culture in CARF could be more explained’’ and that the artifacts have ‘‘too many
variables, making it difficult to keep the simplicity and to think of only a few stake-
holders and their values’’.

These aspects suggest that the artifacts must be as simple as possible in order not
to overload designers with complex terms and unnecessary steps. However, as the
authors we cited previously have argued, dealing with values and culture in tech-
nology design is a great challenge we are facing in the present. In part, it is due to the
topic’s inherent complexity, and that becomes even more difficult due to the lack of
training and familiarity with social subjects students in technological areas have.
Therefore, some initial difficulty in learning how to use the artifacts is expected.

Indeed, our main concern when creating the artifacts was to find a balance
between making them self-explanatory and informative, while keeping them as simple
and easy to use as possible. For instance, during the case study we identified that it
would be useful to include a column named ‘‘Value’’ in the CARF (see Fig. 3) in order
to make explicit the relationship among the requirements, the areas of culture and the
stakeholders’ values. Additionally, the values from [25] included into the VIF artifact
have been used in different contexts [7, 21] and seems to be a good starting point for
the discussion on values in applications intended to promote social interaction. In the
evaluation questionnaire, groups were asked whether the suggested values contributed
to the activity. Two groups (28 %) answered they were indifferent; while three groups
(44 %) answered they contributed, and 2 groups (28 %) answered they contributed
strongly to the activity — see Fig. 9a.

Fig. 8. Contribution of the artifacts to the projects.
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For the CARF artifact, groups were asked whether the description of each area of
culture, and the questions related to it, contributed to the clarification of requirements
related to stakeholders’ cultural aspects that could impact on their values. The 7
groups (100 %) answered positively (the artifact contributed), and highlighted that the
CARF ‘‘is comprehensive, and the questions make it self-explanatory’’ [G1]; ‘‘give a
direction in the requirements identification activity’’ [G3], and ‘‘it is a well-synthe-
sized structure to support seeing and understanding culture during the development
stage; they make you reason on all the aspects that can influence in the project
development’’ [G4].

Regarding all the artifacts used in the case study, the 7 groups (100 %) answered
they would use the artifacts to support their activities in other contexts, mainly when
designing a new product to be used by a wide audience. The SID and CARF were
cited by the 7 groups (100 %); while 6 groups cited the VIF (86 %) and 5 groups cited
the EF (72 %) — see Fig. 9b. It is interesting to note that even the group that was
indifferent to the use of the artifacts in the process (see Fig. 8), reported they could use
the CARF in another context.

In sum, although further exposition of the artifacts to other students and profes-
sional designers in different contexts is still needed, the results obtained from the case
study as well as the answers to the evaluation questionnaire indicate both VIF and
CARF as promising artifacts for supporting designers in the complex scenario of
designing value-oriented and culturally aware solutions.

In another study [21], values were used in the design of applications for supporting
cross-cultural collaboration and our findings indicated the values as determinant for
guiding designers in the evaluation as well as redesign of their prototypes. The
interested reader may consult [27] for detailed information about the evaluation
activity supported by the eValue artifact (mentioned in Fig. 6), and for the results that
reinforced the contribution of considering values and cultural aspects in all the design
stages.

7 Conclusions

Designing technologies that reflect an understanding and respect to human values is an
ethical responsibility, a need and a challenge for all those who are direct or indirectly
involved with design. However, although clearly recognized as important, there are

Fig. 9. Contribution of the values (a); Artifacts groups would use in other contexts (b).
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few initiatives in literature relating culture and values to technology design. There is
also a lack of approaches, methods and artifacts for supporting designers in dealing
with values and cultural aspects in practical contexts — and even a lack of practical
examples to inspire designers in similar situations. In this paper, we shed light on this
scenario proposing the VIF and CARF artifacts and suggesting other existing artifacts
(e.g., SID, VF, EF) that may support designers in practical settings.

The artifacts were used by 34 prospective designers in a case study related to the
design of applications for the Brazilian Interactive Digital Television. The results
obtained from this case study indicate the benefits of using the artifacts for supporting
designers in keeping values in mind during the design activities, and in identifying
requirements related to the cultural aspects of stakeholders that may impact on their
values. The case study also suggested some points that could be improved in the
artifacts and that may be subject of further studies.

Finally, although the artifacts have shown interesting results, they alone are not
enough to guarantee an effective consideration of values and culture in interactive
systems design. Indeed, as the case study presented in this paper has shown, other
artifacts, methods and tools are needed in order to allow the articulation and
involvement of values and other cultural aspects during the different stages of a
system design. We are naming value-oriented and culturally informed approach
(VCIA) such set of artifacts and methods we are investigating in ongoing and further
research.
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Abstract. The benefits of Enterprise Resource Planning (ERP) systems
for managing enterprise-wide processes and resources may be counter-
balanced by the burdens placed on their users in learning to operate
the system. In this paper, we present an approach to creating system
tutorials in which the system itself produces interface demonstrations as
dynamic visualizations of previously occurring system-user interactions.
This approach is motivated by our observations of ERP users in the work-
place in conjunction with theoretical accounts of system-user collabora-
tion. The playback interface culls information from the usage log records
of the data model, which was specifically designed to overcome the chal-
lenges of identifying and aggregating relevant process-related data. This
approach is a less costly, more flexible alternative to pre-recorded tuto-
rials and has far-reaching implications for assisting users in learning to
navigate and use any complex or confusing interface.

Keywords: Human-computer collaboration · Tutorial systems ·
Enterprise systems · ERP · Human-computer interaction · Usability

1 Introduction and Motivation

Enterprise Resource Planning (ERP) systems integrate internal and external
data from across the organization and enforce the best practices of a variety of
industries. While this approach can lead to greater efficiencies and lower risks for
the company, the enforcement of best practices can be particularly burdensome
for the systems’ users. Because they are designed to be industry- rather than
company-specific, users are confronted with overly complex, opaque interfaces
that make it difficult to discern which components and screens are actually
relevant for their particular purposes and how they are related to the underlying
processes. Those processes are in themselves complex, comprised of multiple
tasks involving numerous steps. It is difficult if not impossible for typical users
to determine where the tasks they perform fit into the overall process and how
those tasks interact with those performed by other users of the system.

Industry reports [1–3] and our own field studies of ERP usage [4,5] have
confirmed how difficult it is for users to learn how to perform their tasks using
these systems. Even after undergoing months of training, users are often ill-
equipped to undertake new tasks or tackle ones they perform on an infrequent
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basis. The help functionality is typically too generic to be useful and user manuals
are similarly unhelpful. As a result, users prefer to turn to their colleagues and
in-house experts for assistance.

In this paper, we present an alternative, less resource-intensive approach
to providing users with the guidance they are seeking. We have developed a
playback interface that creates on-request, dynamic visualizations of system-user
interactions for supporting ERP users in learning (or recalling) how to perform
a task or a multi-task business process. The system retrieves data from past
interactions that have been captured to a usage log and couples it with its own
knowledge of its task interfaces in order to create step-by-step playbacks of how
users have previously performed a particular task or series of tasks comprising
a process. This approach offers greater flexibility and user-control than pre-
recorded tutorials and is more likely to be relevant to the context of the user’s
current interaction with the system.

The motivation for a playback approach to sharing system know-how grew
out of the application of the collaborative view of human-computer interaction
[6–8] to addressing ERP usability. This perspective holds that the computer
must act as a partner by supporting its users in the increasingly complex envi-
ronments of modern applications. In earlier work, we defined four principles
based on this perspective for guiding the design of ERP systems [9]. The play-
back agent described here is an approach to implementing the second design
principle, namely:

The system should provide navigational and progress guidance to a user
performing a transaction, indicating the broader context of each interac-
tion in terms of the related business process components and specifying
the completed and remaining parts. A sufficiently competent user should
be able to turn off this guidance if it becomes a distraction.

A study of CoScripter [10], a knowledge sharing system, showed that users
benefit from using a system that can execute pre-recorded sequences of steps for
achieving their daily work goals. The interface presented in this paper imple-
ments a similar type of playback behavior within an ERP system.

The major challenge behind composing such playbacks of user-system inter-
actions from vast amounts of usage data comes from the need to identify only
those user sessions that are relevant to a process and to aggregate the key-press
level data from those sessions [11] in real-time. The sessions typically involve
multiple users who have worked on parts of the process during non-continuous
time periods that may be overlapping. Since the logging facilities of existing
ERP systems are not sufficient for this task, we have designed a representation
of the tasks, their composition into user interface components, and their rela-
tionship to domain objects, which we call the Task-Interface-Log (TIL) model
[12]. This model and the algorithms we have developed for enabling playback
have been implemented in an ERP prototype that is used here for demonstrating
our approach.

Enabling automated demonstrations of system-user interactions supports the
common practice of employees learning from others in the organization about
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how to use the system, which can vary significantly from the prescribed processes
[13]. Other benefits include:

– Time and cost savings - users can get the help they need without leaving their
desks. The composition of demonstrations is done automatically by stream-
lining the previously captured record of a user performing a task, without the
need for any help desk personnel.

– Flexibility - users can be given choices concerning the interactions they would
like to view, including the task or process, the relevant organizational unit,
a date range of interest, etc. This flexibility supports organizational memory
and maintains the currency of the tutorials, as they are generated in real
time from data that includes the most recent instances of business processes
performed within the system.

– In-context help - unlike the help functionality currently provided by ERP sys-
tems, which is typically too generic to be useful, our demonstrations capture
the context of the system-user interaction and are accessible directly from the
system interface.

The next section of this paper discusses related work. In Sect. 3, we highlight
components of the TIL model that are essential to task and process instance
identification. The playback interface is described in Sect. 4. Conclusions and
directions for future research are presented in Sect. 5.

2 Related Work

Improving the usability of ERP and other business applications receives scant
attention in the human-computer interaction literature, although challenges have
been acknowledged. Recently, Quast and Handel [14] have proposed a novel
architecture that treats user-tailored interfaces as a dominant design compo-
nent. It leverages social computing methods for community-driven development
and selection of interface instances that best capture the needs of a particu-
lar organizational unit. Interestingly, this work implements another one of our
design principles [9], which requires enterprise systems to have a mechanism for
easy customization of end-user interfaces in order to match the practices and
vocabulary of each individual organization.

In acknowledging the need for dramatic improvements in tutorial and help
methods, it is noted in [15] that recorded demonstrations of interfaces are a
very effective method for helping users learn procedural tasks. The tutorials
they describe, however, are prerecorded videos that are accessed via external
websites and are not integrated with a user interface. In our approach, auto-
mated tutorials are dynamically generated from logs of actual usage, thereby
bypassing expenses associated with prerecording videos while providing up-to-
date, in-context demonstrations of any process that has been performed with
the system.

There are several techniques for providing in-context help with complex inter-
faces. The focus of many of these approaches is on the interface components
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themselves. ToolClips [16] helps users understand how to use a tool or func-
tion by augmenting traditional textual tooltips with video and documentation
content. AIMHelp [17] provides dynamic, context-sensitive help for the AIM
(Auckland Interface Manager) GUI-based application, including an automated
help index, a browsable event log for listings of prior events, and displays for
the causes of event triggers and the effects of a selected widget. The Cogen-
tHelp prototype tool views the help system as “one topic per widget” [18], with
human-generated snippets attached to widgets in user interfaces built using the
Java Abstract Window Toolkit. A creation tool for providing contextual help for
GUIs using screenshots is presented in [19].

Various approaches exist for guiding user interactions through a process. The
SmartAidè tool [20] provides context-sensitive help to novice users of complex
interfaces based on AI planning. It gives step-by-step textual instructions, auto-
matically generates action sequences for execution within the workspace, and
changes the state of the interface. The CoScripter tool [10] uses a programming-
by-demonstration approach for capturing knowledge on how to perform web-
based procedures. Users record their actions as editable, executable scripts that
are stored in a wiki for maintaining and sharing among users.

A model-based approach is described in [21], in which a hypermedia interface
provides adaptive diagnostics and interactions to maintenance technicians of
complex equipment that are tailored to the competency of the user. The OWL
(Organization-Wide Learning) recommender system [22] uses data logged from
users of instrumented versions of software, with individualized coaching in the
form of recommended learning tips that are computed on a monthly basis. In
[23], workflow models are applied for assisting users of desktop applications, with
an intelligent workflow assistant automatically keeping track of ToDo lists and
automating part of the workflow when possible.

In the ERP domain, process mining is typically used passively for workflow
analysis. Its active use in an online setting is promoted in [24], which proposes the
mining of partial cases that have not yet completed for use in recommending the
remaining steps to take for minimizing cost and time. The approach described
in [25] provides recommendations on the most suitable next steps from previous
processes executed by the current user along with process decisions from all
users involved in the same process type. Their self-adjusting user model classifies
each user and weighs recommendations based on those classifications. In [26], the
focus is on aiding system administrators of large-scale applications by identifying
from system logs those choices performed most recently in the past that led to
a desired outcome.

While our approach is also model- and process-driven, it is differentiated by
our framework, which supports the automatic derivation of processes from usage
logs based on records of task inputs and outputs rather than on temporal data.
This reduces noise arising from multiple users working on interconnected, highly
concurrent processes and avoids many of the shortcomings identified in [27].
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Fig. 1. A screenshot demonstrating typical features of our prototype’s interface.

3 Capturing the Usage Data

For the purpose of our investigations, we have developed a prototype that imple-
ments a selection of typical ERP tasks. We briefly outline the components of its
interface to provide context for the presentation of our model and algorithms
that follows.

Each task interface is implemented using one or more interface pages. The
graphical user interface of each page uses groups of interactive components that
are designed specifically to automatically record all interactions with the user.
These interactive components are input fields, standard buttons, and menus.

While the user input components can be laid out in different fashion on
different pages, all user-system interactions occur via these input controls. The
composition of each page is described within the data model of the system, as
discussed next.

3.1 Task-Interface-Log (TIL) Model

We deploy a Task-Interface-Log (TIL) model at the core of our prototype to
enable the recording and reconstruction of the details of any interaction between
the system and its users. An entity-relation diagram of the essential components
of the TIL model presented in Fig. 2 illustrates what follows here.

Our model captures the essential description of the tasks that the system is
designed for in the Task module. Each task description includes the specifica-
tion of the type of object produced as the result of executing a task, which is
described in an attribute called DTableOut. This is an abbreviation for Domain
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Task Module

Interface Module

Logging Module

Domain Module
Other tables omitted

page

Fig. 2. The Task-Interface-Log (TIL) model.

Table Output, since task output is always stored in a table from the ERP domain
database that we call the Domain module. For example, the Add Material task
results in the creation of a new material record, which is stored in the Mater-
ial table. Thus, the value of DTableOut for Add Material is Material. The Task
module also includes user-configurable information regarding the tasks that are
included in the business processes.

Each task is implemented as a set of ordered interface pages containing user
input components, such as input fields, buttons, and menus. The description
of each task page is stored in the Interface module. Each input component
record in the InputControl table includes a DTable attribute, which specifies if
the data entered into the component must have a corresponding record in a
particular domain table (i.e. a Domain module table). For example, a text field
for entering plant values will have the DTable attribute set to Plant. Note that
a collection of DTable attributes of all input components associated with a task
specifies the task’s domain inputs, i.e., the types of domain objects used to
produce the output of the task.

The Task and Interface modules are static, in that their contents do not
change after the system has been configured. They provide the means for creating
an interface from a declarative specification as well as for identifying the possible
input-output connections between tasks. These connections play an important
role in identifying which task instances are potentially related to each other and
which are not.
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The Logging module records user interactions with the system on two
interconnected levels: the task level and the interface level. Logging on the task
level involves keeping track of task instances, i.e., the users’ engagement with the
system on a particular task. A new task instance is created whenever a user opens
the task interface. A task instance can extend over multiple user sessions and is
considered unfinished until the task’s output object is submitted to the domain
database or the task instance is canceled. When a task instance is completed,
the identifier of the created domain output object is recorded in the OutPKVal
attribute of the TaskInstance table. Thus, each created domain object can be
traced back to the particular task instance that produced (or updated) it.

The SessionTaskInstance table of the Logging module captures the chronology
of each task instance within user sessions, which may have been performed by
multiple users. The system is constrained to allow only one user to work on a
task instance at any particular moment.

The detailed key-press level information regarding the users’ interactions with
input controls within the task instance is also recorded in the Logging module.
Whenever a task page is rendered on the screen, the system creates a new record
in the EntryField table for each input control on the page. An entry field is an
instantiation of an input control within a particular user session. Each entry field
is attributable to a single task instance. Users’ interactions with entry fields are
recorded in the UserEntry table. Every time an input control gains focus, the
system records the timing of that event as well as the time of the subsequent
loss of focus. It also records the content of the entry field at the time focus was
gained, the input entered by the user, and the resulting content of the field at
the time the focus was lost.

Taken together, the information contained within these two layers of the
Logging module enables a quick and complete reconstruction of a sequence of
events as they occurred over time. Importantly, the broader task and user context
of these events can also be deduced by exploiting the knowledge of the system
and the users embedded within the TIL modules.

Empirical illustrations. In this section, we present three views illustrating the
type of information that can be obtained from the usage logs via querying. These
illustrations are based on data from an empirical simulation of our prototype,
which we conducted for the purpose of collecting usage data. In this simulation,
15 users employed our TIL-enabled prototype to complete several prototypical
ERP tasks during a course of over 27 days. The logged data included 39 user
sessions and 450 different task instances.

Example 1. Table 1 shows an excerpt from the list of task instances in chrono-
logical order by their start time, obtained by querying the TIL model data.

The first five columns in this figure describe the user who initiated the task
instance, the id of the task instance (TIID), the start and end time, which
refer to the time the task was initiated and completed, and the task name.
Also included in the view is the output object for each task instance, specified in
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Table 1. Task instance logging.

User TIID StartTime EndTime TaskName DTableOut OutPK Parent

Value TIID

. . .

user3 110 13-Dec 12:17:31 13-Dec 12:23:48 selectTask

111 13-Dec 12:17:53 20-Dec 15:07:30 Add PR Puchase Requisition 12

112 13-Dec 12:19:32 13-Dec 12:22:12 Add PO Puchase Order 10

113 13-Dec 12:22:24 13-Dec 12:23:39 Add PO Puchase Order 11

user4 115 13-Dec 13:13:08 13-Dec 13:30:27 selectTask

116 13-Dec 13:13:35 13-Dec 13:17:38 Add PO Purchase Order 12

117 13-Dec 13:15:13 13-Dec 13:15:34 Review PR

. . .

user3 194 20-Dec 15:04:51 20-Dec 15:04:51 AddMaterial Material 70

195 20-Dec 15:05:07 20-Dec 15:06:38 Add GR Goods Receipt 6

196 20-Dec 15:06:46 20-Dec 15:07:30 Eidt PR Purchase Requisition 12 111

197 20-Dec 15:07:34 20-Dec 15:08:25 Eidt PR Purchase Requisition 16 126

columns DTableOut and OutPKValue. For example, the outcome of task instance
111 is a record in the Purchase Requisition table with the primary key value of
12. The last column, ParentTIID, is filled only for editing tasks, as it connects
the instance of an editing task to the task instance that first produced the edited
object, as shown for task instances 196 and 197.

The excerpt from the log data demonstrates some of the complexities involved
in aggregating this data into demonstration scripts:

– An example of a task instance that extended over more than one user session
is presented by task instance 111. This Add Purchase Requisition task started
on Dec 13 and ended seven days later, when Edit Purchase Requisition number
196 was completed as the result of user3 submitting the requisition. Impor-
tantly, our usage log captures the relationship between Add and Edit task
instances, enabling the reconstruction of the process of creating a Purchase
Requisition from its inception to its submission.

– Parallel execution of multiple task instances by a single user is demonstrated
by the timing of task instances 116 and 117, performed by user4. In deter-
mining which tasks are related to each other in a business process, the TIL
model relies on the object flow between the tasks. The object flow infor-
mation enables our playback procedure to determine automatically if two
co-occurring task instances are related to each other, and, thus, must be
shown together in a task tutorial.
In the case of task instance 116 (Add Purchase Order) and 117 (Review Pur-
chase Requisition), additional querying that is not shown in Table 1 can reveal
if task instance 117 involved reviewing a purchase requisition that was used
as input to task instance 116. Based on that information, our playback algo-
rithm would either include or leave out task instance 117 as a part of the
playback of task instance 116.

Thus, the task instance data captured by our TIL-enabled prototype contains the
complete chronology of the task instances, including the precise determination
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Table 2. Interface-level details of user actions within a specific task instance derived
from the log.

Task Instance 111, Add Purchase Requisition, by user3

User Entry Time EFID ICName PageNum Value Entered Value

Start End

1 13-Dec 12:17:53 1393 Vendor 1 2 2

2 13-Dec 12:18:08 1394 Plant 1 3 3

3 13-Dec 12:18:20 1396 Storage Location 1 2 2

4 13-Dec 12:18:32 1401 Standard Form Button 1 Submit <press>Submit Submit

5 13-Dec 12:18:36 1404 Material 2 <press>Lookup

6 13-Dec 12:18:41 1404 Material 2 <press>Select

7 13-Dec 12:18:41 1404 Material 2 <receiveSelection> 22

8 13-Dec 12:18:42 1405 Quantity 2 1 2 2

9 13-Dec 12:18:48 1416 Standard Form Button 2 Add Line <Pres>Add Line Add Line

10 13-Dec 12:18:48 1417 Material 2 <press>Lookup

11 13-Dec 12:18:54 1417 Material 2 <press>Select

12 13-Dec 12:18:54 1417 Material 2 <receiveSelection> 64

13 13-Dec 12:18:55 1418 Quantity 2 1 5 5

14 13-Dec 12:19:05 1414 Form Button 2 Save <press>Save Save

of the task instance boundaries in the presence of co-occurring tasks, which is
critical for creating task instance visualizations based on usage log data. The
logging data also associates each task instance with the resulting changes in the
domain data. This allows us to reason effectively about the relationships between
the task instances based on the flow of the domain objects.

Example 2. Table 2 details the system-user interactions occurring within a par-
ticular task instance. This view aggregates the data from the Logging module so
we can trace what happened. It is a chronologically ordered set of all logged user
interaction events that occurred while user3 was working on an Add Purchase
Requisition task (task instance 111).

As shown in rows 1 through 4, the user entered values in Vendor, Plant,
and Storage Location fields on page number 1 of the task interface using the
keyboard and then pressed the Submit button. The user subsequently entered
the second page of the task interface, where she entered values into fields and
saved the resulting purchase requisition for further editing.

In addition to obtaining the details of the input events, we can determine the
full set of actual domain input parameters for each task instance by computing
the final values in the entry fields of each task page. This is demonstrated by
Table 3 for task instance 111. Note that the Quantity values entered for task
instance 111 are deliberately left out of Table 3, because quantity is a non-
domain value, i.e., a number that is not associated with any domain database
record. The task instance input and output information plays the key role in
determining if task instances are related to each other and in reconstructing
process instances for presenting to the user, as described next.
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Table 3. Domain objects used as input to task instance 111.

User TIID DTable PKValue Entered

user3 111 Material 22
Material 64
Plant 3
Storage loc 2
Vendor 2

3.2 From Individual Tasks to Processes

The flow of business objects between tasks forms a natural basis for our represen-
tation of processes. In the course of system use, objects produced as the output
of some tasks are used as inputs to others. We therefore define a process in our
framework as consisting of a set of tasks related via their inputs and outputs
and associated with the type of object that is ultimately produced.

Our system helps the user in identifying those tasks that are relevant to a
process, but the user makes the final selection of which tasks comprise a process
at the system configuration stage. This specification is stored in the Task module,
while the business object that is produced by the process is stored in the Domain
module.

Given a process specification as a set of tasks connected via output/input
links, process instances can be reconstructed automatically from the Logging
module within the TIL model. The algorithm for process instance detection is
implemented as an SQL procedure over the TIL and Domain data and is best
described as a breadth-first search in the task instance graph.

A task instance graph is a directed acyclic graph, in which the nodes cor-
respond to task instances, and an arrow from node a to node b is drawn if the
output object of task instance a was used as input to task instance b. Figure 3

Material, #74

PO , #47

a1
c1

a2
Material, #80

f1
PO, #47

f2

GR,  #43

d1

PO , #47

Fig. 3. A fragment of a task instance graph with a process instance highlighted in
boldface.
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depicts a task instance graph in which one process instance is highlighted in
boldface.

The input to the process instance identification algorithm is a specific busi-
ness object, e.g., good receipt (or GR) #34, and a set of tasks comprising the
process, e.g., P = {a, b, c, g, e, f}, as described in the Task module. The out-
put is a set of task instances comprising the process instance that produced the
specified business object. Throughout its operation, the algorithm considers only
instances of tasks in the process task set P . It starts by identifying the chrono-
logically latest task instance that produced the specified object as its output and
putting that instance in a list of discovered task instances D. The breadth-first
traversal then starts from that latest task instance. At each subsequent stage, for
each node δ ∈ D, the search identifies the set of all nodes with links into δ that
preceded it in time and adds it to D. The search continues until no new nodes
are discovered. The process instance is returned as the set of task instances D.

Note that, due to the optionality of some tasks within a process, there can
be great variation in the actual task composition of process instances. Another
source of variability is the timing of the task instances involved in a process. Our
approach to process instance detection accurately identifies process instances
using a SQL-based procedure over the TIL model data, thereby avoiding the
pitfalls typically encountered by data mining approaches.

To summarize, the process-related capabilities of our current system proto-
type include:

Process Configuration Stage. For a given output document type, the user
specifies the set of tasks that she wants to have included in the designated
process. The tasks must be related to each other via their input-output
links [12].

At System Runtime. When a user selects the playback option on a task, one
of the choices includes the demonstration of a process involving that task. If
the person chooses to play the process, the system queries its log to produce
a list of existing completed process instances and presents the choices to the
user. The selected instance is demonstrated to the user by the system in the
Playback window, as described next.

4 Replaying the Interaction

In this section, we describe our interface and algorithm for creating on-demand
playbacks of tasks. We have implemented and tested the interface within our
proof-of concept prototype ERP system.

For every available task in the prototype, the user can invoke a ShowMe
option, which demonstrates the task interface by playing back a previously
recorded system-user interaction of that task. The visualization is performed
by the Playback procedure, described in the next subsection, and involves imi-
tation of the recorded user actions and system responses at a speed that makes
it easy to follow the process.
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Upon invoking the ShowMe option, the user can select demonstrations dis-
playing a task instance that was:

– performed by a particular colleague,
– completed during a specified range of dates, or
– involved a specific business object, e.g., customer invoice number 254.

We chose these parameters because they most closely correspond to the types of
information being sought by users in real-life scenarios.

Another playback option is the demonstration of an entire process involving
a particular task, as many ERP users in our field studies complained about not
understanding where a task fits into an overall process in terms of what tasks
preceded it and what tasks followed it. Understanding how tasks are linked and
the flow of data through a process is often essential information, particularly
when users attempt to address an error caused by a problem with the data, but
this information is not readily available from the system.

Figure 4 shows a screenshot of a Playback Parameter Selection window. In
this case, the user has specified that they would like to see how user11 has
performed the Add Purchase Requisition task within the specified time range. The
user selected to view the task within the context of the corresponding Purchase
Order process instance.

In response to a ShowMe request, the system queries the Logging module for
a list of task or process instances matching that request and presents them to the
user. If no parameters are specified, the system generates a list of all available
instances of the requested task. At this time, the list of playable task and process

Fig. 4. A screenshot showing the parameters that can be specified for the selection of
the task playback.
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instances is not rank-ordered in any way. In the future, we plan to investigate
effective ways of utilizing the wealth of information available in the logs about
the behavior of the user making the request as well as others performing similar
tasks for use in rank ordering the choices to best fit the user’s profile and goals.

4.1 The Playback Procedure

The pseudocode for the Playback procedure, which is run by the system after
the user selects a task instance for demonstration, is depicted in Fig. 5. The
procedure is passed a task instance identifier ti and the page number within
the task interface from which to start the playback. The procedure starts by
querying the Task and Interface modules for the composition of the task page,
which is required for rendering it (see the call to getTaskPageInterface function
in line 1). In the next step, the system retrieves the records of user activities for
this task instance on this task page from the log in chronological order. We call
this set of records a script, as it contains the details needed for playing back
the task instance. Table 2 depicts the essential columns of the playback script.
In step 3, the initial values of the input fields in the task page at the time of

Fig. 5. Pseudocode for procedure Playback.
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ti are determined based on the script; the page is then displayed in a separate
Playback window.

For the effectiveness of the demo, the playback script is pre-processed in step
5 to remove any obviously ineffectual key/mouse press sequences. For example,
consider the situation in which a user, having invoked a lookup interface, presses
the “Display All” button (shown in Fig. 1) more than once. None of the button
presses after the first one lead to a change in the state of the system and are
therefore eliminated from the playback. Another example is a canceled lookup
action, which would also add no value.

Lines 6–20 of the pseudocode specify a loop in which every record of the
script is visualized. Recall that each record contains information on the invoked
input component. The record is first analyzed to determine what kind of input
component is being referenced. In the case where the record refers to interaction
with an input field:

– if the value was typed into the field, as specified, for example, by the log record
in row 1 in Table 2 for the Vendor value, the showExecution(record) function
displays the keyed value being entered directly into the text field, or

– if the lookup functionality was invoked (see log records displayed in rows 5–7 in
Table 2), the showExecution(record) function shows the interaction occurring
within the lookup interface followed by the transfer of the value selected from
the list into the text field.

In the case where the record refers to a button press: the showExecution(record)
function visualizes the button press and its visible effects, such as any informa-
tional prompts that occur in response to the press event. If the Submit button
was pressed, the Playback procedure is called recursively to visualize the inter-
action on the next page of the task instance (lines 11–13).

Since menu items in the interface provide quick access to tasks that are closely
related to the current one, invoking a menu item triggers another call to the Play-
back procedure. First, however, which task interface was enacted (relatedTask
in line 16) must be determined by consulting the Interface and Task modules
and, from that information, finding the corresponding task instance (relatedTI
in line 17). The relatedTI task instance is identified by the findNextTI() function
as the one occurring closest in time within the current user session to the invo-
cation of the menu instance. If that task instance did not involve any objects
used as the input to the currently visualized task instance ti, it is discarded.
Otherwise, the identified relatedTI is visualized in a separate window via the
call to Playback (relatedTI,1) in line 18.

5 Conclusions and Future Work

The application of collaboration theory to creating software interfaces has been
explored primarily by researchers in the field of Artificial Intelligence (e.g. [7,
28]). In our research, we have employed collaboration theory to examine the
usability bottlenecks of ERP systems and derive design principles for improving
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the systems’ support of user activities [9]. We have presented a tutorial-by-
demonstration tool that implements one of our design principles, namely that the
system must be able to help its users learn to navigate and operate it effectively.

Our approach illustrates how usage histories collected by the system can be
put to use for automatically creating demonstrations of the system interface as
dynamic visualizations of previously recorded system-user interactions. We have
outlined the Task-Interface-Log (TIL) data model that is used to support such
demonstrations and discussed the components that are critical to enabling their
efficient, on-demand composition from key-press-level and task-level log data.
The prototype we described is implemented in Java and MySQL.

A number of simplifications in our prototype have been made; notably, the
number of tasks and variety of input components are more limited than those
found in modern ERP systems. Our intention is not to replicate the scope and
scale of these systems but rather to demonstrate the feasibility of our approach
and test the design of its critical components, i.e., the TIL model and the algo-
rithms for on-demand task and process instance identification and dynamic play-
back. In the future, we plan to work on user-testing and fine-tuning our initial
proof-of-concept version of the playback interface presented here.

Given the complexity of ERP system interfaces, the ability to replay previ-
ously occurring interactions is beneficial to users in a variety of circumstances,
including new users performing a process for the first time, more experienced
users performing particular tasks on an infrequent basis, or any user who just
does not remember how to proceed. Building the ability to dynamically generate
automated playbacks of user-system interactions right into the system is also a
more efficient and lower cost option than having users rely on others within the
organization for help.

In our framework, processes are formed by following the logical flow of busi-
ness objects between tasks, with the system helping the user identify those tasks
that are relevant to each process. Defined in this way, the concept of a process
is flexible, yet process instances can be effectively and efficiently reconstructed
from the logs. The rich data set of past interactions can also be exploited for
rank-ordering demonstrations to best fit the user’s needs. Additional applica-
tions of log data analysis to user support enabled by our representation include
providing the user with recommendations regarding the next task to perform in
a process, determining the user with the most experience in performing a partic-
ular task, computing a list of incomplete tasks for a user, enabling annotations
and user-editing of tutorial playback scripts, and auditing the usage history for
compliance with process guidelines. We are exploring several of these possibili-
ties in furthering our long-term research goal of making organizational systems
function as their users’ helpful and intelligent partners.
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Abstract. The emotional experience is present in all types of interaction
between human beings. Therefore, it is vital to consider the emotional expe-
rience during the design process of users’ interfaces to inspire greater confi-
dence among users as well as for the interface to be easier to learn and use.
Considering the complexity of the subject, it is necessary to combine methods
to minimize the detection of false positives in the evaluation of the user’s
emotional state while interacting with information systems. This work presents
a hybrid evaluation approach based on the emotion model described by Scherer
[1]. The proposed approach allows designers to check whether the information
system creates a positive, neutral or negative emotional reaction in the users. A
feasibility study was conducted in which an emotional evaluation of a web
system was performed based on a group of elderly users using tablet devices.

Keywords: Emotion � Users’ emotional experience � Emotional evaluation �
Information systems

1 Introduction

Emotions are a key to understanding human behavior [2]. They are seen as a mental
state that arises spontaneously, without conscious effort, and considered as feelings in
general that are often accompanied by physiological changes such as breathing, cir-
culation and secretions. They are also influenced by several external and internal
stimuli including the context of the situation, life experience, recent experiences,
personality, affect and the cognitive interpretation of these influences [3].

Emotions are a complex phenomenon that are difficult to identify and to measure.
For psychologists, emotions are linked to the reaction of several components as
cognitive aspects, subjective feelings, behavioral tendencies, physiological responses
and motor expressions [4, 5]. Emotions affect our attention, perception, memory,
behavior and cognition [6]. Emotional responses are present in all types of interaction
between human beings. The affective system lead us to quickly determine if the
elements of the environment we live in are safe or dangerous, or good or bad; [7, 8].
This type of knowledge about affective systems may explain why people express their
feelings and emotional responses while interacting with information systems.
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Therefore, it is vital to consider the users’ emotional experience during the design
process to allow the information system’s interfaces to inspire greater confidence
among users as well as for the interface to be easier to learn and use [9]. In the
Human–Computer Interaction (HCI) literature, it is possible to identify methods,
techniques and tools for the assessment of users’ emotions, (e.g., [5, 10–12]). How-
ever, the separate applications of these approaches may lead to the detection of false
positives in the identification of the users’ emotional state due the interaction process.

Among elderly users, we observed that in some cases, a bad interaction experience
relative to the traditional usability metrics, such as the time of interaction, the number
of mistakes or non-concluded tasks, whereas in other cases, the users selected symbols
indicating a good emotional experience, such as happiness or satisfaction in a self-
reported questionnaire. One user stated, ‘‘During life, we cannot be sad’’ and selected
a happy face in the questionnaire. Although we agree that usability metrics are not by
themselves sufficient for one to judge an interaction experience, in this case, the user
considered her life experience in general and did not evaluate the emotional reaction
due to her interaction with the system. We argue that it is necessary to combine
methods, involving different stakeholders such as users and specialists, to minimize
the detection of false positives.

This work presents a hybrid evaluation approach that allows designers to check
whether the information system creates a positive, neutral or negative emotional
reaction in the users. Our approach, which is based on the emotion model described by
Scherer [1], considers a set of methods that allows designers to identify the emotional
state of the user by considering the subjective feelings and physiological reactions
with the user’s opinions and reactions as well as the cognitive appraisals, behavioral
tendencies and motor expressions. A feasibility study was conducted in which an
emotional evaluation of a web system was performed that considered a group of
elderly users using tablet devices.

This paper is organized as follows. Section 2 presents some models found in the
literature for describing emotions. Section 3 summarizes some techniques and tools
that can be applied to evaluate each component of the model proposed by Scherer.
Section 4 describes our hybrid approach aiming to help designers in evaluating the
user’s emotional response. Section 5 presents the feasibility study performed to
evaluate the proposed approach. Section 6 presents a critical analysis and some of the
lessons learned. Finally, Sect. 7 concludes.

2 Models for Emotions

The identification of human emotional states is difficult and complex [13]. Therefore,
to try to gain a better understanding of the subject, some models describing how we
feel emotions can be found in literature. Some of these models describe the emotions
using mainly a cognitive approach (e.g., [14]), whereas others consider multidimen-
sional aspects as pleasure and arousal (e.g., [15, 16]). It is also possible to find models
that describe the emotions related to specific contexts; emotions elicited by products,
in a process-level approach [7] or in an appraisal approach [17]. There are also those
that describe emotions through a component-based approach [1]. A brief summary of

394 R. A. C. Xavier and V. P. de Almeida Neris



each of these models and the choice of the model adopted in this work are presented
following.

2.1 Cognitive Model

The model proposed by Ortony, Clore and Collins [14] is based on the cognitive
theory of emotions. This model is classified into three broad classes according to the
cognitive focus involved. The focus is related to three aspects or possible situations
which are: consequences of events, actions of agents or aspects of objects. Each of
these three aspects is related to an affective reaction. By focusing on events, it is
possible to get an emotional reaction in terms of satisfaction or dissatisfaction. Each
event can provide consequence to the individual himself or someone else.

The focus on agents leads to affective reactions related to the approval or disap-
proval of a specific action done by the individual himself or by the action of another
person. The focus on objects is mostly based on liking or disliking the attributes of the
objects. In this case, affective reactions, positive or negative, are generated from the
perception of how good or bad the situation is which takes into account the point of
view of the individual.

2.2 Dimensional Model

The model developed by Russell [18] was originally created to assist psychologists to
represent the structure of emotional experiences. This model is also known as the
circumplex model of affect or core affect. Briefly, it consists of a circle-shaped
structure, which classifies 28 emotions in adjectives classified in two main dimen-
sions: pleasure-displeasure and excitement-calm. Thus, each emotion can be seen as a
point in common between these two dimensions, or as the degree of both dimensions
of pleasure and arousal.

2.3 Process-Level Model

The model developed by Norman [7] acts on different levels of information processing
which helps to explain the relationship between the product and the users’ emotional
aspects. This model considers is classified in three levels: visceral, behavioral and
reflective.

The ‘‘visceral level’’ is responsible for evaluating automatic reactions to external
stimuli about what is good or bad, safe or dangerous. It is responsible for making an
immediate analysis and communicating the individual’s motor system. This level does
not allow reasoning. It is concerned about the appearance and potential immediate
attraction of the product. The visceral level is related to the immediate visual influence
that the product reflects on the user, causing positive or negative reactions. Moreover,
it can be influenced by the other levels.

The ‘‘behavioral level’’ consists of processes that control the behavior, pleasure
and effectiveness of use (function and operability) elicited by product. This level is
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connected to the qualities of effectiveness and functional aspects of the product and
the ease of understanding and operating the product. The behavioral level can be
influenced by the reflexive level and can influence the visceral level confirming or not
the first impression about the product generated by the visceral level.

The third and last level is called ‘‘reflective level’’. It is related to conscious
thought, learning new concepts and the self-image of the user. This level considers the
rationalization and intellectualization related to the product (the story that the product
‘‘tells’’). It also involves affective memories. It is linked to individual and cultural
meanings that the product represents for people on a subjective point of view, the
personal satisfaction built on long-term, such as the fidelity to a particular brand. The
reflective level does not have direct access to sensorial information. It can only
influence the behavioral level.

2.4 Appraisal Model

This model is based on the cognitive appraisals theory proposed by Desmet [17]. It is
also known as a multilayered model of product emotions. This basic model considers
that there are four parameters responsible for the generation of an emotion, they are:
appraisal, concern, product and emotion. The concern and product parameters are
considered requirements for the appraisal parameter. The appraisal is responsible for
determining whether the product is able to provoke an emotion or not, and if so, which
emotion is that.

The concern parameter is responsible for relating the user’s interests for the
product. These concerns are used as preferences in the appraisal process. Products that
meet the interests of the users are evaluated as beneficial and therefore will cause
positive emotions. The opposite is rated as harmful and contributes to the generation
of negative emotions.

The product parameter is related to stimuli (feelings and fantasy) that the user
attaches to the product, responsible up provoking emotions. A stimulus can be a real
event as an advertisement of shoes on the internet. Moreover, a stimulus can also
come from an event remembered or imagined, i.e., the desire of a person to win the
lottery. In summary, emotions can be related to material artifact, or a representation of
something.

The fourth and final parameter identifies the emotion generated by the relationship
between the person and the product. This emotion considers the appraisal made by the
person in relation to the stimuli that the product offers and the individual personal
concerns.

2.5 Component-Based Model

There is no right or wrong model to describe the emotions. Each model has a specific
focus and the choice for one of them should take into account the designers’ expec-
tations and needs. The cognitive model proposed by Ortony, Clore and Collins [14],
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for instance, has been used, in the Affective Computing area, as a model for synthesize
emotions and affects, and its main idea has been implemented in computers [20].

The multidimensional model is primarily focused on the user subjective experi-
ence. As subjective feelings are restricted to the conscious experience of emotions, the
identification of emotional states is commonly accessed through self-report instru-
ments such as questionnaires [21].

The process-level model, developed by Norman, explains how humans relate
emotion with objects cognitively. Emotions are considered add-ons to cognition. This
model considers the isolated experience in a single person’s head, not considering, for
example, the social and interactive experience [22].

The appraisals model [17] helps designers to explain how different emotions are
elicited by different underlying appraisals. This model is more abstract than the
model-level process, making it more difficult to be applied in a practical design
experience [23].

In this work, we have adopted Scherer’s model [1], which is based on components.
According to him, ‘‘it is interesting to speculate about the possibility that specific
components of emotion are specialized to serve specific functions’’ (p. 297). Scherer’s
model was chosen because its approach based on components allows us to work with
each component separately and therefore choose the appropriate methods to evaluate
the different dimensions. Moreover, it has been successfully used in other HCI studies
to support the investigation of emotional experiences in interactive contexts (e.g., [4,
24, 25]).

Scherer’s model consists of a triangle, which is connected to two components:
cognitive appraisals and behavioral tendencies [1, 4, 5]. The cognitive appraisals are
relevant to the assessment of the environment including the objects and events. This
component leads to different emotions depending on the user’s interpretation. In
contrast, the behavioral tendencies prepare the user’s emotional reactions. According

Fig. 1. Scherer’s model to describe emotions (extracted from [4]).
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to Mahlke and Mingue [4], these reactions can be expressed in several ways, such as
the time required for single input operations or completing a defined goal, the accu-
racy of reaching a goal, the number of errors and the number of creative ideas during
interaction with a system. Figure 1 illustrates Scherer’s model.

In addition to the cognitive appraisals and behavioral tendencies, Scherer’s model
also considers the following:

• Subjective Feelings that monitor the internal state and the organism’s interaction
with the environment, also known as conscience of emotional state;

• Motor expressions that communicate reactions and emotional and behavioral ten-
dencies; and

• Physiological reactions that act to regulate the system, determining the activation of
neuroendocrine processes (related to the nervous and endocrine influences) such as
heart rate, skin conductance, blood pressure, respiration, and pupil dilation [19].

Our approach considers a set of methods that allows designers to identify the user’s
subjective feelings as reported by the user as well as cognitive appraisals and motor
expressions derived from the participation of evaluators.

3 Emotional Evaluation

In the literature, it is possible to identify methods, techniques and tools with which to
assess emotions in humans. Each of them has features characterizing them more
appropriate for certain aspects of emotions. Generally, the instruments applied in the
methods, techniques and tools can be classified as verbal or non-verbal. In this
research, we consider an instrument as verbal when the user explicitly verbalizes what
s/he is feeling.

According to Desmet [25], verbal instruments enable users to express their
emotion in scales (when a user says ‘‘I am very happy’’ or ‘‘I am not anxious at all’’)
and to report ‘‘mixed’’ emotions as tension. However, they are difficult to apply across
cultures because it may not be easy to translate emotions into words. On the other
hand, non-verbal instruments can be considered discreet and independent of culture
and language. However, they can be subjective as they generally use universal
symbols such as pictograms.

Figure 2 presents a taxonomy, which classifies emotional assessment metrics as
verbal or non-verbal. Each final node in the taxonomy represents one of the five
components of Scherer’s model, and each parent node represents a set of available
methods, techniques, tools and instruments that can be used to measure a component.

Cognitive assessments are linked to the interpretation of a situation and further
development of emotions. This component can be measured by the Geneva Appraisal
Questionnaire (GAF) [26], the Think-aloud method [27] and the Subjective Discourse
Analysis [28]. Although the Subjective Discourse Analysis considers spoken state-
ments, this technique was classified as non-verbal because users do not explicitly say
what they are feeling. The evaluators should interpret the statements spoken during
the user’s interaction and classify the related emotion.
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According to Scherer [5] and Desmet [25], there is no objective method capable of
measuring subjective feelings. It is necessary to query the user, and thus, the methods
involve self-assessment. Most of the methods for evaluating subjective feelings are
non-verbal, such as the SAM (Self-Assessment Manikin) [29], Emocards [30] and
Preemo [25]. Verbal instruments can also be found in the literature, as the Affect Grid
[11], Differential Emotions Scale (DES) [31], Semantic Differential (SD) [32], Plea-
sure, Arousal, Dominance (PAD) [33], Positive and Negative Affect Schedule
(PANAS) [34], Positive and Negative Affect Schedule – Expanded (PANAS-X) [35]
and Self-confrontation [36].

The motor expressions are related to facial movements, body gestures as well as to
some characteristics of speech as speed, intensity, melody and sound. Methods that
can be applied include the Facial Action Coding System (FACS) [37], the Ten
Heuristics of Emotion [10] and electromyography. A tool that can be used for auto-
matic analysis of facial expressions is the FaceReader [38].

Physiological reactions are non-verbal and can be measured by electrocardiogram,
respiration rate, electrodermal activity, electromyography, pupillometry, etc. Physi-
ological reactions allow designers to evaluate the user’s emotional responses in an
experimental context once the users spontaneously and unconsciously reveal their
emotions [12]. However, most of these evaluations require expensive instruments and
are intrusive and complex [39]. A study concerning the measurement of emotions
based on different physiological parameters can be found in [40].

Finally, behavioral tendencies are also non- verbal and generally are evaluated by
performance indicators, such as the time required to complete a task, the accuracy of

Fig. 2. A taxonomy for emotional evaluation methods, techniques and tools.
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reaching a goal, the number of errors and the number of creative’ ideas during the
interaction [4].

4 A Hybrid Approach

Aiming to minimize the detection of false positives in the emotional evaluation of
information systems, this work proposes a hybrid approach based on the emotion
model described by Scherer [1]. Considering the evaluation methods and instruments
presented in the literature, we have selected a subset that matches the five components
of the Scherer’s model. This selection considered the main stakeholder (user or
specialist) responsible for the final result of each method or instrument, aiming to
balance the final emotional assessment of the information system.

The subjective feelings demand a self-report instrument, and we have selected the
SAM [29] to measure it. The SAM is composed of three sets of figures that represent
pleasure, arousal and dominance. Each dimension is evaluated using a scale ranging
from 1-9 in which the user selects one circle. As a pictogram, it reduces the cultural
differences, and as a non-verbal instrument, it avoids problems with the verbalization
of emotions. Moreover, it considers the dominance aspect explicitly.

In our approach, we suggest that SAM be applied after the interaction with the
system. The evaluator presents the instrument to the user and asks him/her to classify
his/her experience by choosing one of the nine circles in each dimension (pleasure,
arousal and dominance). Figure 3 illustrates the pictograms adopted by SAM for the
pleasure dimension. The emotional response is considered positive if the user selects
one of the circles indicated by the V+. The negative experience options are repre-
sented by V–, and the neutral experience is the central option and represented by VN.
The final result can be reached for each dimension by adding the number of votes of
all users in V+, VN and V-.

Following Mahlke and Mingue [4], we have adopted effective and efficient metrics
to measure the behavioral tendencies. They include the time required to complete a
task and the number of errors or help requests, among others. Designers may not have
difficulty collecting these metrics and evaluating if the final result is positive, negative
or neutral, as they are commonly measured in traditional usability tests.

The physiological reactions can be assessed by sensors because they are related to
neuroendocrine processes. The data should be collected during the interaction instead
of only at the end of interaction. Moreover, the sensor should not disturb the user
during the interaction. The results should be compared to baseline values established

Fig. 3. Pictograms adopted by the SAM questionnaire for measuring pleasure and the
emotional values scales.
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by the designers. If heart rate is collected, a baseline value could be 85 beats per
minute. With a baseline value, designers can evaluate if the final result is positive,
negative or neutral. However, sensors that can be used during the interaction, which
save the data and do not disturb the user, are generally expensive.

The motor expressions component is assessed in our approach by the Ten Emotion
Heuristics [10], which are frowning, raising eyebrows, looking from a distance,
smiling, compressing the lips, moving his mouth, vocal expressions, hand touching the
face, going back to the chair and leaning the trunk forward. The evaluation is divided
into two steps. In the first one, a group of pre-selected appraisers watch videos of the
user’s interaction. The videos can be captured by common webcams and should record
the user’s face and body.

For each heuristic identified, we recommend that the appraisers register the time it
occurred, the task the user was doing, the heuristic or set of heuristics identified and a
description of the emotional aspects. In the second step, the evaluators meet, discuss
and build a final list containing the heuristics found. According to Lera and Domingo
[10], the final emotional experience evaluation is set as negative if five or more
negative heuristics are found per user.

Because it is a heuristic evaluation, the collective common sense can identify the
emotional experience of a group of users more accurately than an individual appraiser.
Furthermore, facial recognition software is generally expensive, and FACS demands
an experienced assessor to apply it properly.

The cognitive appraisals are measured by an adaptation of the Subjective Dis-
course Analysis [28]. Using the same video as that recorded for the heuristic evalu-
ation, the assessor lists key-expressions that were spoken spontaneously by the users
during the interaction. Key expressions are central ideas that represent a synthesis of
the discursive content, such as ‘‘And now?’’ or ‘‘Should I click here?’’. In addition to
the expression, the assessor should add a description of the emotional situation in
which that phrase was said, for example, in a moment of confusion, joy, or surprise.
Thus, based on the description, the evaluator classifies the expression in terms of
positive, neutral or negative.

After analyzing the videos and selecting the key expressions for each user, a final list
of key expressions should be created. To be selected for the final list, a key expression
should be used by more than one user. Finally, considering the most frequently spoken
expressions and their classification as positive, negative or neutral, the designer can
define the users’ emotional response to that system considering the cognitive appraisals.
Figure 4 shows the hybrid approach for assessing the emotional state of the users.

Applying the methods as described here, the designer has partial and comple-
mentary emotional responses of the users to the interaction with the information
system. Considering the evaluation of each component, it is possible to reach a more
comprehensive result and to decide if the information system creates a positive,
neutral or negative emotional reaction in the users.

Moreover, the results from each component support designers altering different
aspects of the interface. Considering the most recurrent heuristic, for instance, it is
possible to learn if the users are frustrated or confused. By SAM, it is possible to see if
the users are excited but not confident, and by the sensor results, it is possible to see if
the users are anxious. Finally, Table 1 presents the methods that are part of our
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approach and the stakeholder who makes the final decision regarding the user’s
emotional response.

We argue that these complementary views minimize the detection of false posi-
tives because we consider not only the information provided by users but also the
designers’ opinions to classify the emotional experiences.

The next section presents a feasibility study applying the proposed approach.

5 Feasibility Study

Aiming to assess the feasibility of our hybrid approach, we selected a group of seven
elderly users to evaluate a website about food and recipes using tablet devices. The
evaluation occurred in the Social Reference Assistance Center (CRAS, in its Portu-
guese acronym) in São Carlos-SP, Brazil. The users were selected according to their

Fig. 4. A hybrid approach for assessing the emotional state of users.

Table 1. Stakeholders and the final decision on the user’s emotional response.

Scherer’s component Method Stakeholder

Subjective feelings SAM User
Behavioral tendencies Effective and efficient metrics Designer
Physiological reactions Sensors User
Motor expressions Ten Heuristics of Emotion Group of designers
Cognitive appraisals Subjective Discourse Analysis Designer
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age, education level and experience with devices and were asked to find a specific
recipe, starting from the website home page. Table 2 summarizes the users’ charac-
teristics. Elementary school in Brazil considers the first four years of studies. Fun-
damental school considers the first eight years of studies. As the elderly users were not
accustomed to using to tablet devices, one of the researchers acted as an active
moderator, answering questions when the users asked for help.

Each user was filmed by two common cameras. One camera was focused on the
user’s body, and the other was registering the user’s interaction with the device. After
each interaction, the users were asked to fill in the SAM questionnaire. The users’
selections were added in each dimension, and Table 3 summarizes the results. The
pleasure dimension had a positive assessment with seven positive votes (V+). The
arousal dimension was also ranked as positive with six positive votes (V+). On the
other hand, the dominance dimension had a negative assessment with six negative
votes (V–). The users reported that they had a pleasurable and exciting interaction but
that they were not in the control of it.

The evaluation was performed by a group of six evaluators, including five from the
computer science field and a professional nurse. The nurse was invited to join the
group based on the idea that a professional from the health area could provide a
complementary view in an evaluation with elderly users. One of the evaluators had
experience in applying the method, and the others received one-hour of training. The
final video, with all of the users, was 53 min and 41 s long. Figure 5 illustrates three
different moments in the video and the heuristics identified.

After the interaction experience, we applied the Ten Heuristics of Emotion
method.

In this feasibility study, three users had a positive experience with less than three
different negative heuristics identified, and four had a negative experience with five or
more negative heuristics identified. With a small number of users and a non-

Table 2. Characteristics of the elderly users.

User Genre Age Level of Education Experience in computing

1 Feminine 60 Elementary school No experience
2 Feminine 71 No schooling No experience
3 Feminine 57 Fundamental school No experience
4 Feminine 66 Elementary school No experience
5 Feminine 66 Elementary school No experience
6 Feminine 61 High school Between 1 and 2 years
7 Feminine 58 Elementary school No experience

Table 3. Results of the SAM assessment.

Pleasure Arousal Dominance

V- VN V+ V– VN V+ V– VN V+
0 0 7 0 1 6 6 0 1
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expressive difference in the final result, we classified the assessment of motor
expressions as neutral.

The Subjective Discourse Analysis, as described in our approach, was applied by
the researcher that acted as the moderator during the interaction. Analyzing the same
video used to evaluate the heuristics, it was possible to identify the key statements
made by the users in addition to their interaction context. The selected statements
were classified as positive, neutral or negative. Furthermore, the most frequently
spoken key statements were considered in the final cognitive appraisals evaluation.
Table 4 summarizes the data collected.

Checking the list of the top five spoken expressions, i.e., those most frequently
stated by the users, we evaluated the cognitive appraisal as negative. The top five
statements were chosen, and these statements were sufficient to indicate an emotional
response tendency. If a non-clear tendency is reached in a study, designers should
consider additional frequently spoken statements.

The behavioral tendencies were evaluated considering the number of times the
users asked for help while interacting. As the expected interaction time was short
(approximately two minutes), we considered that up to two solicitations for help

Fig. 5. Three examples of emotional heuristics.
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would be classified as positive. Three solicitations for help were classified as neutral,
and more than 3 solicitations were classified as negative. Two users had a positive
behavioral tendency, and one user’s tendency was classified as neutral. Four users
asked for help more than three times, and their behavioral tendencies were classified
as negative. The final result for this component was deemed negative.

The physiological measures were not evaluated in this feasibility study because of
the high cost of the specific equipment and sensors required. Furthermore, this type of
assessment could be intrusive and influence the emotional responses of users. Table 5
presents the final results of the website emotional evaluation.

Thus, an analysis of the results of each evaluation revealed that the emotional state
of users while interacting with the website was classified as negative.

6 Critical Analysis and Lessons Learned

Using this hybrid approach, we were able to identify a set of relevant information
about the emotional experience of users. For instance, applying the SAM question-
naire, it was possible to realize that even when elderly users do not have control over

Table 4. The most spoken key expressions.

Key expressions Interaction context Experience Number
of users

Here? Demonstrate doubt or do not know how to
proceed in the task

Negative 5

Recipes! Realize where to click to accomplish the task Positive 4
And now? Perform an action and do not know what will

happen. It was also said in moments of
frustration or when the user was confused

Negative 4

I do not know Difficulty in understanding how the system works,
how to interact, or when abandoning the activity

Negative 3

I do not understand Feelings of confusion or disorientation due to do not
knowing how the information was presented in
the interface

Negative 3

Table 5. Results of the emotional assessment to the cooking site using the hybrid approach.

Scherer’s component Method Evaluation

Subjective feelings SAM- dimension of pleasure Positive
SAM- dimension of arousal Positive
SAM- dimension of dominance Negative

Behavioral tendencies Effective and efficient metrics Negative
Physiological reactions Sensors Not applied
Motor expressions Ten Heuristics of Emotion Neutral
Cognitive appraisals Subjective Discourse Analysis Negative
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technology, the interaction can be pleasurable and excited. Other lessons learned
include the following:

• Even in an evaluation of a user group with similar profile characteristics, there were
variations in the users’ emotional states.

• The users who were not familiar with the menus and search engines triggered a
greater number of negative heuristics. This finding suggests a bad relationship
between less experience and the emotional response, i.e., the less the user knows
about the system interaction logic, the more negative is the emotional response to
the interaction.

• The use of the Subjective Discourse Analysis allowed us to observe that some key
statements are made by most of the users in similar interaction experiences. This
observation suggests that affective systems could recognize these statements and
change their user interfaces based on their occurrences.

• The evaluators who applied the Ten Heuristics of Emotion noted that the process of
evaluating the heuristics requires a significant amount of time. ‘‘The method is
inexpensive and fairly simple to run; however, it is difficult to achieve due to the
large physical and cognitive effort required by the assessor’’, said one of the
evaluators. Therefore, the emotional evaluation performed used limited resources,
but demanded time, especially of inexpert evaluators.

• The cognitive appraisals and behavioral components are used in the HCI area,
especially in usability tests. However, they should also be considered as part of the
emotions studies in HCI. The cognitive assessment is not usually discussed in
emotional assessment techniques [24]. Nevertheless, it can be quite useful in the
identification of design factors and user interface elements responsible for eliciting
emotions. This is possible because the evaluation of cognitive activity changes
quickly when new information is presented [21]. Thus, the designer can identify at
interaction time, the reason/cause that led the user to perform a specific assessment
(which can be expressed for example, through vocal expressions) of an event
responsible for eliciting an emotion.

• Regarding behavioral tendencies, the fact that users had an average time required to
complete the task, as well as the number of requests for help, greater than estimated,
suggests that negative emotions elicited might have contributed to the obstruction of
task execution.

Finally, the proposed approach supports the evaluation of the users’ emotional
responses due to the interaction with information systems. The evaluation led to a final
assessment of the system. However, the methods could also be applied to assess each
user’s emotional state. Therefore, through flexible and more accessible design solu-
tions, users with low literacy levels and less experience with technology could have
better emotional experiences.
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7 Conclusions

This paper presented a hybrid approach to the emotional evaluation of information
systems. The approach is based on Scherer’s model [1], and the evaluation methods
were selected and adapted to measure the user’s emotional response for the five
components. A feasibility study was conducted considering a group of elderly users
using tablet devices. The results suggest that the proposed approach can be easily
applied, and moreover, it is relatively inexpensive.

The feasibility study also suggested that the approach is able to evaluate the users’
emotional responses to the interaction, considering the software and the hardware
used. In the elderly users’ cases, less experience with tablets certainly influenced the
final result. Moreover, the methods used also allowed the evaluation of a web
information system. Future research can be performed to determine a better combi-
nation of methods for specific system domains. As Yusoff and Salim [12] noted for
games, for instance, there are various physiological features that can be measured and
related to the emotional response.

Future work will consider applying this hybrid approach to identify the emotional
state of young people and adults during the interaction with information systems in
order to analyze the degree of emotional experience obtained between and among
groups of users. Another study to be done, deals with the identification of specific
emotional responses considering specific contexts of interaction. The objective is to
enable the designer to identify design elements and factors responsible for causing
specific emotional responses. Therefore, identifying the users’ emotional states, we
intend to improve the design solutions to create interfaces that focus on satisfaction
and emotional aspects of these users.
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Abstract. Knowledge production in the Social Web can be understood as a
dynamic socio-cultural process. Mechanisms that support users to explore this
knowledge in an effective and efficient way may bring various benefits.
However, the construction of these interaction mechanisms depends on further
research on multidisciplinary fields. The interpretation of the content by users
is influenced by meanings and intentions, as well as by the understanding of the
evolution of these aspects over time. This paper analyses the evolution of
meaning and intentions in collaborative problem solving. The analysis is
informed by Semiotics and Speech Act theories. From this analysis, the paper
proposes a conceptual framework for multidisciplinary research in three
interconnected perspectives: interactive, conceptual and technical.

Keywords: Pragmatic web � Social network systems � Organizational semi-
otics � Knowledge evolution � Knowledge visualization

1 Introduction

The Social Web (SocWeb) [13] has a dynamic nature with respect to both content and
enabled interactions. This dynamic nature affects the users’ interpretations and inten-
tions, and consequently their possibilities of interaction with the system. At the same
time, the Semantic Web (SemWeb) [3] proposes to model the information in Web
ontologies, aiming at enabling knowledge interpretation by artificial agents and by
people. However, some of the main issues of the SemWeb include how it truly enables
the connections of the Web of people who will use it, and how to turn ‘‘messy’’ human
knowledge into a shared information space that is useful to everyone [14]. Therefore, an
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alignment of the SemWeb with SocWeb visions may bring benefits, but also open
challenges in terms of requiring novel interaction methods and techniques.

In the context of the SocWeb, knowledge representation models applied to social
software should take into account the dynamic aspects of the knowledge produced and
exchanged by people in these systems. These models could enable richer user inter-
actions by representing the evolution of the pragmatic aspects and their relations with
the semantic ones. In this paper, we study the evolution of semantics and pragmatics
as an integrated process.

In many cases, it is desirable to maintain the history of how content, interactions,
as well as the meanings, intentions and interpretations evolve over time. In collabo-
rative problem solving, for example, usually the interactions, as well as the rationale
and history of the actions taken are as important as the solution itself. However, the
interpretation of content generated during the collaborative process is dependent on
the analysis of the evolution of the context, from the time when the content was
created. Therefore, the associated knowledge representation models should evolve,
maintain and present the evolutionary history in a proper way, associating meanings
and intentions.

The construction of such systems relies on open research issues, requiring a
multidisciplinary view to deal with. In this paper, research requirements are analyzed
and situated in three interconnected perspectives: (1) Interactive Perspective: How
users will actually visualize, make sense and interact with this dynamic content; (2)
Conceptual Perspective: How to conceptually make sense and model the dynamic
aspects of the knowledge (including meanings and intentions); and (3) Computational
Perspective: How to implement and automate as much as possible the construction of
the models.

In order to explore requirements for these views, the paper presents a study of
dynamic aspects of pragmatics in messages exchanged during collaborative problem
solving processes, within the special education domain. Two scenarios were explored:
one in the ‘‘Vila na Rede’’ Social Network System (SNS) (www.vilanarede.org.br),
which adopts a forum structure for questions and discussions, and the other within
‘‘Yahoo! Answers’’ (http://answers.yahoo.com/), which adopts the structure of multi-
ple answers to a single question. The analysis was performed in three steps: the first
step is related to a quantitative analysis of the interactions; the second step involves
the examination of messages using the pragmatic communication analysis artifact
[20]; and the third synthesizes the results and the exploratory analysis of interaction
possibilities towards requirements for research in related fields. From the results of
this study we extracted general requirements and challenges for the interactive,
conceptual and computational perspectives. Based on the challenges raised, we
present and discuss a preliminary framework for structuring future research.

The paper is organized as follows: Section 2 presents the background in Knowl-
edge Visualization (KV), Knowledge Evolution (KE) and Pragmatic Web; Section 3
describes the study of pragmatics evolution in collaborative problem solving in SNS;
Section 4 presents the challenges and discusses a conceptual framework to deal with
the issues; Section 5 concludes the paper.
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2 Background

In this section, we present background works in KV (Sect. 2.1), KE (Sect. 2.2) and
Pragmatic Web (Sect. 2.3) as conceptual background for prospecting research
requirements.

2.1 Knowledge Visualization

Visualization techniques are strategies to deal with the increasing quantity and
complexity of subject matters in many domains [16]. According to Pampalk et al. [24]
visualizations can make complex relationships easier to understand, and stimulate
visual thinking.

Knowledge Visualization (KV) differs from Information Visualization (IV) tech-
niques [9] in many aspects, including goals, benefits, content, or recipients [16]. In
order to precisely define KV, many proposals discuss the differences of data, infor-
mation, and knowledge, as well as try to reach a precise definition of the concept of
knowledge. The concept of KV ‘‘in a strict sense is restricted to externalizing aspects
of knowledge by the individual […] in a ‘freestyle mapping mode’’’ [16, p. 7]. Also,
the term KV has a focus on structured visualizations for the representation of con-
ceptual knowledge [16].

In general, KV methods are required to make knowledge explicit and better
usable, as well as to make sense of information structures [16]. Burkhard [5] proposes
a KV Framework consisting of three perspectives (a Knowledge Type Perspective, a
Recipient Type Perspective and a Visualization Type Perspective), which need to be
considered when creating visualizations that aim to ‘‘transfer’’ knowledge. Different
techniques have been proposed to address KV, such as: Scientific Charts, Concept
Maps, Knowledge Maps, (Conceptual) Diagrams, Visual Metaphors, (Heuristic)
Sketches [9, 16]. There are also ontology-based [18] as well as graph-based [22]
approaches to KV. KV studies have also been applied to the SocWeb context [15].

In fact, an envisioned scenario for the Web [14] regarding the use of SemWeb
artifacts within SocWeb environments poses new issues that have not yet been deeply
explored in the KV literature. Therefore, investigations to clearly identify the chal-
lenges and new possibilities opened by this contemporary scenario are still required.
For instance, there are dynamic aspects of the shared knowledge in social networks
that are not addressed by the current KV methods. It is out of the scope of this paper to
propose new KV techniques; however, we expect to contribute by clarifying inter-
action possibilities for KV in a dynamic SocWeb perspective.

2.2 Knowledge Evolution

The Ontology Evolution (OE) problem has mainly emerged with the use of ontologies
in the context of the SemWeb. A well-accepted definition for OE is given by Stoja-
novic [30] as: ‘‘the timely adaptation of an ontology to the arisen changes and the
consistent propagation of these changes to dependent artifacts’’. Over the last years,
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distinct methods and approaches to organize the evolution steps have been proposed to
treat the OE problem.

Stojanovic [30] proposes a six-step method that focuses on different aspects of the
changes: (1) detecting, (2) representing, (3) defining its semantics, (4) implementing,
(5) propagating and (6) validating. For each of these steps, various different approa-
ches are proposed in the literature. Flouris et al. [10] present a survey on ontology
change.

The OE problem has also been addressed and considered under different per-
spectives. For instance, approaches defined in ontology languages for the OE [2],
ontology versioning [17], and community-based OE [19]. These approaches and
methods for OE have resulted in the development of tools for supporting the OE
process. Software applications such as OntoStudio (www.ontoprise.de/en/products/
ontostudio) or Protégé (protege.stanford.edu) are generally augmented with additional
functionalities through the use of plug-ins in order to support specific OE require-
ments. OE methods, techniques and tools are important for supporting the proposed
conceptual and technical perspective.

In this work, we present requirements for the development of new KE techniques
that consider the relations between semantics and users’ intentions.

2.3 Pragmatic Web

According to Morris [23], pragmatics can be understood as the relationship between
signs and humans. It concerns aspects such as intentions, communications, conver-
sations and negotiations. While the areas of KV and KE focus on aspects related to the
visualization of knowledge and formalisms that describe knowledge evolution, the
Pragmatic Web is also concerned with the question of how knowledge is actually
constructed and how it evolves during the collaboration among people that is mediated
by Web artifacts. Originally proposed as an extension or a complement of the Sem-
Web, the Pragmatic Web addresses topics such as context and meaning negotiation in
the Web [26, 28].

The Pragmatic Web perspective has been applied to a variety of research domains,
e.g., multi-agent systems [25], interaction design [6], self-organizing communities of
practice [8], or Web Services [21]. Pragmatic Web research is often rooted in different
Information Systems research frameworks and theories, e.g., the Language/Action
Perspective (LAP) [12, 31] or Organizational Semiotics (OS) [20].

The basic unit of analysis of LAP is a speech act. LAP subscribes to the notion that
we perform actions through language. Thus, collaboration is coordinated by the
performance of speech acts, which underlie socially determined rules [26]. In OS,
basic units of analysis are affordances and agents. Initially introduced by Gibson [11],
the concept of affordances was expanded by Stamper [29] to represent patterns of
behavior that are governed by systems of norms in the physical and social world.
Agents are entities (persons or groups of people) that can be attributed with respon-
sibility. OS’s basic ideas have been formulated as ‘‘there is no knowledge without a
knower, and there is no knowing without action’’ [20, p. 26]. OS subscribes to the
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notion that knowledge about the world, and the underlying systems of norms are
constantly changing.

Considering LAP and OS [7] as theoretical frames of reference, and having as
object of study Web-mediated collaboration and meaning negotiation, the Pragmatic
Web, thus, provides an important basis for this work.

3 Analyzing Dynamic Knowledge

The empirical data that has been analyzed in this work has been gathered during
activities conducted in the context of a research project named TNR
(www.nied.unicamp.br/tnr) in the domain of Web-mediated continuous learning of
Brazilian special education teachers. Regarding the required training for special
education teachers, the Ministry of Education defined an eighteen-month distance
learning course for regular teachers. During this course, teachers learn to discuss a
so-called ‘‘case’’ of students with special needs.

In Brazil, special needs are classified into 7 categories (visual, auditory, motor,
intellectual impairment, intellectual giftedness, pervasive developmental disorder,
multiple impairments), and in order to constitute a meaningful and representative
group of 28 participants, 4 specialists of each category, from different parts of the
country, who expressed a familiarity with the use of information and communication
technology (ICT) were chosen randomly.

In the context of this project, the initial activities aimed at learning more about the
way the 28 participants use Web systems, and how they engage in different forms of
Web-mediated conversations. To this end, four consecutive activities were planned.
Due to space limitations, the analysis presented in this work is based on two of the
four activities, namely the discussions conducted in ‘‘Vila na Rede’’ and ‘‘Yahoo!
Answers’’. Vila na Rede is an inclusive social network that permits to post
‘‘announcements’’ and to comment on them. Comments are displayed in a hierarchical
structure below the announcement, and may contain text, pictures, audio or video. If
the creator of the announcement authorizes it, other users may ‘‘collaborate’’, i.e.,
change or augment an announcement’s text or media files. Yahoo! Answers is a Web
system that permits a user to post a question and other users to post answers to that
question or vote for the best answer.

Out of the 28 teachers, 16 participated in the two activities (9 participated in both
activities, 6 only in Yahoo! Answers and 1 only in Vila na Rede). These teachers had
no previous experience with the mentioned systems, but were already used to Web
applications such as blogs, email, and forums. A ‘‘case’’ was posted in each system
and teachers were asked to discuss and solve it.

3.1 Method

The objective of the present analysis is to investigate requirements and possibilities
for a prospective computational mechanism that explores the dynamic aspects of
content meanings and intentions of problem solving in SNSs. From the analysis of
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probable meanings and intentions of the written communication acts, we expect to
explore new possibilities and extract requirements for research, design and imple-
mentation of such mechanisms, as well as to reveal research challenges to be
overcome.

The first step of the three-step analysis regards the analysis of interaction including
quantitative aspects. The interactions (e.g., comments, questions, answers) among
users during the problem solving are enumerated and analyzed in a temporal order,
resulting in an interaction graph. The activity of the network is also observed. One
interaction may contain more than one message addressed to a receiver.

The second step involves the communication examination based on the pragmatic
analysis presented in Liu [20]. We propose the use of this technique because it
provides a structured way to analyze pragmatic aspects in messages. According to the
Speech Act Theory (SAT) [1, 27] the acts are classified as locutionary (i.e., actual
utterance and its ostensible meaning), illocutionary (i.e., propositional contents car-
rying intentions) and perlocutionary acts (i.e., effect on the addressee). As presented
by Liu [20], a message can be divided into two parts: the content part of a commu-
nication act that manifests the meaning of the message as it is expressed in the
proposition; and the function part of a communication act specifies the illocution that
reflects the intention of the speaker. An interaction between users identified in the first
step can be broken down into one or more messages. In this sense, for example, a long
answer is considered one interaction unit, but it may contain more than one message
unit from the communication act point of view.

In Liu [20] the illocutions are grouped into three dimensions: time (i.e., whether
the effect is on the future or the present/past), invention (i.e., if the illocution used in a
communication act is inventive or instructive, it is called prescriptive, otherwise
descriptive), and mode (i.e., if it is related to expressing the personal modal state
mood, such as feeling and judgment, then it is called affective, otherwise denotative).
By using these dimensions, the illocutions are classified as: 1. Proposal (future,
prescription and denotative), 2. Inducement (future, prescription and affective), 3.
Forecast (future, description and denotative), 4. Wish (future, description and affec-
tive), 5. Palinode (present/past, prescription and denotative), 6. Contrition (present/
past, prescription and affective), 7. Assertion (present/past, description and denota-
tive), and 8. Valuation (present/past, description and affective).

Figure 1 shows the proposed evaluation form used in the second step. For each
message, two analysts attributed continuous values from 0.0 to 1.0 for each dimen-
sion, for example, 0.0 for a message that the analyst judges to be totally denotative,
and 1.0 for a totally affective one. An analyst might, for instance, attribute a confi-
dence level smaller than 1 to a phrase (s)he could not classify confidently.

Based on the values attributed before, a predominant classification is attributed to
each message, and optionally the analyst can also indicate a secondary (or alternative)
classification. The analysts also identify aspects associated with the content part: the
role of who performed the message (‘‘speaker’’), and the main object, affordance or
proposition that the message refers to. This step was manually performed by the two
analysts.

The third step is the synthesis of the results of step one and two. Graphs showing
the evolution of each of the three dimensions of the illocutionary acts were produced
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to facilitate the analysis. A free exploratory analysis, in the format of a brainstorming,
was performed aiming to investigate how the dynamic aspects could potentially
contribute to interaction design for continuous learning, regarding mainly topics such
as content recovery or search. Finally, a synthesis of the challenges and future
research needs was performed.

3.2 Results

Figure 2 presents an interaction graph produced in the first step of the analysis of Vila
na Rede case. The circles represent the 12 users (10 participating teachers and 2
facilitators from the research team) that performed at least one interaction, and the
arcs represent their interactions. Circle sizes are proportional to the total number of
interactions the respective users were involved in. The arc thickness is relative to the
number of interactions performed by each pair of users.

By observing Fig. 2, it is possible to identify that the users V1 and V10 were the
most active ones. In average, each of the 12 users performed 9.25 interactions, and
approximately 77 % of all interactions where performed as an answer to a previous
one. This can be interpreted as evidence that the problem solving and meanings were
constructed in an interactive process, in which messages were constructed dynami-
cally over the interpretation of previous messages.

In the second step, the content of the messages was analyzed using the results of
step one as a starting point. Figure 3a, b, c present the evolution of the time (Fig. 3a),
invention (Fig. 3b), and mode (Fig. 3c) dimensions during the problem solving

Fig. 2. Interaction Graph of Vila na Rede Case.

Fig. 1. An example of communication message analyzed using the proposed form.
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process in the Vila na Rede activity. Some interactions analyzed in the first step
consisted of two or more illocutionary acts. A total of 170 illocutionary acts (con-
tained in 110 interactions) were identified and plotted on the horizontal axis of Fig. 3a,
b, c. The dashed lines in Fig. 3a, b, c represent the polynomial trend lines of each
dimension. Looking at the trend line we can visualize the evolution of the dimensions
in the problem solving process. For example, in Fig. 3b, in the interval 61 to 101,

Fig. 4. Time, invention and mode dimension of the Yahoo! Answers case.

Fig. 3. Time, invention and mode dimension of the Vila na Rede case.
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there is a predominance of descriptive messages, while after message 151, the pre-
scriptive messages predominate.

Figure 4a, b, c present the evolution of the time (Fig. 4a), invention (Fig. 4b), and
mode (Fig. 4c) dimensions during the problem solving process in the Yahoo! Answers
activity. Each interaction analyzed in the first step consisted in average of 8 illocu-
tionary acts. A total of 318 illocutionary acts (contained in 39 interactions) were
identified and plotted on the horizontal axis of Fig. 4a, b, c. The vertical axis repre-
sents the respective dimension values attributed to each communication message
using the form of Fig. 1. The dashed lines in Fig. 4a, b, c represent the polynomial
trend lines of each dimension.

3.3 Prospecting Novel Interactive Mechanisms

When cross-referencing the function analysis with the content analysis, aspects
regarding the problem solving processes can be observed. The content analysis links
messages to the discussed issues (from the observed affordances). For instance, as
marked in the object/affordance field of Fig. 1, the speaker was talking about the case
under discussion. At each moment of the discussion, there is a single or at most few
dominant topics. After determining these ‘‘dominant topics’’, they were cross-refer-
enced with the graphs of the function analysis. Some major aspects observed during
this third step of the analysis were:

– In Vila na Rede, at the beginning of the discussion, the specialists in education
made assertions, some valuations and few requests about the case discussion itself.
These aspects are especially interesting, for example, when users want to recover
portions of dialogs that deal with discussion and planning.

– In Vila na Rede, the middle part of the discussion is dominated by valuations
(present, description and affective) and assertions (present, description and deno-
tative) regarding facts and alternatives for the case solution. This part of the dialog
can potentially support the identification and visualization of facts and alternatives
that support the solution.

– In Vila na Rede, at the end of the discussion, the specialists focused on a synthesis
of a solution plan (future, prescription, denotative). This part of the solution is
important to visualize the formulation of the solution itself.

– In Yahoo Answers!, at the beginning of the solution process, messages focused on
requesting additional data about the case from the person who posted the question
(i.e., proposals: future, prescriptive, denotative), this was followed by messages
with assertions regarding the case (present, descriptive, denotative). This part of the
solution processes is very important, for example, for someone who wants to
understand the case, when some case details are not present in the primary question.

– In Yahoo Answers!, the middle part of the process focused on presenting solution
plans (Special Education Pedagogic plans). Some plan proposals (future, descrip-
tive, denotative) contained many items, and followed a structured format. This part
of the processes is important for someone who wants to visualize the concurrent
proposals, for example.
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– In Yahoo Answers!, the end of the process focused on assertions (present,
descriptive, denotative) and valuations (present, descriptive, affective) concerning
the case and solutions. This was followed (at the very end) by the prescription
(future, prescriptive, denotative) of a final plan. This part of the solution is
important to visualize the final plan, as well as the valuations about the case and
alternatives (e.g., some answers valuated the role of the family and the school in the
described case, and proposed alternatives to work with this aspect).

– It was possible to visualize blocks of messages with the same (or close) values, e.g.,
messages 11-17 and 71-77 in Fig. 3a. Many blocks occurred simultaneously in
more than one dimension and were related to the same affordance and/or were
performed as answers to the same message. More data is required to understand the
significance of these blocks for a problem solving process. However, these blocks
are likely to represent correlated messages and once identified, they could be
explored, for instance, by recovery and visualization techniques.

– By including the pragmatic analysis, a more refined classification of the messages is
possible. For instance, it is possible to visualize and recover sequences of messages
that valuate or judge one specific alternative.

– A more refined analysis of users’ participation is possible. One possibility is to
differentiate when a user requested information about one specific technique to
solve a problem, or valuated alternatives, or did a lot of assertions about the
techniques. This is especially important in social networks when we are looking for
someone who has experience with a specific problem. Thus, it is possible to identify
someone who commented about one topic, and also what the declared intention was
(proposal, assertion, etc.).

– The identification of the illocutions can also be used as a parameter in the syntactic
and semantic disambiguation process. For instance, the word ‘‘who’’ could be an
interrogative pronoun in a request (e.g., who did that), but also a relative pronoun in
an assertion (e.g., that’s the guy who did this).

– Palinodes and contritions were the least frequent in the process of the analyzed
cases. Nevertheless, they are extremely important in some situations. In the Vila
na Rede case, one specialist proposed a synthesis of future actions, however in
the subsequent messages she apologized for a mistake in one of the proposed
actions.

– The analysis also revealed that there were assertions, valuations and proposals that
were not related to the problem in focus, such as greetings and messages about the
use of the computational systems. The identification of such messages might enable
to filter, or even highlight the messages associated with the ‘‘core’’ problem
(substantial messages). Another possibility is to filter ‘‘transversal’’ issues, such as
the use of the functionalities of the systems (communication and control messages).

– Although comparisons between Vila na Rede and Yahoo Answers! are out of the
scope of this paper, the pragmatic analysis also revealed important aspects
regarding what forms of conversation or dialogue are supported in each system. For
example, in Vila na Rede, questions and comments are displayed in a hierarchical
structure. This resulted in less illocutions per interaction/post and more diverse
illocutions types, while the discussion in Yahoo Answers! was predominated by
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proposals to solve the posted question in long post messages that contained a high
number of illocutions.

Starting from these possibilities we extracted requirements for the construction of
features in SNSs that deal with and take advantage of the dynamic pragmatic aspects.
A major requirement is the possibility for the users to visualize, explore and make
sense of the dynamism of the pragmatic aspects of problem solving.

Users should be able to recover or filter parts of the solution processes using
adequate parameters and be able to interact with the results in a useful way. For
illustration purposes, consider the following hypothetic scenario: Someone wants to
know what are the previous solutions for a specific problem discussed in the SNS,
including, for example, the rationale and the evolution of the solution, who gave
opinions and valuations, when, what were the alternatives and why they were not
adopted (valuations about discarded alternatives), etc. How do users specify what they
need; their information requirement? Should they directly specify the illocution
classification, e.g., valuations about extra-scholar activities to support deaf students in
the last 2 months? How to visualize the results? How to explore the results (e.g., select
a term to show who was referred and when in the discussions)?

The questions presented are a small subset of possible issues that need to be
explored. Most of these issues demand a multidisciplinary approach, which may
involve techniques, methods and theories of various research fields.

4 A Framework for Conceptualizing Dynamic Knowledge

In this section, we present a preliminary research framework for conceptualizing
pragmatic aspects of dynamic knowledge. This framework is the result of an
exploratory investigation of areas, methods, techniques and technologies related to
dynamic aspects of knowledge in the SocWeb. The scope of this section is not to
provide a well-defined process or an exhaustive list of methods that can be directly
translated into a solution. Rather, the framework presented here is intended to point
out areas, technologies, and needs for deeper investigation.

Figure 5 presents the three interconnected perspectives of the proposed frame-
work. Examples of candidate areas and technologies are shown for each perspec-
tive. The Figure shows that there is a significant overlap of the perspectives. Each
item is classified according to the perspective where it is expected to contribute
most. For example, in our proposed framework, SemWeb technologies are most
relevant for the computational perspective, although they also might inform the
conceptual or interactive perspective. Each perspective is discussed in the following
subsections.

4.1 Interactive Perspective

In the interactive perspective, due to the diversity of the Web and potential users,
communication becomes more and more complex and entails various design
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challenges. Two major challenges to be addressed are how to explore pragmatic
aspects to: 1. support Web-mediated interaction in contexts where knowledge has to
be constructed and evolves over time, and 2. provide interaction design solutions that
enable the user to recover, explore and manipulate data and knowledge representation
models. In this sense, new interaction design techniques have to be investigated.

During face-to-face communication, people use a variety of mechanisms, such as
facial expressions, gestures, inflection, etc. These are determined by linguistic, social,
cultural, and other aspects which delimit the participants’ behavior and provide
common ground. However, these mechanisms related to pragmatics are not always
available (or visible) during written or computer-mediated communication. In prob-
lem solving, the interpretation of intentions might, among others, have an impact on
the further solution process as well as on information retrieval and the reuse of
solutions in future problems. Although there exist design solutions that enable users to
explicitly express their intentions (e.g., by marking messages with images that express
intentions), few works explicitly investigate the impact of pragmatic aspects in the
Interaction Design (IxD) of Web applications for collaborative problem solving.

In this context, pragmatic aspects present in text messages exchanged among users
have to be deeper investigated to determine appropriate IxD methods. It is particularly
important to investigate how IxD designers can detect the users’ needs and problems
related to pragmatic aspects of communication, as well as to investigate how to
generate design alternatives/candidates. The analysis of how the values of community
members, designers and other stakeholders influence the IxD may indicate extra
parameters in the proposition of user interface design methods.

IV and KV techniques are particularly important for providing means to visualize
huge amounts of complex information (interactive perspective). The actual scenario in
the Web, concerning SemWeb artifacts within SocWeb environments poses chal-
lenges that still need to be explored. It is necessary to articulate IV and KV with
theories and novel frameworks for understanding knowledge (conceptual perspective).

Fig. 5. Areas and Techniques in the three dimensions.
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The approaches so far explored in the literature are not able to accurately answer the
question of whether the knowledge structures used really make sense for the target
users. IV and KV techniques are still not able to deal with all the dynamic dimension
of the knowledge. The domain is always changing over time, and it is necessary to
cope with methods suited to better represent knowledge in a time-driven way.
Therefore, theories and methodologies which can instrumentalize and inform novel
ways to interact with the knowledge are still required.

Another issue to be addressed in the interactive perspective is how to capture in
the system, the users’ declared intentions. In some systems, users may declare their
intentions through interactive interfaces, thus one of the main difficulties here is how
to design appropriate interaction alternatives according to the context.

Participatory Design practices (and user-centered design) may facilitate the
emerging of interaction alternatives. By working with users at design time, it is
possible to determine how users make sense of the representations, and what the
appropriate design options are, for example, regarding searching, filtering, visualizing
and exploring information using pragmatic dimensions similar to the ones presented in
Sect. 3.

4.2 Conceptual Perspective

In the conceptual perspective, one of the major questions is how to choose and employ
adequate theories to support modeling the conceptual aspects of pragmatic knowledge.
These models have to guarantee conceptual consistency and provide theoretical
grounding to what is implemented in the computational models (computational per-
spective), and presented to users (interactive perspective). In principle, those theories
are eligible to form the conceptual basis which might conceptualizes human actions
and their effects, and which may be applied to computational and IxD-related con-
texts. There are three main challenges regarding the choice of theories and frame-
works for the conceptual basis. First, the set of theories and frameworks has to be
consistent regarding epistemological and ontological questions, to guarantee scientific
rigor and methodological soundness. Second, the theories and frameworks need to be
applicable to computational and IxD-related contexts. Third, the analyst must be able
to apply the respective theories and frameworks, which might require a substantial
initial amount of learning. In this work, we used Semiotics, LAP and SAT as con-
ceptual bases, since they are suited to address our research questions and have been
applied in computational and IxD related contexts.

Semiotics can provide us theories and a conceptual basis for future works (con-
ceptual perspective). For example, the Norm Analysis Method (NAM) [20] offers a
systematic way to understand and model the human behavior in society. However,
some research issues have to be addressed, such as practical applications that provide
better interactive and computational models, and the question of how to deal and
model norms changes and evolution. Adequately providing support to conceptually
model the norms evolution is crucial and poses a still open research challenge when
dealing with the evolution of pragmatic aspects.
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In the proposed framework, SAT and LAP are also part of the conceptual back-
ground regarding the analysis of pragmatics. Methods associated with SAT and LAP
might be explored, and they may contribute to the development of methods and
techniques towards a (semi-)automatic content analysis. The propositional attitudes
(i.e., the effect of the illocutionary acts), which were out of the scope of this paper,
should be investigated through the analysis of the perlocutionary acts. Theories
developed in sociology and anthropology, e.g. those applied to Social Network
Analysis (SNA) may complement the conceptual basis. Research on these theories, as
well as their application in the design of systems, are needed to cope with dynamic
aspects of the content produced and exchanged in the network. An interdisciplinary
view is needed to provide models and techniques for representing and analyzing the
social network behavior and its relation with the content exchanged in a dynamic
basis.

4.3 Computational Perspective

In the computational perspective, two of the major issues to be addressed are: how to
produce computer interpretable representations of the pragmatics, and how to auto-
mate the construction of these models to provide scalable solutions over time.

SemWeb technologies can be a starting point to the implementation of such
solutions. For instance, concepts of Web Ontology Language (OWL) may have to be
adapted or extended to deal with the pragmatic aspects. Moreover, in this context, the
KE field has produced a set of methods and techniques to computationally deal with
domain evolution through the use of SemWeb ontologies. However, research in this
field is required to cope with the evolution of concepts and models related to prag-
matics. Similarly to the evolution of semantics, e.g., the evolution of the meaning of
concepts within a community, user’s pragmatics also evolves. For example, at the
beginning of a learning process, a person might ask questions to get answers. Later in
the learning process, his/her focus might shift from asking questions to trying to
respond simple questions and asking more complex questions. Still later, the person
might start asking questions not for the purpose of getting answers, but for the purpose
of instigating discussions and teaching other community members. Furthermore,
intentions not only depend on the evolution of an individual, but also on other
community members and their changes over time.

Text mining or information extraction techniques and tools are also particularly
important for providing scalable solutions that include models or ontologies modeled
from large volumes of content. It is not feasible to analyze thousands or millions of
documents to produce ontologies. Text mining technologies and ontology learning
techniques can utilize statistics, graphs, ranks and other representations that support
the knowledge engineer in the construction of complex models, like ontologies,
conceptual graphs and mind maps. Natural language processing and machine learning
are usually highly required to support these techniques. However, compared to
modeling exclusively based on semantics, pragmatic aspects introduce additional
complexity that need to be faced. For example, a semantic model, including one that
considers evolving semantics, might be able to determine possible meanings of a
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concept, including ambiguities, conflicting/contradicting meanings, etc. When con-
sidering pragmatics, the problem space becomes much more complex. A simple
phrase, such as, ‘‘I hope to learn a lot from the case [discussion]’’ already can have
multiple pragmatic meanings. For instance, it could be a simple assertion, an implicit
promise to actively participate in the discussion, or – when taking into account non-
sincere communication or rhetorical devices such as irony – a valuation in the sense of
‘‘this case is very simple, I certainly won’t learn anything new’’. As in face-to-face
communication, it depends on the listener or observer and other contextual factors to
perceive these different meanings and to judge which one is most relevant.

Considering the challenges at hinted in this subsection, the existing computational
models and techniques are far from being a reliable and precise regarding the rep-
resentation of pragmatic aspects. Therefore a more realist solution should not be to
explore new computational models that provide a high level of accuracy regarding the
determination of pragmatic meanings, but to try to apply techniques to support
designers, users and other stakeholders to adequately consider pragmatic aspects and
their effects on interaction.

In this sense, a preliminary study was presented by [4]. It proposes an OWL
ontology for representing pragmatic aspects in collaborative systems. The ontology is
based on Liu’s approach for communication acts. It has three main classes: Agent
(who performs an act), Act (the performed action), and Behavior_Pattern (the pattern
that delineates the actions performed by one agent including the meaning interpre-
tations). The communication acts are modeled by a set of classes and properties
aiming to represent the three dimensions, i.e., time, invention and mode. This model
enabled, for instance, a better understanding of the users in the problem discussion,
and could be used for design or evaluation (e.g., for evaluating how different systems
or different iterations of the same system support certain conversational features), or
the use within communities of practice to review how a conversation had developed,
what principal difficulties were encountered, etc. However, deeper studies are needed,
including for example mechanisms for a semi-automatic classification of illocutions
from the textual content.

5 Conclusions

Collaborative problem solving in SNS can potentially produce a huge amount of
complex information. This information is of great value, for example to users in the
context of continuous learning who want to recover information about past problems.
However, the correct recovery and understanding of this information is influenced by
pragmatic aspects that evolve over time. These aspects have a dynamic nature, and
involve the examination of the intentions in the discussion, which is a complex issue.

In this paper, we presented a study of problem solving processes carried out in
SNSs. The results pointed out new interaction possibilities, but also requirements for
future research in related areas. The research needs were translated into a research
framework structured in three perspectives: interactive, conceptual and computational.
This framework indicates that novel approaches are necessary for dealing with the
dynamic aspects of knowledge in these systems. Moreover, we stressed the
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importance of providing solutions that are able to conceptually and computationally
articulate semantics and pragmatics as an integrated process over time. These solu-
tions may demand, for example, studies in Organizational Semiotics and new KE and
KV techniques. This framework also discusses IxD challenges concerning how to
improve the user experience in problem solving systems by exploring a pragmatic
view of the content exchanged by the users.

We hope that the proposed framework contributes with ideas towards facilitating
meaningful Web-mediated interactions. Further work involves gathering more
empirical data to test and refine the analysis method, coping with the challenges
described in the previous sections, and investigating novel KV and KE methods based
on the background disciplines.
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Abstract. This paper contains an extended and improved version of the
FDMM formalism presented at ICEIS’2012. FDMM is a formalism to de-
scribe how meta models and models are defined in the ADOxx approach
as used in the Open Models Initiative. It is based on set theory and first
order logic statements. In this way, an exact description of ADOxx meta
models and corresponding models can be provided. In the paper at hand
we extend the description of the formalism by illustrating how the math-
ematical statements can be used to support the implementation on the
ADOxx platform. For this purpose we show how the FDMM constructs
are mapped to statements in the ADOxx Library Language (ALL). As
an example of the approach, the formalism and the mapping to ALL are
applied to a modeling language from the area of risk management.

Keywords: Conceptual modeling · Meta modeling · Domain-specific
modeling

1 Introduction

Conceptual models are today used in many areas of enterprise information sys-
tems [1–3]. Examples range from fields such as strategic management, business
process and workflow management to enterprise architecture and software en-
gineering. For these purposes a large variety of modeling languages have been
developed and successfully applied in academia and industry [4]. When it comes
to the sharing of such modeling languages and their corresponding models - as
it has been recently promoted by the Open Models Intiative [5,6] - the exact
description of a modeling language and the models is one of the most important
tasks. These descriptions not only reflect the design choices made during the
implementation of the language. They also permit to compare and learn from
different implementations of a modeling language and support the interpretation
of the models [7].
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In order to describe the building blocks of modeling languages it can be
reverted to several types of meta modeling approaches [8]. These approaches
provide the constructs necessary for describing the abstract and concrete syn-
tax of a modeling language [9,10]. In this way they also define constraints and
correctness criteria for creating valid models based on the definition of a mod-
eling language. In the context of the Open Models Initiative, several projects1

have reverted to the freely available and industry proven ADOxx2 meta mod-
eling approach. At its core, the ADOxx approach allows to specify the syntax
of a modeling language together with its graphical representation. From these
specifications, visual model editors are then created automatically [11].

For the description of ADOxx based modeling languages, it has so far ei-
ther been reverted to natural language descriptions, e.g. [12,13], concrete im-
plementations in the form of source code, e.g. [14,15] or visual representations,
e.g. [16,17]. A formal description of the ADOxx meta modeling approach is so far
not available. This is however necessary to analyze and evaluate how the syntax
of a certain modeling language has been realized, compare ADOxx meta models
and models to other meta modeling approaches such as GME, Ecore or ARIS
cf. [8], derive suggestions for its enhancement and finally describe semantics for
its further processing [9,18].

Therefore we propose the FDMM3 formalism that is capable of describing
the core constitutents of the ADOxx approach. FDMM aims to provide an easy
to use formalism that does not require specialized mathematical knowledge and
that is capable of expressing the implementation of ADOxx meta models and
models. The paper is structured as follows: In Sect. 2 we will briefly discuss the
foundations of modeling languages, meta models and models, the characteristics
of the ADOxx approach and describe a running example for a modeling language
from the area of enterprise information systems. Section 3 will describe the
formalism including the necessary constraints and correctness criteria. In Sect. 4
the formalism will be applied to the sample modeling language. In Sect. 5 it will
be shown how the formalism can be used as a basis for the implementation of
the meta models in ADOxx using the ADOxx Library Language (ALL). The
results of this implementation are then discussed in Sect. 6. Work related to the
approach will be part of Sect. 7. The paper is concluded by an outlook on the
future work in Sect. 8.

2 Foundations

In this section we will briefly define the terms modeling language, meta model
and model and describe the main characteristics of the ADOxx meta model-
ing approach. Finally, we will present a running example by using a modeling
language from the area of risk management.
1 See http://www.openmodels.at/web/omi/omp
2 ADOxx is a registered trademark of BOC AG.
3 The acronym FDMM stems from: A Formalism for Describing ADOxx Meta Models

and Models.

http://www.openmodels.at/web/omi/omp
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2.1 Modeling Language, Meta Model and Model

According to a framework proposed by [10], a modeling language is composed
of a syntax, semantics and notation. The syntax specifies the elements and at-
tributes of the language and the semantics assigns meaning to these constructs.
In contrast to other frameworks, the notation is treated separately and is used
to specify the visual representation of the language. The syntax further consists
of an abstract syntax, which is represented by the meta model, and the concrete
syntax, which is represented by a model [9,19,20]. The meta model can itself be
described by a modeling language, i.e. the meta modeling language. Accordingly,
the abstract syntax of the meta modeling language is represented by a meta
meta model and the concrete syntax is represented by a meta model [8].

An example for these relationships is shown in Fig. 1: in the meta meta
model the two entities element and attribute are defined. Additionally, a relation
between the two entities is shown. On the meta model level the E1 entity is
defined as an element and the A1 and A2 entities as attributes that can be
related to E1. Finally, on the model level the entities ε1 and ε2 are defined as
E1 elements, the α1 and α2 entities as A1 attributes and the β1 and β2 entities
as A2 attributes. The meta meta model thus defines which entities are provided
for the specification of the abstract syntax of a modeling language in the form of
a meta model. If the specification of the meta meta model is generic enough it
can be used to specify a multitude of different modeling languages. A typical use
case is then to automatically create model editors based on the static meta meta
model specification and the dynamically adaptable meta model specifications.

In addition to association mechanisms for defining linkages between entities,
meta meta models typically also provide inheritance and containment mecha-
nisms [20]. By inheritance mechanisms, generalization and specialization rela-
tionships between entities of a meta model can be expressed to provide means
for effecting polymorphic behaviors at model execution or interpretation time.
This is required in particular for the design of algorithms that shall work on mul-
tiple, similar modeling languages without the need of particular adaptations: by
defining an algorithm on a set of general entities that are shared by different
meta models, the algorithm can be later bound automatically to entities that

Element Attribute

E1

A1
A2

ε2

α1
α2 β1

β2

ε1Model

Meta 
Model

Meta 
Meta 
Model

is-a

attached-to

Fig. 1. Example for a Meta Meta Model, a Meta Model and a Model.
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are inherited from these general entities. Containment mechanisms refer to the
inclusion of a set of entities into another entity on the model level. This is typi-
cally used to specify model/diagram types or aggregations/nestings that group
sets of entities.

2.2 The ADOxx Meta Modeling Approach

The ADOxx meta modeling approach has originally been conceived in the course
of the development of the ADONIS business process management toolkit in
1995. Since then it has been successfully used in a large number of academic
and commercial projects by more than 1000 customers worldwide [21,22]. The
basic building blocks of its meta meta model are classes and relationclasses that
are complemented with attributes [22]. Classes are organized in the form of an
inheritance hierarchy so that the attributes of a super-class are inherited by its
sub-classes in the sense of standard object orientation principles. Relationclasses
are defined by their from-class and to-class attributes to specify valid instances of
source and target classes. These relations can be complemented with cardinality
constraints to limit the number of participating instances.

For collections of classes and relationclasses a containment mechanism in
the form of model types is available. Model types define the context for the
instantiation of classes and relationclasses in the form of models. Therefore,
when creating a model, at first a model type has to be selected to specify which
classes and relationclasses are valid in a model. Subsequently, these classes and
relationclasses are instantiated as part of the model.

Besides the standard data types such as integer, string, and double, enumer-
ation attributes are available in ADOxx that contain pre-defined values that
can only be selected but not modified by a user during modeling. Furthermore,
attributes can also be of two special types: attributes of the type expression
contain strings in a proprietary expression grammar for automatically calculat-
ing the value of an attribute. Attributes of the type interref allow linking the
instance of a class to another class instance of the same or of a different model
instance or linking it to the same or a different model instance itself. The graph-
ical representation of the instances of classes and relationclasses is specified via
the particular string attribute named GRAPHREP. This attribute permits to
specify context-dependent graphical representations for the classes and relation-
classes, again based on a proprietary grammar - cf. [23]. Although an inherent
part of the ADOxx approach, the graphical representation can thus be modified
independently from the other entities.

With these characteristics, the following requirements were defined for a for-
malism that can describe the concepts of the ADOxx meta modeling approach:
It should permit a formal description of the approach that is easy to handle and
thus suitable for a wide range of users. Therefore, the formalism should focus on
the core constituents to enable the description of arbitrary modeling languages
that have been implemented using the ADOxx approach. It should however be
extensible to allow its further development and future refinement.
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2.3 Running Example: The 4R Modeling Language

As a running example we will revert to an existing modeling language in en-
terprise information systems from the area of governance, risk, and compliance
(GRC). This example will first illustrate how meta models and models are typi-
cally used in information systems to create domain conceptualizations. In Sect. 4
we will revert to it again for showing the application of the FDMM formalism.

In the last years particular consideration has been given to the management of
risks and regulatory compliance together with their effects on returns and corre-
sponding reporting requirements of enterprises. In line with these developments,
the framework for integrated enterprise balancing has been derived [13,24,25].
The goal of this framework is to govern business activities with organization-
wide consistent return and risk indicators. As a foundation, it is necessary to
provide a common data basis that represents information from the areas of r isk,
return, regulation, and reporting - the so-called 4R information architecture.
For acquiring this information, the 4R modeling language [13] and the 4R situ-
ational method for implementing such solutions in an organization were devel-
oped [25]. In its original form, the central parts of the 4R modeling language
were illustrated by an extension of a graph based formalism. The corresponding
realization using the ADOxx meta modeling approach was however described in
natural language.

The meta model of the 4R modeling language, as it was specified in ADOxx,
contains the following model types [13]: the 4R portfolio model, the 4R business
process model, and the 4R organizational model. Briefly summarized, the port-
folio model type is used to describe multi-dimensional aggregations of the risks,
returns and correlations of business transactions in regard to their relations to
products and customers [24]. The single business transactions in this model can
be linked to instances of the 4R business process model type. This second model
type extends the process modeling language of business graphs [26] with ele-
ments, relations, and attributes for representing events, aggregations of events
and their influence on the properties of process activties. The meta model is
complemented with a 4R organizational model for representing actors, organi-
zational units, resources, and roles that fulfill tasks in a business process.

For the implementation of the 4R model types on ADOxx the following
classes and relationclasses together with several attributes were specified to rep-
resent the risk and return figures of business transactions and the underlying
risk-affected business processes:

– for the portfolio model type the class business transaction and the relation-
class relates business transaction,

– for the 4R business process model the super class FlowObject and as sub
classes of this class: Start, Decision, SubProcess, Activity, Parallelity, Join,
and End. Additionally the classes: 4R risk aggregation, and 4R event ; the re-
lationclasses: subsequent, 4R aggregation relation, and 4R influences relation

– for the 4R organizational model the classes: actor, organizational unit, re-
source, and role; and the relationclasses: uses resouce, belongs to unit, has
role, and has resource
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W:

RE: RI:

WE:
RE:
RI:

BP Model

Business Transaction
[Aggregated view]

W: value; RE: return; RI: risk

Business Transaction
[Single view]

WE: value; RE: return; RI: risk

Relates business 
transaction

ρ: correlation 
between business 

transactions
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Start Decision Activity

Parallelity Join End
4R risk 

aggregation

4R event

subsequent

4R influences 
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ε: probability of occurrence; 
I: estimated impact

ε=  I=

Fig. 2. Symbols of the 4R Portfolio Model Type and the 4R Business Process Model
Type.

To apply the FDMM formalism we will later regard the 4R portfolio model
and the 4R business process model type in more detail. The classes and rela-
tionclasses of these model types are represented by the sets of symbols as shown
in Fig. 2.

3 The FDMM Formalism

As stated in the introduction, the goal of this paper is to develop a formalism that
is capable of describing the core constituents of ADOxx meta models and models
as well as the criteria for valid models based on the meta model definitions.
FDMM is therefore not a formalization of all aspects of the ADOxx approach,
but a formalism that aims to support users of ADOxx to describe their meta
models and models in a formal way. For the development of the formalism we
reverted both to literature sources on the ADOxx meta modeling approach as
well as existing implementations [2,11,23]. During the development we aimed
for keeping the formalism as simple as possible while not sacrificing any of the
core concepts of the approach.

3.1 Definition of Meta Models

At first we define the basic constituents of meta models MM which can then be
used to derive model instances mt. We define a meta-model to be a tuple of the
form

MM =
〈
MT,�,domain, range, card

〉
(1)

where

– MT is the set of model types. We have

MT = {MT1,MT2, . . . ,MTm} (2)

where MTi in turn is a tuple,

MTi =
〈
OT

i ,DT
i ,Ai

〉
(3)
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consisting of the set of object types OT
i , a set of data types DT

i , and a set of
attributes Ai. In this way ADOxx classes and relationclasses are uniformly
represented as object types. As will be described below we will use the at-
tributes Ai also for expressing associations between object types. When we
describe the instantiation of the meta model in Sect. 3.2 in model instances,
the attributes will map the instantiation of object types to the instantiation
of either object types or data types. This permits us to represent the ADOxx
concepts of relationclasses and interref relations in the same way. However,
this also means that, if for example directed relations are required, the no-
tions of source and target object types have to be added when specifying a
particular meta model. The object types, data types, and attributes are part
of their respective total sets:

OT =
⋃

j

OT
j ,DT =

⋃
DT

i ,A =
⋃

Ai (4)

– � is an ordering on the set of object types, OT . If ot1 � ot2 we say that the
object type ot1 is a subtype of the object type ot2. Thereby the inheritance
hierarchy of ADOxx classes can be expressed. Due to the generic definition,
this ordering can also be used for relationclasses: as ADOxx requires a from-
class and a to-class attribute for relationclasses, a generic object type with
these attributes can be defined and used for the definition of subtypes that
inherit these attributes.

– the domain function maps attributes to the power set of all object types, i.e.

domain : A → P(
⋃

j

OT
j ) (5)

The domain function will constrain what objects an attribute can map in
the model instances. It is therefore used to attach attributes to a particular
set of object types. In regard to ADOxx this corresponds to the assignment
of ADOxx attributes to classes and relationclasses and the definition of an
endpoint of an ADOxx relationclass.

– The range function maps an attribute to the power set of all pairs of object
types and model types, all data types, and all model types

range : A → P
⎛

⎝
⋃

j

(OT
j × {MTj}) ∪ DT ∪ MT

⎞

⎠ (6)

In the model instances, the range function will constrain what values an
attribute can take. For the definition of a meta model it is thus used to
specify the type of an attribute. I.e. whether the attribute has the function of
specifying the relation of an instance of an object type in a model instance to
either: a. the instances of object types in a particular model type, b. instances
of data types or c. instances of model types. Case a. thus corresponds to both
the relationclass and interref concepts in ADOxx that have an instance of a
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class as a target, case b. to the ADOxx attribute concepts except interref
attributes, and case c. to the ADOxx interref attribute concept that has an
instance of a model type as a target.

– The card function maps pairs of object types and attributes to pairs of integers

card : OT × A → P(N × (N ∪ {∞})) (7)

where N is the set of non-negative integers. In the model instances the card
function will constrain how many attribute values a object can have. In regard
to the different types of attributes this thus permits to specify how many
instances of object types, of data types or of model types an attribute can
contain. When comparing this to the ADOxx approach, the card function
determines whether the value of an attribute corresponds to either: a. a target
of a relationclass - that can only be one distinct class, b. the target of an
interref attribute that can have multiple values or c. the instance of a datatype
that can also have multiple values, which corresponds to the enumeration
attribute type in ADOxx.

In addition we define the following correctness criteria for meta models: The
sets of object types, data types, and attributes have to be pairwise disjoint

OT ∩ DT = ∅, OT ∩ A = ∅, DT ∩ A = ∅ (8)

This follows from the fact that in mathematical terms we have so far only been
defining various sets that could overlap. In addition, for any attribute a that
is part of the attribute set Ai of the i-th model type - see Eq. 3, the domain
function for that attribute must point to any of the object types in that model
type

a ∈ Ai ⇒ domain(a) ⊆ OT
i (9)

That ensures that attributes that are related by the domain function to a certain
object type are part of the same model type definition. This corresponds directly
to the ADOxx approach in the way that all concepts that are relevant for the
definition of models are grouped within the context of a model type.

3.2 Instantiation of Meta Models

We will now describe the instantiation of a meta model. The instantiation of a
meta model essentially describes the mapping of the model types, object types,
and data types to model instances, objects, and data values together with a set
of triples. Thus, an instantiation of a metamodel MM will be a tuple

〈
μmt, μO, μD, T , β

〉
(10)

where

– μmt is a one-to one mapping from model types to the power set of model
instances:

μmt : MT → P(mt) (11)

Thereby it is defined that a model instance must be of one specific model
type and that there may be several instances of one model type.
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– μO is a function taking the object types in a given model type to collections
of objects:

μO :
⋃

j

(
OT

j × {MTj}
) → P(O) (12)

where
O =

⋃

j

μO(OT
j × {MTj}

)
(13)

Thereby, the objects are defined as instances of an object type OT
j that is

part of a particular model type MTj - see also Eq. 3. The addition of the
model type is necessary as object types may be part of multiple model types
and in the ADOxx approach objects can only occur within a model instance.
Sometimes it is convenient to create an object type which is meant to be
subtyped but which is not meant to be directly instantiated. The purpose of
such a type is to capture information that is common to all the subtypes.
Such a type is called an abstract type and we can define what it means to be
an abstract type based on the definitions above. An object type ot ∈ OT is
said to be abstract if for all model types MTi which contain the object type
ot (ot ∈ OT

i ) we have

μO(ot,MTi) =
⋃

ot1 �=ot,ot1�ot

μO(ot1,MTi). (14)

That is to say that all the objects that instantiate ot must instantiate ot

through one of its subtypes. In terms of ADOxx the notion of abstract types
corresponds to super classes of which one or more of their sub classes are
included in a model type but who cannot be instantiated themselves.

– μD maps data types to a power set of data objects

μD : DT → P(D) (15)

The data types are not further constrained. It is thus left to the user of the
formalism to ensure the correct content of a type, e.g. whether an ’integer’
type contains only integer numbers. The formalism will only ensure that a
data object is assigned a type that is valid in a particular context.

– T ⊆ O×A× (D∪O∪mt) is a set of triples. These triples will later be used
to describe the contents of model instances.

– β : mt → P(T ). This map describes how the triples are assigned to the model
instances.

We will additionally define a collection of correctness constraints on the
instantiation of the meta model. These constraints fall into two categories: dis-
jointness constraints that describe how a model instance is partitioned and
domain/range/cardinality constraints that constrain how attributes can map
objects to other objects and data values.

The following constraints define the disjointness and partitioning constraints
that must be enforced for the various parts of the meta model instantiation:
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– The instances of object types and the instances of datatypes must be disjoint,
i.e. instances of object types and instances of datatypes cannot be the same.

μO(ot,MTj) ∩ μD(dt) = ∅ (16)

– The instances of two object types are disjoint if either the object types are
disjoint or if their model types to which they belong are disjoint, i.e. the
formalism does not permit the instantiation from multiple object types nor a
’reuse’ of objects of the same object type for different model instances:

i �= j ∨ ot1 �= ot2 ⇒ μO(ot1,MTi) ∩ μO(ot2,MTj) = ∅ (17)

– For two different model types MTi and MTj also the corresponding model
instances must be disjoint, i.e. also for model instances no instantiations from
multiple model types are allowed:

MTi �= MTj ⇒ μmt(MTi) ∩ μmt(MTj) = ∅ (18)

– Every element of the set of model instances mt has to be derived from a
model type, i.e. there cannot be model instances without a corresponding
model type:

mt =
⋃

μmt(MTj) (19)

– For two different data types it must follow that also their instances are dis-
joint, i.e. also for data types it is not allowed that instances can be derived
from multiple types:

dt1 �= dt2 ⇒ μD(dt1) ∩ μD(dt2) = ∅ (20)

– T is the disjoint union of β(mti) where mti ∈ mt. More colloquially every
triple is contained in exactly one model instance.

The following constraints define the inheritance, domain, range and cardi-
nality constraints that the meta model instantiation must satisfy:

– if the object type ot1 ∈ OT
j is a subtype of the object type ot2 ∈ OT

j (ot1 � ot2)
then we have

μO(ot1,MTj) ⊆ μO(ot2,MTj). (21)

– Sibling object types are disjoint. More specifically if ot1, o
t
2, o

t
3 ∈ OT

j are object
types such that

ot2 � ot1, o
t
3 � ot1, o

t
2 �� ot3, o

t
3 �� ot2 (22)

then
μO(ot2,MTj) ∩ μO(ot3,MTj) = ∅. (23)

– If the value y of a statement is an object, i.e. there is a mapping from an
object type to an object for a concrete model type MTj , then the pair of an
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object type and a model type have to be part of the range definition in the
meta model:

(x a y) ∈ T ∧ y ∈ O ⇒ ∃ot,MTj , (y ∈ μO(ot,MTj) ∧ (ot,MTj) ∈ range(a))
(24)

The second equation further defines that if y points to an object, then there
must exist an object type ot and a model type MTj that are part of an μO

mapping for y.
– If the value y of a statement is a data object then there must exist a datatype

that is part of the range definition of the attribute in the meta model and
there must be a mapping between the data type and the data object:

(x a y) ∈ T ∧ y ∈ D ⇒ ∃dt ∈ DT dt ∈ range(a) ∧ y ∈ μD(dt) (25)

– If the value y of a statement is a model instance mt, then a model type MTj

must be part of the range definition and the y value must correspond to the
mapping of that model type to the model instance:

(x a y) ∈ T ∧ y ∈ mt ⇒ ∃MTj ∈ range(a), y ∈ μmt(MTj) (26)

– For each statement the attribute a of that statement must be part of the
same model type from which the object x has been mapped:

(x a y) ∈ T ⇒ ∃j a ∈ Aj ∧ ∃ot ∈ domain(a), x ∈ μO(ot,MTj) (27)

– If the value y of a statement is a data object then the data type must be part
of the same model type as the attribute:

(x a y) ∈ T , a ∈ Ai, y ∈ D ⇒ ∃dt ∈ DT
i , y ∈ μD(dt) (28)

– And for the cardinality constraints: if x ∈ μO(ot,MTj), a ∈ Ai where
〈m,n〉 = card(ot, a) then m ≤ |{y : (x a y) ∈ T ∧ y ∈ (O ∪ D ∪ mt)}| ≤ n.

4 Application of FDMM to the 4R Modeling Language

To illustrate the usage of the FDMM formalism we will show in the following
how the modeling language from the running example in Sect. 2.3 and instances
of this modeling language can be formally described. We start by defining the
model types that will represent the 4R portfolio models and 4R business process
models by MTPO and MTBP :

MTPO =
〈
OT

PO,DT
PO,APO

〉
,MTBP =

〈
OT

BP,DT
BP,ABP

〉
(29)

Next, we detail the sets of object types OT
PO and OT

BP for expressing what
corresponds to the classes and relationclasses in ADOxx by:

OT
PO = {Business-transaction, relates-business-transaction}

OT
BP = {FlowObject, Start,Decision,Activity, Parallelity, Join,End,

4R-event, 4R-risk-aggregation, subsequent, aggregation

influences} (30)
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Thereby, the object type FlowObject is defined as an abstract type that has
to be instantiated through one of its sub types. In addition the following subtype
relationships hold between the following object types:

Start � FlowObject,Decision � FlowObject, Activity � FlowObject,

Parallelity � FlowObject, Join � FlowObject, End � FlowObject (31)

The same is applied for detailing the sets of data types DT
PO and DT

BP .
Thereby, the Enumview and Enuminfluence types are used to represent the
ADOxx enumeration attribute types with pre-defined values:

DT
PO = {String, F loat,Enumview}

Enumview = {Aggregated, Single}
DT

BP = {String, F loat,Enuminfluence}
Enuminfluence = {Time-influence, Cost-influence,

Return-influence,Quality-influence} (32)

We continue by detailing the sets of attributes APO and ABP :

APO = {ID,W,RE,RI,WE, ρ, relates-from, relates-to, Process, V iew}
ABP = {Name, ε, I, T ime,Cost,Return,Quality, Influence-type,

subsequent-from, subsequent-to, aggregation-from,

aggregation-to, influences-from, influences-to} (33)

For attaching the attributes to the object types and defining their value range,
we add according domain and range definitions. This can be done for example
by attaching the Name attribute to the required object type and then defining
its range to be of the data type String. By using the FlowObject abstract type
we can do this for all object types that are defined as its subtypes:

domain(Name) = {FlowObject, 4R-risk-aggregation, 4R-event}
range(Name) = {String} (34)

We then add the cardinality definitions for each of the object types and their
attributes as shown here exemplarily for the name attribute:

card(FlowObject,Name) = 〈1, 1〉 , card(4R-risk-aggregation,Name) = 〈1, 1〉 ,

card(4R-event,Name) = 〈1, 1〉 (35)

As it has been done for the attributes of the data type String we can similarly
define the domain, range, and cardinality functions for an attribute of the type
Float. As already mentioned above, the FDMM formalism does not further
specify the data types so that we would have for example:

domain(W ) = {Business-transaction} , range(W ) = {Float}
card(Business-transaction,W ) = 〈0, 1〉 (36)
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In the same way, ADOxx attributes with pre-defined values can be represented
in FDMM as shown in the following by inserting the data type set Enumview

in the range definition to specify the type of view that is used for a business
transaction:

domain(V iew) = {Business-transaction} , range(V iew) = {Enumview}
card(Business-transaction, V iew) = 〈1, 1〉 (37)

To permit references from one object to another model instance, e.g. to reference
business transactions to corresponding 4R business process models, the following
domain and range definitions are needed:

domain(Process) = {Business-transaction} , range(Process) = {MTBP}
card(Business-transaction, Process) = 〈0, 1〉 (38)

Finally, we also give an example for defininig the equivalent of a relationclass
based on an object type that connects to two other object types via “to” and
“from” attributes:

domain(influences-from) = {influences}
range(influences-from) = {(4R-risk-aggregation,MTBP)}

card(influences, influences-from) = 〈1, 1〉
domain(influences-to) = {influences}

range(influences-to) = {(Activity,MTBP)}
card(influences, influences-to) = 〈1, 1〉 (39)

Also for such an object type, that corresponds to a relationclass, attributes can
be added in the same way as shown above:

domain(Influence-type) = {influences}
range(Influence-type) = {Enuminfluence}

card(influences, Influence-type) = 〈1, 1〉 (40)

When defining relationclasses that can be used to connect multiple classes, the
definition can be simplified by reverting to a supertype class as for example the
FlowObject class and the subsequent relationclass:

domain(subsequent-from) = {subsequent}
range(subsequent-from) = {(FlowObject,MTBP)}

card(subsequent, subsequent-from) = 〈1, 1〉
domain(subsequent-to) = {subsequent}

range(subsequent-to) = {(FlowObject,MTBP)}
card(subsequent, subsequent-to) = 〈1, 1〉 (41)



442 H.-G. Fill et al.

W: 25,00

RE:
55,00

RI:
60,00

WE: 23,00
RE: 35,00
RI: 24,00

2_Sample_Process

ρ:0,400

WE: -2,50
RE: 10,00
RI: 25,00

4_Sample_Process

W: 25,00

RE:
45,00

RI:
40,00

ρ:1,00

P Q

2 4

ρ:0,500

ρ:0,600

Fig. 3. Excerpt of a 4R Portfolio Model [13].

Based on these definitions for the model type we can describe the instanti-
ation of a concrete model. As an example we use two models that have been
described in [13] - see Figs. 3 and 4. They represent sample instances of a 4R
portfolio model type and a 4R business process model type that shows how 4R
events and 4R risk aggregations are used to represent the influence of risks on
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Fig. 4. Excerpt of a 4R Business Process Model [13].
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the accomplishment of activities. We will use these models to describe some of
its contents by using the FDMM formalism.

First we instantiate concrete models for the model types MTPO and MTBP

based on a mapping from the meta model definition:

μMT(MTPO) = {mtpo1} , μMT(MTBP ) = {mtbp1} (42)

Next, we instantiate objects based on mappings from the object types. We show
this exemplarily for some instances of the business transaction, activity, 4R event,
and 4R aggregation object types:

μO(Business-transaction,MTPO) = {BTP , BTQ}
μO(Activity,MTBP ) = {ActivityA, ActivityB}

μO(4R-event,MTBP ) = {Machine-failure,Delayed-supplies}
μO(4R-aggregation,MTBP ) = {Acquired-waiting-time} (43)

Similarly we can instantiate object types that can later act as relations such
as the influences type:

μO(influences,MTBP ) = {influences1, influences2} (44)

Subsequently, we also show the mappings of some data types to data objects in
order to later assign them as values for attributes:

μD(String) = {′ActivityA′, ′ActivityB′, ′DelayedSupplies′,
′Machinefailure′, Acquired-waiting-time}

μD(Float) = {25.00, 55.00, 60.00}
μD(Time-influence) = {′time-influence′} (45)

And finally we can define the relationships between the objects and the data
object by using the attributes in the form of triple statements, e.g. to express
the names of concrete objects and the values of attributes and defining relations:

(ActivityA Name ′ActivityA′) ∈ β(mtbp1), (BTP W 25.00) ∈ β(mtpo1),
(influences1 influences-from Acquired-waiting-time) ∈ β(mtbp1),

(influences1 influences-to ActivityB) ∈ β(mtbp1)
(46)

And for detailing the type of influence by specifying the attribute value that is
available based on a pre-defined data type:

(influences1 Influence-type ′time-influence′) ∈ β(mtbp1) (47)
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5 FDMM for Implementations on the ADOxx Platform

The ADOxx meta modeling approach as it has been described in Sect. 2.2 has
been implemented in the form of an industry-ready, client-server based software
platform. One core functionality of the platform is, that it permits to specify
meta models in a proprietary definition language and automatically generates
according model editors. Both meta models and models are thereby automati-
cally stored in a relational database. In addition, the platform provides a number
of extension functionalities such as a proprietary scripting language for defining
mechanisms and algorithms on models, a generic query language for models, doc-
umentation functionalities for generating reports about models or a web service
interface for establishing couplings to third party tools. These functionalities are
complemented by a multi-user rights management for controlling the accessibil-
ity to the different platform components and the models.

In the following we will illustrate how the specifications using the FDMM
formalism can be used to implement meta models on the ADOxx platform. We
start by showing how the model type for 4R business process models as defined
in Eq. 29 is translated into the ADOxx Library Language (ALL). These ALL
definitions are then used by the ADOxx platform to create the meta model and
automatically provide according model editors for the thus specified model types:

Example Definition of the 4R Business Process Model Type in ALL

BUSINESS PROCESS LIBRARY <4R-IEB-Library>
ATTRIBUTE <Version number>
VALUE ""
...
ATTRIBUTE <Modi>
VALUE "MODELTYPE \"4R Business process model\" from:none
plural:\"4R Business process models\"

INCL \"Start\"
INCL \"Decision\"
INCL \"Activity\"
INCL \"Parallelity\"
INCL \"Join\"
INCL \"End\"
INCL \"Subsequent\"
INCL \"4R risk aggregation\"
INCL \"4R event\"
INCL \"aggregation\"
INCL \"influences\"
MODE \"All modelling objects\" from:all
MODE \"Documentation\" from:all no-modeling"

...

The 4R business process model type is thereby defined to contain a number
of classes that are not abstract and relationclasses and can therefore be instan-
tiated to object instances in a model editor. When mapping the definitions in
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FDMM to ALL, it has to be decided, which object types in FDMM become
classes and which become relationclasses in ALL. As relationclasses in ALL can
only represent binary relations between object types of the cardinality < 1, 1 >,
only object types that satisfy this restriction can be mapped to a relationclass.
For other relations between object types and between object types and model
types, ALL offers the interref attribut type. As a rule of thumb, FDMM ob-
ject types that correspond to edges in graph-like model types can be mapped to
relationclasses.

The definition of classes in ALL is accomplished using the ‘CLASS’ key-
word. As shown in the example code below, classes are arranged in a super-
class/subclass hierarchy using a colon followed by the name of the super class.
Thereby, every class in ALL has to be a direct or indirect subclass of the pre-
defined “ BP-construct ” class. These hierarchy definitions correspond to the
definition of Eq. 31 as shown for the FlowObject class and the Start class:

Example Definition of the Start Class in ALL

CLASS <FlowObject> : <__BP-construct__>
...
CLASS <Start> : <FlowObject>
...

For the classes also the corresponding attributes as defined in FDMM by the
domain, range, and cardinality statements can be added in ALL. Thereby, the
name attribute is automatically added by ADOxx as it constitutes the unique
identifier of instances of a class. For every attribute in ALL, the type and poten-
tial additional information have to be specified. We show this in the following
example for the definition of the Business transaction class as specified by the
Eqs. 36, 37:

Example Definition of the Business Transaction Class and the W and View
Attributes in ALL

CLASS <Business transaction> : <__BP-construct__>
...
ATTRIBUTE <W>

TYPE DOUBLE
VALUE 0

...
ATTRIBUTE <View>

TYPE ENUMERATION
FACET <EnumerationDomain>
VALUE "Aggregated@Single"

...

As has already been mentioned above, relations between object types that
do not satisfy the cardinality restrictions of relationclasses in ALL or that re-
late object types and model types, have to be specified as interref attributes in
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ALL. Also, in case a model type should not contain visible relations between
class instances, this attribute type can be chosen. We show this for the Process
attribute of the business transaction model type that relates an instance of a
Business Transaction class to a 4R business process model type as specified in
Eq. 38:

Example Definition of the Process Interref Attribute in ALL
...
ATTRIBUTE <Process>

TYPE INTERREF
...
FACET <AttributeInterRefDomain>
VALUE "REFDOMAIN MODREF

mt:\"4R Business process model\"
max:1"

...

The definition of relationclasses in ALL requires the definition of a start
class, indicated by the FROM keyword, and a target class, indicated by the
TO keyword. We show this by the example of the influences relationclass that
is based on the specifications in Eq. 39 and the definition of the Influence type
attribute in Eq. 40:

Example Definition of the Influences Relationclass in ALL
RELATIONCLASS <influences>

FROM <4R risk aggregation>
TO <Activity>
...
ATTRIBUTE <Influence type>
TYPE ENUMERATION
FACET <EnumerationDomain>
VALUE "Time influence@Cost influence@Return influence@
Quality influence"
...

In order to permit the automatic generation of model editors from the ALL
definitions, two more aspects have to be added. First, it has to be defined, which
attributes of a class or a relationclass can be edited by a user in the model editor.
This is defined via the AttrRep attribute as shown below for the example of the
Influences relationclass:

Example Definition of the AttrRep Attribute of the Influences Relationclass in
ALL
...
ATTRIBUTE <AttrRep>

TYPE STRING
VALUE "NOTEBOOK
ATTR \"Influence type\""

...
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Fig. 5. Screesnhot of the Model Editor for 4R Business Process Models on ADOxx.

Second, also a graphical representation has to be added if the classes and
relationclasses should be represented in a graphical way in the model editor.
This is defined via the GraphRep class attribute that contains a proprietary
grammar for defining the visual representation of a class or a relationclass. It
can either be coded by hand or defined using a visual editor as provided by the
Open Models Initiative4:

Example Definition of the GraphRep Classattribute of the 4R Event Class in
ALL
CLASS <4R event> : <_4R-Superclass_>
...

CLASSATTRIBUTE <GraphRep>
VALUE "GRAPHREP

PEN w:0.07cm
ELLIPSE x:0cm y:0cm rx:2cm ry:1cm
ATTR \"Name\" h:c w:c"

Finally, when all ALL definitions are in place, the ADOxx platform auto-
matically generates model editors for the defined model types. As an example,
an editor for the 4R business process models is shown in Fig. 5.
4 See http://www.openmodels.at/web/omi/services
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6 Discussion

Based on the constructs of the FDMM formalism it is possible to specify ADOxx
meta models and models in a mathematically rigorous way that builds only upon
set theory and first order logic statements. With these mathematical foundations,
the ADOxx meta modeling approach can be compared to other approaches and
used as a basis for further formal specifications or implementations. As has been
discussed in [27], the FDMM formalism differs in several aspects from the ADOxx
Library Language. In the paper at hand this could be shown in particular for
the translation of object types into classes and relationclasses in ALL. As ALL
requires the definition of relationclasses for the visualization of edges, not all
object types specified in FDMM can be used for this purpose. Therefore, at this
point it has to be decided by the developer of the ALL definition, how object
types should be translated into ALL classes and relationclasses. In addition, also
graphical representations and the definitions for editable attributes have to be
added during this translation as they are not contained in FDMM. Regarding
the graphical representations, it could thereby also reverted to the approach of
semantic visualization that permits to automatically assign graphical represen-
tations based on semantic annotations [23].

7 Related Work

When comparing FDMM and ADOxx to similar approaches in the literature,
two directions can be taken. The first is the comparison to other meta modeling
approaches and the second is the comparison to other kinds of formalizations for
meta modeling approaches.

Based on the classification proposed by [20], the FDMM and the ADOxx meta
modeling approach directly compare to domain-specific modeling approaches
that view meta models as language specifications. This is in contrast to ap-
proaches that treat meta models as software structure specifications, which is
the typical use case for approaches such as EMOF [28], EMF [29] or KM3 [30].
A common aspect of domain-specific modeling approaches is the creation of vi-
sual model editors from meta models that are based on one pre-defined meta
meta model and that use a graphical representation for the concrete syntax of
the defined language. [8] also denote this direction as heavyweight approaches
of language definition and distinguish it from lightweight approaches that adapt
a generic meta model with domain-specific concepts. An example for the latter
direction would be the use of the profile package in UML, e.g. to extend existing
meta classes with the stereotyping mechanism [31].

FDMM and ADOxx can be directly compared to the approaches analyzed
in [8]: thereby a core feature of ADOxx and FDMM that is shared with the
GME and ARIS meta modeling approaches is the use of model types for defining
the grouping of object types and their instances. In contrast to all approaches
compared by Kern et al. and ADOxx, FDMM does not use any relation concept
as a first class concept. Neither ADOxx nor FDMM use explicit role type concepts
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that provide further mechanisms for specifying relationships such as semantic
dependencies between object types. However, in ADOxx such concepts can be
expressed using the ADOscript language and enforced during modeling.

For the meta modeling approaches mentioned above, formalizations have
been discussed for EMOF e.g. [32,33] and KM3 [30]. However, they differ from
ADOxx in regard to their focus on the specification of software structures. An-
other approach that shows some similarities to the way the FDMM formalism has
been conceived can also be found in the specification of the Object Constraint
Language (OCL) [34][Annex A]. However, the main difference is that FDMM is
directed towards supporting the representation of meta models and models. The
OCL specification does not describe a meta modeling approach but rather an
approach to formalize one particular modeling language, i.e. UML together with
constraints.

Furthermore, the domain, range, and card functions and the associated con-
straints described for them have a similarity with the notions of domain, range
and cardinality restrictions used in description logics [35]. In contrast to the de-
scription logic case, our work is not intended to give a semantics for some formal
language. Instead it is intended to provide a formal description of an existing
system that has been effectively used in several application domains.

8 Conclusions and Outlook

In this paper we presented a formalism to describe the core constituents of the
ADOxx meta modeling approach and showed its application to a concrete mod-
eling language as well as how it can act as a basis for an implementation. It is
the first formal definition for ADOxx meta modeling concepts and is therefore
expected to be of benefit also for other projects using the ADOxx approach.
Future work will therefore include the application to further modeling languages
and the evaluation of the usability of the formalism. This concerns in particular
the definition of algorithms, e.g. for describing analyses and simulations of mod-
els. Finally, it will also be investigated how the formalism can be represented
visually to enhance the interaction with it and enable the easy re-use of formal
meta model and model statements.
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trian Science Fund (FWF) in the course of an Erwin-Schrödinger fellowship project
number J3028-N23.
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Abstract. Enterprise Architecture (EA) as an area of interdisciplinary study
relies on models, methods and theories of many disciplines. The article
explores the linkage between the needs of enterprise problem domains, the
evolution of domain specific disciplines, and the EA body of knowledge. A
cybernetic view is presented in an attempt to explain the effects of an important
driver of discipline development, namely the change in the complexity of
application domains. For the EA discipline (EAD), as any other developing
discipline, there should exist a commonly accepted terminology, allowing
interdisciplinary theories to be stated, which in turn facilitate the creation of
cross disciplinary models and methodologies. While there already exists a
fundamental and generalised theory of EA, GERAM, it is a minimalist theory,
not prescribing any particular reference models or any concrete methodology,
thus there is a constant need to relate domain specific results to the generalised
theory, whereupon the evolution of one needs to have impact on the other. In
this article we treat the discipline-as-a-system, and use Beer’s Viable System
Model (VSM) to discuss three basic components of EAD as a viable system.
A ‘co-evolution mechanisms’ for EAD is proposed, and a cybernetic model of
co-evolution applied to EAD. We also discuss a cybernetic model of EAD
using Checkland’s model for discipline development.

Keywords: Enterprise architecture discipline � Unified theory � Viable system
model � Co-evolution path model � Enterprise architecture cybernetics

1 Introduction

For Enterprise Architecture (EA), like any other developing and evolving discipline,
there should exist a theory, with terminology and rules capable of unifying the con-
stituent models and methodologies developed by contributing disciplines. There
already exists a fundamental theory of EA: GERAM, however it is a minimalist
theory, not prescribing any particular reference models or methodology [1, 2].

The GERAM framework includes a terminology, with the concepts of enterprise-
entity, life cycle, life history, modelling languages, models, instantiation and tools,
and rules of life cycle relationships, conceived for use in the management of any
change. The framework provides the user with a generic reference model for
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constituents of a life cycle and a modelling framework, with complete subdivision of
view point concepts (NB these are called ‘views’ in the original GERAM document,
but for compatibility with ISO 42010 [3] we use here the term viewpoint). Note that
this architecture framework and its theory are independent from the domain and type
of change.

For pragmatic purposes, practitioners who develop(ed) particular architectural
frameworks add methodologies and/or reference models specific to the application
domain and/or the type of change for which they are intended to be applicable.

For example, DoDAF [4], as a particular architectural framework, includes an
interoperability capability assessment reference model, defined as a series of levels,
called ‘Levels of Information System Interoperability’ (LISI).

TOGAF [5], as a particular architecture framework, comes with a methodology to
develop IT architecture, called the ‘Architecture Development Method’ (ADM).

These particular frameworks (DoDAF, TOGAF etc.) are domain dependent and
were developed for a specific type of change; whereupon, general architectural
frameworks, such as GERAM, are independent from the domain and type of change.

The critical question in this paper is that: how is it possible to extend the EA Body
of Knowledge with common elements that are domain independent as well as inde-
pendent from the type of change? In other words: what is a unified evolving model of
EA Body of Knowledge? By answering this question, we could in fact have an
extension of the theory to the architecture of any large scale complex system.

Cybernetics and General Systems Theory (GST) have previously attacked these
types of problems at the same, or similar, level of abstraction and generality.
Therefore, to develop and extend the EA discipline we need to incorporate the apport
of previously related disciplines and their theories into a unified theory. As this will no
doubt be a long term process we must treat EA as an evolving and developing
discipline.

Norbert Wiener defined cybernetics as ‘‘the science of control and communication
in the animal and machine’’ [6]. Ashby [7] also calls cybernetics the art of ‘‘steer-
manship’’ which studies co-ordination, regulation and control of systems, arguing that
the ‘‘truths of cybernetics are not conditional on their being derived from some other
branch of science’’. Therefore the field embraces a set of self-contained groundings
and foundations, which Ashby tried to describe in his book (ibid). He addressed the
complexity of a system as one of the peculiarities of cybernetics and indicated that
cybernetics prescribes a scientific method of dealing with complexity as a critical
attribute of a system.

Stafford Beer believed that the dynamics of enterprises is about ‘‘the manipulation
of men, material, machinery and money: the four Ms’’, plus an even more funda-
mental ‘‘manipulation’’ (from microscopic biological organisms to large scale sys-
tems, including enterprises): the ‘‘management of complexity’’ [8, 9].

Enterprises are best understood as intrinsically complex adaptive living systems:
they can not purely be considered as ‘designed systems’, as deliberate design/control
episodes and processes (‘enterprise engineering’ using design models) are intermixed
with emergent change episodes and processes (that may perhaps be explained by
models). The mix of deliberate and emerging processes can create a situation in which
the enterprise as a system is in a dynamic equilibrium (for some stretch of time) – a

The Enterprise Architecture Body of Knowledge 453



property studied in General Systems Theory [10, 11]. The evolution of the enterprise
(or enterprises, networks, industries, the economy, society, etc.) includes emergent as
well as the deliberate aspects of system change, therefore an EA theory must interpret
previous research in both.

This unified theory is indeed to be a developing theory, describing evolution of the
EA body of knowledge, therefore it should remain open for further continuous con-
tributions of EA practitioners and researchers. The integrating, or interdisciplinary,
aspect of EA manifests when studying enterprises as complex systems. Here,
researchers not only apply models, methods and theories of management and control
(and apply the same from engineering, linguistics, cognitive science, environmental
science, biology, social science, artificial intelligence, systems thinking and cyber-
netics), there needs to be a synthesis of these.

Given this standpoint many theoreticians can contribute to the development of a
unified theory of designing/architecting complex systems, taking into account a list of
concerns expressed (issues addressed) by different disciplines that are related to
‘designing’ systems. We call these design- or architecture- concerns ‘metaphors’. We
can describe the architecture (i.e. ‘architecting’) process as:

• a Conversation between the controller of the system, the system’s ‘operations’ and
the controllers of environmental ‘entities’ (Conversation Theory [12]),

• a Decisional & Resource Allocation Process (using GRAI Grid [13, 14]),
• a Complex Process managed to reduce complexity and improve the likelihood of
success (applying Axiomatic Design Theory [15–17],

• an Emergent and Evolutionary Process (using Complex Adaptive Systems Theory
[18, 19],

• a Planning & Prediction Process (using Multi-agent Systems Theory theories [20,
21],

• a Participatory Process (using models of Participatory Design [22, 23],
• a Change Process (using Re-engineering Methods and approaches [24], and
• a Learning Process (using Systems thinking and Cybernetics theories [7, 25–27].

To develop a unified theory of large scale systems evolution as an extension to the EA
body of knowledge, one should therefore review previously developed theories,
models and terminologies that study the problem of designing/architecting complex
systems.

In order to ensure that this unified theory has sufficient breadth and depth, it is
useful to analyse how researchers previously considered the problems and concerns of
this area. This useful to understand underlying concerns and problems that various
researchers have had when designing architectural processes/frameworks, but it could
also bring new discoveries via this theory unification process.

When studying enterprises as (partially designed and partially evolving) complex
evolving systems, many researchers and practitioners implicitly apply methods and
models derived from laws and theories of systems thinking and cybernetics. Cyber-
netics, as an interdisciplinary movement, has formulated multiple laws and theories of
complex systems, but each one is presented on a different level of formality, generality
and abstraction. Consequently, the application of these laws and theories in Enterprise
Architecture (EA) also lack harmony. Therefore, we introduce EA Cybernetics as a
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field of EA with the intention to harmonise, formalise, synthesise and systematise
results of multiple disciplines, using systems thinking and cybernetics, for a concerted
and coherent application.

EA Cybernetics is the re-interpretation of old- and new theories to understand their
individual contributions, and to point at the need for genuinely new results when
designing and creating complex systems. Cybernetic thinking is a way to unify/relate
the apport of multiple disciplines as explained in the ‘architecting concerns’. Such a
synthesis would be the source of a new, unified theory of EA, giving rise to more
powerful theories, methodologies and reference models than available today.

2 Viability of the EA Discipline and Effective EA Practice

In this section we propose a viable model of EA as an interdisciplinary discipline of
designing, creating and maintaining complex systems.

2.1 Beer’s Viable System Model

Beer [28] describes every system as consisting of three main interacting components:
Management, Operation and Environment (see Fig. 1).

Every system of interest (circle in the figure) has a meta-system as its management
(represented as a square in the figure) and operates in an environment (represented as
an oval shape in the figure), where each component could be further decomposed into
more detailed elements. There are communication channels among these three com-
ponents to keep the operation in homeostasis: these channels are called ‘variety
attenuators’ and ‘variety amplifiers’ [9, 28, 29].

According to Beer [28] the ‘variety’ of the operations is always less than that of
the environment, and the ‘variety of management’ is always less than the variety of

Manage
ment

Operation
Variety

Attenuator

Variety 
Amplifier

Variety 
Attenuator

Variety
Amplifier

Fig. 1. Three components of the Viable System Model (VSM) [9].
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operations. In contrast, based on Ashby’s law of requisite variety [7], in order to
achieve dynamic stability under change, the variety of operations should be equal to
that of its relevant environment, and the variety of management should be at least
equal to that of operations. In fact variety attenuation and amplification mechanisms
need to be designed in order to keep the system of interest viable (‘evolvable’) in its
environment.

However, sometimes the enterprise’s mission, instead of viability and ‘eternality’
of the enterprise, is a temporary existence, therefore the demolition or deconstruction
of enterprise or enterprise entities is an equally important aspect to consider. Like in
construction and civil engineering, a demolition plan is a set of processes to tear down
buildings or other structures. The same concept applies in EA.

For this purpose, a cybernetic model of EAD must cover the complete life history
of the enterprises as systems (and system of systems), including all significant life
events – creation, reproduction, merger, as well as decommissioning/end of life. It is
especially this last one, end of life, that has received insufficient attention in literature,
therefore we propose the concept of Fatal System Model (FSM) stressing that EA
should address the cradle-to-grave aspect of the enterprise, from birth (creation of
enterprises or agglomerations thereof) to decommissioning (states which finally make
the enterprise collapse or dissolve, perhaps preserving valuable elements for re-use).

2.2 The EA Discipline as a Viable System

It is possible to map the three components of Beer’s VSM to the EA Discipline itself,
and to its surrounding environment. We consider the enterprise-related disciplines as
‘operation’ shown as a circle, and the EA discipline as its integrating and interdis-
ciplinary meta-system (‘management’) shown as a square, with EA’s task being to
observe and cross-fertilise enterprise problem domains as well as to observe the
‘environment’ (Fig. 2).

There are communication channels (acting as variety attenuators and amplifiers)
among the three components to achieve/maintain the requisite variety, i.e. in order to
keep the EA discipline and its related disciplines as a system in homeostasis.

The EA discipline acts as a meta-system that investigates the enterprise problem
domains and using attenuation mechanism, invokes the relevant terminology, models
and theories from enterprise-related disciplines (e.g. systems thinking and cybernetics,
industrial engineering, management science, control engineering, information and
communication technology) to respond to new issues arising in enterprise problem
domains.

Changes in the problem domains mandate the evolution of individual enterprise
related disciplines, so as to respond to the new requirements of the evolving envi-
ronment. In fact the evolution of enterprise-related disciplines and enterprise problem
domains are coupled and mutually dependent, and the EA Discipline should act as a
meta-system/management system regulating the requisite variety between operations
and the environment (Fig. 3).

In order to harmonise this co-evolution, we need to understand what are the
relevant mechanisms to guarantee an effective evolution of EA itself.
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If we consider EA as ‘problem solving’, then the step by step stages of co-
evolution would be: (1) diagnose a significant problem in the enterprise problem
domain, (2) invoke one or more relevant disciplines studying the enterprise problem
domain and decide if such multi-disciplinary combined action is adequate, and if not,
then (3) provide solutions for enterprise problems by harmonising and integrating
multiple theories, models, techniques and methods from relevant disciplines in a
synthesis (new or extended theory), and (4) adopt any ‘new’ case records of relevant
disciplines and mutual contributions of EA and relevant disciplines into the EA Body
of Knowledge.

The need for a unifying theory clarifies the role of EA as a meta-system (as in
Beer’s VSM) that answers the question: (a) what enterprise problems domains would
be (or should be) addressed in a specific EA practices?, (b) what would be the invoked
disciplines targeting the problem domains to solve the problem in combined use?, (c)
how to formalise and harmonise other disciplines’ contributions and apply them in an
EA practice?

As the invoked disciples are continuously progressing and evolving in their spe-
cific domain and field of application, a more effective EA practice could be guaranteed
if the evolution of these disciplines were influences or monitored by the EA discipline
and the findings reflected in EA theory and practice when necessary.

3 Co-evolution Mechanisms for an Evolving EA Discipline

We discussed three components of a viable EA discipline in Sect. 2, now the question
arises: what are the mechanisms to keep the requisite variety of the EA discipline as a
viable system?

EA
Discipline

Enterprise 
Related 

Disciplines

Variety
Attenuator

Variety 
Amplifier

Variety
Attenuator

Variety
Amplifier

Fig. 2. Three components of a Viable EA Discipline.

The Enterprise Architecture Body of Knowledge 457



3.1 Co-evolution Path Model, Dynamic Homeostasis Vs. Dynamic
Hetereostasis

Beer [8] argues that a key property of a viable system and a ‘‘measure of its sub-
mission to the control mechanism’’ is its ability to maintain its equilibrium or
homeostasis, which he defines as ‘‘constancy of some critical variables (outputs)’’. In
our model of co-evolution, we define the dynamic sustenance of requisite variety
based on Ashby’s law: ‘‘only variety can destroy variety’’ [7], paraphrased by Beer
[28] as ‘‘variety absorbs variety’’.

Here, ‘variety’ is the number of possible states of a system [29], or as recently re-
interpreted and refined by Kandjani and Bernus [30], the number of relevant states of a
system.

For a system to dynamically achieve/maintain requisite variety and to be in
dynamic equilibrium, the system requires communication channels and feedback
loops. These channels serve as self-perpetuating mechanism and include both atten-
uation and amplification mechanisms. (Note that for the discussion below what we call
a ‘system’ includes the system’s controller).

Considering the system and its environment as two coupled entities, if one
component is perturbed, the effect of that perturbation on the other component is
either amplified through positive feedback, or may be reversed (attenuated) through
negative feedback.

The role of the negative feedback loop is to reverse the effect of the initial
perturbation and restore the system’s homeostasis (in which critical variables are
stable), while positive feedback can create unstable states [31].

We observe that both a system and its environment (including systems in that
environment) evolve, and the change can create imbalance between the requisite
variety (maintained by the controller) of our system of interest and the variety that
would be required for it to maintain homeostasis. In other words, systems that want to
live long must co-evolve with their environment.

More formally: we consider the environment an entity with a possible set of
observable states and if two such states require different response from the system
then the system must be able to differentiate between them (thus they are two different
relevant states). (Note that we may not necessarily be able to describe the environment
as a system, although it may contain one or more systems.)

Consequently, in Fig. 4, the complexity of a system (CS) is defined to be the
complexity of the model that the controller of the system maintains (appears to be
maintaining) in order to manage the system’s operations, and to maintain adequate
interaction with the environment.

The complexity of the system’s environment (CE) is a relative notion and is
defined to be the complexity of the model of the environment that the controller of the
system would need to maintain the system’s homeostasis (although, yet again, it is
sufficient if, in the eyes of an external observer, the system’s controller appears to be
maintaining such model). Specifically, such an ‘environment model’ must have pre-
dictive capability, so that the system, while interoperating with the environment, can
maintain a homeostatic trajectory in time (and space).
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An environment model would include (a) models of external systems (including
models of their controllers and operations), and (b) a model of the rest of the
environment.

These models are needed to be able to represent and predict the states of signals
and resources among the system, the external systems and the rest of the environment.
This because based on the theorem of the ‘Good Regulator’ [32], a good controller of
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Fig. 3. An effective EA Practice: Co-evolution of EA Discipline with Enterprise Problem
Domains through invocation of relevant theories, models and methods from Enterprise-Related
Disciplines.
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a system must have a model of that system with an equal complexity at its disposal as
the system to be controlled has.

Notice (Fig. 4) that (1) If the complexity of the system (CS) equals to that of its
environment (CE), then the system has the requisite variety and is in static equilib-
rium. However, any change in the complexity of the environment should be sensed by
the system’s self-perpetuating mechanism to restore the system to its initial state or to
create a new equilibrium state; (2) If the complexity of the environment is greater than
that of the system, then the system should attenuate the effects of this complexity, i.e.,
change and co-evolve with its environment (in other words, the environment pro-
duced, or is recognised to have the potential to produce, some states in which the
system can not function adequately); (3) If the complexity of the system is greater
than that of its environment, then the system can potentially create a set of different
states and perform behaviours which are not differentiated by its environment. The
system can identify this extra complexity as undesired, or use an amplification
mechanism to create new differentiations in the environment (e.g. marketing of new
goods/services).

Enterprises as ‘live systems’ have a number of variables characterising essential
survival properties. Ashby [25] refers to these as ‘essential variables’ (crucial to a
system’s survival) – modern literature would refer to these as critical success factors
measured by strategic ‘key performance indicators’. Ashby (1960) defines survival as:
‘‘… a line of behaviour [that] takes no essential variable outside given limits’’ [25,
33]. Therefore, by definition, any line of behaviour outside limits of essential variables
is on the non-viable system path and is fatal to the system’s lifeline.

For a system to be regarded as adaptive, and therefore viable, Ashby introduces
two necessary feedback loops [25, 33, 34]. The first, frequently operating, feedback
loop makes small parametric modifications and corrections to the system. As opposed
to this, the second loop changes the structure or architecture of the system and
operates if the tolerance of essential is predicted to fall outside the limits of survival. If
the system’s second feedback loop does not respond to the changes in complexity of
the environment, then the system will be on a non-viable path.

Based on Ashby’s theory of adaptation [25], Umpleby [34] indicates that the first
feedback loop is necessary for a system to learn a pattern of behaviour necessary for a
specific environment, while the second feedback loop is required for a system to
identify the changes in the environment and design and create new patterns of
behaviour.

If there is a dramatic increase in complexity of the environment on which the
system is not prepared to act (due to scarcity of resources, lack of dynamic capability,
inability to create new structures/adapt its architecture in a timely manner), then the
lack of an appropriate second feedback loop makes the system non-viable and the
system is doomed to fail.

3.2 Co-evolution Path Model of the EA Discipline

Looking at EAD as a system (the ‘discipline-as-a-system’) the co-evolution model of
Sect. 3.1 applies to that system too, therefore the question: what are the co-evolution
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mechanisms through which the EA discipline can maintain its requisite variety to
remain relevant in light of changes to evolving enterprise problem domains?

EA as an integrating discipline invokes models, theories, and methods of related
disciplines, an effective co-evolution is only guaranteed by:
(a) invoking the right theories, models, and methods from Enterprise related Disci-
plines (ERD) to address new and emerging Enterprise Problem Domains (EPD) in a
combined use (attenuation mechanism), and
(b) promoting new synthesised EA terminologies, reference models, and methods to
provide solutions in enterprise problems domains using a holistic approach (amplifi-
cation mechanism).
Thus, if at any one time the variety of the unified EA theory is less than the variety of
the enterprise problem domains, then EA can not respond to the evolution of enter-
prise, and enterprise architecture as a discipline must increase its variety by attenu-
ating the relevant variety through adopting new elements from relevant enterprise
related disciplines.

On the other hand, an Enterprise Architect should also formulate and execute a
promotion mechanism if the variety of EA models methods and frameworks is more
than the variety of the enterprise problem domains. In this case, system managers,
users, and stakeholders would not be able to comprehend these complex EA models,
methods and etc. and would probably avoid using them in the evolution of enterprise;
therefore an enterprise architect should decrease the variety of its models by ampli-
fying the variety of the models, or promote the use of more complex models to invent
solutions for the enterprise’s extended ‘new action domains’.

By using these mechanisms (invocation and promotion), it would be possible to
sustain the co-evolution of the EA discipline and of problem domains, to ensure that
EA is adaptively and effectively addressing issues of its problem domains.

The evolution of enterprise related disciplines should therefore be closely moni-
tored so as to be able to perform the mentioned ‘invocation’ and ‘promotion’ to
provide enterprise problem domains with relevant combined discipline-contributions
in any EA practice (Fig. 5).

3.2.1 Example of Co-evolving/Viable Enterprise Architecture Discipline
Below are few examples presented from the history of EA, illustrating the way the
needs of the environment influenced the development of EA frameworks.

The Purdue Consortium [37] was originally formed with the intention of devel-
oping a master planning methodology for designing Computer Integrated Manufac-
turing Systems. The development of such a methodology proved to be too hard on the
basis of the Purdue CIM model [39]. It is only after the model was extended to include
the human element and also extended to include both the mission fulfillment and
control part of the enterprise (resulting in the Purdue Enterprise Reference Archi-
tecture (PERA) [40]) that it became possible to develop a methodology required by
the environment. These two new conceptual distinctions became an important element
of GERAM, in its original version dating 1994 [41, 42] (Fig. 6).

The problem arose because all methodologies sofar ignored the role of the human
in the enterprise. Once the PERA framework was developed that explicitly showed the
role of the human (in every pertinent life cycle phase) the variety of the AF was
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sufficient and the Purdue Guide for Master Planning could be written and delivered to
the stakeholders.

However, in an industrial application [43] of GERAM, in the period of 1996-1998,
a difficulty arose (at a Globeman 21 consortium meeting in June 1997): industry
participants were under the impression that the life cycle represented the way systems
were developed in time and wanted to use this view for methodology development.
Due to the practical need to differentiate between temporal succession of events and
the abstraction levels that design uses without imposing temporal succession, the
GERAM framework had to be extended by the life history concept [44], allowing life
cycle phases and life history stages to be clearly differentiated.

3.2.2 Example of Inefficient States of the Enterprise Architecture Discipline
The fact that by 1999 there existed a framework with new differentiations found
necessary in some application domains (manufacturing/engineering) and that these
concepts became international standard ISO15704 (under ISO TC 184 Automation
systems and integration) in the year 2000 [2] did not mean that other areas (such as
systems and software engineering) would have readily adopted them. From the point of
view of domain specific architecture frameworks and ISO standards, they were not yet
recognised as necessary in end of the 1990s and early 2000s.

In these latter environments Cs[Ce. However, the added complexity of the
ISO15704/GERAM concepts created an opportunity in the environment.

In the manufacturing/engineering field the life cycle/life history differentiation
created a new understanding of how virtual enterprises and enterprise networks relate
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and was used in real life industrial applications, such as in the GMN Consortium [44,
45]. Suddenly, by differentiating between life cycle and life history (for any entity,
including enterprises, business units, programmes, projects, products) various systems
development methodologies could be identified as patterns of life history. Due to the
fact that each entity has its own life history, new ways of organising large system
development is possible, by not having to adopt a single methodology for large scale
systems engineering.

At the same time, the transfer of these differentiations from one application area
(manufacturing and industrial engineering) to software and systems engineering and
defense industries has not been fast. For example, it is only in the recent past that as a
response to environmental needs DoDAF/MODAF EA frameworks added ‘human
role as a ‘performer’ in its meta-model, and the full extent of working out how to treat
the human role in several domain specific frameworks is still a work in progress.

In the case of GERAM, the introduction of the sw/hw division was anticipatory,
rather than based on existing need, because at the time or the development of early
EA frameworks the emphasis was on software. However, GERAM introduced the
hw/sw division as an epistemological distinction orthogonal to other dimensions
(such as human vs machine, and control vs mission fulfillment). This not only
responded to the future threat of Ce[Cs case (even though most information
systems development methodologies only looked at the software and its acceptance
by the organisation) but gave a new opportunity (Cs[Ce) whereupon due to the
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orthogonality of the SW/HW division to the human/machine division allowed the
treatment of human sw/human hw.

The way the sw/hw aspect division was introduced allowed GERAM to represent
the distinctions of knowledge management (explicit vs tacit knowledge – the ‘human
software’ being the explicit externalized knowledge that humans can exchange and
which can be transferred and stored using information technology, and the ‘human
hardware’, the individual together with tacit as well as explicit but internalized
knowledge), thus enabling communication of the knowledge management problem in
a way that was consistent with the way designers of technical systems viewed the sw/
hw division. The orthogonality of the sw/hw concept to other aspects was an appli-
cation of an early introduction of the sw/hw mapping into EA [46] in 1985, two
decades later [47] in 2006, and even though GERAM already had this distinction in
[41], this orthogonality concept remained underutilised for over a decade.

3.2.3 Examples of Vulnerable Enterprise Architecture Discipline
Early EA frameworks, such as Zachman, CIMOSA, and PERA had no explicit
coverage of hardware and software aspects of a system, such as an enterprise, or at
least they did not have a complete coverage (what is meant by complete is explained
below). Therefore, while the intention of frameworks is to provide a complete
treatment of their domains, this lack for long divided the discipline – one domain
covered by EA frameworks, and one by other engineering disciplines. From this state,
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there are two possible pathways: 1. the EA discipline adopting extension of its
domain, due to the need of the environment, or 2. the other domain overtaking the role
of EA by being extended, and making existing EA theories obsolete, and even if the
response to the environment if adequate but late, scenario 2. can eventuate (Figs. 7, 8).

3.2.4 Non-viable Enterprise Architecture Discipline
In the history of science and technology there are many examples, when the theories
used for understanding the world, or to develop practical methods fall so much behind
the needs of the environment, that these theories become obsolete and there is no way
to recover from that state (Fig. 9). Instead, completely new theories are developed.
Perhaps one of the most famous examples is the series of events that led to the
development of quantum mechanics, due to the inability of classical mechanics to
explain (or to be extended to explain) significant real world phenomena, such as the
spectrum of black body radiation. In the area of EA, a very large number of
frameworks had been developed and became obsolete, as they were not extended to
explain the life cycle of the entity of which the architecting was their domain. The
monograph [38] includes the overview of many such architectures (called
‘architectures of type I’), with the common treat that they only explain the structure
of the entity of interest, but not the life cycle of their creation. Consequently most of
these ‘architectures’ are no longer in use to inform how to architect an enterprise,
except for those that have been adopted as reference models.
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4 Cybernetic Model of EA as an Evolving and Developing
Discipline

Enterprise Architecture, like any other developing discipline, needs a model for theory
development, theory testing and knowledge creation. Anderton and Checkland [34]
developed a model of any developing discipline to demonstrate the cyclic interaction
between theory development and formulation for a problem, and theory testing [35,
36], (Fig. 10).

For EA to be a developing discipline (Fig. 10), we consider the real world enter-
prise problem domains as the source of the development process that give rise to issues
that are addressed by theories, models and methods in enterprise related disciplines.
These will shape ideas by which two types of theories could be developed [36]:

(a) substantive theories derived from related disciplines to apply relevant models,
theories and methods in enterprise problem domains, and
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(b) methodological theories about how to individually apply enterprise related dis-
ciplines in enterprise problem domains.

Once we developed such theories, we can state problems – not only existing problems
in concrete problem domains, but also formalised, harmonised and synthesised
problem statements by EA cybernetics within this new theory. Based on a new theory,
one could express new problems and find new solutions/models never before
contemplated.

A unified cybernetic theory of EA may be used to develop a corresponding
methodology (or rather, methodologies) for use in EA practice. Results of such
synthesis must be tested in practice (through intervention, influence, or observation) to
create ‘case records’, which in turn provide the source of criticism which allow better
theories to be formulated (and as a result, better models, techniques, and methodol-
ogies). The application of the latter methodologies should be documented in case
records which could provide feedback to improve the individual- and the unified
theories.

The EA discipline not only embraces models, methods and theories of manage-
ment and control – it also uses the same from systems engineering, linguistics,
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cognitive science, environmental science, biology, social science and artificial
intelligence.

What cybernetic thinking is able to do is to provide a method of unifying (and
relating) the apport of these disciplines: cybernetic thinking can be used to represent
the essence of multiple theories using abstract functions and processes (and meta-
processes) and their relationships/rules/axioms (likely to be expressed in suitably
selected logics).

Following the systems thinking diagram of Fig. 10, the contributions of these
disciplines needs to be formalised, synthesised, harmonised, systematised and even-
tually represented as a unified Cybernetic Theory of EA (which we call ‘EA
Cybernetics’).

5 Conclusions

In order to have an evolving unified theory to extend the EA Body of Knowledge with
common elements that are independent from the domain and the type of change, we
focused on the viability of EA as a discipline and discussed it using Beer’s Viable
System Model (VSM), and correspondingly introduced three basic components of a
viable EA discipline using VSM.

We also proposed the concept of co-evolution mechanisms for an evolving EA
discipline based on VSM and a companion theory (Ashby’s law of requisite variety,
but with a new, refined definition of the complexity measure for the model(s) of the
environment, that takes the relativity of this term into account).

We also proposed a cybernetic model of EA as a developing discipline using
Checkland’s system model for a developing discipline and introduced EA Cybernetics
as a distinct field of EA that harmonises, formalises, synthesises and systematises the
results of systems thinking and cybernetics to enable their concerted application in EA
practice.

Future work will concentrate on the application of this model of EA as an evolving
discipline, whereupon testing and validation of this theoretical model is to be
performed.

References

1. IFIP-IFAC-Task-Force: GERAM: generalised enterprise reference architecture and
methodology, Chapter 2, Version 1(3): 6–3 (1999) In: Bernus, P., Nemes. L., Schmidt,
G. (eds.) Handbook of Enterprise Architecture, Springer, Heidelberg (2003)

2. ISO15704: Industrial automation systems - Requirements for enterprise-reference
architectures and methodologies. Geneva: ISO TC184.SC5.WG1. Geneva, ISO
TC184.SC5.WG1 (2000, Amd.2005)

3. ISO/IEC/IEEE 42010: Systems and software engineering – Architecture description,
Recommended Practice for Architectural Description of Software-intensive Systems. ISO/
IEC JTC1/SC7/WG42 (2011)

4. DoDAF: DoD Architecture Framework Version 2.0, US DoD, Washington (2009)

468 H. Kandjani and P. Bernus



5. TOGAF: TOGAF 1 – TOGAF 9.1 (Versions of the TOGAF Architecture Framework).
Open Group (1999–2011)

6. Wiener, N.: Cybernetics or Control and Communication in the Animal and the Machine,
(2nd Rev. Ed 1961). MIT Press, Cambridge (1948)

7. Ashby, W.R.: An Introduction to Cybernetics. Chapman & Hall, London (1956)
8. Beer, S.: Decision and Control: The Meaning of Operational Research and Management

Cybernetics. Wiley, New York (1966)
9. Beer, S.: Diagnosing the System for Organizations. Wiley, New York (1985)
10. Boulding, K.E.: General systems theory-the skeleton of science. Manag. Sci. 2(3), 197–208

(1956)
11. von Bertalanffy, L.: General System Theory-Foundations and Developments. George

Braziller, Inc., New York (1968)
12. Pask, G.: Conversation, Cognition and Learning. Elsevier, Amsterdam (1975)
13. Doumeingts, G.: La Methode GRAI [PhD Thesis]. Bordeaux, France: University of

Bordeaux I (1984)
14. Doumeingts, G.: GIM, grain integrated methodology. In: Molina, A., Kusiak, A., Sanchez,

J. (eds.) Handbook of Life Cycle Engineering, Models and Methodologies, pp. 227-288.
Kluwer Academic Publishers, Dordrecht (1998)

15. Suh, N.P.: The Principles of Design. Oxford University Press, New York (1990)
16. Suh, N.P.: Axiomatic Design: Advances and Applications. Oxford University Press, New

York (2001)
17. Suh, N.P.: Complexity: Theory and Applications. Oxford University Press, New York

(2005)
18. Holland, J.H.: Complex adaptive systems. Daedalus 121(1), 17–30 (1992)
19. Gell-Mann, M.: Complex adaptive systems. In: Cowan, G.A., Pines, D., Meltzer, D. (eds.)

Complexity: Metaphors, Models, and Reality, pp. 17-45. Addison-Wesley, Reading
(1994)

20. Wooldridge, M., Jennings, N.R.: Intelligent agents: theory and practice. Knowl. Eng. Rev.
10(2), 115–152 (1995)

21. Wooldridge, M.J.: An Introduction to Multiagent Systems. Wiley, New York (2002)
22. Kensing, F., Simonsen, J., Bodker, K.: MUST: a method for participatory design. Hum.

Comput. Interact. 13(2), 167–198 (1998)
23. Bødker, K., Kensing, F., Simonsen, J.: Participatory IT Design: Designing for Business and

Workplace Realities. MIT Press, Cambridge (2004)
24. Hammer, M., Stanton, S.A.: The Reengineering Revolution: A handbook. Harper Business,

New York (1995)
25. Ashby, W.R.: Design for a Brain: The Origin of Adaptive Behavior. Wiley, New York

(1960)
26. Senge, P.M.: The Fifth Discipline: The Art and Practice of the Learning Organization,

Book Review. Doubleday, New York (1993)
27. Nonaka, I., Takeuchi, H.: The Knowledge Creating Company: How Japanese Companies

Create the Dynamics of Innovation. Oxford University Press, New York (1995)
28. Beer, S.: The Heart of Enterprise: The Managerial Cybernetics of Organization. Wiley,

New York (1979)
29. Beer, S.: Brain of the Firm, 2nd edn. Wiley, New York (1981)
30. Kandjani, H., Bernus, P.: Engineering self-designing enterprises as complex systems using

extended axiomatic design theory. In: Proceedings of the 18th IFAC World Congr. Milan,
Italy, IFAC Papers On Line, vol. 18(1), pp. 11943-11948. Elsevier, Amsterdam (2011)

31. Ashby, W.R.: Adaptiveness and equilibrium. Br. J. Psychiatry 86(362), 478–483 (1940)

The Enterprise Architecture Body of Knowledge 469



32. Conant, R.C., Ashby, W.R.: Every good regulator of a system must be a model of that
system. Int. J. Syst. Sci. 1(2), 89–97 (1970)

33. Geoghegan, M.C., Pangaro, P.: Design for a self-regenerating organisation. Int. J. Gen Syst
38(2), 155–173 (2009)

34. Umpleby, S.A.: Ross Ashby’s general theory of adaptive systems. Int. J. Gen Syst 38(2),
231–238 (2009)

35. Anderton, R.H., Checkland, P.B.: On learning our lessons, Internal Discussion Paper,
Lancaster, UK, Department of Systems, University of Lancaster. 2/77 (1977)

36. Checkland, P.: Systems Thinking, Systems Practice. Wiley, Chichester (1996)
37. Industry-University Consortium, An Implementation Procedures Manual for Developing

Master Plans for Computer Integrated Manufacturing. In: Williams, T.J. (ed.) Technical
Report 155, Purdue Laboratory for Applied Industrial Control, Purdue University, West
Lafayette, IN, USA (1992)

38. Bernus, P., Nemes, L., Williams, T.J. (eds): Architectures for Enterprise Integration, p. 368.
Chapman and Hall, London (1996)

39. CIM Reference Model Committee: A reference model for computer integrated
manufacturing from the point of view of industrial automation. Int. J. Comput. Integr.
Manufact. 2(2), 114-127 (1989)

40. Williams, T.J.: The purdue enterprise reference architecture and methodology (PERA).
Comput. Ind. 24(2-3), 141–158 (1994)

41. Bernus, P., Nemes, L.: A framework to define a generic enterprise reference architecture
and methodology. In: Proceedings ICARV’96 4th International Conference on Control,
Automation, Robotics and Vision, vol. 3/3, pp. 88-92. Nanyang Technological University,
Singapore (1994)

42. Bernus, P., Nemes, L.: A framework to define a generic enterprise reference architecture
and methodology. Comput. Integr. Manuf. Syst. 9(3), 179-191 (1996) (Elsevier,
Amsterdam)

43. Zhou, M., Nemes, L., Shinonome, M., Hashimoto, H., Fuse, A., Bernus, P., Uppington, G.:
A framework for design: a virtual manufacturing enterprise and its implementation. In: Mo,
J. Kimura, F. (eds.) DIISM ‘98. IFIP TC5 WG.5.3/5.7 3rd International Working
Conference on the Design of Information Infrastructure Systems for Manufacturing,
pp. 339-343. Kluwer, Dordrecht (1998)

44. Vesterager, J., Bernus, P., Larsen, L.B., Pedersen, J.D., Tølle, M.: Use of GERAM as basis
for a virtual enterprise framework model. In: Mo, J., Nemes, L. (eds.) Global Engineering,
Manufacturing and Enterprise Networks (Proc DIISM2000), pp.75-82. Kluwer, Dordrecht
(2000)

45. Tølle, M, Bernus, P.: Reference models supporting enterprise networks and virtual
enterprises. Int. J. Networking Virtual Organ. 2(1), 2-15. Inderscience, Olney Bucks
(2003)

46. Létray, Z., Bernus, P.: The link between the functional and physical structure in computer
integrated manufacturing. In: Proceedings APMS/Compcontrol IV. Budapest: OMIKK-
Technoinform, pp. 954-964 (1985)

47. Kalpic, B., Bernus, P.: Business process modelling through the knowledge management
perspective. Int. J. Knowl. Manage. 10(3), 40–56 (2006)

470 H. Kandjani and P. Bernus



A Literature Review of Business/IT Alignment
Strategies

Lerina Aversano(&), Carmine Grasso, and Maria Tortorella

Departement of Engineering, University of Sannio, Via Traiano,
82100 Benevento, Italy

{aversano, carmine.grasso, tortorella}@unisannio.it

Abstract. The alignment issue was addressed in several researches and
numerous methods, techniques and tools were proposed. Choosing the most
suitable approach to a specific need is a challenging task. This paper describes a
characterization framework that can be applied for evaluating different align-
ment approaches, with the aim of discovering similarity, maturity, capability to
measure, model, asses and evolve the alignment level existing among business
and technological assets of an enterprise. A literature review was executed by
applying the proposed framework to alignment research approach published in
the Information & Management Journal and Journal of Strategic Information
Systems. The achieved evaluation results are presented.

Keywords: Measurement framework � Evaluation and analysis � Enterprise
evolution � Modeling � Alignment

1 Introduction

The issue of alignment was mentioned for the first time in the late 1970s and since
then several studies and researches were conducted highlighting the alignment con-
cerns - Society for Information Management (2006). Nowadays the alignment rep-
resents a top concern issue. During the last decade, several studies were proposed by
researchers, practitioners and companies, but most of them are at an embryonic stage.
They demonstrated through case studies, surveys and empirical approaches that the
business and IT (Information Technology) performance are tightly coupled [2–5], and
enterprises cannot be competitive if their business and IT strategies are not aligned.
These studies regard different abstraction levels from functional to strategic [6]. In
particular, Strategic Alignment of IT exists when goals, activities and processes of a
business organization are in harmony with the information systems supporting them
[7]. High degree of alignment positively influences IT effectiveness and leads to
higher business performance [8]. In [9], the dynamic capability perspective is applied
to a Taiwanese Semiconductor Company for demonstrating that it is necessary a
reconfiguration of IT to support business strategy when misalignment happens. On the
other hand at hand, the functional level analysis of the alignment between existing
business processes and software systems is necessary for optimizing the effectiveness
of the software support.
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Supporting and addressing future research concerning the alignment requires the
knowledge of the state of the art in this area with a deep investigation of the already
executed researches. With this in mind, this paper presents a systematic review of the
already performed studies with reference to the alignment topic. The presented study
was planned by following the comprehensive guideline that Kitchenham et al. [16].
proposed for performing a systematic literature reviews appropriate for software
engineering researchers. Systematic reviews aim at presenting a fair evaluation of a
research topic by using a trustworthy, rigorous, and auditable methodology. The
proposed guidelines were derived from three existing guidelines used by medical
researchers, for conducting a systematic review in the clinician field [17]. Performing
the review required the definition of a framework for characterizing the alignment
studies. The proposed characterization framework includes a set of questions aiming
at understanding the goal of a proposed alignment approach and its effective appli-
cability to a working context. The definition of the framework followed a careful
analysis of the literature considering the alignment topics. This analysis aimed at
identifying commonalities and differences among the proposed approaches for being
later incorporated in the characterization framework. A first results of this preliminary
analysis indicated that for being useful and completely applicable, an alignment
strategy must include a set of components. The first step to be performed is the
modeling of the various entities involved in the analysis and definition of links
between business and IT entities. Then, the measurement of the alignment degree
existing between the chosen assets is required for establishing if improvement actions
are necessary fro improving the alignment level. Then, evolution suggestions are
required for improving such a level. An automatic tool is also useful for supporting all
the process of detection, assessment and evolution of the considered entities.

The framework was used for analyzing the studies published in the Information &
Management Journal and Journal of Strategic Information Systems. These journals
were chosen as they are the ones that published more research studies regarding the
alignment concepts.

The rest of the paper is organized as follow: Section 2 describes the background of
the alignment topic; Section 3 describes the proposed characterization framework;
Section 4 presents the results of the analysis of the alignment papers published in the
chosen journals; and final remarks are given in the last section.

2 Background

In literature, different terms are used to refer to the alignment concept. It is called: fit
in [10]; bridge in [11]; integration in [12]; harmony in [13]; linkage in [14]; fusion in
[15]; and further definition and terms are in [3].

A view of business and technological alignment defines at which degree the
information technology mission, objectives, and plans, support and are supported by
the business mission, objectives, and plans [18]. Moreover, it involves ‘‘fit’’ and
‘‘integration’’ among business strategy, IT strategy, business infrastructure, and IT
infrastructure [14, 19]. A relevant ‘‘problem’’ is the understanding of what business
and information system alignment is, how to obtain it and therefore maintain it [20].
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Traditional approaches addresses the alignment concern for understanding how
organizations can achieve alignment, but little contribution is given regarding how to
identify and correct misalignment.

Understanding an organization’s alignment level requires the modeling of the
involved entities. Different models are introduced in literature. One of them was SAM
– Strategic Alignment, Model from Henderson and Venkatraman (1993). Different
study were later performed for evaluating these models. For example, in [21] the SAM
model was used in financial service firms for determining if it was useful to asses
strategic alignment between IT and business. In [22], the general aspects concerning
modeling was well debated and a modeling issue was proposed. In particular, the
VMOST – Vision, Mission, Objectives, Strategies, Tactics – analysis was treated to
split the business strategy into the main components of vision, mission, goals, strat-
egies and tactics, and the BRG – Business Rules Group – model was proposed for
modeling the organization’s systems. In [23], the MDA – Model Driven Architecture
– tool was used to support the alignment management, and meta-models were pro-
posed for representing the entities involved in the alignment analysis. In [24], a
framework was proposed for modeling the alignment at the functional level and some
metrics were introduced for measuring the alignment degree between business pro-
cesses and software systems. In [25], criteria and associated generic metrics were
proposed to quantify at which extent there is a fit between the business and system
which supports it. In [26], a framework was presented for analyzing the alignment
problem and proposing an approach to application architecture design with reference
to a business context.

The Business and Information Systems MisAlignment Model (BISMAM), was
proposed in [18, 27], to understand, classify and manage misalignments. The proposal
addresses the alignment problem combining the misalignment approach with medical
sciences approaches, based on a metaphor between misalignment and disease. The
authors believe that the misalignment approach is closer to organizations real life and
that medical sciences approaches provide relevant concepts and techniques for mis-
alignment classification and management.

The research constructs were measured using multi-item scales adapted from the
SAM framework [28]. The relationship existing between the alignment maturity
dimensions and IS strategic alignment was examined and the results were applied to
provide a snapshot of business–IT alignment in China. In [29], a new conceptuali-
zation of alignment was reported together with the development and testing of a
parsimonious model which addresses this issue. Data from a survey of 415 respon-
dents from medium-large New Zealand companies were used to test the model. It was
found that IS-marketing alignment had a positive impact on both business and mar-
keting performances, and that the latter had a modest but positive impact on business
performance. This study extended the application of Venkatraman’s from [6], and
offered a support to the robustness of his conceptualization and measurement of
strategic orientation.
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3 The Characterization Framework

The alignment strategies proposed in literature consider different aspects of the
alignment and analyze it at different abstraction levels. The aim of the proposed
framework is to understand if an alignment strategy is suitable to an enterprise’s
specific needs and, in particular, if its description is complete and clear for easily
applying it. The proposed framework was defined for being generally applicable for
analyzing any kind of alignment strategy. Then, the main components it considers
represent a synthesis of all the aspects covered by the alignment strategies proposed in
literature. Specifically, the framework considers the three following main phases [24]:

1. Modeling. All the entities involved by the alignment analysis should be modeled,
so to exclude all the business and technological details that are not relevant for the
study. This phase is necessary to search and represent the information that the
considered alignment approach uses for analyzing the alignment at the considered
abstraction level. The modeled entities regarding the different aspects involved in
the alignment evaluation should be mapped, so to facilitate the next analysis.

2. Alignment Evaluation. An alignment approach should quantitatively evaluate
the alignment degree of the considered entities for objectively analyzing it and
understanding if it reaches a satisfying level or improvement actions should be
performed for increasing it. This requires the use of suitable and easily quanti-
fiable metrics.

3. Evolution Execution. If the alignment level does not reach a satisfying level, a
misalignment exists in the analyzed entities, and evolution actions should be
performed and for increasing it.

The proposed characterization framework considers each of the activities cited
above by including, for each of them, a section with a set of questions. In addition, the
framework includes an initial section of generic questions aiming at categorizing the
alignment approach discussed in a considered research paper and capturing the gen-
eric information regarding it.

Every question is formulated so that it can be answered by analyzing the docu-
mentation of a considered strategy and using the following values:

• Yes, indicating that the information required by the question is clearly and com-
pletely described in the analyzed documentation.

• No, indicating that the analyzed documentation does not consider the specific aspect
the question concerns.

• Partially, indicating that the aspect indicated in the question is only partially
addressed in the documentation.

• Not clear, indicating that the documentation does not clearly describe the infor-
mation needed for answering the question.

• Not defined, indicating that the documentation does not describe cite the infor-
mation needed for answering the question.

The following sub-sections describe the four sections of the characterization
framework detailing the questions introduced in each of them.
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3.1 General Questions

The first top-level questions deal with general aspects of an alignment strategy and
aims at categorizing it. Table 1 lists the questions included in this section of the
framework. In particular, the questions are formulated for understanding if motiva-
tions, needs of the alignment analysis (D1), and challenges of the considered strategy
(D4) are clearly debated. Alignment strategies can analyze this aspect at different
levels, involving diverse entities. In fact, regarding the business assets, the strategy
can consider: enterprise goals, business entities, business strategies and business
processes; on the other side, from the Information Technology point of view, it is
possible to consider technologies and information systems (applications and data)
[31]. These entities are considered at two different: strategic level analyzing business
strategy and IT strategy, and functional level considering business processes and
information systems [14]. Then, the proposed framework also includes questions for
understanding these aspects (D2, D3, D5). In addition, the definition of pre-conditions
for applying the strategy are investigated, as some information can be missing in the
operative context for being able to apply the analyzed approach (D6). Furthermore,
the initial section of the framework analyses if: the strategy was defined by consid-
ering previous experiences and underwent to improvement actions (D7); it included
quantitative studies (D8), and it suggested improvements and extensions in the future
(D9). All this helps to understand its scientific maturity; while the experimental
maturity is verified by considering the application on the field of the considered
approach and knowledge and experience gained through its use (D10).

3.2 Modeling Questions

The second section of the framework includes questions dealing with modeling
activities. Table 2 reports the included questions aiming at investigating the com-
pleteness of the available information regarding the existence of modeling techniques
in the alignment approach described in an analysed research study (D11), and the
possibility of modeling the elementary entities involved in the alignment analysis and

Table 1. General questions.

Id General

D1 Are motivations and needs of the alignment strategy treated?
D2 Is the dimension of the considered type of alignment discussed?
D3 Is the concept of alignment defined?
D4 Is the challenges in attaining the treated type of alignment?
D5 Are the entities involved in the considered type of alignment discussed ?
D6 Are the pre-conditions for applying the proposed strategy clearly stated?
D7 Is the proposed strategy scientifically mature?
D8 Is the need of quantitative methods discussed?
D9 Are future perspectives and/or future work proposed?
D10 Are lessons learned discussed?
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related reciprocal relationships (D12). Moreover, the questions investigate on the
maturity of the analyzed modeling approach by verifying if its definition depends on
other approaches (D13) and it was already applied to case studies (D15) or working
contexts (D16).

3.3 Alignment Evaluation Questions

The third group of questions concerns the alignment measurement activity. Table 3
presents the questions formulated with the aim of verifying if the approach described
in the analyzed paper includes measurement activities and the related description
(D17). As the adoption of already existing techniques may contribute to increase the
effectiveness of an approach, question D18 considers this aspect; while the subsequent
questions (D19, D20) ask if the approach was previously applied for understanding its
applicability. Finally, specific questions are defined for understanding the exploitation
of statistical methods (D21) and automation level of the proposed approach (D22).

3.4 Alignment Evolution Questions

The last questions of the framework are presented in Table 4 and regards the possi-
bility that an analyzed paper considers evolution activities for managing the alignment
of the analyzed entities and to be performed when misalignment happens (D23). Even
this group of questions analyzed the maturity and applicability of the proposed
approach. In particular, questions regarding the definition of the proposed evolution
support is based on the current research literature (D24), that it is automatically

Table 2. Modeling questions.

Id Modeling

D11 Are models to represent alignment used?
D12 Are models to represent the separate entities used?
D13 Is the proposed model based on existing research approaches?
D14 Is the modeling automatically supported?
D15 Was the proposed modeling approach applied to case studies?

Table 3. Alignment evaluation questions.

Id Measurement

D17 Is a method to measure the level of alignment utilized?
D18 Is the proposed alignment measurement method based on existing research approaches?
D19 Is the alignment measurement method applied to case studies?
D20 Was the alignment measurement method applied on the field?
D21 Are statistical analysis used and the results summarized?
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supported (D25), and it was already applied in operative contexts (D26 and D27), are
considered.

4 Applying the Framework

The proposed characterization framework was applied for analyzing some alignment
approaches selected from the literature. In particular, a full investigation of the
research papers concerning alignment was performed. Numerous journal and con-
ference papers were identified. Therefore, it was decided to concentrate the attention
on journal papers as they should publish more mature research results. With this in
mind, the IEEE, ACM, Springer, Elsevier and Science Direct database were queried.
The journal most representative of the alignment topic were the Information &
Management Journal and Journal of Strategic Information Systems from Else-
vier. 28 articles were identified in the first Journal: 5 of them were not available on-
line, while 4 papers were discarded as they did not concern the Business and IT
alignment and 2 of them were published before 2000. 23 articles were identified in the
Journal of Strategic Information Systems: 8 of them were discarded because published
before 2000, and 4 because they were out of topic. In total, 28 papers listed in the
Appendix were analyzed. The paper codes indicated in the appendix are used in the
following for referencing the papers.

The alignment topic was treated since 1995, but just papers published since 2000
are considered in this paper. In particular, those papers focused on strategic alignment
during Business and Information System planning. Some of them are industrial sur-
vey. For example papers S18, S27 and S28 focalizes their attention on the strategic
alignment, and collect data and use statistical analysis for evaluating and classifying
the degree of alignment. After publishing these initial papers, the alignment topic was
not considered since 2000, and only after 2003, it was possible to observe a growing
interest regarding these aspects. Table 5 shows a classification of the papers on the

Table 4. Alignment evolution questions.

Id Evolution

D23 Is an approach proposed for addressing and evolving the alignment?
D24 Is the proposed evolution approach based on existing research approaches?
D25 Is the evolution approach automatically supported?
D26 Was the evolution tool applied to a case studies?
D27 Was the evolution tool applied on the field?

Table 5. Classification of the papers.

Type Paper

Practice S2, S5, S6, S7, S8, S9, S11, S12, S13, S16, S17, S1, S20, S26, S28, S18,S19
Research S3, S5, S10, S11, S14, S15, S17, S4, S21, S22, S23, S24, S27
Review
Survey
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basis of their kind. Four categories were considered: Practice, Research, Review and
Survey. The table shows that the papers regard practice and research and no review or
survey was found. In particular, the large part of the analysed papers are practical,
even if some of them, such as S5 and S17, face the alignment problem from the point
of view of the research by proposing new approaches.

Before analysing all the obtained evaluation results, the application of the char-
acterization framework is shown in Table 6 reporting the answers collected by
applying the characterization framework to paper S11 and the explanation to each
answer. The analysis of the answers highlights that the paper concerns strategic
alignment. The paper appears to miss many aspects. In particular, methodologies for
supporting alignment modeling, evaluation and evolution are not provided. The paper
rather appears to be an empirical study regarding IT-enabled flexibility, competitive
impacts, and organizational moderators of business value.

Tables 7 and 8 include the answers to all the questions coming of the character-
ization framework after its application to the analysed papers. The tables uses: part for
the ‘‘partially’’ answer; ndef for the ‘‘not defined’’ answers; and ncl for the ‘‘not clear’’
answers. For the sake of clarity, the ‘‘yes’’ and ‘‘part’’ answers are shadowed. Tables 7
and 8 show that no paper describes an approach including all the three activities
considered in Sect. 3. All the papers provide general information regarding the pro-
posed approach even if they very often do not include sufficient details for under-
standing its usefulness, maturity, advantages and future perspective.

Table 9 includes the distribution of the analysed papers with reference to the
considered dimension. The large part of the papers considers the alignment at the
strategic level and only some at the functional level. Some approaches, such as S3,
S15 and S17, consider both levels, strategic and functional. All the papers, but S17,
describe the entities involved in the approach they propose, as shown in Table 10. It
can be noticed that the large part of the proposed approaches considers business
entities, with particular reference to business strategies and processes; while, few of
the analysed approaches also consider the IT components.

Tables 7 and 8 show that few papers include evaluation activities, showing that
few attention is paid to the measurement activities. The approaches considering this
aspect often base their solution on existing approaches. In particular, Table 11
includes the main adopted measurement approach. STROEPIS – Strategic Orientation
of the Existing Portfolio of IS applications – is a measurement model based on the
eight dimensions STROBE – Strategic Orientation of Business Enterprises – instru-
ment. In [3], the authors characterized the strategic alignment as the fit between
STROBE and STROEPIS. The Balanced scorecard (BSC), used in S9, translates an
organization’s mission and strategy into a comprehensive set of performance measures
that provide the framework for a strategic measurement and management system. It
measures organizational performance across four balanced perspectives: financial,
customers, internal business processes, and learning and growth. The BSC enables
companies to track financial results, while simultaneously monitoring progress in
building the capabilities and acquiring the intangible assets they need for future
growth. On the other side, many papers present empirical studies and Table 12 lists
the approaches used for performing the statistical analysis in the considered papers.
Actually, even Table 14 indicated that many papers pay attention to the execution of
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empirical activities. They are very often conducted for analysing some trends and
situations in a set of analysed organizations. Among the used statistical approach cited
in Table 12, SEM – Structural Equation Modeling – is a statistical technique allowing
the researcher to test hypothesized direct relationships between independent and
dependent variables, such as multiple regression, and allowing the testing of indirect
or mediated relationships between observed and unobserved latent variables, while

Table 6. Results from the analysis of papers S11.
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examining the reliability of the items to the latent variables. LISREL – Linear
Structural RELations – is the most general program that is available for estimating
structural equation models.

It can be used to analyze data from survey, experiments, experimental designs, and
longitudinal studies. It allows one to test the goodness of fit of models, diagnose
problems with models, fix or constrain model coefficient, do multiple-group analyses,
estimate means and intercepts as well as slopes, and most importantly, distinguish
between latent concepts and observed indicators.

The analysed papers also give importance to the modelling activities. Many of
them are based on already existing modelling approaches.

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14 S15 S16 S17 
D1 yes yes yes part yes yes yes yes yes yes yes yes yes yes yes yes yes 
D2 yes yes yes yes yes yes no yes yes yes yes yes yes yes yes yes yes 
D3 no no yes no yes yes part part part yes no no part no yes no part 
D4 yes no yes no yes yes yes yes yes yes yes part part part yes yes yes 
D5 yes yes yes yes part yes yes yes yes yes yes yes yes yes yes yes no 
D6 ncl yes par yes yes yes no yes yes yes ndef part no part ndef no no 
D7 no no ncl yes yes yes no yes part yes no no yes no ndef yes yes 
D8 ndef no yes no yes yes no part yes yes no part yes no ndef no part 
D9 no part no part yes yes no no no no no part no yes ndef no yes 
D10 yes no ncl no no yes no yes no yes yes no yes yes yes yes no 
D11 yes yes yes yes yes yes no no part yes yes no yes yes yes yes no 
D12 no no yes no no yes no no yes yes no no yes no no yes no 
D13 no yes ncl no no yes yes no yes ncl ncl no yes yes yes ncl no 
D14 no yes no part no no part no no no no no no no no no no 
D15 no yes yes yes no yes no no no no no no no yes no no no 
D16 yes no yes no yes yes yes no yes yes yes no yes no no yes yes 
D17 yes no yes no yes no yes yes yes yes no no no no no no no 
D18 ncl no ncl no yes no no yes yes yes no no no no no no no 
D19 no no yes no no no no no no no no no no no no no no 
D20 yes no yes no yes no yes yes yes yes yes yes yes no no yes yes 
D21 yes yes part no yes yes yes yes yes yes yes yes yes no no yes no 
D22 no no yes no yes no yes no no yes no no no no no no no 
D23 no no yes no part yes yes yes part yes no no no no no no no 
D24 no no part no yes yes yes yes yes ncl no no no no no no no 
D25 no no part no part no yes no no no no no no no no no no 
D26 no no yes No no no no no no no no no no no no no no 
D27 no no yes No yes yes no yes yes yes no no no no no no no 

Table 7. Results of the analysis of the considered papers from Journal Information and
Management.
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Table 13 describes the used techniques with reference to the paper using them.
Many papers considers the SAM – Strategic Alignment Model – model [14]. It is
useful to treat the IS strategy alignment and support a collaborative process between
the business strategy, business organisation, IS infrastructure, and IT strategy, at two
different abstraction level of the alignment: functional and strategic. The Path model is
used to organize different variables. In particular, in S9, hypotheses are considered,
having as a starting point the importance of the strategic alignment, and motivations
and success of the ERP projects. The model captures the relationships between the
degree of success of ERP projects, the associated business process changes, and
subsequent internal efficiency benefits.

Then, it captures the impact of internal process efficiency on customer and
financial benefits. Paper S10 adopts the gestalt research model considering a

Table 8. Results of the analysis of the considered papers from Journal of Strategic
Information Systems.
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Table 9. Distribution of the papers with reference to dimension.

Dimension of alignment Paper

Strategic S2, S3, S5, S6, S7, S8, S9, S11, S12, S13, S15, S17, S1, S20, S21,
S23,S24, S26, S27, S28, S18

Functional S3, S14, S15, S16, S17, S4, S20, S25

Table 10. Involved entities.

Involved Entities Paper

Business strategy S2, S5, S8, S7, S9, S10, S25, S13, S1, S20,
S26, S23, S21, S24, S27, S18, S19

IT strategy S2, S5, S8, S10, S13, S20, S25, S26, S23,
S21, S27, S28, S18, S19

IT investment S8, S13
Business performance S7, S8, S1
Business structure S10, S23, S21
IT Structure S10, S13, S23, S21
Business process S3, S13, S15, S22
Organization’s structure S13, S20
Human resource S15
ERP strategy, time cost, financial benefits S9, S22
Critical success factor S3
IT systems S3, S5
IM (Information Management) Strategy S28
Business objectives, E-business performance,

E-commerce strategy, E-commerce strength
and opportunities

S1

Business rule S14, S15
Service systems S14
Environmental uncertainty, information intensity,

business dependence on It, IT participation in
business planning, IT plan, business plan,
competitive advantage

S16

IS managers, systems development methodologies S17
Goal (enterprise level), functional (scenario level),

data, output misfits (activity level)
S4

IS strategy, corporate strategy S24, S28
Organization’s IS S7
Technical elements of IT infrastructure, Human

elements of IT infrastructure, Process elements of
IT infrastructure

S11, S20

IS/IT manager, business manager S2
Infrastructure, application S5
Internal IT subunit alignment S25
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perspective of fit, and looking at a large number of variables that collectively define a
meaningful and coherent slice of organizational reality. The Business rules services
model is considered in S14. It provides high level services and functions that evolve
during the maturity and expanded the scope of the business rules deployments across
an enterprise. The Business Rules Deployment Maturity Model identifies maturity
along five dimensions, including organizational scope, ownership, structure, devel-
opment responsibility, and implementation responsibility. In addition, many analysed
papers define their own measurement approach.

Table 7 shows that few papers (just S3, S5, S6, S8, S9 and S10) deals with the
evolution the considered entities. This demonstrated that the attention is nowadays
more concentrated in knowing what alignment is and how to manage it.

Table 11. Used measurement approaches.

Measure Paper

BSC, balanced score card S9
STROBE, strategic orientation of business enterprises S7, S8, S9, S28
STROEPIS, strategic orientation of the existing portfolio of IS applications S7, S8, S9, S28
STROIM, strategic orientation of information management S28
Other S5, S25, S19

Table 12. Considered Statistical Analysis Approaches.

Statistical Analysis Paper

ANOVA, One-way analysis of variance S10, S11, S1
CFI, Comparative Fit Index S6, S7, S11, S13, S16, S18
NNFI, Non-Normed Fit Index S7, S13, S16, S18
Satorra–Bentler (SB x2/d.f.) S13
RMR, Root Mean square Residual S6, S7, S11, S13, S16, S28, S18
RMSEA, Root Mean Square Error of Approximation S6, S7, S10, S11, S13, S16
Correlations S10
Error variances S10
GIF, Goodness-of-Fit Statistic S6, S28
ROA, average Return-On-Assets S12, S1
ROS, PNP S1
TLI, Tucker–Lewis Index S16
Chi square S6, S10, S11, S16, S28, S18
Chi square/d.f. S6, S7, S16, S18
AGFI adjusted GFI (Goodness-of-fit) S7, S11, S28
LISREL (linear structural relations) S7
SEM technique is a statistical structural equation modeling S11
Two-tailed F-test S2
Standard deviation S27
Other S5, S17
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Finally, many papers apply the proposed approach as indicated in Table 14. The
main attention is paid to applications on the field and empirical studies.

5 Conclusions

The alignment between business and information systems assumed a growing rele-
vance in the last years. This research issue was addressed in several researches pro-
posing numerous methods, techniques and tools. This paper proposes a
characterization framework to characterize different approaches, with aim of dis-
covering similarity, maturity, capability to measure, model, asses and evolve the
alignment. This kind of investigation is aimed to support and address future research
concerning the alignment. Indeed, it is necessary to understand which are the aspects
considered in the literature of this area with a quantitative approach. Because the field
of alignment is wide and concerns different aspects, the aim of the presented study is
to help practitioners, students and researchers to focalize the attention on a particular
interested issue.

Table 14. Application of the proposed approach.

Type Paper

Case study S2, S3, S14, S4, S21, S23, S19
On the field S3, S5, S6, S7, S10, S11, S12, S16, S1, S13, S25, S28, S27
Empirical study S5, S6, S7, S8, S9, S10, S11, S12, S13, S16, S17, S1, S20
Example S22, S24

Table 13. Used modelling techniques.

Model Paper

SAM strategic alignment model S2, S6, S15, S20, S21,
S23

Path model S9
Gestalt model of strategic alignment S10
Business rules deployment maturity model S14, S16
Business rules tasks/services model S14
UML model S4
VRIO framework, the resource-based model of sustained competitive

advantage
S22

Integrated model of alignment within the IT unit (adapted from Luftman
and Kempaiah (2007))

S25

(CBM), Component Business Model, (USM), Unified Service Model S27
Other S3, S7, S11, S13, S1,

S24
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The proposed characterization framework was applied to the research works
regarding the alignment topics published in Journal Information & Management and
Journal of Strategic Information Systems, and the results of the evaluation is pre-
sented. The results for this preliminary application of the characterization framework
emphasize that the modeling, measurement and evolution phases of an alignment
approach are not adequately addressed in the analyzed strategies. Obviously, besides
the Journal Information & Management, many other sources of alignment approaches
exist and the results obtained in this preliminary study need the confirmation of a
wider investigation involving more and more research approaches. This will be one of
the main future work on which the authors are working.

As further future work, the framework proposed can be used to make a survey of
the studies presented in the literature, and understand how to better address the
research issues in the alignment area. The aim will also regard the classification of
different model, measurement, and quantitative approaches addressing the alignment
issue at different abstraction level, and understanding which of them better address a
specific alignment problem.

A.1 Appendix: The Analysed Papers

Considered papers from Journal Information & Management – Elsevier
S1. Kearns, G. S.: An electronic commerce strategic typology: insights from case

studies. 42(7), pp. 1023–1036, October 2005.
S2. Burn, J. M., Szeto, C.: A comparison of the views of business and IT

management on success factors for strategic alignment. 37(4), pp. 197–216,
June 2000.

S3. Peak, D., Guynes, C.S., Kroon, V.: Information technology Alignment
Planning—a case study. 42(4), pp. 619–633, May 2005.

S4. Wu, J., Shin, S., Heng, M. S. H.: A methodology for ERP misfit analysis .
44(8), pp. 666–680, December 2007.

S5. Cumps, B., Martens, D., De Backer, M., Haesen, R., Viaene, S., Dedene, G.,
Baesens, B., Snoeck, M.: Inferring comprehensible business/ICT alignment
rules. 46(2), pp. 116–124, March 2009.

S6. Chen, L.: Business–IT alignment maturity of companies in China. 47(1),
pp. 9–16, January 2010.

S7. Johnson, A. M., Lederer, A. L.: CEO/CIO mutual understanding, strategic
alignment, and the contribution of IS to the organization. 47(3), pp. 138–149,
April 2010.

S8. Byrd, T. A., Lewis, B. R., Bryan, R. W.: The leveraging influence of strategic
alignment on IT investment: An empirical examination. 43(3), pp. 308–321,
April 2006.

S9. Velcu, O.: Strategic alignment of ERP implementation stages: An empirical
investigation. 47(3), pp. 158–166, April 2010.

S10. Bergeron, F., Raymond, L., Rivard, S.: Ideal patterns of strategic alignment
and business performance. 41(8), pp. 1003–1020, November 2004
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S11. Fink, L., Neumann, S.: Exploring the perceived business value of the
flexibility enabled by information technology infrastructure. 46(2), pp. 90–99,
March 2009.

S12. Choe, J.: The effect of environmental uncertainty and strategic applications of
IS on a firm’s performance, 40(4), pp. 257–268, March 2003.

S13. Newkirk, H. E., Lederer, A. L.: The effectiveness of strategic information
systems planning under environmental uncertainty. 43(4), pp. 481–501, June
2006.

S14. Nelson, M. L., Peterson, J., Rariden, R. L., Sen, R.: Transitioning to a business
rule management service model: Case studies from the property and casualty
insurance industry. 47(1), pp. 30–41, January 2010.

S15. Aerts, A. T. M., Goossenaerts, J. B. M.: Hammer, D. K., Wortmann, J. C.:
Architectures in context: on the evolution of business, application software,
and ICT platform architectures. 41(6), pp. 781–794, July 2004.

S16. Kearns, G. S., Lederer, A. L.: The impact of industry contextual factors on IT
focus and the use of IT for competitive advantage. 41(7), pp. 899–919,
September 2004.

S17. Huisman, M., Iivari, J.: Deployment of systems development methodologies:
Perceptual congruence between IS managers and systems developers. 43(1),
pp. 29–49, January 2006.

Considered papers from Journal of Strategic Information Systems – Elsevier
S18. Kearns, G.S., Lederer A.L., 2000. The effect of Strategic alignment on the use

of IS-based resources for competitive advantage, 9 pp. 265–293.
S19. Kim, S.H., Jang, D.H., Lee, D.H., Cho, S.H., 2000. Methodology of

constructing a decision pathfor IT investment, 9 pp. 17–38.
S20. Avison, D., Jones, J., Powell, P., Wilson, D., 2004. Using and validating the

strategic alignment model, 13 pp. 223–246.
S21. Wijnhoven, F., Spil, T., Stegwee, R., Tjang A Fa. R.,2006. Post-merger IT

integration strategies: An IT alignment perspective, 15 pp. 5–28.
S22. Beard, J., W., Sumner, M., 2004. Seeking strategic advantage in the post-net

era: viewing ERP systems from the resource-based perspective, 13 pp.
129–150.

S23. Boonstra, A., Broekhuis, M., van Offenbeek, M., Wortmann, H.,2011.
Strategic alternatives in telecare design Developing a valueconfiguration-
based alignment framework, 20 pp. 198–214.

S24. Peppard, J., Ward, J., 2004.Beyond strategic information systems: towards an
IS capability,13 pp. 167–194.

S25. Dhaliwal, J., Onita, C., G., Poston, R., Zhang, X., P., 2011. Alignment within
the software development unit: Assessing structural and relational dimensions
between developers and testers, 20 pp. 323–342.

S26. Mohdzaher B. Mohdzain, John M. Ward, 2007. A study of subsidiaries’ views
of information systems strategic planning in multinational organizations,
16 pp. 324–352.
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S27. Cragg, P., King, M., Hussin H., 2002. IT alignment and firm performance in
small manufacturing firms, 11 pp. 109–132.
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