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Abstract. A high payload audio watermarking technique is proposed based on 
the compressed sensing and sparse coding framework, with robustness to MP3 
128kbps and 64kbps compression attacks. The binary watermark is a sparse 
vector with one non-zero element that takes a positive or negative sign based on 
the bit value to be encoded. A Gaussian random dictionary maps the sparse wa-
termark to a random watermark embedding vector that is selected adaptively for 
each audio frame to maximize robustness to the MP3 attack. At the decoder, the 
Basis Pursuit Denoising algorithm (BPDN) is used to extract the embedded wa-
termark sign. High payloads of (689, 1378 and 2756) bps are achieved with 
%BER of (0.3%, 0.5% and 1%) and (0.1%, 0.3% and 0.5%) for 64kbps and 
128kbps MP3 compression attacks respectively. The signal to embedding noise 
ratio is kept in the range of 27-30 dB in all cases.  

Keywords: Sparse Coding, Compressed Sensing, Audio Watermarking, MP3 
Audio, Robust Watermarking, Basis Pursuit Denoising (BPDN). 

1 Introduction 

Robust watermarking techniques embed a secret code (watermark) within a multime-
dia file (e.g., MP3 music) where the watermark detection and verification is possible 
only for the certified authority. The watermark should be imperceptible, with minimal 
quality degradation (SNR in the vicinity of 30dB), should have high payload and 
robustness to attacks that do not destroy the original host signal, and should also be 
secure. This is a challenging problem for audio signals, and in particular, for MP3 
audio where MP3 compression/decompression attack is inevitable. A large body of 
literature has emerged in the last few years dedicated to developing MP3 robust audio 
watermarking [1-8]. This is in part due to the challenges of the problem, and more 
importantly, due to the market need for a reliable copyright scheme to control the 
proliferation of MP3 music over the internet.  

Robustness to MP3 attack, high payload and imperceptibility are conflicting re-
quirements. Robustness requires more embedding strength, high payload requires 
more frequent embedding while imperceptibility requires high signal to embedding 
noise ratio SNR which is naturally lowered by the former two. Those conflicting cri-
teria can be viewed as a multi-objective optimization problem, where one should 
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ideally create an optimal watermark for each audio frame that would maintain the 
high SNR and be robust to the MP3 attack. And if the high payload is required, the 
frame length should be in the order of a few milliseconds. Reaching such optimal 
settings would require the watermark to adapt to the host signal characteristics and 
presumed attacks. This creates two problems: If the watermark is going to adapt to its 
host frame, how can this information be conveyed to the decoder? And if this adapta-
tion mechanism is known and is not highly secure then the adversary can reproduce 
the watermark and eventually remove it. 

One way to solve the security issue is to select the watermark embedding vector 
from a secret random codebook that exists at both the encoder and the decoder. How-
ever, the question remains at the detection stage for which watermark to look for 
within the codebook, since trying all of them at the decoder would lead to many er-
rors. On the other hand, if the codebook is large enough, a search criterion at the en-
coder can be used to adaptively select the best watermark vector for each audio frame 
by employing an analysis-by-synthesis paradigm, thus pushing the complexity to the 
encoder rather than the decoder. 

In this paper, a sparse coding watermarking technique that employs an overcom-
plete dictionary (codebook) is proposed by which the adaptive watermark can be de-
tected seamlessly at the decoder while the security is maintained by the randomness 
of the codebook [9]. The watermarking technique proposed can be interpreted by the 
compressed sensing (CS) signal recovery paradigm or, by the sparse coding (SC) 
paradigm where the L1-minimization is used in both to estimate a sparse vector from 
its random projection.  

At the encoder an algorithm searches for the best watermark vector “atom” in the 
codebook that is robust to the MP3 coding-decoding attack. Once the best codebook 
atom is identified, it is embedded in the host frame. At the decoder, the watermark 
detection is formulated as an L1-norm minimization basis pursuit denoising (BPDN) 
problem that is solved to estimate the sparse watermark. The rest of the paper is orga-
nized as follows. Section 2 briefs the related recent work in MP3 audio watermarking. 
In section 3, the compressed sensing and sparse coding related theory is discussed and 
the proposed watermarking idea is introduced. In section 4 the proposed adaptive 
watermark algorithm is introduced. Related work in CS watermarking is in section 5. 
Experimental results are detailed in section 6 and conclusions are drawn in section 7. 

2 Audio Watermarking 

MP3 is popular because it offers good audio quality with small storage. As a conse-
quence, on-line stores have proliferated because the ease to exchange MP3 files in the 
Internet. Robust audio watermarking is one way of tracking and copyright manage-
ment of audio files, where many different approaches have been proposed in the past 
few years [1-8]. Table 1 summarizes the best MP3-robust techniques among the re-
cent ones for comparison with the results in this paper.  Most of the proposed tech-
niques use the quantization index modulation (QIM) and spread spectrum approaches  
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with variation on the embedding domain and exploiting audio characteristics. In 
summary, acceptable audio watermarking should have an SNR ≥30dB, a bit error rate 
(BER) ≤1% at MP3 attacks of 128kbps and 64kbp. The main challenge is to meet 
these specifications with the highest possible payload. 

Table 1. MP3 Robust Watermarking Summary 

Algorithm MP3 
Quality 

SNR %BER Payl
oad 

 Noriega [1] 2010 64kbps 40dB 0.013 230 bps 
Bhat [2] 2010 64kbps 30dB 1 196 bps 

Dhavale [3] 2011 32kbps 26dB 0.4 1378 bps 
Yang [4] 2010 64kbps 30dB 0.02 22 bps 

 Hamdouni [5] 2012 64kbps 30dB 0.4 100 bps 
 Ercelebi [8] 2009 128kbps 30dB 0.5 170 bps 

3 Proposed CS-SC Watermarking Framework 

3.1 Compressed Sensing Related theory 

Compressed sensing signal recovery relies on the concept of a sparse domain repre-
sentation of compressible signals. In the basic formulation by Candès and others [10, 
11], if a K-sparse vector x with dimension (N×1) is sampled with a random Gaussian 
M×N matrix Ω producing a measurement vector y with dimension (M×1) where M < 
N, then, given the measurement vector and knowing the sampling matrix Ω it is poss-
ible to recover the sparse vector x from y as follows: 

ݕ                                                     ൌ Ωݔ ൅ ݁                                                           (1) 

Where e is a measurement noise with variance ε. An exact recovery of the sparse 
vector x is possible through L1-minimization using the basis pursuit denoising algo-
rithm if Ω satisfies the restricted isometry property (RIP), which is met for Gaussian 
random orthonormalized matrices and many full of partial transforms [10, 11]. This is 
done by solving the convex linear optimization problem: 

.ݏ ԡ૚࢞ԡ ݁ݖ݅݉݅݊݅݉                            ࢟ԡ  .ݐ െ  Ω࢞ԡ૛ ൑ ε                                       (1) 

Where ε is tolerance, and the following sparsity condition should be satisfied where K 
is the number of non-zero elements in x:    

ܯ                                             ൐  ܱ ൬݃݋ܮ ܭ ቀே௄ቁ൰                                                    (3) 

More recently, there has been an extension to this framework by Laska et. al. [12] in 
what was named the Justice Pursuit (JP) algorithm explained as follows: If the meas-
urement vector is corrupted by an interference that is sparse in some domain, equation 
(1) becomes: 
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ݕ                                                       ൌ Ωݔ ൅  Фߚ ൅ ݁                                                 (4) 

Where Ф is a full or partial transform or random matrix with orthonormal columns 
and dimensions (M×L) where ܮ ൑  is a sparse vector with possibly large ߚ and ܯ
amplitude non-zero components of length L and sparsity k. It was shown that both 
sparse vectors (x and ߚ) can be recovered if the matrices Ω and Ф are incoherent and 
with uncorrelated columns, and the sparsity condition in (3) is now updated to: 

ܯ                                             ൐  ܱ ൬(ܭ ൅ ݃݋ܮ (݇ ቀேା௅௄ା௞ቁ  ൰                                       (5) 

The recovery algorithm assumes a new sparse vector U=[x  ߚ] of size (N+L)×1 and a 
new matrix ࣒=[Ω  ߔ]  with size  M×(N+L), and (4) is re-written as: 

                                                      y ൌ ψU ൅ e                                                            (6) 

And the basis pursuit denoising (BPDN) becomes: 

.ԡ૚      s܃ԡ ݁ݖ݅݉݅݊݅݉                          t.  ԡܡ െ  ૐ܃ԡ૛ ൑  ε                                         (7) 

When the sparse vector U is estimated, its first N elements are those of x and the re-
maining L elements are those of [12] ߚ. Many fast algorithms have been developed in 
the literature for solving the basis pursuit denoising, of those, the L1-magic library 
which uses the primal-dual algorithm [13] is used for all the L1-minimization linear 
programming algorithms in this paper.   

3.2 Compressed Sensing (CS) Watermarking Paradigm  

The above CS formulation lends itself directly to the watermarking problem. Let the 
watermark be a sparse vector ߚ of length L and with k non-zero components which 
take the binary values ±1 based on the required watermark value. In this paper, k=1 
(only one non-zero element). For embedding in a measurement vector of length M, a 
random vector watermark signal W is generated:                                                                    ܹ ൌ Ф (8)                                                                  ߚ  
Where Ф is an orthonormalized iid random Gaussian matrix of size (M×L). The host 
audio signals (music or speech) are known to be compressible signals for which 
sparse or approximately sparse domains exist. Let the audio frame in the sparse trans-
form domain be x which is assumed to be K-sparse (or approximately sparse) in some 
transform domain. Going back to the time-domain we take the inverse of the sparsify-
ing transform, and the host signal in time domain is given by:                                                                ܺ ൌΩ(9)                                                                          ݔ  
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Where Ω is the inverse of the used transform matrix. Adding (8) and (9) we get the 
watermarked host signal given by:  

                                               ܺ௪ ൌ ݕ   ൌ Ωݔ ൅  Ф(10)                                                ߚ 

Thus, given the watermarked signal ܺ௪, the BPDN can be used to find both ߚ and ݔ. 

3.3 Sparse Coding (SC) Interpretation 

Sparse coding with adaptive and non-adaptive overcomplete dictionaries has been 
used in many applications such as image and audio denoising and classification [14-
16]. The basic SC concept models a signal as a sparse decomposition of atoms from 
an overcomplete dictionary, where the atoms locations and strengths are estimated 
using the L1-norm minimization. Equation (10) may be generalized as follows:  X୵ ൌ ൌ ݕ  Ωଵݔଵ ൅  Ωଶݔଶ ൅ ڮ ൅ Ω஼ݔ஼ ൅  Ф(11)                         ߚ 

The host signal in time domain is assumed to be a decomposition of C sparse vectors 
each in a different domain and the matrix Ω is given by  Ω ൌ ሾΩଵ Ωଶ … Ω௖ … Ω஼ሿ, 
where Ω is now of size M×N, with N=C×M and each inverse transform matrix Ω௖ is 
M×M. Equation (11) is written as: 

                 ܺ௪ ൌ ݕ  ൌ ߰                ݁ݎ݄݁ݓ          ܷ߰ ൌ ሾΩ  Фሿ                   (12) 
Now ߰ is the overcomplete dictionary of size M×(N+L), and ܷ is the composite 
sparse vector its first N elements are those of x and the remaining L elements are 
those of ߚ.  

3.4 Watermark Embedding 

Following (10), the watermarked host signal for the ith frame is given by: 

௜ܺ௪ ൌ Ωݔ௜ ൅ ௜ߙ כ Ф ௜ߚ   (13)

Where ߙ௜  is an embedding strength which is adaptively adjusted to make the average 
SNR of the watermarked signal constant as follows: Since all watermark vectors (the 
columns of  Ф) are normalized, the SNR is:                       

                                         ܴܵܰ ൌ ∑ ଵ଴݃݋ܮ10 ௑௜మಾ೔సభఈమ                                                 (14) 

In this paper, the SNR is fixed at 30dB, and ߙ is given by:                                                  ߙ ൌ 0.025ඥ∑ ܺ݅ଶெ௜ୀଵ                                                       (15)  
The watermark sparse vector ߚ௜ contains only one non-zero element (the jth element) 
with the required watermark sign. Thus, only one vector from the random matrix Ф is 
used: ߔ௝ for each audio frame. At the decoder, it is required to estimate the sign of the 
non-zero element in the ߚ௜ vector given the watermarked frame and the matrix Ф. 
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Having the measurement vector y, we apply the basis pursuit denoising algorithm 
as in (7) and the watermark sparse vector ߚ is estimated as well as the sparse vector x 
and the estimated host signal in time domain is obtained by X= Ω x.  

In the clean situation with no MP3 attack or other attacks, both the watermark loca-
tion and sign are recovered perfectly with strong enough embedding strength (with 
SNR less than 70dB) and the number of columns in Ф is small. However, with the 
MP3 compression followed by decompression, more than one non-zero value usually 
appears in the recovered watermark and the sign of the correct location may be 
flipped. This is because the MP3 compression-decompression attack is highly nonli-
near. Figure 1 illustrates a typical case where L=8 for the same audio frame and wa-
termark, with and without the MP3 attack. 

 
Fig. 1. Estimated sparse Watermark vector in MP3 attack 

3.5 Watermark Extraction 

Therefore, at the decoder, the largest non-zero value is found, and its sign is taken as 
the estimated watermark. This arrangement works well for small payloads and 
128kbps MP3 quality. However, as shown in figure 1, it does not work well for 
64kbps MP3 attack and for larger payloads as the correct spike may shift and more 
non-zero spikes appear. Moreover, it is very difficult to model the MP3 compression 
effect analytically on the recovered watermark due to the nonlinear and non-stationary 
behaviour of the MP3 attack. 

4 Adaptive Watermark Selection Algorithm 

Since there are L columns (atoms) in the Ф matrix it would be optimal to select the 
atom ߔ௝ for each new audio frame that is most resistant to the MP3 attack. In fact, the 
proposed algorithm selects ߔ௝  such that when embedded as the watermark vector and 
the MP3 compression-decompression attack is applied, the watermark recovery algo-
rithm finds the correct watermark sign. This idea bears some similarity to the analy-
sis-by-synthesis framework in speech coding in the codebook search for the best  
excitation.  
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The proposed algorithm works as follows: For each new audio frame it first selects 
the atom with the smallest dot product with the audio frame ௜்ܺ . -௝  (e.g., most orthoߔ
gonal), and uses it for initial embedding. A super-frame (SF) is constructed which has 
the watermarked frame in the middle with the preceding 60ms and the following 
60ms concatenated to it. This SF goes through the MP3 compression-decompression 
attack then the watermarked frame in the middle, which is now distorted, is extracted. 
The watermark recovery algorithm is applied. If the sign is correct the next audio 
frame is processed. If not, an exhaustive search over the L atoms is done, whereby 
each atom is embedded, the SF is created and the MP3 attack is applied.  

The algorithm selects the atom which produces the correct sign and the highest ra-
tio ܴ௞ between the largest correct sign and the largest wrong sign. If none of the L 
atoms produced a solution, the search is repeated once with an increase in embedding 
strength ߙ௜ᇱ ൌ 1.5 כ   .௜ߙ 

The algorithm continues until all frames have been watermarked. The algorithm 
steps are shown in table 2 below. 

4.1 Adaptive Watermark Atom Selection Algorithm Steps 

 Input: Frame ௜ܺ, dictionary ߰ = [Ω Ф ]     
for i=1:I (frames) 

Calculate ߙ௜ as in (15) Ф ൌ ሾߔଵ ߔଶ ߔଷ....... ߔ௝ …….ߔ௃ିଵ ߔ௃ ሿ (ߔ௝ column vector atoms) 
Find the column vector ߔ௝ for which ௜்ܺ .   ௝ is minimumߔ
Embed: ௜ܺ௪ ൌ ௜ܺ ൅ כ ௜ߙ ௞ߚ כ  (࢏࢝ = ௞=±1ߚ)           ௝ߔ
Create super-frame ௜ܺ௦ ൌ ሾ ௜ܺି௠ … . ௜ܺ௪ … . ௜ܺି௠ ሿ   
Apply the MP3 compression on ௜ܺ௦  
Apply MP3 decompression and extract the watermarked frame: ௜ܺ௪ᇱ 
Solve the BPDN to get the watermark sparse vector ߚ  
Find the largest element in ߚ ݈ ൌ ଵݓ ൯(ߚ)ݏ൫ܾܽݔܽ݉݃ݎܽ ൌ ଵݓ ݂݅ ((݈)ߚ)݊݃݅ݏ ൌ                      Go to 1 ࢏࢝
else { 
for j=1:L  (Atoms in Ф) 
for each Φ୨ apply steps from (5-9), store the sign w୨ଵ  and the ratio ௝ܴ 
Exclude the ones with wrong sign, sort the ones with the correct sign and select Φ୨ with the largest ௝ܴ 
End loop over j.   if an atom is found Go to 1   
else{ 
Do steps (11 to 14) with ߙ௜ᇱ ൌ 1.5 כ   ௜ߙ 
end 
end 
end 
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5 Related Work in CS Watermarking 

 In 2007 Shiekh and Baraniuk [17] proposed a transform domain watermarking model 
based on compressed sensing for image watermarking assuming the host signal to be 
sparse in the DCT domain and the watermark was a randomly spread binary se-
quence. The work proposed here, in contrast to their work, assumes that the water-
mark is sparse and that the host can be sparsely coded by an overcomplete dictionary. 
In 2009 Tagliasacchi et. al. [18, 19] proposed a hash based tampering detection algo-
rithm for audio and image data. If the tampering is sparse enough, it can be localized 
by solving the CS decoding problem. Their work is more oriented towards content 
authentication while the work here is focusing on robust watermarking. In [20, 21], 
the author of this paper has proposed a compressed sensing robust watermarking 
technique and compared it to the technique in [17]. In [20, 21], the watermark random 
vector was fixed and not adaptive. Thus, robustness of watermark was obtained how-
ever, with relatively low embedding rate that did not exceed 11bps for 64kbps MP3.  

6 Experimental Results 

The proposed algorithm was tested on parts of 3 MP3 songs used in [1, 20, 21], with 
60 seconds from each, and the averaged results are shown here. The original MP3 are 
128kbps mono, sampled at 44,100Hz. The MP3 attacks on the watermarked audio are 
64kbps and 128kbps, and the payloads used are 689bps, 1378bps and 2756bps corres-
ponding to audio frames of length 64, 32 and 16 samples respectively. The signal part 
of the dictionary is a concatenation of three inverse transforms each is M×M, namely, 
discrete cosine transform, Walsh-Hadamard transform and a Karhunen-Loeve trans-
form trained on 60 seconds drawn from the 3 songs. Since the audio files are original-
ly in MP3 128kbps format, each file is converted to the “WAV” format to do the wa-
termark embedding, then the MP3 attack is applied either with a 128kbps or 64kbps 
compression. In the latter case, we get half the number of original samples of the 
128kbps MP3 original file and an interpolation of order 2 is used to get the same 
number of samples again.  

Figures 2, 3 and 4 summarize the results for the three payloads tested in the 64kbps 
MP3 attack, where the "No MP3" and "MP3" attack cases are with the chosen water-
mark atom that is most orthogonal to the audio frame. The "Proposed" is with the 
adaptive atom selection algorithm. Figures 5, 6 and 7 correspond to the 128kbps MP3 
attack for the three payloads tested. Tables 2 and 3 summarize the best obtained re-
sults. The results show that high payloads of 689bps, 1378bps and 2756bps with ac-
ceptable %BER are obtained using the proposed algorithm with the 128kbps and 
64kbps MP3 attacks.  Without the proposed algorithm, the %Success is around (50%-
65%), in the 64kbps, and (55%-80%) in the 128kbps MP3 attacks respectively, and 
gets worse with increasing L since more atoms are competing in the decoding stage. 
This increase in L becomes an advantage for the proposed algorithm since more L 
gives the algorithm a larger search space to find the best atom which is evident from 
figures 2 to 7 where the %Success approaches 100% with increasing L. It is to be 
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noted that the proposed algorithm pushes the complexity to the encoder side due to 
the best atom search phase. The algorithm complexity depends on the %success rate 
of the baseline watermark, and also depends on the number of atoms in the dictionary 
L, and on the complexity of the BPDN algorithm used.  
 

  

Fig. 2. M=64 (Payload 689bps), 64kbps MP3 

 

Fig. 3. M=32 (Payload 1378bps), 64kbps MP3 

 

Fig. 4. M=16 (Payload 2756bps), 64kbps MP3 
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Fig. 5. M=64 (Payload 689bps), 128kbps MP3 

 

Fig. 6. M=32 (Payload 1378bps), 128kbps MP3 

 

Fig. 7. M=16 (Payload 2756bps), 128kbps MP3 
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Table 2. Proposed Algorithm Results with 64kbps MP3 attack 

MP3 
Quality 

SNR %BER Frame 
length 

Payload #Atoms 

64kbps 30dB 0.3% 64 samples 689 bps 240 
64kbps 30dB 0.5% 32 samples 1378 bps 240 
64kbps 27dB 1.0% 16 samples 2756 bps 400 

Table 3. Proposed Algorithm Results with 128kbps MP3 attack 

MP3    
Quality 

SNR %BER Frame 
length 

Payload #Atoms 

128kbps 30dB 0.1% 64 samples 689 bps 200 
128kbps 30dB 0.3% 32 samples 1378 bps 200 
128kbps 28dB 0.5% 16 samples 2756 bps 200 

7 Conclusion and Future Work 

A compressed sensing based, sparse coding watermarking framework is proposed 
where the watermark is a sparse vector with one non-zero element that takes the re-
quired sign of the encoded bit. The sparse coding technique uses an overcomplete 
dictionary that is a concatenation of a signal dictionary and a random Gaussian dictio-
nary. The random dictionary is used to map the sparse watermark vector to a random 
watermark embedding vector. An adaptive watermarking algorithm is proposed where 
an atom from the random dictionary is selected for each new audio frame such that 
the (BPDN) decoding is robust to a single MP3 compression-decompression attack. 
The proposed technique is tested on three songs where the watermarked signals went 
through 64kbps and 128kbps MP3 attacks and the signal to embedding noise ratio 
(SNR) was kept above 27dB in all cases, and the watermarking effect was negligible.     

High payloads (689, 1378 and 2756 bps) are achieved with acceptable quality and 
bit error rates. It is to be noted that the proposed algorithm is robust only to a single 
MP3 compression-decompression attack. Experimental results showed that repeating 
the attack degrades the watermark detection significantly. Also, the proposed algo-
rithm was not tested under other attacks such as additive noise, synchronization, col-
lusion, cropping/swapping and time-scale modification attacks. 

Future work includes making the proposed algorithm robust to multiple MP3 com-
pression-decompression attacks, and to other types of attacks.  One direction is to 
synthesize a watermark random vector for each frame using a multi-objective optimi-
zation algorithm, where the watermark random vector is learned for each new frame. 
Another direction is to have atoms with different spectral characteristics, and choose 
the one that is least affected by the spectral distortion suffered by the MP3 attack. 
Finally, the proposed framework can be directly applied to Image and video water-
marking with the emphasis on the robustness to JPEG and different video compres-
sion standards.  
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