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Preface

Owing to its wide diversity of applications, information security is subject to
intensive research by governmental and private institutes. The First Interna-
tional Conference on Advances in Security of Information and Communication
Networks (SecNet 2013) was held at Cairo University, Cairo city, Egypt, dur-
ing September 3-5, 2013. The goal of the conference is to bring together, in a
friendly atmosphere, researchers and practitioners from academia and industry,
and to provide a discussion forum for the sharing of knowledge and experiences.

The conference received 62 submissions in all areas of information and com-
munication networks security from different countries such as the USA, Spain,
UK, France, Australia, Canada, India, Kuwait, Malaysia, and Egypt. The con-
ference Program Committee includes experts and recognized researchers from
many countries including the UK, USA, Japan, Malaysia, India, Czech Repub-
lic, Ttaly, Taiwan, and Egypt. The worldwide participation in SecNet 2013 gave
it a truly international scope. All submissions were reviewed by at least two in-
dependent Program Committee members. In all, 21 papers were accepted, with
a total acceptance rate of 33.8%. The authors of accepted papers are thanked for
revising their papers according to the suggestions of the reviewers. The revised
versions were not checked again by the Program Committee, and therefore the
authors bear full responsibility for their content.

This volume represents the revised versions of the 21 papers accepted for
oral presentation, and it is organized into four main sections. The first section is
titled “Networking Security”, and it includes six papers. The second section is
reserved for documenting the general trends in security, “Data and Information
Security”, and it includes five papers. The third section documents the research
papers related to data authentication and user privacy, titled “Authentication
and Privacy”, and it comprises five papers. Finally, the fourth section is titled
“Applications”, and it includes five contributions related to the applications of
information security.

The editors are indebted to the efforts of the Program Committee mem-
bers in reviewing and discussing the papers. Springer’s new Online Confer-
ence Service (OCS) provided great help during the submission, the review-
ing, and the editing phases of the conference proceedings, and the editors are
very grateful to the OCS staff for their help. As editors, we are very thank-
ful to Alfred Hofmann and the excellent Communications in Computer and
Information Science (CCIS) team at Springer for their support and coopera-
tion in publishing the proceedings as a volume in the CCIS series. The edi-
tors would like to acknowledge the Scientific Research Group in Egypt (SRGE)
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as the technical sponsor of SecNet 2013. Finally, the editors are thankful to
the Organizing Committee and the members of SRGE for their volunteer work
during the activities of the conference.

June 2013 Ali Ismail Awad
Aboul Ella Hassanien
Kensuke Baba
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NETA: Evaluating the Effects
of NETwork Attacks. MANETSs as a Case Study

Leovigildo Sanchez-Casado, Rafael Alejandro Rodriguez-Gémez,
Roberto Magan-Carrion, and Gabriel Macia-Ferndndez

Dpt. Signal Theory, Telematic and Communications, CITIC, Univ. of Granada
¢/ Periodista Daniel Saucedo Aranda s/n, 18071, Granada, Spain
{sancale,rodgom,rmagan,gmacia}@ugr.es

Abstract. This work introduces NETA, a novel framework for the
simulation of communication networks attacks. It is built on top of the
INET framework and the OMNET++ simulator, using the generally ac-
cepted implementations of many different protocols, as well as models for
mobility, battery consumption, channel errors, etc. NETA is intended to
become an useful framework for researchers focused on the network se-
curity field. Its flexible design is appropriate for the implementation and
evaluation of many types of attacks, doing it accurate for the bench-
marking of current defense solutions under same testing conditions or
for the development of new defense techniques. As a proof of concept,
three different attacks have been implemented in NETA. The capabili-
ties of NETA are exhibited by evaluating the performance of the three
implemented attacks under different MANET deployments.

Keywords: Network simulation, network attacks.

1 Introduction

Network security is currently becoming one of the main problems for the develop-
ment of new technologies and services in telecommunication networks. Hackers
are constantly evolving towards new attack techniques and new target tech-
nologies at a very high speed [I] [2], thus making the task of building defense
mechanisms a hard mission.

In this context, many efforts have been done by the research community to
develop security defenses aimed at defeating attacks. The cycle is almost al-
ways the same: whenever a new attack technique or vulnerability is discovered
by a researcher, a proof of concept implementation is built as a proprietary
development, an evaluation of the capabilities of this technique done, and the
development of effective defense techniques proposed.

As aresult of this research methodology, although many researchers contribute
their network attacks code, there is a lack of accepted implementations for the
attacks that would allow to benchmark solutions against them.

Thus, it is desirable to have a common framework that would allow the devel-
opment of implementations of network attacks and their defenses. This frame-
work should allow to combine the execution of all the implemented attacks, in a

A.I1. Awad, A.E. Hassanien, and K. Baba (Eds.): SecNet 2013, CCIS 381, pp. 1-[[0] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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similar way as hackers do, and also allow to test them on multiple technologies,
protocols and scenarios.

In this paper we introduce a framework that we have developed and con-
tributed to the research community, trying to fulfil the above conditions. NETA
[3] (NETwork Attacks) is an OMNeT++ based network attacks framework, in-
tended to provide a base reference framework to unify the attack development
and simulation. NETA is extensible and offer a high degree of versatility for the
development of new and heterogeneous network attacks. It aims at saving efforts
in the attack development process employed for testing purposes, thus offering
a useful tool for the research community in the network security field. NETA is
publicly available for download in http://nesg.ugr.es/index.php/en/neta

The rest of the paper is organized as follows. Section 2 provides some related
work regarding simulators and other similar approaches. The general architec-
ture of the framework is presented in Section 3, where the main components
and the design rules are explained. In Section 4, we describe the implemented
attacks in this first release of the framework. Section 5 describes the experimen-
tal environment to test the framework, as well as the results obtained. Finally,
conclusions and future work are presented in Section 6.

2 Related Work

Simulation is normally used to test network protocols and complex systems,
offering the research community a good compromise between cost and complex-
ity [4]. Nevertheless, the choice of the best simulator is not an easy task. It
requires a previous study considering advantages and drawbacks.

According to [5] and [6] the simulators most widely used in the field of net-
working are: (i) Optimized Network Engineering Tools, OPNET, (ii) Network
Simulator 2, NS2, and (#i) OMNeT++. They are all powerful discrete-event
simulators for heterogeneous networks. It is remarkable the capacity of OPNET
to execute and manage concurrently several scenarios and the rich set of proto-
cols provided by NS2. Nowadays, OMNeT++ is becoming one of the most used
ones due to the huge amount of frameworks (INET, MIXIM, etc) it offers, its
higher flexibility, and its user-friendly GUI, among other advantages.

With regard to the simulation and the design of networks attacks, authors
usually implement specific attacks by themselves with the aim of testing security
proposals (detection or response-based), protocols performance and so on [7].
These attack implementations used to be private and, therefore, two different
defense proposals can not be compared with the same attack implementation,
making this comparison less accurate and reliable.

The authors in [§] provide an OMNeT++ based framework to simulate traf-
fic patterns and DoS attacks over IP networks. However, they only implement
a specific type of attacks and this framework is not extensible to implement
other attack types. An attack simulation framework applied to WSNs is pro-
posed in [9]. The authors present a procedure to simulate attacks by devising a
particular attack language which describes the attack behavior. The framework
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is extensible but it is not publicly available and it can not be applied to other
environments different from WSNs. For these reasons, there is still a need for
a general, extensible and versatile attack framework to be devised in order to
address the previous drawbacks. NETA framework is proposed here as a solution.

3 NETA: A Simulation Framework for NETwork Attacks

We have built NETA as an OMNeT++ simulator framework built on top of the
INET framework. NETA is intended to be widely used by the research commu-
nity, considering that OMNeT++ is one of the most common simulation tools in
the networking field. Additionally, NETA framework is based on the same idea
as OMNeT++, i.e., modules that communicate by message passing.

The general idea is to develop models in OMNET++ implemented as new
nodes which can strike attacks, attacker nodes. In order to do this, the attacks
are managed by the so-called attack controllers. These controllers manage one
or more modules of a NETA framework attack node by sending control mes-
sages. These messages are sent from attack controllers to specific modules that
implement a modified behavior for the attack. They are called hacked modules
hereafter. For implementing this modified behavior, these hacked modules are
inherited or replicated from INET modules and conveniently modified to obey
the orders of attack controllers.

The design principles of the present framework follow two main rules:

Rule 1 Any base framework we use must not be modified, e.g., when using INET
modules, they should remain as the original one.

This rule is intended to facilitate the compatibility with future releases of INET
and other implementations. To accomplish this rule we just import the last
version of INET framework and we do not carry out any modification on it.

Rule 2 To modify the least possible the original code of the hacked modules.

Obviously, in order to implement the desired attacks, it is necessary to modify
the behaviour of the modules that will become hacked modules. However, this
rule is intended to minimize these modifications as much as possible.

The creation of an attacker node can be summarized as: (i) add to the associ-
ated .ned file the controllers related to the attacks to be executed, (ii) create the
associated control messages and, (i) substitute the modules needed by these
attack controllers for corresponding hacked modules.

Fig. [lkhows the differences between a normal and an attacker node. The nor-
mal node is composed of simple and compound modules communicating among
them. The attacker node is composed of the same number of modules but now
controller modules are added. In addition, some of the modules are replaced
by hacked modules, in order to allow the execution of attack behaviours when
triggered by attack controllers.
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Original Node

* Attack controller

Ei

Original module
@ ]

@ Hacked module

~ ~
ik T
@ «—s Communication between

two modules through gates

Attacker Node Direct communication
<>  bhetween controllers and
hacked modules (no gates)

Fig. 1. Scheme comparison between an original node and its attacker in NETA frame-
work

3.1 NETA Architecture

In the following we describe the main components of an attack in our framework:
(i) attack controllers, () control messages, and (i) hacked modules.

Attack Controllers: modules which control the execution of the attack. They
have the following properties:

- attackType: name intended to differentiate an attack to the rest of them.

- active: it indicates whether the attack is active in the simulation or not.

- startTime: the time at which the attack starts in the simulation.

- endTime: the time at which the attack ceases.

- Attack specific parameters: different configuration parameters depend-
ing on the specific attack functionalities.

The processes carried out by an attack controller for attack A; in an attacker
node can be summarized as:

1. To obtain the different hacked modules involved in the execution of attack
A;.

2. To activate those hacked modules in the attack node by sending, at start
time, activation messages which can contain configuration information.

3. To deactivate the hacked modules in the attack node by sending a deactiva-
tion message at end time.
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Control Messages: they are sent from attack controllers to the hacked modules
involved in the attack execution. They transmit the information necessary for the
activation and deactivation of the attacks. Additionally, these messages contain
configuration information needed for the execution of the attacks.

It is important to remark that control messages are sent directly to a hacked
module. This is the best option to accomplish the rule[2] of our design principles:
“To minimize the modifications to the original code of hacked modules”.

Hacked Modules: these are the modules whose behavior is modified in order
to strike an attack. For example, a packet dropping attack usually requires a
modification in the module that makes IP forwarding. Therefore, the implemen-
tation of a dropping attack implies the modification of the NETA IPv4 module,
which behaves as a hacked module.

Note that there exists only one hacked module per modified module, and
not a hacked module for every attack implementation. If two different attacks
need to modify the same module, there will only exist one hacked module for
them. For instance, as it will be shown, both delay and dropping attacks are
related to the IPv4 module. Thus, a single hacked IPv4 module is needed for
the implementation of the two attacks. This design is aimed to improve the
flexibility of the framework, allowing the execution of more than one attack
simultaneously, e.g., delay and dropping attacks can be triggered by the same
node only by including their attack controllers.

4 Implemented Attacks

This section exposes the attacks implemented as a proof of concept for the
NETA framework. In the subsequent sections, for every implemented attack we
describe: (i) the behavior of the attack, and (i) the parameters which can be
modified to configure the attack.

4.1 TIP Dropping Attack

In the IP dropping attack, nodes exhibiting this behavior intentionally drop,
with a certain probability, received IP data packets instead of forwarding them,
disrupting the normal network operation. Depending on the application, it can
turn the network much slower due to the existence of retransmissions, make
the nodes waste much more energy resources, etc. The main parameter of our
implementation of the dropping attack is:

— droppingAttackProbability: the probability of dropping a packet, defined
between 0 and 1. By default, it is set to 0 which makes the attacker node to
behave normally (no dropping at all).
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4.2 IP Delay Attack

In this attack, a malicious node delays IP data packets for a certain amount of
time. This can affect different QoS parameters (end-to-end delay, jitter, etc.),
resulting in a poor network performance. The list of parameters in our imple-
mentation of the delay attack is:

— delayAttackProbability: the probability of delaying a data packet, defined
between 0 and 1. By default, it is set to 0 which implies a normal behavior
for the attacker node (no extra delay for any packet).

— delayAttackValue: the specific delay time applied to the packet. Note that
this parameter could be specified by a statistical distribution. For this reason,
it is defined as volatile, i.e., it is modified every time it is accessed. By default,
it follows a normal distribution with mean 1 second and standard deviation
of 0.1 seconds.

4.3 Sinkhole Attack

In a sinkhole attack, a malicious node sends fake routing information, claiming
that it has an optimum route and causing other nodes to route data packets
through itself. Here, the attacker forge routing replies (RREP) to attract traffic.
The list of parameters of sinkhole attack is:

— sinkholeAttackProbability: the probability of answering a RREQ message
with a fake route reply (RREP), defined between 0 and 1. By default it is set
to 0 which implies the normal behavior of AODV protocol.

— sinkOnlyWhenRouteInTable:if set to true, the sinkhole only sends fake RREP
to requests for those the attacker node has a valid route, i.e., routes existing
in its routing table. Otherwise (false value), the node sends fake RREP to any
RREQ message arriving, even if it does not know a valid route.

— seqnoAdded: the fake sequence number generated by the attacker node. It
is added to the sequence number observed in the request. It can be different
each time, if it is specified as an statistical distribution. By default, it follows
a uniform distribution with values between 20 and 30.

— numHops: the fake number of hops returned by the attacker. By default, it is
set to 1, indicating that the attacker reaches the end of the communication
in only one hop.

5 Experimental Evaluation

In this section the experimental environment used to evaluate the aforementioned
attacks is presented. Additionally, several tests have been made to verify the
proper performance of every implemented attack, measuring its impact on the
network according to different metrics.

Our aim here is to show the capabilities of the simulation framework, able to
ease the work of extracting information about the attacks performance.
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5.1 Common Experimental Environment

As a case study, a series of MANET deployments are simulated. The common
parameters to all scenarios are described in what follows.

The simulation area is restricted to a 1000m x 1000m square, with each node
having a communication range of 250m. The simulation time is set to 300s. The
results have been derived by averaging (with different seeds) 50 simulation runs.

AODV and 802.11g are chosen as routing and medium access control (MAC)
layer protocols respectively and the RT'S/CTS mechanism is used to send pack-
ets. This last assumption is coherent with the mobility of nodes, as the lack of
virtual carrier detection in such a mobility scenarios would imply a high number
of collisions due to the hidden station problem.

The total number of nodes is 25, while the number of attackers varies from
1 to 3. The attacks are performed during the whole simulation time, and the
corresponding attack rate is set to 100% where the attack rate is the probability
of an attacker node to trigger its attack.

The number of application traffic flows is fixed to 21. Each flow performs as a
Constant Bitrate (CBR) connection of 4 packets/s, where packet payload size is
512 bytes. The flows randomly start between 0.5 and 1.5 s and they end between
290 and 295 s.

We use a Random Waypoint Model (RWP) to simulate the movements of the
nodes. The minimum speed is set to 1 m/s and the maximum varies from 5 to
20 m/s, with a pause time of 15 s.

5.2 Dropping Attack Evaluation

To evaluate the right operation of the dropping attack, the following performance
metrics are defined:

— Packet Delivery Ratio, PDR (%): total number of delivered data packets
divided by the total number of transmitted data packets.

— Dropping Ratio, DR (%): total number of data packets lost due to the
execution of the attack divided by the total number of transmitted data
packets.

As we can see in Fig. [ if the number of attackers is increased, the PDR
is deteriorated and the DR rises up. Additionally, the PDR decreases with the
mobility, whereas the DR remains nearly constant. This is due to the fact that
the mobility increases the number of packets lost by collisions and channel errors,
while the number of packets lost as a consequence of the dropping attack remains
constant.

5.3 Delay Attack Evaluation

The following performance metric is used to evaluate right operation of the delay
attack:
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Fig.2. PDR and DR as a function of the mobility speed and the number of attackers

80

L. Sdnchez-Casado et al.

[} ~ ~
@ =] o

Packet Delivery Ratio (%)

@
=]

55

O--

— End-to-End Delay, E2ED (s): the mean time employed by a data packet
from its transmission until it reaches the destination. It is computed as the
average of the specific E2ED of every packet in every flow, thus extracting

R
el
A0 Att. x 1 Att. 2 Att. -+ 3 Att.
5 10 15 20
Mobility (m/s)

(a) PDR

25

o — N
=) o =3

Dropping Ratio (%)
o

el Tommmmm B 0
X
x X X
A A he -
* # # #
[0 Att. x 1 Att. -v-2 Att. T 3 Att.

the average E2ED for the whole network.

Here we have tested the delay attack as a function of (i) the number of

attackers (Fig. [3(a)]), and (i2) the delay used by the attackers (Fig.|3(b)]). In the
first case we fix the inserted delay to 0.25 s, and in the second one the mobility

is set to 5 m/s. As expected, the average delay increases with the number of

attackers as well as with the delay used by attackers.

Fig. 3. E2ED for (a) different mobility speeds and number of attackers, with delay

) I
& 1=}
=] S

w
=3
=]

E2E Delay (s)

o
=]

33
=)

N
a
S

n
o
=]

a
k=)

N &0 AL
x 1 At
2 At.
R F 3 Att.
B e
S
“ee@
X
X « x
5 1‘0 1‘5 éO
Mobility (m/s)
(a)

10 15
Mobility (m/s)

(b) DR

20

E2E Delay (s)
- - n n w w S
o (%)) o o o a [=3
o o o o o o o

I3
=}

“#-0.02s
%x0.05s
0.10s
0258

X

1 2
# Attackers

(b)

equal to 0.25 s and (b) different values of delay with a mobility of 5m/s




NETA: Evaluating the Effects of NETwork Attacks 9

120

~#-0 Att. X
1ol X AL
2 Att. 9
= 1 3 Att. X
& sof :
2 "B
o g ¥ el ---7H
c -7 B-
2 -
B g
© 40f
<
20¢
of Y e e 2l
5 20

10 15
Mobility (m/s)

Fig. 4. AR for different mobility speeds and number of attackers

5.4 Sinkhole Attack Evaluation
To characterize the performance of sinkhole nodes we define the following metric:

— Attraction Ratio, AR (%): the growth rate between the average number
of packets received by sinkhole nodes and the average number of packets
received by legitimate nodes.AR is computed as:

N, N
AR — 1\%5 Zi:s1 pckt; — ]\}L Zj:LI pckt;

= N .

Ne L Pkt

where Ng and N, are the number of sinkhole and legitimate nodes respec-
tively and pckt; the total number of packets received by the node 1.

100 (1)

Fig. @ shows how sinkhole nodes are attracting more traffic than normal nodes.
Besides, we can see that AR decreases while the number of attackers increases.
This is due to the fact that attackers compete between them to attract traffic,
resulting in a lower AR. However, the total number of packets attracted by all
the sinkhole nodes grows with the number of attackers.

6 Future Work and Conclusions

In this work, we have proposed NETA, a novel framework for the simulation
of network attacks which has been built on top of the INET framework and
OMNeT++ simulator.

NETA is composed of three main components: attacks controllers which man-
age the attacks execution, hacked modules which implement the actual behavior
of the attack, and control messages which transmit the activation/deactivation
information as well as configuration information from the attack controllers to
the hacked modules. Moreover, three different attacks have been implemented
as a proof of concept.
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As a case study, we have considered realistic application scenarios by analyzing
a series of MANET deployments. As shown, experimental results obtained prove
the proper behavior of the implemented attacks. Additionally, we have slightly
evaluated how the attacks affect the normal network operation.

This framework still need some improvements which are planned to be af-
forded in a near future. Specifically, we focus on implementing new and more
complex attacks. We are also working on the development of different perfor-
mance metrics which can be accurately used for benchmarking defense solutions
as well as performance analysis under the same conditions.
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MICINN (Ministerio de Ciencia e Innovacién) through project TEC2011-22579.
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Abstract. The migration from wired network to wireless network has been a
global trend in the past few decades. The mobility and scalability brought by
wireless network made it possible in many applications. Among all the contem-
porary wireless networks, Mobile Ad hoc Network (MANET) is one of the
most important and unique applications. MANET is a collection of autonomous
nodes or terminals which communicate with each other by forming a multi-hop
radio network and maintaining connectivity in a decentralized manner. Due to
the nature of unreliable wireless medium data transfer is a major problem in
MANET and it lacks security and reliability of data. A Key management is vital
part of security. This issue is even bigger in wireless network compared to
wired network. The distribution of keys in an authenticated manner is a difficult
task in MANET and when a member leaves or joins it need to generate a new
key to maintain forward and backward secrecy. In this paper, we propose a
Clustering based Group Key Management scheme (CGK) that is a simple, effi-
cient and scalable Group Key management for MANETs and different other
schemes are classified. Group members compute the group key in a distributed
manner.

Keywords: Group Key management, Mobile Ad hoc network, MANET securi-
ty, Unicast/Multicast protocols in MANET.

1 Introduction

Mobile Ad Hoc Network (MANET) [1, 2] is kind of mobile, multiple hops, and self-
discipline system, not depend on the fixed communication facilities. Ad Hoc network
is a series of nodes in structure which move anywhere at will, the network nodes dis-
tribute dynamically, nodes contact others through wireless network, every network
node has the double functions as terminal and routers, the nodes are peer-to-peer,
communicate with a high degree of coordination. Wireless Ad Hoc network is flex-
ibility with a wide foreground of application [3]. A communication session is
achieved either through single-hop transmission if the recipient is within the transmis-
sion range of the source node, or by relaying through intermediate nodes otherwise.
For this reason, MANETS are also called multi-hop packet radio network [4, 5]. How-
ever, group key management for large and dynamic groups in MANETS is difficult
problem because of the requirement of scalability, security under the restrictions of
nodes’ available resources and unpredictable mobility [6]. But the group key
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management protocols dedicated to operate in wired networks are not suited to
MANET, because of the characteristics and the challenges of such environments [7].
So many researchers are interesting of group key management for MANET. In our
issue, group key management means that multiple parties need to create a common
secret to be used to exchange information securely. Without central trusted entity, two
people that have not previously a common share key can create a key based on the
Diffie-Hellman (DH) protocol [8]. By combining one’s private key and the other par-
ty’s public key, both parties can compute the same shared secret number. This number
can then be converted into cryptographic keying material. It is called 2-party DH
protocol that can be extended to a generalized version of n-party DH. In [9], the au-
thors integrated the DH key exchange into the Digital Signature Algorithm (DSA) and
in [10], the authors fix this integration protocols so that both forward secrecy and key
freshness can be guaranteed, while preserving the basic essence of the original proto-
cols. However, robust key management services are central to ensuring privacy pro-
tection in wireless ad hoc network settings. Existing approaches to key management,
which often rely on trusted, centralized entities, are not well-suited for the highly
dynamic, spontaneous nature of ad hoc networks. So many researchers are interesting
to make proposals for key management techniques that are surveyed in [11] to find an
efficient key management for secure and reliable. This paper proposes one of the key
management schemes namely a Clustering based Group Key Management scheme
(CGK) that is a simple, efficient and scalable Group Key management for MANETS.
Group members compute the group key in a distributed manner. This hierarchical
contains two levels only, first level for all coordinators of the clusters as a main
group’s members; it is called cluster head (CH), the second level for the members in a
cluster with its CH. Then there are two secret keys obtained in a distributed manner,
the first key among all the CHs and the second key among cluster’s members and its
CH. CGK uses double trees in each cluster for robustness and avoid fault tolerance.
Also group key management is to ensure scalable and efficient key delivery, taking
into account the node mobility. The remainder of this paper is organized as follows:
Section 2 reviews related work such that MANET routing protocols for both unicast
and multicast and security requirements. Also this section describes the overview of
MANET key management and short note about our proposal. Details of our group key
management scheme are described in Section 3 and our scheme is discussed with
some features in Section 4. Finally, we conclude the paper in Section 5.

2 Related Work

2.1  MANET Unicast Routing Protocols

Several routing protocols [12] have been proposed in recent years for possible dep-
loyment of Mobile Ad hoc Networks (MANETS) in military, government and com-
mercial applications. In [13], these protocols are reviewed with a particular focus on
security aspects. The protocols differ in terms of routing methodologies and the in-
formation used to make routing decisions. Four representative routing protocols are
chosen for analysis and evaluation including: ad hoc on demand distance vector
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routing (AODV), Dynamic Source Routing (DSR), Optimized Link State Routing
(OLSR) and Temporally Ordered Routing Algorithm (TORA). Secure ad hoc net-
works have to meet five security requirements: confidentiality, integrity, authentica-
tion, non-repudiation and availability. Routing protocols for ad hoc wireless networks
can be classified into three types based on the underlying routing information update
as follows: Reactive routing protocols (on demand) obtain the necessary path, when
required, by using a connection establishment process. Such protocols don’t maintain
the network topology information and they don’t exchange routing information pe-
riodically. These protocols are such as DSR [14], The secure versions, such as, QoS
Guided Route Discovery [15], Securing Quality of Service Route Discovery [16],
Ariadne [17] and CONFIDANT [18], AODV [19], CORE [20], SAODV [21], SAR
[22], TORA [23], SPREAD [24], and ARAN [25]. In proactive or table driven
routing protocols, such as DSDV [26] or OLSR [27]. Hybrid routing protocols
such as ZRP [28] and SRP [29] that combine the best features for both reactive and
proactive routing protocols.

2.2  MANET Multicast Routing Protocols

There is a need for multicast traffic also in ad hoc networks. The value of multicast
features with routing protocols is even more relevant in ad hoc networks, because of
limited bandwidth in radio channels [30]. Some multicast protocols [31,32] are based
to form and maintain a routing tree among group of nodes. Some other are based on to
use routing meshes that have more connectivity than trees etc. It illustrates the main
classification dimensions for multicast routing protocols as follows: Multicast topol-
ogy [33] is classified into two approaches: mesh based and tree based [34,35]. Tree
based approach is classified into two types; Source tree based and Shared tree based.
Mesh based approach depends on multiple paths between any source and receivers
pair. The mesh based protocols create the tree dependent on the mesh topology.
Routing initialization approach is classified into three approaches namely source-
initiated, receiver-initiated, and hybrid approach [36]. Routing scheme is classified
into three approaches namely table-driven (proactive), on-demand (reactive), and
hybrid approach [35,36]. Maintenance approach [36] is classified into two ap-
proaches namely softstate and hardstate.

2.3  Security Requirements

The security services of ad hoc networks are not different of those of other network
communication paradigms. Specifically, an effective security paradigm must ensure
the following security primitives: identity verification, data confidentiality, data inte-
grity, availability, and access control. Although solutions to the above concerns have
been developed and widely deployed in the wired domain, the amorphous, transient
properties of ad hoc networks preclude their adaptation to server less network envi-
ronments, which are often comprised of small devices. Instead, security solutions, in
general, and key managements should strive for the following characteristics:
Lightweight: Solutions must minimize the computation and communication
processing to accommodate the limited energy and computational resources of ad hoc
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enabled devices. Decentralized: Like ad hoc networks themselves, attempts to secure
them must be ad hoc: they must establish security without a priori knowledge or ref-
erence to centralized, persistent entities. Instead, security paradigms must levy the
cooperation of all trustworthy nodes in the network. Reactive: Ad hoc networks are
dynamic: nodes trustworthy and malicious may enter and leave the network sponta-
neously and unannounced. Security paradigms must react to changes in network state;
they must seek to detect compromises and vulnerabilities; they must be reactive, not
protective. Fault-Tolerant: Wireless transfer mediums are known to be unreliable;
nodes are likely to leave or be compromised without warning. The communication
requirements of security solutions should be designed with such faults in mind; they
mustn’t rely on message delivery or ordering.

2.4  MANET Key Management Overview

MANET has some constrains such its energy constrained operations, limited physical
security, variable capacity links and dynamic topology. So, there are different Key
Management schemes are used to achieve the high security in using and managing
keys. The crucial task in MANET uses different cryptographic keys for encryption
like symmetric key, asymmetric key, group key and hybrid key (i.e. mixed of both
symmetric key and asymmetric key). Here we discuss about some of the important
Key Management schemes in MANET. Symmetric Key Management: the same
keys are used by sender and receiver. This key is used for encryption the data as well
as for decryption the data. If n nodes wants to communicate in MANET, k number of
key pairs are required, where k=n(n-1)/2. Some of the symmetric key management
schemes in MANET are Distributed Key—Pre Distribution Scheme (DKPS) [37], Peer
Intermediaries for Key Establishment (PIKE) [38], and Key Infection (INF) [39].
Asymmetric Key Management Scheme: it uses two-part key. Each recipient has a
private key that is kept secret and a public key that is published for everyone. The
sender looks up or is sent the recipient’s public key and uses it to encrypt the mes-
sage. The recipient uses the private key to decrypt the message and never publishes or
transmits the private key to anyone. Thus, the private key is never in transit and re-
mains invulnerable. This system is sometimes referred to as using public keys. This
reduces the risk of data loss and increases compliance management when the private
keys are properly managed. Some of the asymmetric key management schemes in
MANET are Self-Organized Key Management (SOKM) [40], Secure and Efficient
Key Management (SEKM) [41], Private ID based Key Asymmetric Key Management
Scheme [42]. Group Key Management Scheme: is a single key which is assigned
only for one group of mobile nodes in MANET. For establishing a group key, group
key is creating and distributing a secret for group members. There are specifically
three categories of group key protocol (1) Centralized, in which the controlling and
rekeying of group is being done by one entity. (2) Distributed, group members or a
mobile node which comes in group are equally responsible for making the group key,
distribute the group key and also for rekeying the group. (3) Decentralized, more than
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one entity is responsible for making, distributing and rekeying the group key. Some
important Group key Management schemes in MANET are Simple and Efficient
Group Key Management (SEGK) [43], and Private Group Signature Key (PGSK) [44].
Hybrid Key Management Scheme: Hybrid or composite keys are those key which
are made from the combination of two or more than two keys and it may be symmetric
or a asymmetric or the combination of symmetric & asymmetric key. Some of the
important Hybrid key management schemes in MANET are Cluster Based Composite
Key Management [45], and Zone-Based Key Management Scheme [46].

2.5  Our Approach

In this paper, we propose the network model that contains some clusters; each cluster
has its coordinator namely CH (initiator). The clusters are interconnected via CHs.
There are subgroups of members called cluster in which one member is CH and vir-
tual subgroup of CHs. Our model seems like CGSR [47] but in multicast manner. Our
new key management scheme namely “Clustering based Group Key” (CGK) Man-
agement scheme that is a simple, efficient and scalable Group Key management for
MANETSs. Multiple tree based multicast routing scheme are used as mentioned in
[48], which exploit path diversity for robustness. Also in [43], the author used two
multicast trees for improving the efficiency and maintains it in parallel fashion to
achieve the fault tolerances. So, in our scheme, two multicast trees are used for each
subgroup (i.e. cluster subgroups or CHs’ subgroup). For example, in a cluster, the
connection of multicast tree is maintained be its CH that compute and distribute the
intermediate keying materials to all members in this cluster through the active tree
links. Also the CH is responsible for maintaining the connection of the multicast sub-
group. In MANET, main cluster head namely MCH (its initiator) has the same CH
role, but on the clusters’ subgroup.

3 Our Group Key Management Scheme

3.1 Notations and Assumptions

Firstly, every node takes a valid certificate from offline configuration before entering
the network. An underlying public key infrastructure is then used to manage certifi-
cates. However, many researchers are interesting of this hot topic, and most key man-
agement proposals suffer the man-in-the-middle attack. In this paper, each member
has a unique identifier and all keying materials signed by CH in subgroup to make
sure authenticity and integrity, in order to avoid the man-in-the-middle attack. Also, a
group member has a password to join or can present a valid certificate. In our work, a
group member can join by using a valid certificate. Here, for simplicity, we assume
that a node can join a group if it has a valid certificate. Some notations used in CGK
are listed in the table 1.
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Table 1. Metric abbriviation

M; i group member. g : Exponentiation base.
p  :Prime value. CH; :i" Cluster Head.
MCH : Main Cluster Head. N  : Total number of group members.
N, : Total number of Clusters. n,; :Number of group members in i Cluster.
r; : Arandom number generated by i™ member, also called member private key.

br; :Blinded i member key. = br; = (g)" mod p
k; :Internal i member key, or intermediate key. = k; = (b,)" mod p
bk; : Blinded internal i member key, or blinded intermediate key. < bk; = (g)
K. : Akeyof i Cluster. & Kg=(br;,) ™ mod p
K :Akeyamong CHs. 2 Kg=(bre,)mod p

3.2 Overview of CGK

We proposed a new approach which aims to address the scalability problem while
taking into consideration the dynamic aspect of the group members and dynamicity of
nodes in MANET. There are two trees on the network to avoid the robustness prob-
lem as well. Our approach is based on clustering manner. Each cluster is initiated by
CH, namely cluster initiator or coordinator initiator.

.. @Cluster Initiator
@MANET Initiator
*, @ Source or Receiver

/@ Blue Nod
@ Red Node

@ Grey Node

O Non-Member

Fig. 1. MANET based on clustering

CH has then two keys; one for its cluster subgroup and another one for the inter-
connection among the clusters via CHs. Firstly, we describe our network model that is
the mobile ad hoc network based on clustering that contains for example five clusters
as shown in Fig. 1. There is a CH for each cluster and one of CHs is MCH. There are
many multicast routing protocols have been proposed, these protocols are classified as
shown before in section 2.2. We proposed another one in the category of multicast
topology, tree-based and shared tree with double trees, namely Blue tree and Red tree.
All clusters then works in parallel to construct two trees. Logically, a group member
views the two trees as identical trees. The group members have to be in both multicast
trees. Inside the Cluster: In a cluster, CH (initiator) starts to initialize the process for
a cluster multicast subgroup by broadcasting a join advertises message across the
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entire cluster. This cluster is bounded and having a fixed diameter. Each node is asso-
ciated with three colors (blue, red, and grey). A node will choose its color (grey)
when its total number of neighbors is less than a predefined threshold value (depend-
ing on average node degree, for instance, half of its degree). Other nodes randomly
choose blue or red as their color with probability equal to 0.5. For the first received
message, a grey node stores the upstream node ID and rebroadcasts the message ex-
cept the node that the message is coming from. For a non-grey node, it stores the up-
stream node ID and rebroadcasts the message only if the upstream node is the same
color, a sender/receiver, or a grey node. Based on the join response back from group
members to CH, two multicast trees are formed in parallel, as shown in Fig. 2(a). Itis
noted that both trees consist of group members and intermediate non-member nodes.
Sure both tree are constructed in parallel and in distributer processing manner, but in
blue tree‘s point of view, we find that the red’s nodes stop the broadcasting for blue
tree and just blue’s nodes who broadcasting the join advertises to both blue’s nodes
and grey nodes as shown in Fig. 2(b). As well, in red tree’s point of view, we find that
the blue’s nodes stop the broadcasting for red tree and just red’s nodes who broadcast-
ing the join advertises to both red’s nodes and grey nodes as shown in Fig. 2(c).

.a::':‘:,_’. *O
NN
. AL "
A e
o- g ®
e \*. s O
. Initiator . Source or Receiver . d
. Blue Nod. . Red Node . Initiator . Source or Receiver " . s Rewst
. Gue ; ; Non_Memb .Blue Node ’ Red Node .Imhator ource or Receiver
rey .o e O on-Member . Grey Node o Non—Member . Blue Node . Red Node
rrrrrr ” -]I;lll ad:f;lset:equ::k ------% Join advertise request . Grey Node O Non-Member
R ‘;e mu.lu' Cast + l‘eeunk =weume s Blue multicast treelink [ 77777 » Join advertise request
===+ Red multicast tree
’ (b) Blue tree’s point of | """ > Red multicast treelink
(@) Both Blue z;nc.l Red trees view (c) Red tree’s point of view.
point of view. .

Fig. 2. Double multicast trees structure for a cluster

Interconnection among the Clusters: The interconnection among the clusters is via
the MCH starts to initialize the process for a CHs’ multicast subgroup by broadcasting
a join advertises message across the entirce MANET. We supposed the nodes no
change its color, blue node still blue, red node still red, grey node still grey, and
another CHs are source/receiver, viz the CHs seems as a virtual cluster. So we can
apply the same scenario that is used before in the cluster, to get blue and red multicast
trees among all CHs in MANET. This join advertises are broadcast across the entire
network as shown in Fig. 8, in which the sequence number is used to avoid the loop,
and the number of hops. Based on the join response back from CHs to MCH, two
multicast trees are formed in parallel, as shown in Fig. 3. The double multicast trees
among CHs are created and are shown in Fig. 4. Both trees consist of CHs, some of
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group members, and intermediate non-group member nodes. The resultant two trees
could be disjoint or may share a common node. As well, the double trees among CHs
could be disjoint or may share some links in the double trees in the clusters. It is clear
from the Fig. 5. Thus a dynamic double multicast trees structure for all is constructed
as shown in Fig. 5. Initially MCH is responsible for sending the refreshment message
periodically to maintain the connection of the double trees structure. After a prede-
fined period of time, a member could decide to act a CH and notify the cluster mem-
bers that it is on duty to maintain the cluster subgroup. As well, a CH could decide to
act a main CH and notify the CHs that it is on duty to maintain the MANET group.

| @ Cluster Initiator
@MANET Initiator

@ Source or Receiver

| ® Blue Node
2 5 @ Red Node
! © Grey Node
S S o O Non-Member
Join advertise request
== Red multicast tree inter—cluster link
———=- Blue multicast tree inter—clusterlink

,,,,,,

Fig. 3. Double multicast (Blue/Red) trees
structure among CHs

@ Cluster Initiator
@MANET Initiator
@ Source or Receiver

9. O ©
®
Ao
[ ]

(¢] © o O
@ Blue Node

@ Red Node

@ Grey Node

O Non-Member

.
°
e ° O
[ ]

o O

------- Red multicast tree inter—cluster link
~mm----- Blue multicast tree inter—clusterlink

Fig. 4. CHs’ multicast (Blue and Red) trees
structure

@ Cluster Initiator
@MANET Initiator
@ Source or Receiver

o

o O
Blue Node
Red Node
Grey Node
von—Mem}

ceee|C @ ©

------- Red multicast tree inter—cluster link

wemnen- - Blue multicast tree inter—clusterlink
Red multicast tree link in clusters

———————— Blue multicast tree link in cluster

Fig. 5. Double multicast (Blue and Red) trees structure among all members in MANET

3.3  Multicast Group Management

A new member joins: A new member want to join a group, it could broadcast join
requests to the group. The new member becomes a legitimate group member once its
request is approved by any existing group member or by the CH of this group mem-
ber. Any existing member can send replies back and send alarm “new member” to its
CH. This CH then does the same procedure of handling join request that is similar to
the above subgroup advertisement to ensure the consistency of the double multicast
tree structure. A member leaves: The processing of handling members who leave is
more complicated than handling the joining of new members. A leaving member will
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not send a leaving notice. It leaves the group silently. Even if it could send a message
and notify its leaving, this notice could get lost in a dynamic environment. There are a
physical leaving and a logical leaving. For the physical leaving, a node moves out the
range of the network or it switches its transmitter off. For a logical leaving, a node
still stays inside the network, but it does not participate in the group activity. So there
are two scenarios, as follows: First scenario: depends on detecting leaved members
by its neighbors. Members are classified based in its places as follow: (1) Member is
in the cluster double trees only, the neighbor of leaved member detect the leaved
member and informs CH of its cluster to refresh the double multicast trees in this
cluster. (2) Member is in CHs’ double trees only, one of neighbor detects the leaving
a member, then inform the MCH to refresh the double trees. (3) Member is in both a
cluster double tree and CHs’ double trees, a neighbor of leaved member detects that
there is a member leaved, and inform both the MCH and its CH to refresh the double
multicast trees of both CHs subgroup and the cluster of leaved member. Second sce-
nario: is based on a “member refresh” message that is periodically broadcasted by CH
across the subgroup. Each member should send an “ack” message back to indicate its
status. The CH will determine whether a member remains attached or has left based
on its response status within a certain time. If the cluster member on duty haven’t
receive “member refresh” message from its CA within a certain time, it sends a mes-
sage “I am CH” and send refresh the double trees in the cluster, at the same time the
MCH detects one CH leaved, so it refresh the double trees of CHs’ subgroup and so
on for the MCH, if it leaves. This scenario is quite more costly than the first scenario
but is more appropriate for a highly dynamic network like MANET where the nodes
move frequently and cause the connection to be broken frequently.

3.4  Group Key Establishment Protocol

The idea of subgroup key agreement protocol is that all subgroup members maintain a
logic key’s tree in local storage space. This key’s tree is used to deduce the final
common subgroup key.

Table 2. Members deduces locally the final common key

Inside M;:
r=4,br;=g" mod p=2*mod 13=3,

k; = (br;) mod p= 3’ mod 13 =1,

bk, =g =2"'=2
ki =(br)" mod p=(8)*mod 13= 1
ka = (bry)* mod p = (6)' mod 13 =6
ks = (br3)* mod p = (11)° mod 13 = 12
ky = (bry)® mod p = (12)? mod 13 = 1
K = (bro)** mod p=6"mod 13= 6

Inside M,:

r;=5,br, = g2 mod p = 2° mod 13= 6,

k, = (br,)*! mod p=6' mod 13 =6,

bk, = g =20 =64
k; = (bk;)? mod p = (2)° mod 13 =6
k3 = (br3)** mod p = (11)° mod 13 = 12
k4 = (bry)*® mod p = (12)* mod 13 = 1
K = (brg)** mod p=6' mod 13= 6

Inside M3:
r3=7,br;= gr3 mod p =2" mod 13=11,
k3 = (br3)*? mod p=11° mod 13 =12,
bki=g"*=2"2=4096
k3 = (bky)™ mod P = (64)" mod 13 = 12
ks = (bry)* mod P = (12)? mod 13 = 1
K¢ = (brg)** mod p=6'"mod 13= 6
Inside My:
1= 6, bry = g mod p = 2° mod 13= 12,
ky = (bry)** mod p= 12" mod 13 =1,
bky =g =2'=2
K4 = (bks)™ mod P = (4096)° mod 13 = 1
K = (bro)** mod p=6"mod 13= 6
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Our scheme is based on key’s tree structure, for each subgroup; there is individual
key’s tree and a common subgroup key. The key’s tree structure (e.g. with 4 members
included CH, as an example) in our scheme is shown in Fig. 6.Each member gene-
rates a private number; rl, 12, r3, and r4 for the members 1, 2, 3, and 4 respectively.
CH of a cluster generates the numbers r and r0, and informs all other members in its
cluster. The r, 1O at the two ends of the key tree for efficient group key refreshing and
the CH role switching. Also, it is responsible for handling the member join and leave.
All members reply its CH by intermediate keys to calculating keys. In this example: a
subgroup contains four nodes. CH multicast the intermediated blind keys to all mem-
bers. So, each member deduces locally the final common subgroup key. The given
parameters’ value for each node: g=2, p=13, r=3 then b,=g" mod p=2’ mod 13=8, r,=5
then brO:grO mod p=25 mod 13=6. Each M;, V i€[1,4], can calculate the Kg as shown
in table 2.

Member 1 @ . @

Member 2

Member 3

sAay SI3quIdy [BwIBjI]

B]mdod members’ keys

Fig. 6. Key’s tree structure to generate group key (KG) with 4 members

Table 3. Deduceing the common key when member join

Inside M;:
Inside M;: r;=7,br;=g” mod p=2"mod 13= 11,
r=4,br;=g" mod p=2*mod 13=3, k3 = (br3)*? mod p=11° mod 13 =12,
k; = (bry) mod p= 3’ mod 13 =1, bks=g"*=2"7=4096
bk =g =2'=2 k3 = (bk,)” mod P = (64)” mod 13 = 12
=(br)" mod p=(8)*mod13 = 1 ks = (bry)* mod P = (12)? mod 13 = 1
k; = (br,)" mod p = (6)' mod 13 =6 ks = (brs)* mod P = (3)' mod 13 =3
ks =(brs)*> mod p=(11)° mod 13= 12 K = (bro)* mod p= 6°mod 13 = 8
ky =(bry)"* mod p =(12)"* mod 13= 1 Inside M,:
= (brs)* mod P = (3)' mod 13 =3 1, =6, bry = g mod p = 2° mod 13= 12,
K¢ = (brg)* mod p=6mod 13 = 8 k4 = (bry)*® mod p= 12> mod 13 =1,
Inside M,: bky=g"=2'=2
=35, br; = g% mod p = 2° mod 13= 6, k4 =(bks)™ mod P= (4096)° mod 13=1
k; = (br,)* mod p=6' mod 13 =6, ks = (brs)* mod P = (3)' mod 13 =3
bk, = g% = 2° =64 K¢ = (br)* mod p= 6> mod 13 = 8
Kk; =(bk;) mod p = (2)° mod 13 =6 Inside Ms: (new Member)
ks =(brs)*> mod p= (11)° mod 13= 12 r5 =4, brs 2” mod p= 2*mod 13=3,
ky = (bry)** mod p =(12)"* mod 13= 1 = (brs)* mod p=3' mod 13 =3,
= (brs)* mod P = (3)' mod 13 =3 bk4 g4=2'=2
K¢ = (brg)* mod p=6mod 13 = 8 ks = (bky)“ mod P = (2)* mod 13 =3
K¢ =(br0)k5 mod p= 63 mod 13 = 8
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Initialization: CH announces its role and broadcasts two random keys (r, rp) and its
br,, br, and br,. Each member has unique identifier (ID) that is given by its CH when
joining the group. At the initialization phase, the members are sorted by their ID. M;,
V ie[1,N.], (where N, is number of subgroup’s members) generates a private random
number r; then compute the br; and send it to its CH. CH is then responsible for com-
puting k;...knc and bk;...bky. and then multicasts them to the subgroup’s members.
All keying materials are put in one package and the order of blinded intermediate key
materials shows the structure of the key tree. Each member can thus deduce the sub-
group key (Kg). Member join: new member can be easily added into the nearest
cluster as described before in sec. 3.3. The double trees are constructed. CH insert the
new member in the current rightmost position and give it ID. CH does not generate
any random key but still provides key independence. Given blinded keys, new mem-
ber deduces new common subgroup key, however it can’t deduce the previous com-
mon subgroup key.

Internal Internal
Members’ key Members’ key
- N

N
bl‘l

@ Member 1
1O RER SENG, R -
Member 3 @
Member 4 bry @ Member 4

=N Ea— ! iNewMem- :
N () — () i () ——(n)

Member 1

brz

Member 2

SAdY SIAQUISTA

SAIY SIIQUIDTN |

HEOE
®

k; Member 3

®

Blinded members’keys Blinded members’keys

b) After joining M
(a) Before joining M5 (b) After joining M;

Fig. 7. Key tree structure to generate group key (KG), while a member join a subgroup

Table 4. Deduceing the common key when member leaves

Inside M;:
n=>5bn= g’2 mod p = 2° mod 13= 6,
k, = (br,)*! mod p=6° mod 13 =5,
bk, =g =2°=32
k; =(bky)™ mod p =(512)° mod 13=5
ks = (bry)? mod p = (12)° mod 13 = 12
K¢ = (brg)* mod p= 6" mod 13= 1
Inside My:
ry=6, bry = g mod p = 2° mod 13= 12,
k4 = (bry)® mod p= 12° mod 13 =12,
bk, = g =27 = 4096
k4 =(bk;)™ mod P= (32)° mod 13 =12
K¢ = (brp)* mod p= 6" mod 13= 1

Inside M;:

r=4,br; = g"l mod p = 2* mod 13= 3,

k; = (br;) mod p= 3> mod 13 =9,

bk, = g" =27 =512
ky = (br’)" mod p = (6)*mod 13 = 9
k; = (br,)" mod p = (6)’ mod 13 =5
ks = (bry)? mod p = (12)° mod 13 = 12
K = (brg)** mod p= 62 mod 13= 1
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Fig. 7 depicts Key tree structure to generate group key (Kg), while new member
wants to join a subgroup. We take the same previous example with adding new mem-
ber Ms. The given parameters’ value for each member: g=2, p=13, r=3 then b,=g" mod
p=2’ mod 13=8, =5 then bry=g" mod p=2> mod 13=6. Each M, V i €[1, 5], can cal-
culate K¢ as shown in table 3. Member leave: Member can be easily leaved from its
cluster as described before in sec. 3.3. The double trees are constructed. It is possible
that the leaved member is either a member in a cluster or CH.

Case I: leaving of a member in a cluster, its CH generates a new random key r’ in-
stead of r and multicast the blinded value br’ as well as other intermediate blinded
keys. Each M;, V i €[1,Nc]\{leaved member}, can then calculate the Kg.. Case 2:
leaving of CH, a cluster member on duty acts as CH as before, moreover, the MCH
detects a CH leaved, so the leaved process seems like two leaved members but really
one leaved member, one from a cluster and another from the CHs’. In two cases, the
leaved process simply takes place in a subgroup as shown in Fig. 8, that depicts key
tree structure to generate both group key (Kg.) for the cluster of leaved member and
group key (Kg) for CHs via the same process, while a member leaves the multicast
group. Also, we take the same example used before in this section with leaving M3 in
Case 1. The given parameters’ value for each member: g=2, p=13, r’=5 then br'=g"
mod p=25 mod 13=6, ry =5 then bry=g" mod p=25 mod 13=6. Each M, Vi €[1,5]\{3},
can calculate the Kg as shown in table 4.Group key refresh/reinforce: Group key
may need to be changed periodically, and may not be related to any change of group
membership. The purpose of refreshing the group key periodically is to prevent the
long time use of group keys which could be compromised. This process can be impli-
citly done during the switch of CH, or explicitly performed by CH which generates a
new random key r”” and multicasts the blinded value br” as well as other intermediate
blinded keys. Then each M,,V i €[1,N.], can calculate the Kg. as described in section
3.4. Refresh/reinforce process take place independently in each cluster, as well in the
CHs’ subgroup. That decreases the traffic overheads and increases the scalability in
MANET.

Internal Internal
Y Y

£ g o)
Member 1 § @ br, Member 1 % @ \bry
3 g
- =
Member 2 g @ by k, Member2 | & @ bry
! ' | Member 3
x:::;:m @ @ | Leaved Mem. @ @
. |
Member 4 bry Member 4 bry
Blinded members keys BﬁAﬁé&ﬁfrﬁl&??é’i«eys
(a) Before leaving M3 (b) After leaving M3

Fig. 8. Key tree structure to generate group key (KG), while member leaves
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4 Discussion

The goal of all these protocols include such as minimal control overhead, minimal
processing overhead, multi-hop routing capability, dynamic topology maintenance,
loop prevention, or more secure. However many multicast routing protocols don’t
perform well in MANETS because in a highly dynamic environment, node move arbi-
trarily, and man-in-middle problem. Our paper focuses on the key management
schemes that are important part of the security. So key management is an essential
cryptographic primitive upon which other security primitives such as privacy, authen-
ticity and integrity are built. As well, it has to be satisfied some features such as Secu-
rity, Reliability, Scalability, and Robustness: Security: intrusion tolerance means
system security should not succumb to a single, or a few, compromised nodes. So,
key management schemes should ensure no unauthorized node receives key material
that can later be used to prove status of a legitimate member of the network. Here a
key is computed in distributed manner, and the member provides a trusted group
communication. Other issues are trust management, vulnerability. Also, proper key
lengths and cryptographic algorithms of adequate strength are assumed. Reliability:
depends on key distribution, storage and maintenance and make sure that keys are
properly distributed among nodes, safely stored where intruders aren’t able to hack
the keys and should be properly maintained. Scalability: key management operations
should finish in a timely manner despite a varying number of nodes and node densi-
ties. It makes use the occupied network bandwidth of network management traffic as
low as possible to increase nodes’ density. Robustness: the key management system
should survive despite Denial-of-Service attacks and unavailable nodes. Because of
dynamicity of the group members, necessary key management operation should ex-
ecute in a timely manner, in order not to make an isolated partition in the network.
Multiple trees are used for robustness and avoid fault tolerance.

5 Conclusion

MANET is one of the most important and unique applications. Due to the nature of
unreliable wireless medium data transfer is a major problem in MANET and it lacks
security and reliability of data. A Key management is vital part of security. Key man-
agement protocols then play a key role in any secure group communication architec-
ture. Moreover in MANET, members can join and leave the group dynamically dur-
ing the whole session, plus the nodes movement. So, the key management is an im-
portant challenge because of its dynamism that affects considerably its performance.
In this paper, we have studied the different key management schemes for MANET
and proposed a new scheme namely CGK, which is an efficient/scalable hierarchical
key management scheme for MANET multicast. In our scheme, the group members
compute the group key in a distributed manner. This hierarchical contains two levels
only, first level for all clusters’ heads as a main group’s members; the second level for
all clusters’ members. Then there is a secret key obtained in a distributed manner for
each cluster subgroup, and another secret key for clusters’ heads subgroup. It is
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shown that our scheme reduces significantly the overall security overhead of mem-
ber’s join or leave compared to all other schemes and more reducing the ratio between
control overheads and data.
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Abstract. It has been greatly acknowledged the emergence of the
wireless sensor network (WSN) in many applications such as military,
environmental and health applications. However, mobile agents have
provided flexibility and customizability to overcome some of the WSN
constraints such as limitation in power, computational capacities and
memory through agent migration from node to node. Security is a crucial
concern when it comes to mobile agents, due to threats from malicious
hosts and other mobile agents, where the use of symmetric and asymmet-
ric keys has been adopted to provide authentication and confidentiality.
The use of asymmetric keys is nowadays feasible due to advances in WSN
hardware. In this paper, Chord (A scalable peer to peer lookup service)
is used for storing and looking up public keys in a clustered mobile agent
WSN to protect sensor nodes from malicious agents. Cluster heads act as
a distributed key storage and lookup facility forming a ring overlay net-
work. Performance evaluation results through network simulation show
that the proposed scheme provides efficiency and scalability in terms of
key storage and lookup.

Keywords: Wireless Sensor Networks, Chord, Code Signing, Key Lookup,
Mobile Agent, Distributed Hash Table.

1 Introduction

In past years, wireless sensor networks have drawn the attention of many re-
searchers due to its high importance either in military or civilian applications
such as environmental, traffic, industrial and agricultural monitoring. A wireless
sensor network is an infrastructure less ad hoc network consisting of distributed
small sized, low cost and power constrained sensor nodes named motes. The con-
straints associated with WSN lead to complexity in dealing with such network.
A multitude of middleware approaches have been proposed to overcome some of
these complexities by providing some features that can improve the performance
of WSNs [I]. Examples of such middlewares are distributed database, message
oriented, application driven, virtual machine and mobile agent (MA) middle-
ware architectures [2]. Through the use of mobile agents, the sensor network

A.1. Awad, A.E. Hassanien, and K. Baba (Eds.): SecNet 2013, CCIS 381, pp. 27-f3] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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can implement tasks as modules of the application helping consume less power,
support multipurpose WSN and update network dynamics [IJ.

A Mobile agent is a computer program or software that migrate from a node
to execute on another node on behalf of its dispatcher. Reliance on mobile agents
is a promising approach that increases the utility of WSN due to the following:
(1) the network overhead is decreased by moving the computation to the data
not vice versa; (2) the network latency is lessened by using smart mobile agents
that respond quickly to the changing environment in real time applications; (3)
robustness and fault tolerance are increased by providing programmer control
over self healing during node failure; (4) adaptation to user requirements, since
new agents can be added with the required functionality [3]. An example of
mobile agents’ middleware is impala [4] and agilla, that allow the implementation
of mobile agents in assembly language manner [5] [6].

Mobile agents have led to the existence of related security threats since the
code moves from a node to another with its execution nature unlike the normal
data transfer that does not affect the node by any means. Hence, security is an
important concern when it comes to mobile agents migrating from a node to
another in a WSN, where mobile agents may attack each other or the host itself
and vice versa. However, authenticating these mobile agents requires requesting
keys in every migration of the agent. Therefore, a mechanism is needed to get
keys efficiently with a reduced overhead.

Since security keys are a main concern when it comes to security over WSN,
an efficient and scalable key storage and lookup scheme is needed to accom-
modate the limited resources and constraints of sensor nodes. Therefore, this
paper addresses such concern by employing an overlay network, where cluster
heads (CHs) join a ring to store and lookup security keys using Chord algorithm
[7]. Cluster heads joining this network are chosen as the nodes with the highest
residual energy to maintain keys in a distributed hash table (DHT) with Chord-
based load balancing. Hence, CHs act as a distributed key storage and look up
facility. This paper proposes Chord-enabled key storage and lookup scheme for
mobile agent-based hierarchical WSN scheme (CKSL-MA-HWSN) to assist in
protecting a host from accommodating a malicious agent gaining unauthorized
access to its resources and tampering with it, where in order to guarantee an
agent’s authenticity and protect its integrity, a digital signature technique is
used to sign the agent’s data.

The contributions of this paper can be summarized as follows. First, an effi-
cient and scalable layer is added to lookup and store keys using Chord algorithm.
Second, only cluster heads are in charge of implementing Chord to look up keys
on behalf of their members to help conserve their resources, where all nodes pub-
lic keys are stored at the cluster heads (according to Chord distribution). Third,
keys are stored in DHT signed by the base station to assure their authenticity
and integrity. Finally, cluster heads act as a distributed key storage and lookup
facility for their cluster members to eliminate the overhead of communicating
with a single centralized node or base station, acting as a single point of failure.
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The rest of this paper is organized as follows. Section 2 highlights background
and related work. Section 3 describes the proposed Chord-enabled key storage
and lookup scheme. Section 4 illustrates performance evaluation results. Finally,
the conclusion and the projected future work is covered in section 5.

2 Background and Related Work

This section outlines relevant background and related work. Section 2.1, de-
scribes mobile agents and their advantages and applications. Section 2.2, shows
the mechanism and methodology of the Chord algorithm. Section 2.3, illustrates
the related work in focus.

2.1 Mobile Agents and WSN

WSNs have lower bandwidth than wired networks, so the idea of employing
mobile agents is beneficial, where the agent could perform all tasks locally on
behalf of the user, eliminating redundancy to avoid data traffic exceeding the
network capacity. Mobile agents have succeeded in intruding as an efficient tech-
nology in many applications proving their benefits, including e-commerce trad-
ing, distributed information retrieval, network awareness, network and systems
management [g].

Mobile agents are computer programs or software that process data during
their migration from node to another to perform some tasks on behalf of their
dispatcher [9]. They are composed of three components: (1) code: program or
software that is dispatched to perform a certain task on behalf of the dispatcher;
(2) state: execution state of the running program; (3) data: data gathered as
a result of the agent execution on the nodes. Agent migration is done through
cloning or moving [10], it moves by carrying its state, data and code and resumes
executing on the new node and no longer exist on the original node. Agent clones
by copying its state, data and code to another node and resumes executing
on both nodes. Mobile agents systems have added more capabilities to WSN
by employing mobile agents that facilitates application re-tasking, local and
information processing [9].

J. Baumann et al. [II] have shown that mobile agents have three modes of
communication: (1) agent to node: agent accessing the data of the node it’s
moving or migrating to; (2) agent to agent: agents exchanging messages between
them either locally or remotely; (3) node to agent: node accessing the resources
of the agent residing on it. Despite the great additions of mobile agents to WSN
technology, the presence of these agents dispatched by users with different ob-
jectives imposes some security threats. Mobile agents suffer from three types of
security threats [12], agent to host threat where the agent gains unauthorized
access to the host resources and tampers with it, agent to agent threat and host
to agent security threat where the host compromises the agent residing on it,
which is considered to be the most difficult attack to prevent since the host has
a full control over the agent’s code and its data. Recent work has been done
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before in securing mobile agents and their host but not over WSN as seen in
[13][14] i.e. code obfuscation, code encryption, white box cryptography, black
box cryptography and code signing [13].

2.2 Chord Algorithm

Public keys based solutions provide more services and flexibility than symmetric
keys [15], they provides simpler solution with much stronger security, therefore
this paper focuses on protecting the node against malicious agents using asym-
metric keys for signature generation and verification. Consequently, distributed
hash table (DHT) is utilized to store all nodes public keys using Chord keys
distribution, which provide scalable, efficient keys storage and lookup, where
all lookups are resolved via O(log N) messages, N is the number of nodes in
the network [7], thereby minimizing the memory overhead and decreasing the
communication cost. There are many DHT based protocols e.g. Chord, CAN,
Pastry, Tapestry, Freenet, Gnutella, Oceanstore, and Ohaha system, but Chord
is distinguishable due to its simplicity, provable correctness and performance.

Nodes joining the Chord ring create a table named finger table with routing
information about a small portion of the network nodes [7], each n node main-
tains information about (n + 2¢~1) nodes (all arithmetic is modulo 2), where
1<i<m, m is the maximum number of entries in the table, and the number of
bits in the hashed IDs. Chord protocol is consistent since each node notifies its
successor before leaving. Chord maintains its virtual topology by implementing
three updates, the stabilize update, the notify update and the fix finger update,
where stabilize and notify are used for newly joined and leaving nodes and fix
finger is used to periodically update the finger table [16].

2.3 Related Work

In (C2WSN) [17] Chord protocol has been implemented for serving efficient
queries in WSNs and in (CSN) [I8] Chord has been utilized to efficiently locate
the sensor nodes that stores a particular data item . Chord has also been used
before for key establishment as seen in (CBKE) [19], to establish secret session
keys between communicating nodes. But, symmetric keys provide less services
than public keys. Although symmetric-key based schemes are widely used since
they provide less computation complexity, but they have different weakness in
scalability and connection probability. Moreover, (CBKE) does not make use of
Chord algorithm to handle nodes leaving and joining the network. Related work
shows that Chord protocol proved to be appropriate over WSN and its limited
constraints and resources.

3 CKSL-MA-HWSN Scheme

The reliance on mobile agents in WSN and the associated security threats have
motivated the idea of the proposed scheme, to provide a scalable, efficient and
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flexible key storage and lookup scheme that helps nodes to check for agents au-
thenticity and integrity as it moves from node to another. The idea of protecting
the agent from the environment where it is executing is relatively a complex
one, since the host has total control over the agent residing on it [I4]. In this
work, the problem of protecting the agent host against the malicious agent is
addressed. Where the agent movement represents a threat on the host, since
host and mobile code bear separate id entities. Therefore, the mobile agent’s
origin must be authenticated. Since, the mobile agent is exposed through the
network. Thus, the host must verify the integrity of the agent it just received
[13]. Consequently, this work aims at ensuring the authenticity and integrity of
the mobile agents.

3.1 System View and Assumptions

CKSL-MA-HWSN scheme assumes a clustered WSN, where the Base station is
aware of all nodes spatial location and their IDs.

A~ c000 Application view Mabile Agents
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—g % g hodview ma | ma [ ma [ ma | ma | ma [T ma
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(a) System View (b) Node View

Fig. 1. System and Node View

Figure[Taldepicts the whole system view as a set of layers where the application
layer contains a number of mobile agents dispatched by the BS to visit a number
of nodes according to the task given. The application layer interacts with a logical
layer (Chord layer) in terms of two messages to put a certain key putkey or get a
key getkey and the Chord layer responds by takekey message. CHs only join this
Chord layer and from Chord viewpoint, two nodes maybe viewed as neighbour
nodes, while at the physical layer there are multiple hops in between them.
Therefore, Chord does not consider the node’s physical location. However, the
CKSL-MA-HWSN scheme is built on a clustered wireless sensor network for the
following reasons.

1. Clustered WSNs provide a better performance, in terms of routing, scalabil-
ity and energy efficiency.
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2. Only cluster heads are responsible for implementing the Chord keys lookup
on behalf of other nodes (their cluster members) since they have a higher
residual energy in order not to consume all nodes power and resources.

3. Cluster heads act as a distributed key storage and lookup facility, storing
sensor nodes’ keys to avoid having a single point of failure, target to attacks
and decreasing the communication overhead of contacting a centralized node
or the base station.

Finally, it has been proven that Chord’s efficiency and scalability is remarkable
when it comes to distributing large number of keys over smaller number of nodes
[7].

The node model, shown in Figure[Ihl is designed to give a detailed view of the
node, where each node can support multiple agents. A mobile agent platform
(MAP) is built over the host (OS and Hardware) and is responsible for the
agents’ arrival and departure [20] [21]. In addition, it performs two main tasks:
security management task and key lookup task. The security management task is
handled at normal nodes as a mobiles agent migrate from a node to another. The
key lookup task is handled at cluster heads whenever a a certificate is needed.
Where keys are preassigned to each MAP at each node with Chord distribution
algorithm.

Before describing the operation of the CKSL-MA-HWSN scheme, the
following assumptions are considered.

1. The WSN is clustered

2. Mobile agents are created, dispatched and signed only by the base station.

3. The base station sets the agent’s itinerary before it is dispatched into the
WSN.

4. The MAPs at all normal nodes and cluster heads are preloaded with their key
pair (private and public keys) and base station public key at the initialization
phase.

5. Chord algorithm does not include caching keys at sensor nodes.

6. The base station has a directory of all nodes’ IDs and location.

3.2 Operation of the CKSL-MA-HWSN Scheme

Protecting the host by authenticating the mobile agent and protecting its code,
data and state integrity is a main concern here. Such task is performed at each
normal node by the mobile agent platform (MAP) using the method of code
signing and verification as shown in Figure 2l The code signing technique uses
digital signature and one-way hash function [14], therefore it does not reveal
much about what the code can do and guarantees that the code is safe to use.
During migration of mobile agents, they carry their code and data/state. The
code carried is assumed to be static as received from the base station, but the
data/state being transferred with the code from a node to another is dynamic as a
result of the agents’ task or execution outcome. Thus, the host protection process
will be divided into two phases to be highlighted in the following subsections:
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Signature generation at the Signature verification at the
base station receiving node
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Fig. 2. Signing and verifying agent’s code

phase 1 shows signing the code at the base station and verifying it at the receiving
node, while phase 2 shows signing and verifying agent’s data/state sent from
node to node.

Phase 1: Signing the Verifying Agent’s Code. In phase 1, the MAP at
the base station signs the code after setting its itinerary and dispatches it to
the target node. The agent starts visiting the target nodes to execute its code
on each node on behalf of the dispatcher, returning the data collected back to
the dispatcher, after executing on all nodes defined in its itinerary. Signature
generation and verification is done using Elliptic curve cryptography (ECC) dig-
ital signature algorithm ECDSA, where ECC is used instead of RSA, since ECC
offers the same security level as RSA but with smaller key size, less computa-
tions, memory overhead and bandwidth, which is more suitable for small devices
[22/15]. Where 160-bit key is used for ECDSA, which is equivalent to 1024-bit
key used for RSA level [23]. Secure hash algorithm (SHA-1) is used as the hash
function for ECDSA generation and verification since it has better collision resis-
tance than MD5 and MD4 but with a slightly higher cost of energy [22]. SHA-1
outputs a 160-bit digest of any sized input, it also has good distributional prop-
erties, which helps provide a load balance on the cluster heads, since nodes’ IDs
are hashed using SHA-1, IDs are generated with the same probability, therefore
all cluster heads with high probability will receive the same number of keys ac-
cording to Chord distribution. As the MAP at the destination node receives the
signed hash as seen in equation (1) together with the agent’s code, the MAP
starts decrypting the signed hash and compares it with the hash produced after
hashing the code it has received. If the two hashes are not the same, the code is
proven to be unauthorized/illegal agent’s code and will not have the authority
to access the resources or execute on the target node. However, signing the code
is done only once by the MAP of Base station (dispatcher) and verified at every
receiving node’s MAP.

S = Eprys(H(O))|IC (1)
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Fig. 3. Signing and verifying agent’s data/state

Phase 2: Signing and Verifying Agent’s Data/State Sent from Node
B to Node A. In Phase 2 node to node authentication is required as seen in
Figure [3 agent’s data is changed from node to another according to the agent
execution, in contrast to the static agent code that is only signed by BS. Phase
2 shows the utility and effectiveness of using Chord for the lookup of nodes’
public keys. When the MAP at node A receives the signed data, it requests the
certificate of MAP of node B from its cluster head which will in turn implement
the Chord algorithm for key look up on behalf of A and returns the certificate
of Bin O(log N) as inspired by [7] (Where N here is the total number of nodes).
MAP of node A decrypts the certificate received using the BSs public key to
verify the authenticity and integrity of the received data. Cluster heads’ role is
remarkable, since they perform Chord key lookup operation on behalf of their
cluster members. The CKSL-MA-HWSN scheme is robust in dealing with cluster
heads failures, where keys are stored at each cluster head can be potentially
repeated at the next two succeeding cluster heads to assure keys’ availability in
case of the nodes failure (this issue is left for future work). On the other hand,
if a cluster head is voluntarily leaving the ring, it will transfer all the keys it
is storing to its immediate successor. As a result, the new cluster head joining
the ring searches for its successor, and through periodic functions, it will fix its
finger table by asking its successor, maintain its keys and notify its successor of
its presence.
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3.3 Quantitative Analysis

This section focuses on quantifying the number of control messages in the system
by focusing on three types of messages in the application level discarding the
network level. Findsucc message: between CHs to get the successor of a certain
key based on Chord protocol for key lookup. Regkey message: between a node and
its cluster head, to request the key of a certain node. Getkey message: between
CHs to get a key from the hash table.

There are three different cases where these control messages are invoked as
the agent moves from a node to another:

1. Case 1: This case is a 2 message cost (Regkey) and its reply, where the
receiving node discovers that its own cluster head stores in its DHT the
public key of the sending node

2. Case 2: This case is a 4 messages cost, where the receiving node sends a
Regkey message to its cluster head and its reply, its cluster head discovers
that its succeeding node holds the sender’s public key or discovers directly
from its finger table the node storing the sender’s key, in both cases it will
send a Getkey message to that node and also waits for the reply.

3. Case 3: This case is a 6 or more messages cost where receiving node sends
a Regkey message asking its cluster head for the sender’s key and waits for
the reply, the cluster head sends a Findsucc message to lookup that key
according to Chord lookup, this findsucc message can be sent at least once
until it reaches the cluster head holding the required key, at that point the
receiving node’s cluster head sends a Getkey message asking for the key and
also waits for the reply.

According to the three cases, equation (2) shows a general case for calculating
the total number of control messages and their replies in the system (M).

M=n1 x2+nyx4+n3xy (2)

where n1 is how many times the key was found at the node’s the cluster head
(case 1), ny is how many times the key was found at the cluster head’s successor
or the successor (holder) of the key was found directly in the cluster head’s
finger table (Case 2), ns is how many times (Case 3) was found, where the
number of messages will be more than 2, y can be estimated as 3< y< 2. Where
z = O(logN) + x, z represents the maximum number of messages resulting from
the agent’s itinerary , O(logN) maximum number of Findsucc messages that
must be sent to find a successor in N node network according to Chord lookup
protocol, x is the total number of times Regkey message and Getkey message
and their replies were invoked during the agent’s itinerary. In general the exact
value of y is dependent on the chord ring structure and the agent’s itinerary.

3.4 Comparison to Related Work

Researches have been done to protect mobile agents and their host but not over
WSN as seen in [14], [24], [25] but most of them are not suitable for WSN due to
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its limited resources. Securing agent’s host on WSN using public key cryptogra-
phy was never addressed due to the assumption that public key cryptography is
computationally infeasible over WSN. But some cryptographic algorithms like
Elliptic curve cryptography (ECC) and Elliptic curve cryptography for digital
signature (ECDSA) have proven to be efficient and viable over WSN as men-
tioned in [2627]. The CKSL-MA-HWSN scheme offers such solution in addition
to providing the Chord algorithm for storing and looking up public keys. More-
over, (CBKE) have also worked on using Chord algorithm for storing symmetric
keys and establishing session keys. But, public keys provide more security ser-
vices than symmetric keys, for example low storage, low communication cost
and scalability. Therefore, the CKSL-MA-HWSN scheme has utilized Chord to
efficiently store and lookup nodes’ public keys in order to authenticate mo-
bile agents’ data. The CKSL-MA-HWSN scheme is also scalable since nodes
can easily join and leave the network, avoiding the requirement that each node
knows about every other node. In addition, it has low computation cost since
ECC is used instead of RSA, which is more suitable for sensor nodes. More-
over, all lookups are resolved in O(logN), so communication cost is decreased.
Finally, this scheme offers high resilience since each node does not reveal much
about other nodes in the network because every node stores a small portion of
the keys.

4 Performance Evaluation

Performance evaluation results of the system have been conducted through ex-
periments using the network simulator (NS-2) and AgentJ as a Java Virtual
Machine (JVM) for the NS-2 simulation environment [28]. Section 4.1, shows
the steps performed during the initialization phase. Section 4.2, validates the
cases illustrated in (Section 3.3). Performance evaluation will be based on the
following experiments: Section 4.3, shows the effect of MA itinerary on the num-
ber of control messages (in the application level). Section 4.4, illustrates the
execution time of the cryptographic operations. Finally, section 4.5 shows the
effect of MA itinerary on the average end-to-end delay.

Performance evaluation experiments will adopt the WSN shown in Figure @
clustered according to the nodes’ spatial location(4 clusters). Nodes 0, 8, 16, 24
are selected as the cluster heads, since they have the highest residual energy
in their cluster. Each cluster head stores a number of keys according to its ID.
For instance, cluster head 0 is storing in its DHT the certificate of nodes 25,
26, 27, 28, 29, 30 and 31 since these IDs lie between cluster head 0 and its
predecessor (cluster head 24) in the Chord ring according to Chord protocol.
Similarly, cluster head 8 will store the certificate of nodes 1, 2, 3, 4, 5, 6 and 7.
Cluster head 16 will store the signed certificate of nodes 15, 14, 13, 12, 11 and
10. Cluster head 24 will store the certificate of nodes 17, 18, 19, 20, 21, 22 and
23 in its DHT.
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Agent's itinerary : 1-9-11-12-13-14-15-17-18-19-20-21-22-23-25-26

Fig. 4. Clustered WSN with CHs joining the Chord ring

4.1 Initialization Phase

The Chord ring is built up at the initialization phase. At each key storage in the
DHT, the base station communicates with an arbitrary cluster head to lookup
for the successor (holder) of that key it needs to store according to Chord pre-
distribution. For example, in Figure [ the base station asks cluster head 0 to
store the certificate of node 22 in the DHT. According to the finger table of
cluster head 0, it will ask cluster head 16 to lookup for 22, since it is the largest
finger in its finger table that precedes 22, cluster head 16 will discover that
its succeeding node 24 is the successor of the key of node ID 22, since 22 lies
between 16 and 24, node 0 returns the ID of node 24 to the base station and
the base station immediately puts the certificate of node 22 at node 24. Stabilize
messages are frequently invoked to ensure that the finger tables and successor
pointers are upto date. As a simple example, suppose node 4 wants to join the
Chord ring, it will ask an arbitrary node for the successor of node 4, which is
node 0, node 4 will be the successor of node 0 and will store the certificate of
nodes 1, 2 ;3 and 4 in its DHT.

4.2 Results Validation

Based on Figure[] the three cases mentioned in the quantitative analysis (section
3.3) can be deduced, for example, Case 1 when an agent moves from node 1 to
node 19 this costs the system only one control message i.e Regkey and its reply,
since the cluster head of node 19 stores the certificate of node 1. Case 2 appears
when an agent moves from node 1 to node 10 , this costs the system four control
messages since node 10 will send Regkey message to its cluster head 0 requesting
the certificate of node 1 and waits for the reply, cluster head 0 will discover that
its successor (cluster head 8) holds the certificate of node 1, it will send Getkey
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message to cluster head 8 and waits for the reply, thus four control messages
are invoked. Case & here is emphasized by six control messages since the max
of Findsucc message is 1 in addition to the reply . For instance, when an agent
moves from node 1 to 26, this costs the system six control messages since node
1 will send Regkey message to its cluster head 24 requesting the certificate of
node 1 and waits for the reply, according to the finger table of cluster head 24,
it will send to cluster head 0 a Findsucc message to query for the successor of
the key and waits for the reply, then cluster head 0 will send a Getkey message
to its successor (cluster head 8) and also waits for the reply, since node 1 lies
between cluster head 0 and 8.

4.3 Effect of MA Itinerary on Number of Control Messages

Based on Figure ] assume the agent’s itinerary set by the base station includes
the three mentioned cases (1—+ 9— 11— 12— 13— 14— 15— 17— 18— 19—
20— 21— 22— 23— 25— 26), where the agent is to visit N/2 nodes which
is 16 node since N= 32 (including node 1 ), where the agent’s moves are in-
dependent of inter and intra-cluster. However, the agents itinerary shows inter
and intra-cluster moves. Figure [f] shows that the number of control messages
scales linearly as the number of visited nodes increases where at the end of the
agent’s itinerary after visiting 16 nodes, number of control messages has reached
36 control messages. (excluding the replies for each control message ).

Agent's Itinerary:1-9-11-12-13-14-15-17-18-19-20-21-22-23-25-26
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Fig. 5. Control messages Vs number of visited nodes

The results seen in Figure[flcan be validated using equation (2), where ny = 2,
since Case 1 appears 2 times from 1— 9 and 15— 17, where only Regkey message
is sent from the node to its cluster head. ny = 5, Case 2 appears 5 times from
9— 11, 13— 14, 21— 22, 23— 25, 25— 26, where Reqkey, Getkey messages are
sent. ny = 8, since Case & appears 8 times in the move from 11— 12, 12— 13,
14— 15, 17— 18, 18— 19, 19— 20, 20— 21, 22— 23 where Regkey, Findsucc and
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Getkey messages are sent, therefore y = 3 in this itinerary since the max number
of messages shown in Case & is 3 messages. Thus total number of messages as
the agent reaches it’s last destination is M = (2 x 1) + (5 x 2) + (8 x 3 = 36).
Thus,36 control messages are invoked in the system excluding replies back, which
is equivalent to the number shown in Figure [l as the agent reaches its final
destination (node 26). Thus, simulation results seen in Figure [l are validated
with the output obtained from equation (2).

4.4 Cryptographic Operations

The objective of this experiment is to show the overhead of cryptographic oper-
ations, Table 1 shows the execution time as data of 100 bytes is signed at node
A (sender) and the certificate of node A together with the signature is verified at
node B (receiver). Experiments were conducted for 10 times to get their average,
on a processor Intel Core 2 Duo @2.4 GHz and system memory of 4GB. Key
verification and signature verification are almost equivalent, since the key is 160
bit and the signed hash produced from SHA-1 is 160 bit. The resulting execution
time shows an acceptable overhead concerning cryptographic operations.

Table 1. Execution time of cryptographic operation in sec

Operation Average time
Signing data at node A 0.0434
Verifying the key (160 bit) of the sender at node B 0.0221
Verifying data received at node B 0.0224

In future, the power consumption of these operations will be investigated as
inspired by [26] [27] [15].

4.5 Effect of MA Itinerary on the Average End-to-End Delay

The purpose of this experiment is to show the effect of the MA itinerary on
the average end-to-end Delay. Assuming the agent has four different itineraries
based on the WSN constructed in Figure [ where:

1. Itinerary 1: Where all agent’s itinerary steps result in only 1 control message
(Regkey) equivalent to Case I mentioned in (section 3.3)

2. Itinerary 2: Where all agent’s itinerary steps result in 2 control messages
(Regkey, Getkey) equivalent to Case 2.

3. Itinerary 3: Considered as the worst case, where all agent’s itinerary steps
result in 3 control messages.

4. Itinerary 4: Consists of the 3 different cases where some itinerary steps result
in 2, some result in 3 and others result in only 1 control message Regkey,
Getkey, Findsucc )) (see Figure [ for Agent’s itinerary).
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In all the four itineraries the agent visits [ N/2] nodes where N=52 (including
the first node receiving the agent from the BS) where agent’s itinerary is sent by
the base station. End-to-end delay for the three different itineraries was repeated
for 10 times to get the average end-to-end delay, where it was calculated starting
from the time the source node signs the agent upto the last node (destination)
verifies the agent and replies with a message . This average end-to-end delay
is verified to be within 95% confidence interval for the four itineraries in three
different scenarios.

1. Scenario 1: Sending an agent from node to another without cryptographic
operations done at sender or receiver (base scenario).

2. Scenario 2: Sending a signed agent, where the receiving node consumes time
verifying the agent, assuming sender’s public key is already maintained at the
receiving node. (cryptographic operations include code, data/state signing
and verification overhead, however no key verification overhead included)

3. Scenario 3: Sending a signed agent, where the receiving node will search for
the sender public key and then verifies the agent.(cryptographic operations
as in scenario2 in addition to key lookup and verification overhead).

Table 2. Main operations in steps for Scenario2 and Scenario3

Scenario 2 Scenario 3

Operations and estimate time/itinerary step: Operations and estimate time/itinerary step:
A signs agent (1) A signs agent(z1)

A sends agent and received by B (Nt1) A sends agent and received by B (Nt1)

B verifies signature(z2) B lookup key of A (L)

B replies (Nt2) B verifies Key of A(z2)

B verifies signature(zs)

B replies (Nt2)
Estimate time/itinerary: Estimate time/itinerary:
(N-1)* (3° zi+Nt1 +Nt2) (N-1)* (3" z;+Nt1 +Nto+L)

Table 2 shows analysis of the main operations involved in one step of the
itinerary for Scenario2 and Scenario3, where x;: is time measurement, and assum-
ing an agent is sent from node A (source) to node B (destination) representing one
step in the itinerary, where the agent’s itinerary includes N-1 nodes. In order to
verify the results obtained from this experiment. For each operation an estimate
run time is assumed. Finally, the estimate run time per itinerary is also calculated.

Table 3 shows percentage ratios, where ratios obtained in Scenario2 are in
references to values obtained in Scenariol. For instance, see equation (3) where
Ratio of (Scenario i/Itinerary j)=(Rs, 1;) and Value of (Scenario i/Itinerary
j):(VSi7Ij)‘

RSiJj = (Vsi7Ij - VSi—th)/VSi,Ij * 100 (3)

For example Rg, 1, = (0.8327 — 0.3898)/(0.8327) = 53.2%. Similarly, Rs, 1, =
(0.8429 — 0.8327)/(0.8429) = 1.2%. Values shown in the Table 3 represent a
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Table 3. Average end-to-end delay in sec and percentage ratio

Itinerary 1 2 3 4
Scenario Value Ratio Value Ratio Value Ratio Value Ratio

1 0.3898 - 0.023661 - 0.026354 - 0.3521 -
2 0.8327 53.2% 0.9122 61.4% 0.7957 46.4% 0.7618 53.7%
3 0.8429 1.2% 1.1125 18% 1.3502 41.1% 1.0393 26%

real implementation in Java, integrated with NS-2 using AgentJ, to calculate
the average end-to-end delay as the agent moves from node to another in the 3
scenarios for the 4 itineraries,, where this time was calculated at the moment the
MAP at source node signs an agent until the MAP at destination node verifies
this agent and replies back with received message in case Scenario 1 or replies
with verified or not verified message in case of Scenario 2 or Scenario 3. Table
3 ratios shown in Scenario2 represent the overhead of adding cryptographic
operations where this overhead ranges from 49% to 61%. In scenario3, Rs, 1,
represents the minimum overhead, since the key lookup process resulted in 71
control message, Rg, 1, represents the maximum overhead in case of adding the
key lookup process since I3 is the itinerary where each itinerary step results in &
control messages. Finally, Rg, j, is an intermediate percentage between the four
itineraries since it includes the & cases mentioned in section 3.3. In conclusion,
the overhead of adding Chord lookup in the 4 itineraries is low in comparison to
the overhead obtained from cryptographic operations, which is still acceptable
overhead in order to obtain the security needed. In future, we plan to compare
key lookup using Chord with lookup keys from centralised node (BS).

5 Conclusion and Future Work

This paper has provided two main security requirements, agent authentication
and integrity to protect the host against malicious agents accessing its resources
and tampering with it. However, protecting the agent’s data has motivated the
use of Chord algorithm for storing and looking up keys in an efficient and scalable
way to avoid consuming the node resources in terms of memory and power, where
a small portion of keys are stored at each cluster head offering high resilience to
node capture, signing those keys stored at the cluster head with the base station
public key has ensured their integrity. Also, Keys availability is also attained
since each departing node notifies its successor of its departure in case of shortage
in resources and all keys are transferred to its successor. Finally, the CKSL-MA-
HWSN scheme is scalable, since communication cost scales logarithmically with
the number of Chord nodes.

This work can be continued by adding key revocation and replication and
another security services such as providing agent confidentiality during its move-
ment or cloning from node to another. Future work also includes highlighting
in details the operation of the proposed scheme in case of cluster heads joining,
leaving and failure.
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Abstract. Mobile devices’ development has remarkably improved in light of
the fast growing hardware advancements. These advancements include multi-
core processor chips, ultra large main memories and batteries that last for hours
even when running modern applications such as file transfer, voice communica-
tion and video streaming ... etc. In this paper, we shed the light on recent and
future trends of hardware advancements for mobile devices, and their impact on
MANET developments. In addition, the effect of such advancements is investi-
gated on application and different research areas.

Keywords: Ad hoc Networks, batteries, processing power, mobile devices
capabilities.

1 Introduction

Mobile Ad hoc NETworks (MANETS) have been considered a worldwide trend in the
past few decades. MANETSs do not depend on centralized infrastructure; their strength
is in using mobile wireless devices. MANET devices communicate directly with each
other when they are within the same communication range. Otherwise, they rely on
their neighbors to route messages. Due to the open medium and wide distribution of
devices, MANETS are vulnerable to a wide range of security threats. In the early days,
MANETSs’ wireless devices, such as laptops, PDAs or mobile phones, have limited
processing capabilities and power resources. Therefore, developing lightweight proto-
cols and security mechanisms were considered as a challenge.

The extensive use of mobile devices has phenomenally pushed the limits of
hardware development in micro-processing devices. Exploring the usage of Graphics
Processor Unit (GPU) as a general-purpose co-processor to accelerate compute-
intensive applications has been an active research subject in the past few years [1].
This can be noticeably seen at non-professional end users in playing games, capturing
and editing videos scenes, or even more in watching HD or 3D videos. On top of that,
large enterprises are working very hard to provide ubiquity solutions to their industry
professionals to be at their fingertips. This is to cope with the rapidly growing market
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and to flatten all hurdles that could delay business from going forward. We can ob-
viously see this now in common solutions that were implemented to let professionals
interact with their emails, chat, or do minimal jobs with their business colleagues
wherever they are. This helps mobile market to continuously expand. This has also
encouraged mobile manufacturers to build mobile devices as general business
computers; in order to replace the desktop or even small or medium scale servers. The
experimental investigations in [1] confirm that a mobile GPU, although designed
primarily for low power rather than maximum performance, can provide significant
performance speedup for vision tasks on a mobile platform. This is similar to the role
of its high performance counterparts in the desktop and server systems. In this paper,
we focus on recent hardware advancements for mobile devices and their impact on
applications and different research areas of MANETS.

The remainder of this paper is organized as follows. Section 2 focuses on recent
Advancement in hardware. Practical implementations of such hardware advancements
and their impacts on MANETS research are presented in section 3 and section 4
respectively. Finally, in section 5, we conclude this paper.

2 Recent Hardware Advancements

Throughout the last few years, mobile devices’ hardware has been subject to noticea-
ble improvements. In section A and B, the processing and batteries advancements are
presented respectively.

2.1  Processing Advancements

In this section, we conduct a comparison between most recent mobile phone devices
versus some old ones developed five years ago by the same manufacturers. The re-
sults of our comparison from [2] are summarized in Table 1. We selected two of the
biggest manufacturers in mobile devices (Apple & Samsung) and picked two mobile
phones for each manufacturer. One released in year 2007 and the most recent one that
released in 2012.

From Table 1, we can see that the processing capabilities in Apple increased by
around 315% more than its five years counterpart. Similarly, this comparison shows
the processing capabilities developed even more and increased by 424%. This is apart
from other noticeable advancements in other components such as (screen, memory,
GPS, batteries ... etc.).

Nonetheless, [3] shows the giant mobile manufacturer “Samsung” licensed
two 64bit processors designs; it signed in a contract with ARM, a British company
that is considered as one of the biggest companies for developing processors. The
magazine also mentions that faster 64-bit processor will appear in servers, high-end
smartphones and tablets. Hence, we can anticipate remarkable turn over in
micro-processing advancements.
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Table 1. Comparison between mobiles manufactured in 2007 & 2012 by Apple and Samsung

Company Apple Samsung
Year 2007 2012 2007 2012
Model iPhone iPhone 5 1450 Galaxy S3
CPU 412 MHz ARM | 1.3 GHz Apple | 330 MHz ARM 1.4 GHz Cor-
11 A6 1136 tex-A9 by ARM
(Dual Core Apple (Quad-core)
Swift)
GPU PowerVR MBX | PowerVR SGX | PowerVR MBX Mali-400MP
543MP3 (triple-
core graphics)
Internal 4/8/16 GB 16/32/64 GB 40 MB 16GB, 32GB,
Mem. 64GB
RAM 128 MB' 1 GB Null 2 GB
WLAN WiFi 802.11b/g WiFi 802.11 Null WiFi 802.11
a/b/g/n, dual- a/b/g/n, DLNA,
band, WiFi WiFi Direct,
hotspot WiFi hotspot
Battery Standard bat- Standard Standard bat- Standard bat-
tery, Li-lon battery, Li-Po tery, Li-lon tery, Li-lon
1440 mAh (5.45 2100 mAh
Wh)
GPS Null Yes Null Yes

2.2  Battery Advancements

Mobile devices have witnessed a huge leap and technological advancements over the
years, mainly thanks to the advancement in processors and memory modules. Howev-
er, there’s always been a sort of a bottleneck in mobile devices development; and that
is power consumption and battery capacity.

Development of batteries’ capacity is not following the same pace as the proces-
sors (according to Moore’s law) [4]. Figure 1 [2] shows a comparison between three
market leaders in manufacturing mobile phones. It shows batteries advancements
have growing exponentially for last few years. However, in light of the recent
developments, we believe that batteries capabilities are adequate to implement some
practical applications based on 802.11 Ad Hoc networking.

The Smartphones now have evolved to encompass different type of applications
and circuitry. A combination of these applications can function simultaneously very
well for at least good four hours on Samsung Galaxy, Nexus, HTC, or iPhone for
example. If we consider a real life scenario of using ad hoc networking for collabora-
tion between users in a class session or a business meeting, these four hours can be
good enough. We can also consider a scenario of inter vehicles communication on

' Apple provides no information regarding the RAM used in the iPhone, but software analysis

has confirmed that it has 128 MB onboard
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roads as to enhance the security and traffic jams prediction, where the drivers’ smart-
phones would gather, analyze and share data. Four or five hour per day is again quite
adequate considering that the average driving hours per day are four hours in a city
like Cairo. Another scenario would be mobile games, and games tournaments; where

multiplayer games would be installed on the players’ mobile devices and teams can
form on the spot and start to compete.

2000 F
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o
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Fig. 1. Illustrated the battery manufacturing advancement made over year in terms of capacity
per different vendors [2]

Most of the Smartphones nowadays support many types of wireless technologies,
especially: 3G, WiFi and Bluetooth. We are focusing mainly on the power utilization
over WiFi (802.11). The standard has different versions, each with a different power
utilization profile. Usually, battery capacity is measured in milliAmpere/Hour. It is
important to assess for how long, in terms of hours, would the devices be able to re-
main functional? Table 2 [5] illustrates the different versions of the 802.11 protocol
and the associated speed and power consumption.

Table 2. 801.11 Versions and Power Consumption [5]

Range Speed Power
Standards (mz;; (NII)bps) Consumption
802.11a 120 54 | TX510mA@ 3.3V
802.11b 140 11 | TX380 mA@ 3.3V
802.11¢g 140 54 | TX400 mA@ 3.3V
802.11n 250 600 | TX 450 mA@ 3.3V

The Nokia Energy Profiler is an application running on the mobile device that
allows making measurements without any external hardware. It provides the values
for power, current, temperature, signal strength and CPU usage. In Table 3 [6], re-
searchers used a Nokia N95 smartphone to measure the power utilization for different
wireless communications technologies. The team in [6] has compared results obtained
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with the energy profiler with the ones obtained with the Agilent 66319D and found no
significant difference between those two. Agilent is a hardware device that offers
several features ideal for testing wireless and battery powered devices. A node in ad
hoc networks can bear the responsibility of sharing internet connections or acting as a
gateway to another type of networks. The same paper covered these results. Figure 2
[6] illustrates the power utilization as measured from a mobile phone utilizing an
individual communication technology or the equivalent summed up energy consumed
for utilizing a combination of these technologies, e.g. WiFi, UMTS, Bluetooth, ... etc.

Table 3. Measures for Wireless Power Consumption [6]

Technology Action Power | Energy
[mW] J]
< | Bluetooth BT off 12
g BT on 15
2 BT connected and idle 67
g BT discovery 223
8 BT receiving 425
BT sending 432
WiFi In connection 868 8.2
IEEES802.11 In disconnection 135 0.4
(infrastructure Idle 58
mode) Idle in power save mode 26
Downloading @4.5Mbps 1450
WiFi Sending @ 700 kB/s 1629
IEEE802.11 (ad | Receiving 1375
hoc) Idle 979
2G Downloading @ 44Kbps 500
Handover 2G->3G 1389 2.4
3G Downloading @ 1Mbps 1400
Handover 2G->3G 591 2.5
2200
2000
Z 1800
.%. 1600
L 1400
E 1200
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0 | .
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Fig. 2. Power Utilization per technology [6]
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Another team of researchers [7] made an approach to model the energy consump-
tion for Android smartphones, specifically the wireless interfaces of the device. They
demonstrated the device capabilities from the power point of view with respect to
time or to the amount of data transferred. Both aspects were proof that a node can
handle a relatively high load suitable for practical implementations. In ad hoc
networks: nodes would operate approximately four to five hours dealing with data
transfer on WiFi. WiFi transferred 5.91 GB in download and 5.66 GB in upload.

3 Case Studies of Practical Implementations

From the preceding section, it is clear that advancements in hardware in the last few
years can support modern applications processing requirements and maintain the bat-
tery life for hours. This section demonstrates the impact of this on real life MANET
implementations and projects that benefit from modern mobile devices. Section A
presents an under developing mobile telephony platform based on ad hoc network,
whereas section B displays a commercial company’s MANET based products.

3.1 Practical Wireless Ad Hoc Mobile Telecommunications

The Serval Project in [8], we believe it is the first practical mesh mobile telephony
platform, is an example of MANETSs real life implementation. It was initiated to
provide mobile telecommunications for those who have abnormal events, such as war
or terror attack, natural disaster or when governments deny their own citizen’s mobile
communications. These events lead to disconnect people form current mobile
infrastructure oriented approach. Another situation for implementing such a project is
for population in nomadic and remote locations who are not served well. Mobile
companies may not invest in infrastructure implementation, as it is not economically
feasible.

The system, which could operate in these circumstances, should be use free, not
licensed — spectrum (WiFi), operate on WiFi enabled cell phones (as the only network
hardware component), relay calls without a carrier, without telephone numbers alloca-
tion from authority and is completely self-organizing.

The Serval Project uses BATMAN [9] as the underlying mesh routing protocol.
Distributed Numbering Architecture (DNA) was introduced to overcome telephone
numbers allocation. It allows any device to request/respond the numbers from/to its
neighboring devices. As described in the project, the telephone numbers self-
allocation and distribution form untrusted environment. All introduced approaches
that proposed to overcome this issue depend on the person who uses the system not
the system itself. We think that this is not enough especially in such abnormal situa-
tions, we discussed before, in which this type of communication operates. The voice
application consists of an embedded open source PBX software suite Asterisk

The System was tested in a three simulation cases: (a) Rescue mission, providing
coverage to several square kilometers to be able to contact unreal lost person. (b)
Provide service to quarantined remote group without any additional infrastructure
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except their cell phones. (c) Reestablish telephony service for remote community. For
the third test, they provided mobile telephone service for the first time to a village in a
matter of 20 minutes. In addition, they delivered an alternate landline service to re-
mote administration building from the open space around the village.

All three use cases were simulated by a fly-in-fly-out team in less than eight hours.
The mesh telephony function was tested without support from any infrastructure using
several HTC Dream Android phones; this is shown in Table 4. It was estimated that
the effective range between phones was of the order of 500m, and likely>1km from
ridge to ridge where the phones would have enjoyed clear Fresnel Zones.

Mobile phones can run for approximately 6-10 hours on the mesh depending on
how much they are used. This is considered as an appropriate time to access these
types of networks. One of the teams [8] is working on gathering statistics about bat-
tery life in different mobile phones.

Table 4. Specifications of Mobiles used in Practical Implementations [2]

HTC Dream Motorola Es400
Announced 2009, February 2010, June
Features oS Android OS, v1.6 (Donut) Microsoft Windows Mobile
6.5.3 Pro.
Chipset Qualcomm MSM7201A Qualcomm MSM7627
CPU 528 MHz ARM 11 600 MHz ARM 11
GPU Adreno 130 Adreno 200
GPS Yes Yes, with A-GPS support
Connectivity | 2G Network | GSM 850/ 900/1800 /1900 GSM 850/ 900/ 1800/ 1900
3G Network | HSDPA 2100 HSDPA 850/ 1900/ 2100
WLAN WiFi 802.11 b/g WiFi 802.11 a/b/g
Bluetooth Yes v2.0 with A2DP, head- Yes, v2.0 with A2DP
set support only
Battery Li-Ion 1150 mAh battery Li-Ion 1540 mAh battery
Stand-by Up to 406 h Up to 250 h
Talk time Up to 5 h 20 min Upto6h

3.2 COCO Communication

CoCo Communications Corp. (CoCo) [10] is a US software company. They develop
and deploy MANET solutions to provide reliable, secure, and scalable communica-
tions solutions for mobile and fixed environments. They have many soft-
ware/hardware products, the next lines focus on one of them.

“CoCo Node” software, which is federally tested by the U.S. Coast Guard, U.S.
Army and U.S. Navy, could be installed on a variety of mobile phones, Windows and
Linux systems. It creates instant networks that do not depend on centralized
infrastructure. Devices share their network connectivity with the rest of the network
automatically. Devices are protected by certificate based security, which secure
network communications on the network level, not the application layer. This protects
the network against man in the middle and other attacks.
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CoCo has its own proprietary modified distance vector protocol intended to in-
crease usability, reliability, mobility, and security shown in Fig. 3 [10]. CoCo stack
fits between existing OSI layer 2 and layer 3. It is divided into four layers: Routing,
Circuit, Identity, and Addressing. Motorola ES400, this is shown in Table 4, is one of
CoCo selling product that is powered by CoCo node software

Address Translation
Identity Management
Circuit Routing
Packet Routing
Cluster MANET | Satellite Data | Carrier Data | WiFi Hotspot

Fig. 3. CoCo Protocol Conceptual Layers [10]

4 Impacts on MANETS Developments

In this section, we discuss the impacts of hardware advancements on routing, quality
of service and security. They are presented in sections 1, 2, and 3 respectively.

4.1 Routing

As we can see from [11], "due to small physical size, nodes in ad hoc networks have
various constraints on bandwidth, memory, power and computational ability. Nodes
usually have limited power sources which deplete very quickly with time and need to
be recharged." This study has been done in 2006. Hence as seen in Table 1, the speci-
fications of recent mobile devices, manufactured in 2012, are very highly developed
compared to their counterparts from five years (in 2007) with the same manufacturers.
Accordingly, we can elaborate here that processing and batteries capabilities should
no longer considered a big concern for efficient routing protocols. Furthermore, recent
studies in routing are based "Global Positioning System", GPS equipped devices. The
proposed routing protocol called LANDY in [12]. LANDY is an acronym that stands
for Local Area Network Dynamic. It is a position based routing protocol.

4.2  Quality of Service

Speaking of normal development path for MANETS, they should support real time
communications such as audio, video, or even online games. This requires certain
level of Quality of Service (QoS). QoS is defined as a set of bounds such as latency,
jitter, throughput, and packet loss to be maintained by the network for a particular
data flow [13]. Batteries and processing capabilities were always major concerns in
MANETs. Utilizing the new hardware capabilities to enhance MANETs QoS
will have positive impacts on many applications such as phone calls, the practical
implementation shown in section 3.
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4.3  Security

Nodes in MANETS are very susceptible to numerous attacks due to dynamic topology
changes and open air medium. Hence, we can see that Intrusion Detection Systems
(IDS) play an essential role in MANETS to secure the communication and dismiss
malicious nodes [14]. As in [15], IDS architectures can be categorized into three:
(a) standalone, (b) cooperative, and (c) hierarchical. The presence of IDSs brings a
burden of processing and calculations that might impact the overall performance of
MANETs. Therefore, all previous researchers were very conservative in implement-
ing IDSs. They did not want to overload nodes with IDS processing. On contrary in
recent days, with these remarkable advancements in processing and batteries, we
believe that those IDS solutions should be revisited to increase their efficiency and
accuracy. The hardware advancements opened the door also for Cryptography. Cryp-
tography is also highly impacted; this can be seen in a recent study in [16], were the
researchers used a powerful device with Core 2 Duo T7250, CPU and 3-GB RAM
[16]. Hence, they used RSA [17], a public cryptography algorithm; and DSA [18], a
digital signature algorithm. These two algorithms are quite known with complex
computation complexity.

5 Conclusions and Future Work

Mobile devices are considered the cornerstone for MANETs developments.
Throughout this paper, we presented the tremendous advancements in mobile phones
capabilities, such as processing power and batteries developments. We also considered
specifications of modern mobile phones that belong to different mobile phone manu-
facturers. They are capable of building MANETSs and running modern applications.
Case studies have shown that batteries could last for six hours on average during real
life applications. It is concluded that we should not be worried about node capabilities
and power consumption when developing different solutions for MANET. Further-
more, it is noteworthy to revisit all previous solutions that have been implemented for
mobile devices with low capabilities with their limited energy; as these limitations
should not resemble a concern any longer. Our future work will be a more detailed
study on the impact of these advancements on MANET routing algorithms, QoS and
security. A special attention will be given to specially location based routing as almost
all manufactured devices come out with GPS devices enabled.
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Abstract. Computer network worms are one of the most significant malware
threats and have gained wide attention due to their increased virulence, speed
and sophistication in successive Internet-wide outbreaks. In order to detect and
defend against network worms, a safe and convenient environment is required
to closely observe their infection and propagation behaviour. The same facility
can also be employed in testing candidate worm countermeasures. This paper
presents the design, implementation and commissioning of a novel virtualized
malware testing environment, based on virtualization technologies provided by
VMware and open source software. The novelty of this environment is its scal-
ability of running virtualised hosts, high fidelity, confinement, realistic traffic
generation, and efficient log file creation. This paper also presents the results of
an experiment involving the launch of a Slammer-like worm on the testbed to
show its propagation behaviour.

Keywords: Worms, malware, Slammer, testbed, virtualization, VMware.

1 Introduction

Computer worms are a serious potential threat to network security. The high rate of
propagation of worms and their ability to self-replicate make them highly infectious.
A zero-day worm is a type of worm that uses a zero-day exploit; a publically un-
known and un-patched vulnerability in network daemon software [1]. SQL Slammer
is considered to be the fastest zero-day random scanning worm in history as it in-
fected more than 75K hosts in less than 10 minutes [2]. The Stuxnet worm is a recent
addition to this class of malware that spies on and subverts supervisory control and
data acquisition (SCADA) systems and was the first network worm to include a pro-
grammable logic controller (PLC) rootkit [3].

Whilst other experimental malware testbeds have been reported, further improve-
ments in this area will allow greater effort to be exerted in the development of mal-
ware defense techniques, such as worm countermeasures. Physical network setup
[4, 5, 6, 7], simulation [8, 9, 10, 11], emulation [12, 13, 14] and virtualization [15, 16,
17, 18, 19, 20, 21] are some of key techniques previously reported for creating such
experimental testbeds. The major challenges in implementing such a test environment
are fidelity, scalability, confinement, realistic benign and malicious traffic generation,
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efficient log file creation, rebuild and configuration time, analysis and visualization,
multi platform support, portability to different physically distributed testing environ-
ments, and flexibility in adjusting to experimental needs [17]. These diverse require-
ments of network and security experimental research are not well met by any single
existing testbed. Competing methods remain popular because each tries to cover some
portion of these requirements. Hence there is a need to design, implement and eva-
luate a novel virtual testing environment which incorporates increased granularity and
instrumentation functionality.

With the aim of addressing these points, this paper presents the design, implemen-
tation and commissioning of a novel virtualized malware testbed, which employs
VMware virtualisation technology and a range of open source software. We refer to
the testbed as the Virtualized Malware Testbed (VMT). The novelty of this envi-
ronment is its scalability, high fidelity, confinement, realistic traffic generation, and
efficient log file creation. The paper also presents the results of an experiment involv-
ing the launch of a Slammer-like worm within VMT, to show the propagation beha-
vior of the worm, and to validate the operation of the testbed.

The remainder of paper is presented as follows: Section 2 summarises the relevant
previous work; Section 3 details the design, implementation and commissioning of
VMT; Section 4 presents the experimental methodology and results of launching the
Slammer-like pseudo-worm; and finally Section 5 concludes the paper with a discus-
sion summarizing the findings and identifying any limitations, as well as summarising
potential future work in this area.

2 Relevant Previous Work

Various network and malware testing environments have been built and proposed in
the past which can be classified into the following categories:

Physical machine testbeds
Simulation testbeds

Emulation testbeds

Virtual machine testbeds

Full system virtualization testbeds

2.1  Physical Machine Testbeds

Physical machine testbeds employ real physical hosts and network hardware for con-
ducting research experiments. Emulab [4] was a distributed physical network setup,
implemented for conducting research experiments. It consists of 218 physical nodes
distributed between two US universities. Netbed [4] is a simulation environment im-
plemented on Emulab that provides time and space sharing and employs ns-2 [11] for
research and development. Emulab evolved into DETER [5], which is a cluster based
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testbed, consisting of high end workstations and a control software. It uses
high-performance VLAN-capable switches to dynamically create nearly arbitrary
topologies among the nodes. It was the first testbed to be remotely accessible through
the public internet infrastructure. The 1998 DARPA off-line intrusion detection
evaluation [6] and LARIAT [7] are also two physical machine testbeds sponsored by
US Air Force and developed at the Lincoln Laboratory, MIT.

2.2  Simulation Testbeds

Simulation testbeds employ simulation tools to conduct network experiments. PDNS
and GTNetS [8] were two network simulators for developing packet level worm mod-
els. These simulators allow an arbitrary subject network configuration to be specified
consisting of scan rate, topology and background traffic. On the basis of defined input
parameters, various types of outputs such as number of infected hosts in any given
instance, sub-millisecond granularity of network event statistics or a global snapshot
of the entire system are produced. Ediger reported the development of the Network
Worm Simulator (NWS) [9], which implements a finite sate machine concept to simu-
late network worm behavior. Tidy et al [10] have reported a large scale network
worm simulator aimed at the investigation of fast scanning network worms and can-
didate countermeasures.

2.3  Emulation Testbeds

Emulation testbeds provide a compromise between simulation and real world testing.
ModelNet [12] and PlanetLab [13] are two emulated testbeds, implemented for gener-
al networking and distributed system experiments. In ModelNet, unmodified applica-
tions run on edge nodes, configured to route all their packets through a scalable core
dedicated server cluster, by emulating the characteristics of a special target topology.
PlanetLab was developed for the purpose of creating world-wide distributed systems,
and has a dual nature of being used by developers and clients. Honeypots such as
Honeyd [14] can also be classified as an emulation system as it has been used in many
recent security systems for malware detection and capture.

2.4  Virtual Machines Testbeds

Virtual machine testbeds employ virtualization technologies as their main building
block to conduct security and network experiments. ReVirt [15] is an advanced VM-
based forensic platform which enhances individual virtual machines with efficient
logging and replay capabilities, by redirecting log files from the guest OS to the host
OS, for intrusion analysis purposes, thereby making it possible for malware analysis
researchers to replay the malware exploitation process in an intrusion by intrusion
fashion. Based on ReVirt [15] research, another platform VMWatcher [16] was
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developed that places the anti-virus system in the hypervisor layer, in order to be un-
reachable by the attacker. Research in SINTEFF ICT [17] has examined the effect of
malicious software on a Windows XP workstation by utilizing Nessus [22] as the
attacker, Wireshark [23] as a sniffer, Snort [24] as a NIDS and Sysinternals[25] to
provide HIDS functionality.

2.5  Full System Virtualization Testbeds

Full system virtualization testbeds employ full virtualization; a technique that pro-
vides a type of virtual machine environment with complete simulation of the underly-
ing hardware. vGround [18] has extended UML’s virtual networking capabilities by
supporting a VM-create-VM approach to automatically extend the network size. It
uses Snort [24] and Bro [26] as NIDS and Kernort [27] as a HIDS to monitor worm
target discovery and propagation. ViSe [19] provides a virtualization platform where
malware exploits can be tested against the entire range of x86 based operating sys-
tems under controlled conditions, while being monitored by a NIDS. V-NetLab [20]
has implemented a model based on DETER’s [5] remote access capability by utilizing
data link layer virtualization and packet encapsulation, thereby providing a more
secure means of remote access to security related Testbeds. Golath [21] is a virtual
network based on a Java Virtual Machine (JVM) and the Ultra light-weight abstrac-
tion level (ULAL). It provides a virtual environment to run any application written in
Java, independent of the type of host operating system. System behavior can be moni-
tored in this environment by adding different Java plug-in extensions.

2.6  Motivation

As far as the authors of this paper are aware, no previous virtualized malware testing
environment has provided a scalable solution with a large number of virtual machines
for security experiments by using VMware technologies. Isolation of the test envi-
ronment from the management network with remote access also seems to be a prob-
lem. It is also noted that no previous reported work has produced infection and propa-
gation analysis of any fast random scanning worm such as SQL Slammer in a real
network with real world slammer exploitable conditions.

3 Virtualized Malware Testbed (VMT) Design and Capabilities

The Virtualized Malware Testbed (VMT) was designed with the intention of employ-
ing it in an investigation of exiting and hypothetical zero-day worms; and testing can-
didate worm countermeasures. Our goals of implementing VMT were experimental
scalability, fidelity, repeatability, programmability, remote access and efficient log
file creation.
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3.1  Architecture, Design and Implementation

VMT uses VMware ESXi [28] as the core virtualization technology and Damn Small

Linux (DSL) [29] as the main virtualised operating system.

It also uses Quagga [30]

to provide a software routing suite. VMware vCenter Server [31] provides a graphical

user interface to manage VMware ESXi servers remotely.

——
External
Disk
orage

=
o
=

=

Vmware vCenter Server

Researcher

Management Network: 192.168.0.0/24

Wi j <sz'=/3 Wt

Server Farm

Fig. 1. Physical Network Setup
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Figure 1 illustrates the physical architecture of VMT. It consists of a server farm
with five servers, a management server and Ethernet switches. Each server in the
server farm is running ESXi while the management server is running VMWare vCen-
ter Server. One network interface card in each server farm machine is connected to a
logically isolated management network along with the management server; thereby
allowing access to all resources from one interface. Multiple virtual topologies can be
created within the server farm by using virtual local area networks (VLANs) and
Quagga. Each DSL virtual machine image is installed with 32 MB of memory and 1
GB hard disk. Table 1 summarizes the hardware and operating systems which make
up the VMT infrastructure.
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Table 1. VMT Hardware and Operating System Infrastructure

Processors No of | Operating Memory Storage VMs
cores System
Server 1 i7 6 ESXi5.1 64 GB 1TB DSL,
Ubuntu
Server 2 i7 4 ESXi4.1 24 GB 1TB DSL,
Ubuntu
Server 3 i7 4 ESXi4.1 24 GB 1 TB DSL,
Ubuntu
Server 4 Xeon 4 ESXi4.1 8 GB 512GB DSL,
Ubuntu
Server 5 Xeon 4 ESXi 5.1 8 GB 512GB DSL,
Ubuntu
Management i7 4 Windows 8 GB 2TB N.A
Server Server
2003 R2
Routing Server | i5 2 Ubuntu 4 GB 512GB N.A
Quagga

A minimum rebuild and configuration time are key goals of any security testing
environment. VMware vCenter Server provides PowerCLI [32]; a command line in-
terface tool that allows administrators to create simple and robust scripts to automate
the main tasks, including virtual machines cloning.

4 Experimentation

4.1 Slammer-Like Pseudo Worm

In order to analyze the behavior of a SQL Slammer-like worm; we developed a net-
work daemon which implements a Slammer-like pseudo-worm. This daemon listens
on UDP port 1434 and upon receiving a datagram with an appropriate authentication
string (included for safety reasons), it begins generating UDP datagrams addressed to
port 1434 and to random IP addresses. The speed of datagram generation per second,
and the pool from which the random destination IP addresses are chosen are configur-
able parameters. We have also implemented a logging server. At the point of “infec-
tion”, the pseudo-worm daemon sends an infected time message to the central logging
server.

4.2  Experimental Setup

We have setup a virtual test network comprising of a single Class A address space
10.0.0.0/8 but divided into four subnets; 10.0.0.0/10, 10.64.0.0/10, 10.128.0.0/10 and
10.192.0.0/10 as shown in Figure 2. These four subnets are connected through a cen-
tral router by using RIP, configured on Quagga. Four further Quagga based routers
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are implemented (one for each subnet). One Linux based virtual machine is running in
each subnet to provide a DHCP service. DSL is installed with the pseudo-worm dae-
mon on each of the susceptible virtualised hosts. All hosts in the network are time
synchronized by using the Network Time Protocol (NTP).

(wetwerk:i0. 0.0 010 ) (wetverk:10 6400710

g o9 \god

Fig. 2. Virtual Experimental setup for Slammer- like Pseudo Worm Behavior Analysis

4.3  Experimental Methodology

Moore et al. [2] reported a set of key characteristics of the Slammer worm outbreak in
2003 and these were used to set up the experimental parameters. Moore et al. reported
that 18 hosts per million of the entire IPv4 addresses space were susceptible to infec-
tion. They also observed that the Slammer worm exhibited an average scan rate of
4,000 datagrams per infected host per second.

A single class A network has 2% hosts, and so will contain 2% % (.000018 = 302 sus-
ceptible hosts. On this basis, 302 virtual machines with the Slammer like pseudo-worm
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daemon were deployed across the four subnets. Each worm daemon was configured to
scan within a single class A network (10.0.0.0/8). In order to avoid overloading the
server farm hardware (in which case we would have been measuring the effect of the
hardware restrictions, rather than the properties of the worm) we scaled back the aver-
age worm scanning rate by a factor of 80. Therefore, based on an average scan rate
reported by Moore et al of 4000 scans per second, we configured the Slammer-like
network daemons to scan at 50 scans per seconds in our experiment.

4.4  Experimental Results

Figure 3 shows the results of the experiment, with the time axis scaled down by a
factor of 80, to make the results comparable with the real infection event of 2003,
reported by Moore et al [2].

In order to provide a baseline comparison, we have also plotted a suscepti-
ble/infected analytical model, based on the Logistic Equation, reported by Ediger [9].

The VMT experiment achieved infection of 99% of vulnerable hosts within ap-
proximately 14 minutes. This time is directly comparable with that reported in [2]
for the real Slammer event of 2003. We have also plotted available data from [2] for
the 2003 event, in Figure 3 (empirical data is only available for the first 4 minutes of
infection), and it can be seen that the VMT experimental results are again, broadly
comparable.

Number of Infected Hosts against Time for Slammer-like Worm

Number of Infected Hosts in a Class A Network

Fig. 3. Experimental Results for Slammer-Like Worm Infection on VMT

5 Discussion

The cyber-epidemiological analysis of zero-day internet worms remains a significant
challenge and use of virtualized testbeds remains a viable tool for such research. This
paper has presented a novel Virtualized Malware Testbed (VMT) for worm testing
based on VMware ESXi and open source software. We have also demonstrated its
feasibility for epidemiological experimentation for a Slammer—like pseudo-worm.
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In comparison with other network and security testing environments, VMT pro-
vides an effective, scalable, remotely manageable and isolated environment, which
also incorporates efficient log creation. It is expected that VMT will be a useful expe-
rimentation environment for epidemiological investigations of existing and hypotheti-
cal zero-day worms, as well as the investigation and evaluation of candidate counter-
measures.

5.1 Limitations and Future Work

This paper has reported the design, implementation and initial testing of VMT with a
single network worm type. The experimentation has also been limited to the scale of
a single class A network (circa 16M hosts).

In terms of future work, we shall be exploring the use of VMT to explore the sto-
chastic properties of worms, as well as its ability to investigate other types of network
worm. We also expect to experiment with a range of candidate worm countermea-
sures, and to explore the applicability of VMT for charactering the epidemiology of
more sophisticated malware threats, such as Stuxnet.

Acknowledgment. VMware ESXi, VMware VCenter servers are provided as part of

VMware Academic Program. (http://www.vmware.com/partners/academic/
program-overview.html) .
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Abstract. In Vehicular Ad Hoc Networks (VANETS), trust establishment
among communicating vehicles is important to be established to secure
messages' exchange and reliability. In this paper, a categorized decentralized
trust management and evaluation scheme for nodes in VANETS is presented.
Role-based trust and experience-based trust is integrated, while using an
opinion piggybacking process when needed. Each node is evaluated
individually according to its interactions during event reporting. Based on this
evaluation, a node is assigned a category level (according to its trust value) and
a confidence measure that determine the degree of trustworthiness of a node's
generated reports. The scheme integrates role-based trust with experience-based
trust, to form a combined trust scheme, taking into account the history of the
driver’s interactions with other vehicles. Case studies, scheme analysis and
validation, demonstrate early malicious node detection, which leads to an
efficient reporting scheme.

Keywords: Advisory network, efficient reporting system, malicious node
detection, message verification and broadcasting, penalty system, trust
management in VANET.

1 Introduction

Traffic congestions, road accidents and maintenance, are the major problems of
current traffic systems, in which drivers should be fully aware of the surrounding
environment. A Vehicular ad hoc network (VANET) is a class of ad-hoc networks. In
VANETS, there are two types of communication [1], vehicle-to-vehicle (V2V) or
vehicle-to-infrastructure (V2I) also known as vehicle-to-roadside unit (V2R). In V2V
communication, vehicles send and receive messages to and from one another. These
messages can be reporting road congestion, accidents ahead, etc., known as safety
messages. V21 communication occurs between nodes and road side infrastructure,
e.g., reporting an event or a malicious node, finding nearest gas station, or online toll
payment, among others. Vehicular communications consists of vehicles (nodes), road
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side units (RSUs) and governmental transportation authorities (GTA). An RSU is
used for broadcasting emergency road-safety messages, changed road-condition
notifications, or locality information. GTA is the governmental transportation
authority, responsible for driver licensing, vehicle registration to the system, storing
vehicle’s information, issuing vehicles and infrastructures cryptographic credentials
used for V2V and V2I communications.

VANETsS are ephemeral networks [2], where connections between nodes are short
lived. The density of the network changes continuously, e.g. it is higher during rush
hours and lower at night time. Since nodes keep moving in and out of communication
range, two communicating nodes might not interact in future. Therefore, node
evaluation should be performed in a decentralized way by a trusted authority.
Processing devices and secure storage medium are installed in vehicles to allow
complex calculations during trust evaluation to take place.

It is important for vehicular ad hoc environments to ensure traffic safety, by
delivering the right information to drivers in a time-sensitive manner. This is not
always easy due to the presence of malicious or greedy nodes, where false
information could be broadcasted misleading other nodes in the scene. Thus,
establishing trust for nodes is an essential factor in order to determine whether their
claimed transmitted information is reliable [3].

In this paper, a node trust management framework is presented based on a
decentralized evaluation scheme for vehicles and drivers. Each driver license Id
number (node) is concatenated to the vehicle Id number, before sending a message,
only revealed when needed by authorized entities. Trust evaluation is performed in a
decentralized fashion by a RSU, which is deployed in different administrative regions.
Driver Id no. is assigned a concrete trust value and a confidence measure. The trust
value reflects node historical interactions through its driving life time and to which
extent this node is considered trusted. The confidence measure is a reflection of the
trust value that proves node's degree of trustworthiness. Based on this trust value,
each node will be placed in a specific category that reflects its behaviour and extent of
trustworthiness of its generated reports, and whether or not to believe it in the future.
A node's category could be revealed by recipient nodes to provide decision making
support [4]. In addition, this forms to the foundation of an advisory network for nodes
and gives credit to real-time applications such as event reporting and crash reporting,
which are time sensitive. Moreover, it allows vehicles to distinguish malicious nodes
in real time. Therefore, many people’s lives, processing time and effort could be
saved.

The contributions of this paper can be summarized as follows; presentation of a
node trust management framework for VANETs modelled in a categorized
decentralized scheme, introducing a penalty system for detected malicious nodes, the
foundation of an advisory network for V2I and V2V communications, and efficient
message verification for broadcasting purposes by RSU.

The rest of this paper is organized as follows. Background and related work is
presented in section 2. The proposed scheme is detailed in section 3. The proposed
scheme’s validation is outlined in section 4. Finally, section 5 concludes the paper and
discusses future work.
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2 Background and Related Work

Safety and non-safety applications maintain drivers and passengers requirements on
roads. Such applications should be secured and ready to encounter different attacks
initiated by malicious nodes. Security in VANETSs will be presented in section 2.1,
trust management in VANETS is listed in section 2.2 and related work is discussed in
section 2.3.

2.1  Security in VANETSs

Message authentication [5] and integrity [7] are important security requirements in
VANET applications. Message authentication guarantees that the message comes
from its original sender, signed by his own private key. Message integrity means the
contents of the message as received by the receiver are the same as originally sent by
the sender

Safety messages and correct event reporting play an important role in vehicular
systems. Since, what would be the use of applying good authentication protocols and
ensuring message integrity, whereas, message content is deceptive. Nodes will make
their decisions according to what they read and understood in a report, e.g. in a critical
situation, where an ambulance car will be searching for the shortest free path to go
through, for the sake of saving lives. If a malicious node claimed that this path is
jammed, the ambulance will change lanes, and a life of a person will be endangered.
Thus, trust in message content and securing applications, together will lead up to an
efficient reporting vehicular system.

To secure messages broadcasting, from greedy or malicious nodes, digital
signatures and exchanged secret keys were proposed to help build trust among
vehicles in V2V and V2I communications and to guarantee that messages had reached
their intended destination. However, the presence of compromised nodes which routes
false information can pass through such security protocols. This is because of the lack
of available efficient schemes that could evaluate and verify the message content.
Moreover, to the best of our knowledge, no scheme maintains records of previous
interactions of a node for a long term, throughout its driving life time and in different
regions. In the previous schemes [3], [4], [11], [12], [14], trust decisions were
determined by evaluating exchanged security keys or by monitoring incoming
messages and nodes’ behaviour during short-lived sessions of communication.

Several security frameworks and trust schemes were proposed to secure the
network from various security attacks [6], [7], [8]. However, false information
injection, on and off attack, new comer attack, betrayal attack, sybil attack, collusion
attacks, inconsistency attack and network jamming are the most common attacks in
vehicular systems.

2.2 Trust Management in VANETSs

“Trust” is the key element in creating a trusted vehicular environment which promotes
security in vehicular networks. Trust is either in human behavior or in the deployed
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hardware. The availability of both types of trust form a trusted communicating
environment. Few trust schemes had been introduced to enforce honest information
sharing between communicating nodes [7], [15]. Characteristics of trust schemes [15]
in vehicular environments should be: decentralized, cope with scarcity of information,
location and time specific, scalable and objective. Since a vehicle could have many
drivers driving it, or a driver could be driving many vehicles (e.g. city cab), it is
recommended that the trust value to be concatenated to the driver’s driving license ID.
This is mainly to guarantee that each person is judged according to their own
behavior, even though driving different vehicles. Thus, encouraging honesty and
discarding malicious or greedy drivers from reaching their unfair aims. It is
recommended that nodes do not report events they didn’t witness by them, in order
not to be judged for false sent information. A history record should be available for
each driver, to be able to judge each node independently. Trust should be evaluated at
the authority level, to guarantee accuracy and fairness during computing and privacy
and confidentiality for user nodes. Trust must be a global variable with specific range.

2.3 Related Work

Several efforts had been introduced in order to build trust between communicating
nodes. Nevertheless, none of the previous protocols had fulfilled all the trust
management requirements [7]. This was mainly because trust evaluation was done at
the node level, which by time deletes all previous records it had for other nodes, since
V2V communications are short-lived. Chaung et al. [11] state that the first mistrustful
node becomes trustful and authenticated, once it obtains sufficient authorized
parameters, so it can authorize other mistrustful nodes. If an adversary node was
authenticated as trustful, it may misuse this trust gained to authorized and authenticate
other misbehaving nodes. A user can also have more than one identity in the network.

Sumra et al. [12], state that if trusted node A communicates with node B safely,
then node B becomes trusted and so on. Thus, it provides a chain of trust between a
communicating group of nodes. But there will always be a risk where the first node
communicating with the new comer node, will always be the victim. In addition, a
malicious node can join a new group that has no idea about its bad history, and
deceive nodes within this new group.

Sumra et al. [13] depend on a 16 digit secret code to ensure secure key renewal.
The main drawback of this solution occurs at the entry point where client and service
provider authentication task is performed. The channel could be congested when
number of users increases, e.g. in a highway. Biswas et al. [14], state that if an
emergency road-safety application message is generated by a trusted central authority,
the issued message is broadcasted by RSUs to nodes on behalf of the originator of the
message. This is a partially delegation of authorities. But this system is short-lived,
because after the broadcasting task ends, it is not clear which nodes are trusted.

Huang et al. [2] discuss the problem of information cascading and oversampling,
where it takes the majority voting for an event. Majority voting takes time in
collecting other nodes opinions and taking a decision accordingly. Abumansoor et al.
[16] discuss that if an obstacle was between two nodes that wish to communicate,
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they can find an intermediate node to send through it the message. Unfortunately, this
doesn’t build any kind of direct trust between the 2 main nodes.

More reliable trust management schemes were introduced by Minhas et al. [3] and
extended in [4]. It takes into account role-based trust and experience-based trust. Its
main drawback is that too much calculations take place at the node level to evaluate
the trust value of another node, and decide whether to adopt its opinion or not. These
calculations are wasted because these couple of nodes have a very low chance to
communicate again in future. This leads to time and processing consumption. In
addition, certain variables are determined by each node, such as increment and
decrement factors. Thus, trust values results may differ according to each node’s
assumption, whereas, the evaluated node is the same. Therefore, trust should be a
public factor, to make efficient use of previous calculations, where also variables
should have a clear specified value.

Chen et al. [10] present opinion piggybacking, where nodes add their own opinion
to the forwarded message. This dramatically increases message size. In a high density
area, many nodes will be forwarding the same message attached to it their opinion.
This could lead to network congestion and node’s memory high consumption.

3 Categorized Trust-Based Message Reporting Scheme for
VANETs (CTMR)

Since drivers of the vehicles are human beings, it is assumed that human behavioural
tendencies will be reflected in the behaviour of each node [2]. The scheme promotes
the concept of “trust is hard to gain, but easy to lose”.

The proposed scheme is based on the combination of role-based trust and
experience-based trust, assuming direct trust, taking into account historical node
interactions and traffic violations throughout its driving life time. The protocol uses
opinion piggybacking method [10] in certain situations, upon request when needed.
Trust computation is done at the governmental level, to guarantee privacy, security
and efficiency. Section 3.1 outlines the reporting scheme objectives. Section 3.2
presents trust scheme basics. Section 3.3 outlines scheme design and trust evaluation
steps. Section 3.4 presents the reliance on an advisory network concept. Section 3.5
discusses the adopted penalty system. Section 3.6 presents thoughts and discussions
about the proposed scheme. Finally, section 3.7 compares the presented schemed
versus related work and highlights its advantages.

3.1 Objectives
The main objectives of the proposed scheme could be summarized as follows:

e To counter the attacks previously mentioned in section 2.1.
e  To minimize the number of calculations and processing time.
e To decrease memory consumption.
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e To ensure accurate results.

e Efficient message verification for broadcasting purposes through the use of a
confidence measure.

e  Provide an efficient and fast trust evaluation scheme.

e Establishing a strong database containing contributing nodes' performance
and history.

e Providing a categorized public scheme where each vehicle assigned a

category reflecting its trustworthiness.

Enabling nodes to take on-time accurate decisions upon receiving reports.

Temporarily blockage for detected malicious node.

Employing penalties on malicious nodes.

Forming an advisory network of trusted nodes for opinion piggybacking

purposes.

e System dynamics of contributing nodes.

3.2 Trust Scheme Basics

The protocol adopts the schemes introduced in [3], [4], in order to build a more reliable
trust evaluation scheme for vehicles, while capturing the trust history of each node.
The proposed scheme is based on the combination of role-based trust and experience-
based trust, using opinion piggybacking upon request [10], assuming direct trust,
taking into account historical node interactions and traffic violations throughout its
driving life time. Trust computation is performed at the governmental level, to
guarantee privacy, security and accuracy.

Assume that A, is a node, which has three states either a beginner node (new driver
with no past interactions), user nodes (driver who had been driving for some time) and
terminated nodes (drivers who are no longer driving for some reason). Each state is
declared so, only by the GTA. Assume the following scenario where node A, sends
message M;to the nearest RSU within its communication range. M;is evaluated by the
RSU, if its contents are proven to be true under certain criteria, RSU broadcasts
message M; and adds trust credit to A, and to nodes that helped in the message
verification process. If its contents were proven to be false, RSU takes action
accordingly and decreases trust value of A,. Message verification and evaluation is
done in a decentralized way by RSU, because as node moves in different paths and
areas, it communicates with several different RSUs throughout its journey. Each RSU,
sends in return its opinion credit of message M; sent from node A, (concatenated by its
driver ID no.) to be stored in GTA, as shown in Fig. 1. Storing records of each node’s
interactions is done by the GTA in a centralized database. Each vehicle stores its
personal data (driving ID no., vehicle Id no., public and private keys, etc.) in its
deployed TPD (tamper-proof device), which is secured by the vehicle manufacturer
[5]. A secure communication medium between vehicles, RSUs and GTA is assumed.
Note that as vehicle A, communicates with different sources, vehicle tracking and
positioning is hard to achieve.



A Categorized Trust-Based Message Reporting Scheme for VANETS 71

Verify Mi

Opinion
of Au

Fig. 1. Verifying M;

Node categories for trust management purposes are presented in Table 1. The
scheme divides user nodes into seven categories, each representing a specific
percentage of trust range. The initial state of a new comer node, known as beginner
node, is the C2 category. Contributing nodes in the system should be honest and active,
in the sense of continuously reporting witnessed events.

Table 1. Node categories for trust management purposes

Node Category  Range of trust values/  Users Confidence
percentage Value

Cl T,<0 Deceptive / hackers 0

C2 0<T,<20 Beginners / deceptive 0

C3 20 < T,<40 Weak/passive users 0.2

C4 40 < T,<60 Moderate users 0.4

C5 60 < T,<80 Active users 0.6

C6 80 < T,<90 Traffic reporters, ambulance, firefighting, etc 0.8

C7 90 < T,<100 Traffic authorities, police car, etc 0.9

Nodes categorized from C1 to C5, are the ordinary people that don’t represent any
official authorities, e.g. bus and taxi drivers work 24/7 on a daily basis, and covering
nearly every street in different areas of the region. Thus, they could help in road
monitoring, if they proved to be trustworthy. Therefore, if such nodes are active and
honest in reporting events continuously, their trust values will increase and they will be
promoted to reach C5 category. Such nodes will also be encouraged through giving
incentives to them if they are in the C5 category. Such incentives could be discount in
taxes, insurance charges, gas coupons, free parking vouchers, etc. Note, that maximum
trust value a node could gain must be less than “0.8” or “80%”. This is in order not to
be categorized as an official authority. C6 and C7 nodes represent trusted authorities
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which are pre-authenticated by GTA and thus there is no need to calculate their trust
value. Accordingly, nodes which are categorized as C6 and C7 are the most trusted
vehicles. In case an authorized node was compromised and was reported by RSU, its
trust value will decrease or it might be blocked from accessing the network. The
majority of traffic congestions and accidents take place at main streets in an area, with
a high probability of the presence of one of the nodes between C5 to C7 categories.
Thus, presence of C5 to C7 nodes addresses the scarcity problem since trusted nodes
will be pre-defined.

In case an RSU is compromised, the nearest node that falls in these two categories
(C6 or C7) will be the best to take over the job of RSU temporarily, until the problem
is solved. This is known as delegation of authorities [14]. Node evaluation is done by
RSU or nearby trusted authorities that fall in C7 category. C7 nodes can help in
reporting events and other misbehaving nodes. If a C6 or C7 node got compromised
and was reported by RSU or another C7 category, GTA have the right to degrade it or
prevent it from logging into the network, so it can't further deceive other nodes.

3.3 Scheme Design and Trust Evaluation Steps

Let M; be the message number. Node A, sends message M; to RSU or to any trusted
authority, reporting an event. M; must be first verified by RSU, before being
broadcasted, this verification process primarily includes three checking steps:

0 < Lyax <100 »(a)
0<Twyax<20 —— —p(b) (1)
0 <Mpy<10 »(c)

First step is to check, Ly.y; the location of the reporting vehicle. The distance
between the reporting vehicle and the reported event should not exceed 100 meters in
any direction, for efficiency and accuracy purposes. Second step is to check, Ty,y; the
time when a vehicle had sent a message reporting an event. The interval between the
time the event took place and when reported, should not exceed 20 minutes for
accuracy reasons. It could be of no use to report an old event, because it might have
taken place in the past time and ended, since the topology of a VANET is very
dynamic [2, 7]. M.y is the maximum number of accepted messages by RSU
concerning the same event which is the third checking step. This is in order to free the
communication channel for other events to be reported and decrease the computation
overhead and memory consumption at the RSU side.

Equation 1 highlights 3 conditions that have to be satisfied in order for an event to
be identified, new event reported to RSU. The mentioned parameter could be adapted
to different applications. The scheme moves to the second step of M; evaluation. Let
oy be the weight of each message M;. Weights for each message type are assigned by
RSU during the verification process by opinion piggybacking process done by other
nodes as shown in Table 2.
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Table 2. Trust values for messages sent

M; weight (on) Reason M; Situation

2 Honest witness Approved/broadcasted
1 Honest report Approved/broadcasted
0 Nonsence / meaningless / incomplete info / not confirmed Discarded

-1 Dishonest report Discarded

-2 Dishonest witness Discarded

A sent message has a fixed standard format saved on all vehicles, that includes
event location (estimated by GPS) and event time (system time), estimated time for
event to end, road situation (fully blocked, partial blocked, not affected), involved
vehicles if possible. If any these data is missing, the message is considered incomplete
and thus is graded as zero. In addition, if the sent message was not approved by the
RSU, it is graded as zero or "-1". In both cases, the message is discarded. Upon
message evaluation by RSU, A, credit (oyy;) will be sent to GTA to be stored. Let M, be
the total weight of messages, which their trust value had not been yet processed as
depicted in Equation 2,

M= Y"" ay;  where M, < 50 M, <100 )

Where M,, is the total number of unevaluated sent messages of node A,, known as
message counter. Note that My,,, should not exceed 50, or M, should not exceed 100,
because the function is divided by 100 to get it in percentage form. If any of these
limits had been reached, a force trust update function will be activated, to compute the
new trust value. In real life, it would not exceed this limit because trust values updates
are done periodically during key renewal session. Initial values of M, M;, and M,,, are
Zero.

In the previously introduced schemes [3], [4], new trust value of node A,, T,(A,)
was calculated at every message received at the node level. Too much calculations
leads to high processing overhead and memory consumption. This is not applicable in
dense areas, since it is also time consuming. In a highly dynamic vehicular
environment, it is essential to make quick correct calculations and consequently make
decisions. Thus, every group of “m” messages will be evaluated, e.g. every five
messages. After computing M,, let Wc(A,) be the current trust weight of node A,

WcAy) =T My /100 3)

In Equation 3, Wc(A,) will be representing the summation of the “m” weighted
messages. Initial value of Wc(A,) is zero. Upon getting the current trust weight of
node A,, new trust value will be computed with respect to A,’s trust history by RSU.
Let T,(A,) be the old trust value of A,, and T,(A,) is the new trust value of A,. The
Initial value of T,(A,) and T,(A,) is zero for beginner nodes. If A,’s old trust value if
T,(Ay) > 0, then A,’s new trust value T,(A,), will be calculated as shown in
Equation 4:

Tu(Aw) = To(Ay) + We(AY) [ =Ty(A))]  if To(A) 20 4)
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Otherwise, if A,’s old trust value if T,(A,) <0, then A,’s new trust value T,(A,),
will be calculated as shown in Equation 5:

Ta(Ay) = To(A) + We(AY) [+ To(A))]  if To(Ay) <0 %)
where -0.1 <T, A, <0.8

3.4  Advisory Network

The formation of an advisory network, is quiet a challenging objective. There could
be available trusted nodes in a situation, but no one is able to reach them and
distinguish them, because they are not declared trusted. For instance, if an RSU
received a message claiming the blockage of a road due to an accident, the RSU needs
to verify the event reported in message, and if true, it will be broadcasted. In addition,
after the specified estimated time for event to end, RSU needs to get updated with the
recent situation. Therefore, RSU should be able to search for the nearest highest
available category of nodes, which could be C6 or C7 categories to give their opinion
in this regards. If there weren’t available nodes in these two categories, then RSU will
have to search for other nodes in different categories from C2 to CS5 category, giving
higher priority to higher categories in condition they are nearer in location and time of
event taking place, and ask them to give their opinion in regards to the mentioned
event. This is called opinion piggybacking. Nodes are more likely to give their
opinion on an event, because they know that they gain credit and privileges for so.
Nodes will look forward to improve their trust values consequently and to receive
advices from the network in situations when they are in need. Therefore, the
development of an advisory network is an essential factor.

In this context, each node is assigned a confidence value, known as confidence
building measure, which reflects its category and trust value as shown in Table 1. The
confidence value reflects the percentage of trust in the sent information by a vehicle
and is computed by RSU during message verification process. It is concatenated to
node ID no. and sent with every message. This is to make it easy for recipient nodes
to distinguish messages they receive easily and in real time. The confidence value is
assigned by the GTA only during trust computations and is unchangeable by any
other entity.

In case a C1 or C2 node sent its opinion about an event, since they are considered
as independent nodes, they are given zero confidence values, in order to prevent them
from deceiving other vehicles. Notice that the confidence value is a discrete number
that represents node’s minimum trust value of the category they are placed in. The
node confidence value increases as its trust value and category is improved. Any
announcement from C6, C7 or GTA is given the highest confidence value and doesn’t
need any further computation or opinion piggybacking to verify message content.
While for nodes that sent a report claiming an event and lay in C1 to C5 categories,
needs their confidence value to be computed by RSU to ensure efficient broadcasting,
as follows:

Let C,(A,) be the confidence value of node (Au), C,(M;) be the total confidence
value of M;,
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Cvt(yes)(Mi) = (Zﬁl CV(AU)) —_—> (a)

Citno(M) = Z2; Cv(Au)) ———» (b)

Cvt(Mi)= Cvt(yes)(Mi)' Cvt(no)(Mi) —> (C) (6)
where 0<C,(A,) <1

Equation 6 is used to compute confidence values, in case there was not an authorized
node (C6 or C7 nodes) available to witness an event. RSU computes the confidence
value of gathered feedbacks of message M;, for those nodes who claimed “Yes” and
those nodes who claimed “No” for an event. It compares both results and takes the
higher measure to be broadcasted. This is done for accuracy reasons and to eliminate
the effect of deceptive replies sent and collusion attacks. Note that nodes in C1, C2,
and C3 categories have a harder chance for their generated messages to be approved,
in comparison to nodes in higher categories, like C4 and C5. Therefore, deceiver
nodes could hardly reach their goals because they are given very low confidence
measure.

C1 nodes are never consulted, since they are considered as deceptive nodes. For
categories C4 to C7, they represent about 60% of the available nodes, thus RSU has a
good chance to get correct information in a small amount of time, without having to
calculate a majority opinion on reports sent. This forms the advisory network.

3.5  Penalty System

To monitor malicious nodes and keep track of their actions through time, a penalty
system is presented. It consists of six different penalties. Each dedicated according to
the severity of the action performed by the node. Penalties are P1, P2, P3, P4, P5
and P6.

If a node had violated any of the traffic rules and was reported by a C6, C7 node or
RSU (e.g. breaking a traffic light, exceeding speed limit, wrong parking, etc.), RSU
sends penalty P1_(A,) to GTA to take action accordingly. In return, GTA decreases the
trust value of node (A,) by “0.02” (2%), as a penalty for its misbehavior as in
Equation 7.

P1: T, (Ay) =T, (Ay) — 0.02 @)

If a node was proved to be accused in a crash accident, RSU sends penalty
P2_(A,) to GTA to take action accordingly. In return, GTA decreases its trust value
by “0.1” (10%), as a penalty for its misbehavior, as in Equation 8.

P2: Th(AY =T, (Ay - 0.1 ®)

A strict monitoring for traffic violations and guilty accident nodes is being applied,
by counting each of them per year. If they exceeded a specific limit, the protocol will
be enforcing more penalties on node by decreasing its trust value T,(A,) by “0.1”
(10%) as highlighted in Equation 8.

Moreover, nodes that reached C5 category, have the right to benefit from the
incentives placed. But C5 nodes could turn over to be lazy ones, as they have already
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reached the maximum trust level they could gain. In contrary, they will be only
receiving reports describing current road situation and not encouraged to help the
system for a better performance. Therefore, in order to ensure that such nodes will still
be active even though they reached the highest category. Let “n,” be the number of
driving days of node A, that is counted by the vehicle’s TPD. If 0.60 < T,(A,) <0.80
and M, = “0” for 10 <n, <20, then enforce penalty “P3” as in Equation 9.

P3, P5: Ta(Ay) =Ty A, -0.02 )

Equation 7 was reused for penalty “P3”, which is activated automatically by
vehicle's TPD if the above conditions are satisfied. The initial value of "n," is zero and
is only initialized by GTA during trust computation. Note that nodes who had not been
driving for personal reasons will maintain their old trust values and category
unchanged. Terminated nodes also maintain their last trust value unchanged. If a node
attempt a late trust update for a certain number of driving days, penalty “P5” will be
enforced. If “n,” exceeded thirty to thirty-five, penalty P5 will be automatically
activated by vehicle's TPD, that sends P5_(A,) to GTA via nearest RSU, which by
return decreases node's trust value and forces a trust update.

In case a node insists on its bad behavior and keeps on sending malicious reports
and deceiving its neighbor nodes and RSU, its trust value will be decreased severely
to reach C1 category. Assume that the minimum accepted trust value by the system is
“-0.1”, but if it keeps on this record, T, (A,) <- 0.1 for 10 <n, < 30, then vehicle's
TPD will report penalty P4_(A,) to GTA via nearest RSU. GTA by return temporarily
prevent node A, from using the network as a penalty for certain number of days.

P4, P6: Temporarily blockage of node A, from network

This mainly happens to nodes in C1 category which continuously claim wrong
events. They are temporarily stopped from sending or receiving any road condition
reports as penalty “P4” states. During message verification and trust computation,
RSU can detect malicious nodes that don’t satisfy system conditions. RSU sends to
GTA complaining such nodes, which by return executes penalty P6_(A,), to prevent it
from using the network.

Isolating malicious nodes will increase the system efficiency. Since, it won’t be
fair to enjoy getting correct road situation reports and system benefits; meanwhile
they harm others and irritate surrounding nodes with their false reports. Note that
penalties P1, P2 and P6 are initiated by the RSU, whereas penalties P3, P4 and P5 are
initiated by the vehicle’s TPD.

If no answer is received M; is saved until its estimated time ends and then
discarded, ayg;(A,) = 0.

e Nodes tend to report to RSU or C7 nodes, for privacy and confidentiality
concerns of each node and to update their trust values.

e C6 and C7 nodes can help in broadcasting, in case near RSU was
functionally overloaded.
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e A consulting node choice is done with respect of category state giving
priority to higher categories, then lower categories given that Ly, and T
are satisfied.

e The maximum number of accepted messages "My, in regards to the same
event is ten. This is to prevent network congestion and decrease message
verification computation overhead.

e To decrease message transmission overhead, GTA could compute M, for all
involved nodes, but keep it stored in its database for every node, without
sending back to RSU and involved nodes.

e If RSU, received a report claiming a certain event in location which is within
coverage range of RSU,, then RSU, forwards M; concatenated to it, M;
sender ID no. to RSU,. Which in return starts M; verification process as
described previously.

3.6 Discussion

Deployed cameras on roads will help in traffic surveillance and message evaluation.
For instance, upon the claim of an event, RSU can send to nearest deployed camera
and checks for available relative snapshots. If the event being investigated is within its
range, its feedback would increase evidence evaluation accuracy.

In case a node had a good trust history and is categorized as C4 or C5 node. If for
some reason, this node in a certain situation had a personal benefit to collude with
other nodes, which also have a good trust history, to achieve a personal goal. Even if
one honest node claimed the truth, against seven or eight dishonest ones, these nodes
together will gain a higher confidence value for their claimed event, due to their good
history. But if they were discovered by a trusted authority or RSU surveillance
process, they could be severely penalized. Though this situation will not occur very
frequently, it is important to realize it.

In another case, a small percentage of drivers would acquire an international
driving license beside their local one, e.g. truck drivers travelling from one country to
another. In such a case, if both licenses were of no relation to each other, a
misbehaving driver would take advantage, and drive with the more reputable driving
license. Therefore, it is recommended that all the local license driving data should be
completely linked to the international license. In other words, both licenses’ data
should be concatenated together, where any information updating or changes in one of
them, should be automatically reflected in the other license. In this way, both driving
licenses will work as one. Since it is the same user, the behavior tendencies will never
differ. This also makes fewer burdens on GTA and RSU, for generating and
initializing new variables for a new user.

3.7  Advantages and Comparison versus Related Work

The proposed scheme captures a history record of each node in the network in a
central database for future processing. This history record is computed in a secure and
accurate environment that allows the protocol to distinguish between different types
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of nodes (authorized, honest, malicious, etc.). Trust computation is not limited to time
or place, in fact, it is done dynamically and in a decentralized manner. RSU and GTA
are the responsible entities that deal with node’s data in trust computing, to guarantee
node’s privacy.

The scheme’s penalty system consists of six different penalties, in an attempt to
monitor all types of misbehaving actions committed by nodes covering different
aspects in the vehicular network. Each node is punished according to the severity of
the action it was accused for. The protocol keeps track of the nodes’ number of
accidents and traffic violations, and degrades its trust value, confidence value and
category level accordingly. Therefore, it provides a real time trust computation, which
is automatically updated. Effective transportation statistics could be extracted from
such database.

No malicious node could claim to be a new comer node or another node, because
the protocol works on the driver ID no., which is unique to everyone. Each
broadcasted message also contains vehicle's ID no., which is only revealed by
authorized entities. In previous trust computation schemes [3, 4], malicious nodes
could take advantage that their “bad” history is not being monitored while they enter a
new area or province and start repeating their bad behavior, such as sending untrue
reports, break traffic lights, etc. In the categorized protocol, each node is placed in a
certain category and has a confidence value that reflects its behavior through its
driving life time. It is an automated system that guarantees fairness and accuracy,
considering nodes privacy and confidentiality. Its category and confidence value are
concatenated to its driving license ID no. throughout its lifetime and wherever it
travels at any time. This provides easy and early malicious node detection and
protects reputable nodes from being deceived.

This efficient message verification procedure done through computing the
confidence values in Equation 6, guarantees high accuracy in broadcasting an event to
nodes in the network, by computing the confidence value associated with each
message. This also reflects the degree of trustworthiness of this node in the system.
Each message should pass the stated conditions, before being broadcasted to other
nodes in the network. Misleading reports are discarded to save memory and prevent
them from future access by any compromised entity.

The scheme makes good use of honest nodes in the purpose of establishing an
advisory network. Nodes are encouraged to participate in the network by giving their
opinion on claimed events and gain credit for it, in the form of incentives for their
honest responds. This solves the data scarcity problem, while establishing a scalable
advisory network. Number of feedbacks upon a request, is limited to minimize
computation overhead and communication channel jamming. The protocol prohibits
malicious nodes from using the network, if they maintain their “bad” behavior.
Consequently, nodes’ confidence in the vehicular network environment is increased.

The scheme provides real time access, identification of malicious nodes; while for
advisory purposes a node could reach authorized entities in real time. Regular
vehicle's TPD and RSU tamper checks are done by using credentials and digital
signatures to optimize system security. Thus, GTA checks that RSU is not
compromised through its certificates and digital signature, before sending it node’s
data for trust computation. Comparison with previous schemes is stated in Table 3.
The comparison table is inspired by the work in [7].
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Table 3. Comparison versus related work

Raya Dotzer Golle | Minhas | Chen | Gerlach | Patwardhan | Proposed
et et al. et al. et al. et al. et al. et al. [18] CTMR
al.[17] [20] [19] [31 [10] [9]

Decentralized N N N N N N

Scarcity N N N N N

Dynamics N N N N N N N

Scalability v v v

Confidence N v v v v

Security N N N N N N N

Privacy N N N N N

Robustness N N

History- N
Sensitive

4 CTMR Validation

Analysis and validation was performed using Matlab 7.10-2010a. Two case studies
are shown in sections 4.1 and 4.2 to evaluate nodes' trust, malicious node detection
and advisory nodes. In case study 1, assume nodes {A;, Ay, Az, Ay, As, Ag} are
sending reports in regards to the events they witness. Nodes {A}, Aj, Az, A4, As, Ag)
will be evaluated every 5 messages they send “M,=5", in order to save time and
processing overhead as depicted in Table 4.

Table 4. Case study 1

Node | Ty e e We | A | Gl
Al 0.2 1 1 2 1 1 5 002 | 0216 0.2
A2 0.21 1 -1 0 -1 1 6 0 0.21 0.2
A3 0.38 1 1 1 0 2 2 005 | 0411 0.4
A4 0.59 1 0 1 1 0 5 003 | 06023 | 06
AS 021 -1 2 -1 1 -1 10 0.04 | 0.1784 0
A6 0.79 - - - - - 10 0 0.77 0.6

4.1 Case Study 1

Summation of messages values will be calculated using Equation 2 (see section 3.3).
The current trust weight of each node (W¢) will be calculated using Equation 3 (see
section 3.3). Nodes { A, Ay, As, Ay, As, Ag} initial states T,(A,), when this calculation
took place are all above zero. Thus, new trust values T,(A,) will be evaluated using
Equation 4 (see section 3.3).
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Note that node Aj;, had old trust value “0.38”, and in category C3, but after its good
behavior, its new trust value reached “0.411”, thus, it was promoted to C4 category.
The same goes for node A, which was promoted from C4 to C5 category. Such fact is
reflected in the confidence measure as well.

Meanwhile, node Asold trust value T,(A5)="0.21", but due to its wrong reporting
that was monitored, its new trust value T,(A5)="0.1784". Note, that when T (As) was
“0.217, it was in category C3, but due to its incorrect reporting, it was degraded to
category C2. Node Ag is in C5 category, it became lazy were it didn’t send any
messages during the n,-days (12), so it was penalized using “Equation 77, were its
trust value was decreased by “0.02”. Results for the second group of messages
evaluated for nodes {A;, Ay, Az, A4, As, Ag}, are shown in “Table 5”. Nodes Ay, Ag
and could be consulted to give their opinion about an event. In contrast to nodes A,
A,, and As, because of their weak trust levels, advisory nodes are Ag, A4, and Aj,
respectively.

Table 5. Case study 1 (second group of messages)

Node | TAd |y oyt e ) o ] We T | e
A 0.216 1 1 1 0 1 4 0.04 | 0247 | 02
As 0.21 0 1 1 2 1 5 0.05 | 02495 | 02
As 0.411 1 2 1 1 0 3 0.05 | 044 0.4
Ay 0.6023 1 1 1 0 1 7 0.04 | 0618 | 06
As 0.1784 1 0 2 -1 -1 8 003 01538 | O
As 0.77 - - - - - 12 0 0.75 0.6

4.2  Case Study 2: Injecting New Comer and Malicious Nodes

The following scenario is assumed where nodes {A;, Ag, Ay, Aj,} are malicious nodes
that fall in C1 category, and nodes { Ao, A} are beginner nodes, as shown in Table 6.

Table 6. Case study 2

Node | TA) |y Va;ffs Ofshn:ssagesl\(zw) Vo dms | We | TiAw
A, -0.05 1 1 -2 1 1 4 0.02 -0.031
Ag -0.1 -2 0 -1 -1 1 3 -0.03 -0.0127
Ay -0.01 -1 -1 0 1 -1 5 -0.02 -0.03
Ao 0 0 -1 0 -1 1 3 -0.01 -0.01
Ay 0 0 0 1 1 1 6 0.03 0.03
A -0.1 0 0 -1 -2 -1 10 -0.04 -0.1384

Nodes A;, Ag, Ag and Aj,, have initial trust values below zero. Therefore, to
evaluate their new trust value, Equation 5 was used. Whereas, Ajy and A, are
beginner nodes with initial trust values zero, so “Equation 4 was be used, to calculate
their new trust values after their interactions. Results for the second group of
messages evaluated for these nodes are shown in Table 7.
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Table 7. Case study 2 (second group of messages)

Node T.(A) Values of 5 messages (o) o days We T.(A)
M M; M M, Mo
A -0.031 -1 0 1 -1 -1 4 -0.02 -0.0506
Ag -0.0127 0 -1 0 -1 0 10 -0.02 -0.0323
Ao -0.03 1 0 -1 1 0 5 0.01 -0.0197
Ao -0.01 -1 -1 0 1 -1 4 -0.02 -0.0296
An 0.03 1 0 0 1 1 6 0.03 0.0609
A -0.1384 0 1 2 0 -1 12 -0.02 -0.1556

All nodes except node Ay fall in C1 category, because of their malicious actions on
the network. Those nodes could face a temporarily blockage as a penalty, if they
continue in their bad behavior and exceed their limit of n, driving days. Their
confidence value is zero. If any of these nodes sent a report claiming an event, this
report has a harder chance to be approved in comparison to trusted nodes of higher
categories. Unless an authorized entity approves the report content to be true and
valid, the message will be graded “0” and discarded after the end of its estimated time.
Even if all those malicious nodes collude together in an aim to report an incorrect
event, all their generated reports will not pass the confidence measure condition in
Equation 6. This solves the collusion problem. It also guarantees correct information to
be broadcasted, gives higher dependence on the system and its announcements, secures
the network users against malicious attackers and selfish nodes.

60 70
® Total number of 60 - ® Total number of
50
® Accepted messages 50 B Accepted messages
40 4 ERejected rmessages mRejected rmessages
40 -
30 A Nonsense messages
30 A
20 20 -
10 - 10 - . B
0 . 0 - T T T |
Total  Accepted Rejected Nonsense Tc;tal number  Accepted Rejected Nonsense
number of messages m message of messages  message: rmessages  message
messages

Fig. 2 (a). shows messages sent in Case study 1 and Fig. 2(b). Messages sent in Case study 2

Fig. 2(a) and Fig. 2(b) show the messages sent in case study 1 and 2, respectively.
In case study 1, total number of sent messages is 50, 31 messages were accepted, 10
were rejected and 9 were nonsense messages. Malicious and nonsense messages are
discarded in order not to be broadcasted to other nodes and to save memory space.
Whereas, messages sent in case study 2 are shown in Fig. 2(b).
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5 Conclusion and Future Work

Avoiding traffic congestion on roads is the key objective of vehicular networks.
Security and trust are the key challenges in vehicular networks. Many researches were
performed in trust management, in an effort to optimize network reliability and driving
safety.

This paper presents a new scheme of categorized trusted communication scheme
which is decentralized and can overcome attacks mentioned in section 2.1, and
maintain message reliability. The protocol keeps a history record of each node in the
network accompanied with penalties imposed on node. Nodes know that their
interactions are being monitored, and a history record of their trust values is reflected
in their category level and confidence value (as shown in Tables 3, 4, 5 and 6), which
are concatenated to the driver ID license number. A malicious node will have a low
trust category and confidence value, where its generated report could be discarded if it
did not satisfy the proposed criteria, with a very low or no impact on the network. This
guarantees early malicious nodes detection. The categories protocol solved the
problem of coalition, where a group of familiar nodes report a wrong event to RSU in
the aim of freeing a path for themselves, etc. Each node will be punished for its
deceiving sent message, by being degraded from its high trust category to a lower trust
category through the penalty system. Simulation showed accurate results for each node
trust evaluation.  Chain of trust is built within components of the network. The
protocol considers only opinions from trusted nodes by the advisory network and
discarding reports generated from distrusted nodes by the message verification process.
It indicates the extent of nodes' trustworthiness. In addition, it guarantees to recipient
nodes that messages they received are reliable and trustworthy. It also prevents
network congestion by disabling malicious nodes from logging into the network.
More exploration of the categorized system in ways to benefit from it in more real life
applications is left to future work. Expanding the system in the basis of knowing nodes
history and emphasizing on dedicating tasks to honest and authorized nodes in order to
keep RSU and GTA resources for more critical and confidential applications, e.g.
delegation of authorities, choosing an appropriate group leader, etc., are left for future
research. Further performance evaluation including investigating the scalability of
CTMR in terms of space and time complexity is the target of future work.
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