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Preface

The Cross-Domain Conference and Workshop CD-ARES is focused on the
holistic and scientific view of applications in the domain of information systems.

The idea of organizing cross-domain scientific events originated from a con-
cept presented by the IFIP President Leon Strous at the IFIP 2010 World Com-
puter Congress in Brisbane, which was seconded by many IFIP delegates in
further discussions. Therefore CD-ARES concentrates on the many aspects of
information systems in bridging the gap between the research results in computer
science and the many application fields.

This effort leads us to the consideration of the various important issues of
massive information sharing and data integration, which will (in our opinion)
dominate scientific work and discussions in the area of information systems in
the second decade of this century.

The organizers of this event who are engaged within IFIP in the area of En-
terprise Information Systems (WG 8.9), Business Information Systems (WG 8.4)
and Information Technology Applications (TC 5) very much welcome the typical
cross-domain aspect of this event.

The collocation with the SeCIHD 2013 Workshop was another possibility to
discuss the most essential application factors. Special thanks to Professor Ilsun
You for all his efforts in this special track, which was held this year for the third
time.

Also, we are proud to announce the Special Session Human–Computer Inter-
action and Knowledge Discovery (HCI-KDD), which is organized in the context of
CD-ARES 2013. The ultimate goal of the task force HCI-KDD is to combine the
best of two worlds: human–computer interaction (HCI), with emphasis on human
intelligence, and knowledge discovery from data (KDD), dealing with computa-
tional intelligence. The cross-domain integration and appraisal of different fields
provide an atmosphere in which to foster different perspectives and opinions. Spe-
cial thanks to Dr. Andreas Holzinger, who made it possible to bring together re-
searchers from diverse areas in a highly inter-disciplinary manner, to stimulate
fresh ideas and encourage multi-disciplinary work.

Today, e-business depends heavily on the major cryptographic breakthroughs
of almost 40 years ago. Without asymmetric cryptography, hardly any form of
business transaction would be as easy to secure as it is today. We are thus very
happy to have an excellent section on applied cryptography in this book.

The special track on modern cryptography and security engineering (MoCry-
SEn) attracted 30 submissions of which the Program Committee selected 16
for publication in the workshop proceedings. The accepted papers dealt with
symmetric-key cryptography, public-key cryptography, algorithmic cryptanaly-
sis, software and hardware implementation of cryptographic algorithms, database
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encryption and interaction between cryptographic theory and implementation
issues.

The papers presented at this conference were selected after extensive reviews
by the Program Committee with the essential help of associated reviewers.

We would like to thank all the Program Committee members and the review-
ers who made great effort contributing their time, knowledge, and expertise and
foremost the authors for their contributions.

September 2013 Alfredo Cuzzocrea
Christian Kittl

Dimitris E. Simos
Edgar Weippl

Lida Xu
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Juha Röning, and Djamel Khadraoui

How to Estimate a Technical VaR Using Conditional Probability,
Attack Trees and a Crime Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288

Wolfgang Boehmer

Using Probabilistic Analysis for the Certification of Machine Control
Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

Atif Mashkoor, Osman Hasan, and Wolfgang Beer

Experimental Investigation in the Impact on Security of the Release
Order of Defensive Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 321

Suliman A. Alsuhibany, Ahmad Alonaizi, Charles Morisset,
Chris Smith, and Aad van Moorsel

Network Security and Privacy

A Multiple-Key Management Scheme in Wireless Sensor Networks . . . . . 337
Jung-Chun Liu, Yi-Li Huang, Fang-Yie Leu, Ilsun You,
Feng-Ching Chiang, Chao-Tung Yang, and
William Cheng-Chung Chu

VisSecAnalyzer: A Visual Analytics Tool for Network Security
Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 345

Igor Kotenko and Evgenia Novikova

A Denial of Service Attack to GSM Networks via Attach Procedure . . . . 361
Nicola Gobbo, Alessio Merlo, and Mauro Migliardi



XIV Table of Contents

PPM: Privacy Policy Manager for Personalized Services . . . . . . . . . . . . . . . 377
Shinsaku Kiyomoto, Toru Nakamura, Haruo Takasaki,
Ryu Watanabe, and Yutaka Miyake

An Attribute Based Private Data Sharing Scheme for People-Centric
Sensing Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393

Bo Liu, Baokang Zhao, Bo Liu, and Chunqing Wu

Multimedia Technology for Homeland Defense

Intelligent UBMSS Systems for Strategic Information Management . . . . . 408
Lidia Ogiela and Marek R. Ogiela

Fully Distributed Secure Video Surveillance Via Portable Device
with User Awareness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 414

Arcangelo Castiglione, Ciriaco D’Ambrosio, Alfredo De Santis, and
Francesco Palmieri

Computer Karate Trainer in Tasks of Personal and Homeland Security
Defense . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 430

Tomasz Hachaj and Marek R. Ogiela

Trustworthiness Evaluation of Multi-sensor Situation Recognition
in Transit Surveillance Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 442

Francesco Flammini, Stefano Marrone, Nicola Mazzocca,
Alfio Pappalardo, Concetta Pragliola, and Valeria Vittorini

A New Approach to Develop a Dependable Security Case by Combining
Real Life Security Experiences (Lessons Learned) with D-Case
Development Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 457

Vaise Patu and Shuichiro Yamamoto

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 465



Differential Cryptanalysis and Boomerang

Cryptanalysis of LBlock

Jiageng Chen and Atsuko Miyaji�

School of Information Science,
Japan Advanced Institute of Science and Technology,

1-1 Asahidai, Nomi, Ishikawa 923-1292, Japan
{jg-chen,miyaji}@jaist.ac.jp

Abstract. LBlock is a lightweight block cipher proposed in ACNS 2011.
It has a 64-bit block size and 80-bit key size which is the typical parame-
ter setting accepted by most of the recent proposed lightweight block ci-
phers. It has fast hardware implementation efficiency and it still remains
rather secure considering the recent results and the security margin it
provides. In this paper, we investigate the differential behavior of the ci-
pher in detail and propose (multiple) differential attack and boomerang
attack against it. We are able to construct 15-round multiple differential
paths which can lead to 17-round attack with complexity as low as 267.52.
Also 16-round boomerang distinguisher can be build which leads us to
18-round boomerang (rectangle) attack with complexity 270.8473 . These
are the best differential attacks for LBlock in the single key scenario,
which helps us understanding the differential behavior of the cipher.

Keywords: LBlock, ultra lightweight block cipher, multiple differential
cryptanalysis, boomerang attack, ladder switch.

1 Introduction

Lightweight block ciphers have attracted much of the research attention due
to the cheap computational cost in both hardware and software implementation
which is suitable for resource-restricted devices such as RFID tag and so on. The
security margin they provide, although reduced compared with the traditional
block ciphers, is considered to be reasonable given the cost of information being
protected. Generally speaking, key size is usually chosen to be 80 bits, while
the popular versions of block size are 32, 48 and 64 bits. The first famous block
cipher that was widely considered to be lightweight is PRESENT [4]. After that,
many lightweight block ciphers have been proposed such as KATAN/KTANTAN
family [5], TWINE [11], PRINTcipher [7], LBlock [13] and so on. Compared
with AES which was selected through competitions, lightweight block ciphers
get started only recently, and the lack of enough cryptanalysis will prevent those
ciphers from being adopted by the industrial world. In this paper, we target

� This study is partly supported by Grant-in-Aid for Scientific Research (A)
(21240001).

A. Cuzzocrea et al. (Eds.): CD-ARES 2013 Workshops, LNCS 8128, pp. 1–15, 2013.
c© IFIP International Federation for Information Processing 2013



2 J. Chen and A. Miyaji

one of the recent proposed cipher LBlock, which being as a recent cipher, still
needs a lot of security analysis to be performed on it before we are able to have
confidence in its security.

In ACNS2011, LBlock [13] was proposed as a lightweight block which targets
fast hardware and software implementation. It is designed using a 32-round
Feistel structure with a 64-bit block size and 80-bit key size. In the original paper,
the authors gave several attacks against LBlock, among which the impossible
differential attack is the best one that can attack 20 rounds. This record was
later improved by [8] and [6] to 21 and 22 rounds using the same impossible
differential technique. For differential related attack, the original paper only
mentioned the active S-Boxes from which it drew the conclusion that no useful
differential path is available for more than 15 rounds. Later in [9], the authors
first analyze the differential behavior in detail and proposed 12 and 13 rounds
attack which improved the bound in the original paper.

In this paper, we further investigate the differential behavior of LBlock and
proposed two attacks in single key scenario. The first one is differential attack
by using single differential and multiple differentials. We take advantage of the
multiple differential statistic model [3] to evaluate the success probability and
the time complexity. 15-round single differential path with probability 2−61.2351

is found and 17-round attack can be performed based on it. 274.23 is the best
cost we can achieve by using one single path. We then take advantage of the
fact that there exists a set of such efficient differential paths, which can be
used to further reduce the time complexity and the data complexity in multiple
differential statistic model. As a result, we can break 17-round cipher with best
time complexity of 267.5211. Secondly, we apply the boomerang attack to further
investigate the short differential behavior of LBlock instead of a long one. We are
able to build a 16-round boomerang distinguisher including an eight-round upper
trail and an eight-round lower trail. This cannot be achieved without applying
the ladder switch technique in the middle of the switching point, which can help
us to escape three active S-Boxes. The key recovery phase follows the rectangle
procedure which can as a result break 18 rounds of the cipher with complexity
270.8437. The results are summarized in Table 1.

This paper is organized as follows. Section 2 describes the specification of
LBlock. In Section 3, we describe the differnetial and multiple differential attack
against 17-round LBlock. Section 4 demonstrates the boomerang attack against

Table 1. Single key scenario attacks against LBlock

# Round Methods Time Complexity Data Complexity Source

18 Integral Attack 262.3 262.3 [13]
22 Impossible Differential Attack 279.28 258 [6]
20 Impossible Differential Attack 263 272.7 [13]
21 Impossible Differential Attack 262.5 273.7 [8]
13 Differential Attack 242.08 242.08 [9]
17 Differential Attack 267.52 259.75 This paper
18 Boomerang Attack 270.84 263.27 This paper



Differential Cryptanalysis and Boomerang Cryptanalysis of LBlock 3

18-round LBlock with path searching and ladder switch techniques included.
Finally Section 5 concludes the paper.

2 LBlock

LBlock consists of a 32-round variant Feistel network with 64-bit block size and
80-bit key size. The encryption algorithm works as follows:

1. For i = 2, 3, ..., 33, do Xi = F (Xi−1,Ki−1) ⊕ (Xi−2 <<< 8)
2. Ciphertext is C = X32||X33

Here round function F contains a S-Box layer and a diffusion layer which are
denoted as S and P.

F : {0, 1}32 × {0, 1}32 → {0, 1}32, (X,Ki) → P (S(X ⊕ Ki))

There are eight 4-bit S-Boxes for each of the nibbles. Suppose the input and
output of the S-boxes are Y and Z. The S layer can be denoted as

Y = Y7||Y6||Y5||Y4||Y3||Y2||Y1||Y0 → Z = Z7||Z6||Z5||Z4||Z3||Z2||Z1||Z0

Z7 = s7(Y7), Z6 = s6(Y6), Z5 = s5(Y5), Z4 = s4(Y4)

Z3 = s3(Y3), Z2 = s2(Y2), Z1 = s1(Y1), Z0 = s0(Y0)

For diffusion layer with the input and output of the layer being Z and U , it can
be denoted as:

U7 = Z6, U6 = Z4, U5 = Z7, U4 = Z5, U3 = Z2, U2 = Z0, U1 = Z3, U0 = Z1

All the above details are concluded in Figure 1. Key schedule part is not used
during the analysis so we omit the description here. Please refer to [13] for the
details.

3 (Multiple) Differential Attack against 17-round LBlock

3.1 Statistical Framework of Multiple Differential Attack

[10] addressed the success probability of linear and differential attack, and this
result has been used since then widely. However, the normal distribution ap-
proximation for the differential attack is not accurate, which is later improved
by [12] with a hybrid distribution. When dealing with multiple differentials with
different probabilities, the counter itself does no longer follows a binomial dis-
tribution, so a new formula should be used to address the success probability in
this scenario. A solution is given in [3], which proposed a general framework by
expressing the distribution of counters in terms of a hybrid distribution which in-
clude Kullback-Leibler divergence and a Poisson distribution. Please refer to the
Appendix for the success probability of the multiple-differential cryptanalysis.
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Fig. 1. LBlock

We will evaluate the complexity based on this statistical model for the multiple
differential attack in this paper.

The differential set described in [3] gives a direct way to connect with the
statistical model they proposed. While it is very obvious to understand from
the statistical model’s point of view, the restriction of the differential set is
too strong which limits the practical attack. Actually, the typical way of doing
differential cryptanalysis by using a hash table can easily avoid this restriction
as described in [12]. In [3], only differential sets satisfied specific conditions can
be used. In [12], many to one differential paths are used. Actually, by using
following algorithm, we can avoid double counting which gives us a wide number
of options, and the only concern is how to optimize the result by using these
multiple differential paths. In this paper, due to the property of differential
paths, we found out that one to many differential paths can be used to achieve
a relatively good result, which is exactly the opposite to the pattern in [12].

3.2 Notations and Configurations for the (Multiple)Differential
Cryptanalysis

The key recovery algorithm was pretty well summarized by [12], and we sum-
marize it in the Appendix. By applying the algorithm, differential path will not
be double counted and statistical model of [3] can still be used. Related nota-
tions and configurations that are required for the further reading are described
as follows.
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– m: the block size of the block cipher.
– k: the key size of the block cipher.
– |Δ0|: the number of differentials.
– pi: the probability of the differential with input difference Δi

0.
– Np: the number of plain texts bits involved in the active S-boxes in the first

round for all differentials.
– Nc: the number of cipher texts bits involved in the non-active S-boxes in the

last round deriving from Δr.
– Ns: the number of samples pairs required of the cryptanalysis.
– β: the filtering probability for the ciphertext pairs.
– pf : the filtering probability for the ciphertext pairs according to active S-

boxes, pf = β · 2NC .
– l: the size of the candidate key list is 2l.
– nk: the number of guessed sub key bits in the last R − r rounds.
– N : Data complexity is 2N .
– 2Nst structures are constructed.

3.3 Strategies for Finding Differentials for LBlock

Iterative differential paths are widely used in differential cryptanalysis such as
DES and PRESENT, etc. However, we found that iterative differential path will
not lead to better result here for LBlock. We search the iterative differential path
and found that due to the 4-bit block permutation, the iterative path is rather
well controlled, this could be seen from Table 2, which shows the active S-Boxes
in each round.

Table 2. AS for Iterative Differential Paths

2R 3R 4R 5R 6R 7R 8R

AS 9 10 16 20 18 20 18

Thus we switch to non-iterative differential path. Due to the property that
the internal bits will be permutated only between the S-boxes, we could consider
first to run a truncated differential search which treats all the input to the 4-bit
S-box as 0 or 1 for r round characteristic. By running the truncated differential
search, first we confirm the result of smallest active S-Boxes in each round of
[13], especially, for round 14 and 15 we are interested in, the number of the
smallest active S-boxes is 30 and 32. Given the smallest differential probability
is 2−2 for each S-Box, 15 rounds seems to be the maximum bound for differential
attack. Then for each of the structure candidate which has achieved the best
number of active S-boxes, we derive the specific differentials by using branch and
bound algorithm. All the differential paths with probability greater than 2−72

are considered, which is mostly decided based on the experimental experience.
It shows that further smaller probability paths will not make any improvements
on the total probability any more. We list the truncated differential path with
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Table 3. Best 15-round Differential Paths

Truncated Diff Best Diff log2(Prob) #Diff with
Prob < 2−64

0000000011030000, 0003222000200100
0000000011030000, 0003422000200900

0000000011010000 0000000011030000, 0003522000200900
↓ 0000000011030000, 0003622000200100 −61.2351 1290

0001111000100100 0000000011030000, 000b222000200100
0000000011030000, 000b422000200900
0000000011030000, 000b522000200900
0000000011030000, 000b622000200100

the largest probability along with the corresponding concrete differential paths
we found in Table 3.

We can derive from Table 3 that for the truncated form (0000000011010000→
00011110001001000), differential paths with the largest probability 2−61.2351 can
be found. All the other truncated forms we found have a smaller probability than
this one and we omit the description here. We also list the number of specific dif-
ferential paths with probability larger than the average value 2−64, which forms
a structure that we can take advantage in multiple differential cryptanalysis.

3.4 Key Recovery Attack on 17-round LBlock Using Single
Differential Path

For reaching 16 and 17 rounds, given the output truncated differential Δ15 =
(00011110, 00100100), we can get (00011110, 00100100)→ (11011011, 00011110)
→ (1��11111, 11011011), where � denotes the differential status that can not be
decided. In round 17, except the nibble for S-Boxes S2 and S5, differentials are
involved for other S-Boxes, and thus we target 6 × 4 = 24 bits of k17. In round
16, active S-boxes involve S1, S2, S3 and S4, thus we target 4×4 = 16 bits of k16.
In total, nk = 40 bits. Np = 4 × 3 = 12 bits according to the truncated input
differential. Assuming the data complexity is 2N , then the number of structure
can be derived as Nst = N − 12, and each structure contains 212 plaintexts.
At the beginning, we have in total 2N−12 · 22×12−1 = 2N+11 pairs to consider.
Inserting the ciphertexts into the hash table according to the nibble e217 and e517
will take complexity 2N and also the same amount of memory cost. For each
structure, we have 223 pairs to consider at the beginning, and after inserting
into the hash table, we have left 223−8 = 215 pairs. By studying the propagation
of the differentials in the last two rounds, we can further filter out the pairs
whose differentials are definitely impossible. Since e017 = e016 = e1015, e

3
17 = e316 =

e1315, e
11
17 = e1316 = e515, e

12
17 = e1416 = e615, we have another 16-bit filter which leaves us

with 215−16 = 2−1 pairs. Also we have e117 = e116 = S4(e
3
15), e

4
17 = e416 = S2(e

5
15),

e617 = e616 = S3(e
4
15), e717 = e716 = S1(e

6
15), e917 = e315 ⊕ S4(e

13
15) and e1017 =

e415 ⊕ S7(e
10
15). Thus for the nibbles 1, 4, 6, 7, 9, 10 in the ciphertexts, some of the

differentials are not possible according to the differential tables. We compute
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the average probability that an output difference can be achieved given an input
difference for S0, ..., S7, and we find that PS0 ≈ · · · ≈ PS7 ≈ 0.4267. Thus after
this filtering, there remains 2−1 · (0.4267)6 = 2−8.37 pairs for each structure
and 2N−12−8.37 = 2N−20.37 pairs in total. For each of these pairs, we check
whether the corresponding input differences are legal or not. This step will take
computational cost 2N−20.37 and 2N−20.37−12 = 2N−32.37 pairs remain. Then for
each of these pairs, we guess the 40-bit subkey in round 16 and 17 to decrypt
the ciphertext pairs to see if it will result in the corresponding Δ15. This step
takes time 2N−32.37 × 240 = 2N+7.63. Given the size of the key candidate list
2l, searching the candidate key list will take time 240+l. As a result, the total
complexity is 2N + 2N−20.37 + 2N+7.63 + 240+l.

Now we have two parameters involved in the computational complexity,
namely, data complexity 2N and the size of key candidate list 2l. Here we want
the success probability to be as high as 90%. This standard can be measured
by the following formula which can be derived from the framework described in
Section 3.1, and also involves only the above two parameters while others are
fixed.

2N = −4 · ln(2
√
π2l2−nk)

|Δ0|D(p∗||p)

According to Table 3, we choose the best probability path with p∗ = 2−61.2351.
Then we can derive the relations between l,N and the computational complexity
as shown in Table 4.

Table 4. Size of the key candidate list, data complexity and computational cost with
success probability 90%

l 34 35 36 37 38

N 63.8294 63.4343 62.8884 61.9996 59.2471

log(T ime) 74.2300 75.0917 76.0321 77.0087 78.0007

From Table 4, we can see that if data complexity is the bottleneck, then we can
choose l = 38, N = 59.2471 which gives the complexity cost 278. On the other
hand, if the computational cost is the bottleneck, we can set l = 34, N = 63.8294
which gives the computational cost 274.23. Both cases can lead to the break of
the 17-round LBlock.

3.5 Key Recovery Attack Using Multiple Differential Paths

Let’s investigate the situation where multiple differential paths are used. Ta-
ble 3 demonstrates the best probability differential paths along with the largest
amount of differential paths. So we investigate this truncated differential cate-
gory to search of the best multiple differential path. Through the experiment, we
found that the best computational complexity and the best data complexity can
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be both derived by using the 188 best differential paths. If we choose l = 38, the
data complexity can be as small as N = 53.4064 while the computational cost is
278.0. If we decrease the size of the key candidate list to l = 24, the computational
complexity can be reduced 267.5211 and the corresponding data complexity will
increase to N = 59.7523. Of course, balance can always be achieved in between.
As a result, we can see that multiple differential paths are effective for LBlock
cipher. Due to the space limit, we omit these 188 paths here.

4 Boomerang Attack against 18-round LBlock

The great idea of boomerang attack is to use two short efficient differentials
instead of one long differential, hope to do better than the traditional differential
attack. The boomerang distinguisher is usually denoted by a cascade cipher
E = E1 · E0, where E0 has a differential α → β with probability p and E1 has
a differential γ → δ with probability q. Basic boomerang attack is an adaptive
chosen ciphertext attack, and later it was extended to rectangle attack which is
a non-adaptive chosen plaintext attack. The attacker encrypts many plaintext
pairs with input difference α, and collects quartets which satisfy P1 ⊕P2 = P3 ⊕
P4 = α and C1 ⊕C3 = C2 ⊕C4 = δ. Three conditions should be satisfied in this
scenario, namely, E0(P1)⊕E0(P2) = E0(P3)⊕E0(P4) = β, E0(P1)⊕E0(P3) = γ
and C1 ⊕ C3 = C2 ⊕ C4 = δ. Figure 2 shows the boomerang structure with E0,
E1, plaintext quartets, ciphertext quartets and the corresponding differentials. It
was noted that the probability of p and q can be increased by exploiting multiple

differentials as p̂ =
√∑

β Pr2[α → β] and q̂ =
√∑

γ Pr2[γ → δ]. It is well known

that if p̂q̂ > 2−n/2, cipher can be distinguished from a random permutation. The
number of right quartets can be computed by N2 · 2−np̂2q̂2 given N number of
plaintext pairs. In this paper, the boomerang attack used is indeed the rectangle
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E0 
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E1 

E1 
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0 

E

E0 
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δ 

β 
γ 

δ 

Fig. 2. Boomerang Structure
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attack but we keep the name boomerang attack for simplicity. For the details of
the boomerang attack and related rectangle attack, please refer to paper [1].

4.1 Differential Path

We search the differential path of E0 using the similar strategies with the mul-
tiple differential analysis. First we find the best truncated differential path, and
then search the concrete path using the branch-and-bound algorithm. The best
truncated E0 trail is shown in Table 5. Each line of L and R represents the dif-
ferential states after the current round. Round 0 denotes the initial value before
the first round.

Table 5. 8-round E0 Differential Path

Round AS L R

0 0 00001010 11100000
1 2 10000000 00001010
2 3 00001000 10000000
3 4 00000000 00001000
4 4 00100000 00000000
5 5 00010000 00100000
6 6 11000000 00010000
7 8 11100000 11000000
8 11 10110011 11100000

Table 6. 8-round E1 Differential Path

Round AS L R

0 0 00011100 10111010
1 3 10100000 00011100
2 5 01000000 10100000
3 6 00000010 01000000
4 7 00000000 00000010
5 7 00001000 00000000
6 8 00000010 00001000
7 9 00100001 00000010
8 11 00011100 00100001

After searching all the concrete paths, it gives 128 paths with probability
2−22, 1312 paths with probability 2−23, 4672 paths with probability 2−24, 7040
paths with probability 2−25 and 3840 paths with probability 2−26. As a result,
we can compute p̂ as follows:

p̂ =
√

128 · 2−22 + 1312 · 2−23 + 4672 · 2−24 + 7040 · 2−25 + 3840 · 2−26 = 2−17.1151

For the lower trail E1, obviously we need to do better than 2−17.1151 in order
to launch an effective attack. We investigate the concrete paths within the same
truncated structure first, and then try to gather paths with multiple input dif-
ferences which will generate the same output difference. After evaluate the total
probabilities, we generate several candidates with the best probability close to
each other. We pick the 8-round trail in Table 6 for the attack use. The reason
that we choose this trail is related to the ladder switch technique descirbed in
the following section.
E1 truncated structure gives us the best probability:

q̂ =
√
16 · 2−22 + 96 · 2−23 + 192 · 2−24 = 2−19.1498



10 J. Chen and A. Miyaji

4.2 Ladder Switch

Unfortunately, the probability of p̂ and q̂ is still too small for us to build an
effective boomerang distinguisher, which requires p̂q̂ > 2−32. Here we consider
to apply ladder switch to increase the path probability, which was first proposed
in [2] to attack the full-round AES in the related-key model. The basic idea of
ladder switch is that instead of dividing the cipher into separate rounds, we can
go further to divide based on concrete operations as long as they are parallel
independent with each other. If the final round of E0 or the first round of E1

has many active S-boxes, we can consider to switch the active S-boxes to the
upper or lower trail where the S-Boxes are non-active, so that we don’t need
to pay the corresponding probabilities. Figure 3 shows the switch given the last

1(1) 1(0) 1(1) 0(1) 0(1) 0(0) 0(1) 0(0) 1(1) 1(1) 0(0) 0(1) 0(1) 0(*) 0(1) 0(1)

1 0 1 1 0 0 1 1 1 1 1 0 0 0 0 0

0 0 0 1 1 1 0 0 1 0 1 1 1 0 1 0

E0 (E1)

E0

E1

Round

7 (-1)

8

0

L R

Fig. 3. Ladder switch

round of E0 and the first round of E1. If no switch is performed, we would pay
for three active S-Boxes in the last round for E0, and also three active S-Boxes
for the first round of E1. For nibble 10 and 11 which are active in E1, we can
set the switching point after the S-Box operation, since this two nibbles in the
last round of E0 are not active which can help us save two active S-Boxes. Due
to the property of Feistel structure, we can go back one round and derive the
differential path of L for E1. The 14th nibble in round 8 of E0 is active while
it is not active for round -1 of E1. Thus we can set the switching point of this
nibble right after the S-Box operation in round 8 of E0 instead of the last nibble
after round 8. For the differential of R in round -1 of E1, there is one ∗ which
we can not determine, but that does not affect other differential value since they
all can be computed independently. In total this helps us saving three S-Boxes,
one from E0 and two from E1. Thus the boomerang distinguisher probability is
now increased to:

p̂q̂ = 2−15.1151−15.1498 = 2−30.2149 > 2−32

Namely, we are able to observe one right quartet in 262.2649 plaintext pairs.

4.3 Key Recovery Procedure

We target to attack 18 rounds LBlock using 16 rounds boomerang distinguisher.
Before E0 we add one round Eb and after E1 we add another rounds Ef .
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Thus the structure of the cipher can be described as E = Ef · E1 · E0 · Eb.
The structure of the chosen plaintexts is organized as 231.2649 structures with
232 plaintexts each. In each structure, we can form 231 pairs that follow the input
difference α. In total, we have 262.2649 pairs which gives us 2124.5298 quartets. The
number of right quartets can be computed by (231 · 231.2649)2 · 2−64 · (p̂q̂)2 = 1.
The key recovery algorithm works as follows:

1. Generate 231.2649 structures of 232 plaintexts each. Ask for the encryption
of these plaintexts and get the corresponding ciphertexts. 263.2649 data com-
plexity is required and 263.2649 time complexity is required for 18-round
LBlock encryption.

2. Generate 212+12 = 224 counters for the 24-bit subkeys in Eb and Ef . This
costs time complexity 224 memory access.

3. Insert all the 263.2649 ciphertexts into a hash table indexed by 32 bit of
non active bits of the output truncated differential 0001110000100001(δ)→
0001110011001110. This gives us 232 entries with 231.2649 ciphertexts in each
of the entries. There are total 261.5298 pairs for each of the entry. Some of
them can be filtered according to the differential pattern. There are 5 nibbles
where the differentials are fixed according to the differential δ which can be
filtered with probability 2−5×4. There are another 3 nibbles pass through
S-boxes, and thus the filter probability become (0.4267)3 considering the
average probabilities. So in total there remains 261.5298 · 2−5×4 · (0.4267)3 =
237.8437 pairs. Note that we don’t need to search all the 261.5298 pairs to
generate the remaining 237.8437 pairs. We can apply the meet in the middle
approach to first sort the ciphertexts in each of the entry, and then for every
ciphertexts in the entry, add the corresponding differential and check if it
equals the ciphertext in the sorted table or not. The cost for each of the
entry is slightly more than 231.2649 which is not the dominant cost. In order
to check if the ciphertext difference is the expected difference, we need to do
232 · 237.8437 = 269.8437 memory access.

4. For each of the remaining ciphertext pairs, we try to test the plaintext pairs
(P1, P2) and (P3, P4) to see if they can form a quartet candidate. According
to the pattern in Eb, we have 1110000010101110 → 0000101011100000(α).
Thus, 5 nibbles should be exact the same as the input difference α, and
3 nibbles go through S-Boxes. This provides filtering probability 2−5×4 ×
2−2.678×3. Also the proper plaintext pairs should be in the same structure,
which takes probability 2−32. As a result, the number of quartet candidates
is 269.8437×269.8437×2−32×2× (2−5×4)2×0.42673×2 = 228.3152. By using the
same meet in the middle approach as in step 3, we can perform the check (
(P1, P2) and (P3, P4)) with 270.8437 memory accesses.

5. For each of the candidate quartets, we encrypt Eb and decrypt Ef using
the 24-bit subkey, if the differential matches with the characteristic, add
one to the corresponding subkey counter. This step takes time complexity
228.3152 × 224 = 252.3152.

Given the average probability for the each S-Box 1
16×0.4267 = 2−2.77, the proba-

bility for the wrong key to be suggested by a quartet is (2−2.77×3 × 2−2.77×3)2 =
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2−33.24. Then the number of subkeys suggested by one quartet is 224× 2−33.24 =
2−9.24. Thus all candidate quartets suggest 228.3152 × 2−9.24 = 219.0751, which
means the expected number of times a wrong key gets suggested is 2−4.93. This
will guarantee us to eliminate almost all the wrong keys. It is clear that step 4
dominants the time complexity which requires 270.8437 memory access, and the
data complexity is 263.2649.

5 Conclusion

In this paper, we take a deep investigation of the differential behavior of
lightweight block cipher LBlock, which was proposed recently. We are able to
build 15-round non-iterative differential path based on which 17-round (multi-
ple) differential attack is available with complexity 267.52. Then we investigate
the security of the cipher against boomerang attack. Firstly based on the opti-
mized searching and ladder switch technique, we build a 16 rounds boomerang
distinguisher which contains two 8 sub trails E0 and E1. Then 18-round attack is
successfully applied with complexity 270.8437. Our result doesn’t pose any threat
to the full round LBlock, but help us understanding the differential behavior
and its strength under differential attack and boomerang attack.
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Appendix

Probability Evaluation for (Multiple)Differential Cryptanalysis

The success probability of the multiple-differential attack can be derived as fol-

lows [3]. First let p∗ =
∑

i,j p(i,j)
∗

|Δ0| and p = |Δ|
2m|Δ0| . p∗ denotes the average proba-

bility of the multiple differentials and p denote average probability for the wrong
key case. Define G∗(τ) = G(τ, p∗), G(τ) = G(τ, p), which is defined as follows:

G(τ, q) =

⎧⎪⎨⎪⎩
G−(τ, q), if τ < q − 3

√
q/Ns

1 − G+(τ, q), if τ > q + 3
√
q/Ns

Gp(τ, q), otherwise

G− = e−NsD(τ ||q) · [ q
√
1 − τ

(q − τ)
√
2πτNs

+
1√

8πτNs

]

G+ = e−NsD(τ ||q) · [ (1 − q)
√
τ

(τ − q)
√
2πNs(1 − τ)

+
1√

8πτNs

]

D(τ ||q) = τln(
τ

q
) + (1 − τ)ln(

1 − τ

1 − q
) (Kullback-Leibler divergence)

And the success probability is defined as follows:

PS ≈ 1 − G∗[G−1(1 − l − 1

2nk − 2
) − 1/Ns], G−1(y) = min{x|G(x) ≥ y}

Note that the above formula is also effective in the case of single differential
path where |Δ| = |Δ0| = |Δr| = 1.
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Table 7. Key recovery attack in the (multiple)differential cryptanalysis scenario

Input: 2N plaintexts and corresponding ciphertexts.

Output: Master secret key K.

1: For each structure 2Nst , do

1-1. Insert all the ciphertexts into a hash table indexed by Nc bits of the non-active

S-boxes in the last round.

1-2. For each entry with the same Nc bit values, check if the input difference is any

one of the total |Δ0| possible input differences. If a pair satisfies one input

difference, then go to the next step.

1-3. For the pairs in each entry, check whether the output differences of active S

-boxes in the last round can be caused by the input difference of the previous

rounds according to the differential distribution table. Go to the next step if

passes.

1-4. Guess nk bits sub keys to decrypt the ciphertext pairs to round r and check if

the obtained output difference at round r is equal to Δr. If so, add one to the

corresponding counter. 2: Choose the list of l best key candidates from the

counters.

3: For each key candidate in the list, do:

3-1. Test if the corresponding key is the correct master key or not.

Key Recovery Procedure for (Multiple)Differential Cryptanalysis

Key recovery procedure is summarized in Table 7.

Complexity

Denote by T1−1, T1−2, T1−3, T1−4 and T3 the time complexity for step 1-1, 1-2,
1-3, 1-4 and step 3. We ignore step 2 since it is negligible compared with other
steps. At beginning, we have in total 2Nst+2Np−1 pairs to consider. In step 1-1,
we store all the ciphertext in the memory, so we need 2Nst+Np memory accesses,
as well as the same amount of memory storage. After 1-1, we filter out some
pairs and we are left with 2Nst · 22Np−1 · 2−Nc pairs. The rest of the process is
summarized in the following Table 8.

For step 3, the complexity can be simply computed as T3 = 2l · 2k−nk . And
T1−1 + T1−2 + T1−3 + T1−4 + T3 will be the total complexity.
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Table 8. Complexity evaluation for step 1

- complexity remaining pairs after the step

Beginning - 2Nst · 22Np−1

1-1 Ta = 2Nst+Np 2Nst · 22Np−Nc−1

1-2 Tb = 2Nst+2Np−Nc−1 |Δ0| · 2Nst+Np−Nc−1

1-3 Tc = |Δ0| · 2Nst+Np−Nc−1 |Δ0| · 2Nst+Np−Nc−1 · pf
1-4 Td = |Δ0| · 2Nst+Np−Nc−1 · pf · 2nk -



Information-Theoretically Secure Aggregate

Authentication Code:
Model, Bounds, and Constructions

Asato Kubai, Junji Shikata, and Yohei Watanabe

Graduate School of Environment and Information Sciences,
Yokohama National University, Japan

{shikata,watanabe-yohei-xs}@ynu.ac.jp

Abstract. In authentication schemes where many users send authen-
ticated messages to a receiver, it is desirable to aggregate them into
a single short authenticated message in order to reduce communica-
tion complexity. In this paper, in order to realize such a mechanism
in information-theoretic security setting, we first propose aggregate au-
thentication codes. Specifically, we newly propose a model and a security
definition for aggregate authentication codes. We also show tight lower
bounds on sizes of entities’ secret-keys and (aggregated) tags. Further-
more, we present optimal (i.e., most efficient) constructions for aggregate
authentication codes.

1 Introduction

1.1 Background

The security of most of present cryptographic systems is based on the assump-
tion of difficulty of computationally hard problems such as the integer factoring
problem or the discrete logarithm problem in finite fields or elliptic curves. How-
ever, taking into account recent rapid development of algorithms and computer
technologies, such a system based on the assumption of difficulty of compu-
tationally hard problems might not maintain sufficient long-term security. In
fact, it is known that quantum computers can easily solve the factoring and
discrete logarithm problems. From these aspects, it is necessary and interesting
to consider cryptographic techniques whose security does not depend on any
computationally hard problems, especially for the long-term security.

Authentication is one of the fundamental and important functionalities in
cryptography. Many papers in modern cryptography focus on constructing se-
cure authentication schemes so that they are as efficient as possible, especially, in
terms of communication complexity (e.g., size of authentication data including
a MAC (message authentication code) or a digital signature sent via a public
channel) and storage space (i.e., memory-size of users to keep secret-key data) in
addition to time complexity (i.e., running time required for executing algorithms
in the schemes). In authentication schemes where many users send authenticated

A. Cuzzocrea et al. (Eds.): CD-ARES 2013 Workshops, LNCS 8128, pp. 16–28, 2013.
c© IFIP International Federation for Information Processing 2013
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messages to a receiver (e.g., see the multisender authentication code [4],[9]), it
is desirable to aggregate them into a single short authenticated message, since
communication complexity required can be reduced. In particular, this mecha-
nism is useful in the applications in which data-size per transmission in a channel
is restricted (e.g., wireless communication). To solve this problem, Boneh et al.
[2] proposed the first aggregate signature scheme. Unlike multi-signatures (e.g.,
[10]) in which a set of users all sign the same message and the result is a single
signature, this is a scheme for combining various signatures from different sign-
ers on different messages into a single short signature. Since Boneh et al. gave a
formal definition of aggregate signatures in [2], various research on aggregate sig-
natures has been done based on computational security: for instance, sequential
aggregate signatures (e.g., [8],[7]) for certificate chains and certificateless aggre-
gate signatures (e.g., [3]). We note that the first aggregate signature scheme [2]
is restricted in the sense that only aggregation of distinct messages is allowed.
For lifting the restriction, Bellare et al. [1] proposed unrestricted aggregate signa-
tures. On the other hand, as these protocols mentioned above are specific to the
public-key setting, Katz et al. [6] proposed the aggregate message authentication
code (aggregate MAC for short) which is specific to the shared-key (secret-key)
setting. The aggregate MAC is a useful tool for the problem of authenticated
communication in a mobile ad-hoc network where communication is considered
as a highly expensive resource.

To the best of our knowledge, there is no paper which reports on the study
of information-theoretically secure aggregate authentication schemes. Therefore,
in this paper we newly introduce and realize aggregate authentication codes (ag-
gregate A-codes for short) with information-theoretic security.

1.2 Our Contribution

The authentication code (A-code for short) (e.g., see [12]) is one of the fundamen-
tal cryptographic primitives with information-theoretic security. In the model of
the traditional A-code, a single sender transmits an authenticated message to a
single receiver. In the scenario where there are many entities and they commu-
nicate each other, it is not practical to use the A-code for every possible pair of
entities. In particular, in authentication schemes where many users send authen-
ticated messages to a receiver, it is desirable to aggregate them into a single short
authenticated message in order to reduce communication complexity. Therefore,
we study information-theoretically secure aggregate A-codes. Specifically, our
contribution is as follows.

– We propose a model and formalization of security for aggregate A-codes in
information-theoretic security setting. In our model, aggregation of not only
distinct messages but also same messages is possible, and in this sense our
scheme is unrestricted;

– We also derive tight lower bounds on entities’ memory-sizes and (aggregated)
tags required for aggregate A-codes; and

– We present two kinds of constructions, generic and direct ones. Our generic
construction of aggregate A-codes is very simple: aggregate A-codes can be
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constructed from only traditional A-codes. Since the generic construction
does not lead to an optimal construction of aggregate A-codes, we also pro-
pose a direct construction which is optimal (i.e., most efficient).

The rest of our paper is organized as follows. In Section 2, we propose a for-
mal model and formalization of security for aggregate A-codes with information-
theoretic security. In Section 3, we derive tight lower bounds on entities’
memory-sizes and (aggregated) tags required for aggregate A-codes. Section 4 is
devoted to present generic and direct constructions. Finally, in Section 5 we give
concluding remarks of the paper.

Throughout this paper, we use the following notation. For any finite set Z,
let P(Z) := {Z ⊂ Z} be the family of all subsets of Z. Also, for any finite set Z
and any non-negative integer z, let P(Z, z) := {Z ⊂ Z | |Z| ≤ z} be the family
of all subsets of Z whose cardinality is less than or equal to z.

2 The Model and Security Definition

In this section, we introduce a model and a security definition of aggregate A-
codes, based on those of aggregate MACs with computational security and those
of traditional A-codes with information-theoretic security.

2.1 The Model

We show a model of aggregate A-codes. For simplicity, we assume that there
is a trusted authority whose role is to generate and to distribute secret-keys of
entities. We call this model the trusted initializer model as in [11]. In aggregate
A-codes, there are n + 2 entities, n senders T1, T2, . . . , Tn, a receiver R and a
trusted initializer TI, where n is a positive integer. In this paper, we assume that
the identity of each sender Ti is also denoted by Ti, and the receiver is honest
in the model. Our model of aggregate A-codes is almost the same as that of
aggregate MACs [6] except for considering the trusted initializer in our model.
For simplicity, we consider a one-time model of aggregate A-codes, in which
each sender is allowed to generate an authenticated message and aggregation is
allowed to be executed at most only once.

Informally, an aggregate A-code is executed as follows. In the initial phase,
TI generates secret-keys on behalf of Ti (1 ≤ i ≤ n) and the receiver R. After
distributing these keys via secure channels, TI deletes them in his memory. Any
set of senders participate in the protocol, and in this paper we call them active
senders for convenience. Each active sender generates a tag (or an authenticator)
by using his secret-key. These tags can be aggregated into a single short tag,
which we call an aggregated tag, without any secret-key. After the aggregated
tag is transmitted, the receiver can check the validity of the aggregated tag by
using his verification-key.

Formally, we give a definition of aggregate A-codes as follows.
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Definition 1 (Aggregate A-code). An aggregate authentication code (aggre-
gate A-code for short) Π involves n + 2 entities, TI, T1, T2, . . . , Tn and R, and
consists of a four-tuple of algorithms (KGen, Authi, Agg, Vrfy) with five spaces,
M,A,A∗, ET , and ER, where all of the above algorithms except KGen are deter-
ministic and all of the above spaces are finite. In addition, Π is executed with
four phases as follows.

0. Notation.
- Entities: TI is a trusted initializer, Ti (1 ≤ i ≤ n) is a sender and R is a
receiver. Let T := {T1, T2, . . . , Tn} be the set of all senders, and let S :=
{Ti1 , . . . , Tij} ∈ P(T ) be a set of active senders with |S| ≥ 1.

- Spaces: M is a set of possible messages, A is a set of possible tags (or
authenticators) generated by each Ti ∈ S. For any S ∈ P(T ) with l = |S|,
let M(l) :=

⋃l
j=1(M × S)j and A(l) :=

⋃l
j=1 Aj . A∗ is a set of possible

aggregated tags. Also, Ei is a set of possible Ti’s secret-keys and ER is a set
of possible verification-keys. For simplicity, we assume E1 = E2 = · · · = En.

- Algorithms: KGen is a key generation algorithm which on input a security
parameter 1k, outputs each sender’s secret-key and a receiver’s verification-
key. Authi: M×Ei → A is Ti’s authentication algorithm. For every 1 ≤ l ≤ n,
Agg l: A(l) → A∗ is an aggregation algorithm which compresses l tags into
a single tag, and Vrfy l: M(l) × A∗ × ER → {true, false} is a verification
algorithm for l messages. In the following, we will briefly write Agg and Vrfy
for Agg l and Vrfy l, respectively, if l is clear from the context.

1. Key Generation and Distribution. In the initial phase, by using KGen
TI generates a secret-key ei ∈ Ei for Ti (i = 1, 2, . . . , n) and a verification-key
ev ∈ ER for R. These keys are distributed to corresponding entities via secure
channels. After distributing these keys, TI deletes them from his memory.
And, Ti and R keep their keys secret, respectively.

2. Authentication. For a message mi ∈ M, each Ti ∈ S can compute a tag
tagi = Authi(mi, ei) ∈ A by using his secret-key ei.

3. Aggregation. Let M := ((mi1 , Ti1), . . . , (mij , Tij )). Any user can compute
an aggregated tag tag =Agg(tagi1 , . . . , tagij ) by using only tags. 1 Then, the
user transmits (M, tag) to R via an insecure channel.

4. Verification. Suppose that R has received (M, tag) via an insecure channel.
R checks the validity of tag by a verification-key ev: if Vrfy(M, tag, ev) =
true, then R accepts (M, tag) as valid, and rejects it otherwise.

In the model of aggregate A-codes, the following correctness condition is re-
quired to hold: for all possible mi ∈ M, ei ∈ Ei (1 ≤ i ≤ n), and ev ∈ ER, if
tagi =Authi(mi, ei) for each Ti ∈ S and tag =Agg(tagi1 , . . . , tagij ), it holds that

Vrfy(M, tag, ev) = true.

1 Not only any sender, but also anyone who does not have a secret-key can compute
an aggregated tag, since this algorithm is executed without any secret-key. And also,
in this model we represent multiple messages and tags as sequences for convenience,
however, unlike [7], [8], our scheme is not sequential one (i.e., the order of messages
and tags is not important).
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The above requirement implies that any legal aggregated tag can be accepted
without any error if entities correctly follow the specification of aggregate A-
codes.

In addition, we formally define an aggregation rate which measures efficiency
of compression for aggregated tags.

Definition 2 (Aggregation rate). Let Π be an aggregate A-code. An aggre-
gation rate in Π is defined by

γ :=
log |A∗|
log |A| .

Note that it is natural to assume |A∗| ≥ |A|, which implies γ ≥ 1. On the other
hand, considering the trivial aggregate A-code where the algorithm Agg l is the
identity mapping (i.e., an aggregated tag consists of concatenation of l multiple-
tags) for any 1 ≤ l ≤ n, we have γ ≤ l(≤ n). Therefore, for any S ∈ P(T ), it
holds that

1 ≤ γ ≤ |S| (≤ n).

An interesting case is γ � |S| even for large S, and it is ideal when γ ≈ 1 not
depending on the size |S|. In this paper, we will actually propose construction of
aggregate A-codes which satisfies γ = 1 with having enough security (a formal
security definition is given in the next subsection).

2.2 Security Definition

We formalize a security definition for aggregate A-codes. Let ω (< n) be the
maximum number of possible corrupted senders. For a set of corrupted senders
(i.e., a colluding group) W = {Tl1, Tl2 , . . . , Tlj} ∈ P(T , ω), EW := El1 × El2 ×
· · · × Elj denotes the set of possible secret-keys held by W .

In aggregate A-codes, we consider impersonation attacks and substitution at-
tacks. The formalization of security notions for the above two kinds of attacks
is given as follows.

Definition 3 (Security). Let Π be an aggregate A-code with an aggregation
rate γ. For any set of active senders S ∈ P(T ) and any set of colluding groups
W ∈ P(T , ω) such that S − W �= ∅, Π is said to be (n, ω, ε, γ)-one-time secure,
if max(PI , PS) ≤ ε, where PI and PS are defined as follows.

a) Impersonation attacks. The adversary who corrupts at most ω senders tries
to generate a fraudulent pair of messages and aggregated tags (M, tag) such
that (M, tag) is accepted by the receiver R. The success probability of this
attack denoted by PI is defined as follows: We define PI(S,W ) by

PI(S,W ) = max
eW∈EW

max
(M,tag)

Pr(Vrfy(M, tag, ev) = true | eW ).

The probability PI is defined as PI := max
S,W

PI(S,W ).
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b) Substitution attacks. Let S = {Ti1 , . . . , Tij}. The adversary corrupts at most
ω senders, and after observing valid pairs of messages and tags generated by
S, ((mi1 , tagi1), . . . , (mij , tagij )), the adversary tries to generate a fraudulent
pair of messages and aggregated tags, (M ′, tag′), that has not been legally
generated by S but will be accepted by the receiver R such that (M, tag) �=
(M ′, tag′), where M = ((mi1 , Ti1), . . . , (mij , Tij )) and tag is an aggregated
tag of M . The success probability of this attack denoted by PS is defined as
follows: We define PS(S,W ) by

PS(S,W ) = max
eW∈EW

max
((mi1 ,Ti1 ),...,(mij

,Tij
))

max
(M ′,tag′) �=(M,tag)

Pr(Vrfy(M ′, tag′, ev) = true | eW , ((mi1 , Ti1 , tagi1), . . . , (mij , Tij , tagij ))).

The probability PS is defined as PS := max
S,W

PS(S,W ).

3 Lower Bounds

In this section, we derive lower bounds on success probabilities of attacks and
memory-sizes required for (n, ω, ε, γ)-one-time secure aggregate A-codes. Let
MAi := {(mi, tagi) ∈ M × A |Authi(mi, ei) = tagi for some ei ∈ Ei} be a
set of possible pairs of messages and tags such that each element of the set can
be generated by the sender Ti. And let MA∗ := {(mi1 , . . . ,mij , tag) ∈ Mj×A∗ |
Agg(tagi1 , . . . , tagij ) = tag ∧ Authi(mi, ei) = tagi for some ei ∈ Ei(1 ≤ i ≤ j)}
be a set of possible pairs of messages and aggregated tags such that each element
of the set can be generated by the senders S = {Ti1 , Ti2 , . . . , Tij}. Furthermore,
let MAi, MA∗, Ei, Ev, and EW be random variables which take values in MAi,
MA∗, Ei, ER, and EW , respectively. And also, let (MA∗, M̃ Ã∗) be a joint random
variable which takes values in the set MA∗ × MA∗ such that MA∗ �= M̃Ã∗.

We assume that there exists the following mapping in the model of aggregate
A-codes:

π : ER → E1 × · · · × En.

Note that this assumption is not so strong, since we will actually see this mapping
in our simple construction in Section 4.2. Then, we can derive lower bounds on
success probabilities of attacks as follows.

Theorem 1. For any i ∈ {1, 2, . . . , n}, any set of active sendersS = {Ti1 , . . . , Tij}
∈ P(T ) and any set of colluding groups W ∈ P(T , ω) such that S − W �= ∅, it
holds that

1. logPI(S,W ) ≥ −I(MA∗;Ev | EW ),

2. logPS(S,W ) ≥ −I(M̃Ã∗;Ev | EW ,MAi1 , . . . ,MAij ).

Proof Sketch. The proof can be shown in a way similar to that of Theorem 1 in
[5]. Here, we show an outline of a proof of the first inequality.
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We define a characteristic function XI as follows.

XI((M, tag), ev, eW ) =

⎧⎨⎩1 if Vrfy(M, tag, ev) = true
∧Pr((M, tag), ev, eW ) �= 0,

0 otherwise.

Then, from Definition 3, we can express PI(S,W ) as

PI(S,W ) = max
(M,tag)

max
eW

∑
ev

XI((M, tag), ev, eW ) Pr(ev | eW ).

By a way similar to the proof of Theorem 1 in [5], we have PI(S,W ) ≥
2−I(MA∗;Ev|EW ). Similarly, the second inequality can also be proved. ��
We next show lower bounds on memory-sizes of entities in aggregate A-codes.

Theorem 2. Let Π be an (n, ω, ε, γ)-one-time secure aggregate A-code. Let
q := ε−1. Then, for any i ∈ {1, 2, . . . , n}, we have

(i) |Ei| ≥ q2, (ii) |ER| ≥ q2(ω+1), (iii) |A| ≥ q, (iv) |A∗| ≥ q.

Proof. In order to complete the proof of Theorem 2, we show the following
lemmas.

Lemma 1. For arbitrary i ∈ {1, 2, . . . , n}, let Si = {Ti1 , . . . , Tij} ∈ P(T ) and
W ∈ P(T , ω) such that Si − W = {Ti}. Then, we have

logPI(Si,W ) ≥ −I(MA∗;Ei | EW ),

logPS(Si,W ) ≥ −H(Ei | EW ,MAi1 , . . . ,MAij ).

Proof. For the first inequality, we get

I(MA∗;Ev | EW ) = H(MA∗ | EW ) − H(MA∗ | Ev, EW )

= H(MA∗ | EW ) − H(MA∗ | Ei, EW ) (1)

= I(MA∗;Ei | EW ),

where (1) follows from the following equality: from the mapping π,

H(A∗|Ev, EW ,M) = H(A∗|Ei, EW ,M) = 0.

Hence, by Theorem 1, we have logPI(Si,W ) ≥ −I(MA∗;Ei | EW ).
For the second inequality, we derive

I(M̃Ã∗;Ev | EW ,MAi1 , . . . ,MAij )

= H(M̃Ã∗ | EW ,MAi1 , . . . ,MAij )

−H(M̃Ã∗ | Ev, EW ,MAi1 , . . . ,MAij )

= H(M̃Ã∗ | EW ,MAi1 , . . . ,MAij )

−H(M̃Ã∗ | Ei, EW ,MAi1 , . . . ,MAij ) (2)

= I(M̃Ã∗;Ei | EW ,MAi1 , . . . ,MAij )

≤ H(Ei | EW ,MAi1 , . . . ,MAij ).
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where (2) follows from the following equality: from the mapping π,

H(Ã∗|Ev, EW ,MAi1 , . . . ,MAij , M̃)

= H(Ã∗|Ei, EW ,MAi1 , . . . ,MAij , M̃) = 0.

Hence, by Theorem 1, we have logPS(Si,W ) ≥ −H(Ei | EW ,MAi1 , . . . ,
MAij ). ��

Lemma 2. |Ei| ≥ q2 for any i ∈ {1, 2, . . . , n}.

Proof. For arbitrary i ∈ {1, 2, . . . , n}, let W ∈ P(T , ω) and Si = {Ti1 , . . . , Tij} ∈
P(T ) such that Si − W = {Ti}. Then, we have(

1

q

)2

≥ PI(Si,W )PS(Si,W )

≥ 2−I(MA∗;Ei|EW )−H(Ei|EW ,MAi1 ,...,MAij
) (3)

= 2−H(Ei|EW )+H(Ei|EW ,MA∗)−H(Ei|EW ,MAi1 ,...,MAij
)

≥ 2−H(Ei|EW ) (4)

≥ 2−H(Ei)

≥ 2− log |Ei| =
1

|Ei|
,

where (3) follows from Lemma 1 and (4) follows from the deterministic algorithm
Agg: A(l) → A∗: since it follows that H(MAi1 , . . . ,MAij ) ≥ H(MA∗), we have
H(Ei|EW ,MA∗)− H(Ei|EW ,MAi1 , . . . ,MAij ) ≥ 0. ��

Lemma 3. |ER| ≥ q2(ω+1).

Proof. Without loss of generality, we assume that the best situation for the
adversary is when he corrupts all active senders except for the only one of them
since the adversary can get |S| − 1 active senders’ secret keys. Therefore, we
consider the situation in this proof. For arbitrary i ∈ {1, 2, . . . , n}, let Wi :=
{T1, . . . , Ti−1, Ti+1, . . . , Tiω+1} and Si ∈ P(T ) such that Si − Wi = {Ti}. Then,
we have (

1

q

)2(ω+1)

≥
ω+1∏
j=1

PI(Si,Wi)PS(Si,Wi)

≥ 2−
∑ω+1

i=1 H(Ei|EWi
) (5)

≥ 2−
∑ω+1

i=1 H(Ei|E1,...,Ei−1)

= 2−H(E1,...,Eω+1)

≥ 2−H(Ev) (6)

≥ 2− log |ER| =
1

|ER| ,

where (5) follows from the same way as (4), and (6) follows from the
mapping π. ��
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Lemma 4. |A| ≥ q.

Proof. In this lemma, for any S = {Ti1 , . . . , Tij} ∈ P(T ), Mi and Ai denotes
random variables which take values in M and A, respectively, to be sent from
Ti ∈ S. We note that each Mi may differ from each other, and also that each
Mi is independent of each other.

For arbitrary i ∈ {1, 2, . . . , n}, let W and Si = {Ti1 , . . . , Tij} such that Si −
W = {Ti}. Then, we have

1

q
≥ PI(Si,W )

= 2−H(MA∗|EW ) (7)

≥ 2−H(MAi1 ,...,MAij
|EW ) (8)

= 2−H(MAi|EW )

= 2−I(MAi;Ev|EW )

= 2−I(Mi;Ev|EW )−I(Ai;Ev|EW ,Mi)

≥ 2−H(Ai) ≥ 1

|A| ,

where (7) follows from Theorem 1 and (8) follows from the deterministic algo-
rithm Agg: A(ij) → A∗. ��

Lemma 5. |A∗| ≥ q.

Proof. By the assumption |A∗| ≥ |A| (or equivalently, γ ≥ 1) and Lemma 4, it
is clear that |A∗| ≥ q. ��

As we will see in Section 4.2, the above lower bounds are all tight since our direct
construction will meet all the above inequalities with equalities. Therefore, we
define optimality of constructions of aggregate A-codes as follows.

Definition 4. A construction of aggregate A-codes is said to be optimal, if it is
(n, ω, ε, 1)-one-time secure (i.e., γ = 1) and it meets equality in every inequality
of (i)-(iv) in Theorem 2.

Remark 1. It should be noted that, in the case of |S| = 1, W = ∅, and the
algorithm Agg being the identity mapping, the lower bounds of aggregate A-
codes in Theorem 2 are the same as those of traditional A-codes [12]. Namely,
our results on aggregate A-codes are regarded as extension of those of A-codes.

4 Constructions

In this section, we propose two kinds of constructions of (n, ω, ε, γ)-one-time
secure aggregate A-codes.
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4.1 Simple Generic Construction

We introduce a simple generic construction of (n, ω, ε, γ)-one-time secure aggre-
gate A-codes starting from only traditional A-codes (e.g., see [12]). First, we
briefly explain the traditional A-codes as follows.2

A-code. We consider a scenario where there are three entities, a sender S,
a receiver R and an adversary A. The A-code Θ consists of a three-tuple of
algorithms (AGen, Tag, Ver) with three spaces, M̃, Ã and Ẽ , where M̃ is a finite
set of possible messages, Ã is a finite set of possible tags (or authenticators) and
Ẽ is a finite set of possible secret-keys, respectively. AGen is a key generation
algorithm, which takes a security parameter on input and outputs a secret-key
e. Tag is a deterministic algorithm for generating a tag. Tag takes a message m
∈ M̃ and a secret-key e ∈ Ẽ on input and outputs a tag α ∈ Ã, and we write
α =Tag(m, e) for it. On receiving α, a receiver R can check the validity of it
by using Ver. Ver takes a message m, a tag α and a secret-key e on input, and
outputs true or false, and we write true = Ver(m,α, e) or false = Ver(m,α, e)
for it. In A-codes, there are two kind of attacks: impersonation attacks and
substitution attacks. Here, Θ is said to be ε-secure if each of success probabilities
of these attacks is at most ε.

The detail of our generic construction of aggregate A-codes Π=(KGen, Authi,
Agg, Vrfy) by using A-codes Θ=(AGen, Tag, Ver) is given as follows.

1. KGen . For a security parameter 1k, KGen outputs matching secret-keys ei
and ev for Ti (1 ≤ i ≤ n) and R, respectively, as follows. KGen calls AGen
with input 1k n times, and suppose its output is (e(1), e(2), . . . , e(n)), where
e(i) is the i-th output by AGen. Then, KGen outputs secret-keys ei := e(i),
and ev := (e(1), . . . , e(n)) for Ti (1 ≤ i ≤ n) and R, respectively.

2. Auth i. For a message mi which Ti wants to authenticate and a secret-key
ei = e(i), Authi calls Tag, and it computes a tag α(i) =Tag(mi, e

(i)). Finally,
Authi outputs tagi := α(i).

3. Agg . For tags (tagi1 , . . . , tagij ) = (α(i1), . . . , α(ij)), Agg computes an aggre-

gated tag tag by XORing all tags: tag :=
⊕j

k=1 α
(ik). Then, Agg outputs

it.
4. Vrfy . For M := ((mi1 , Ti1), . . . , (mij , Tij )), an aggregated tag tag, and a

verification-key ev = (e(1), . . . , e(n)), Vrfy calls Tag with inputting them,
and suppose α(ik) =Tag(mik , e

(ik)) for all 1 ≤ k ≤ j such that Tik ∈ S.
Then, Vrfy outputs true if and only if tag =

⊕j
k=1 α

(ik).

The security of the above construction is shown as follows.

Theorem 3. Given an ε-secure A-code Θ, then the aggregate A-code Π formed
by the above construction based on Θ is (n, ω, ε, γ)-one-time secure, where ω =
n− 1 and γ = 1. Furthermore, memory-sizes of tags and secret-keys required in
the above construction are given by

|Ei| = |Ẽ |, |ER| = |Ẽ |n, |A∗| = |A| = |Ã|.
2 More precisely, we explain Cartesian A-codes without splitting in this paper.
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Proof Sketch. The proof can be easily shown by the security of the underlying
A-code, and the estimation of memory-sizes is straightforward. Here, we only
describe the outline of the proof of PS ≤ ε, since PI ≤ ε can be shown by a
similar idea.

Without loss of generality, we suppose that S = T and W = T − {Tn}. The
adversary can know n−1 secret-keys from corrupted senders and n valid pairs of
messages and tags, however, he cannot know Tn’s secret-key e(n). Thus, since the
underlying A-code is ε-secure, success probability of substitution attacks is at
most ε. Hence, the adversary cannot guess the aggregated tag tag :=

⊕n
i=1 α

(i)

with probability larger than ε. Therefore, we have PS ≤ ε. In manner similar to
this, we can prove PI ≤ ε. Hence, we have max(PI , PS) ≤ ε. ��

Remark 2. This generic construction is very simple. However, even if we apply
optimal constructions of A-codes in the above generic construction, we cannot
obtain an optimal construction of aggregate A-codes for any ω except ω = n −
1. Therefore, in the next subsection we will show that there exists a direct
construction (i.e., a construction from scratch) which satisfies Definition 4 for
any ω(< n).

4.2 Optimal Direct Construction

We propose a direct construction of (n, ω, ε, γ)-one-time secure aggregate A-
codes. In addition, it is shown that the construction is optimal. The detail of
our construction of aggregate A-codes, Π=(KGen, Authi, Agg, Vrfy), is given
as follows.

1. KGen . For a security parameter 1k, KGen outputs matching secret-keys
ei and ev for Ti (1 ≤ i ≤ n) and R, respectively, as follows. KGen picks a
k-bit prime power q, where q > n, and constructs the finite field Fq with q
elements. We assume that the identity of each user Ti is encoded as Ti ∈
Fq\{0}. And, KGen chooses uniformly at random f(x) :=

∑ω
i=0 aix

i and
g(x) :=

∑ω
i=0 bix

i over Fq with a variable x in which a degree of x is at
most ω. KGen also computes ei := (f(Ti), g(Ti)) (1 ≤ i ≤ n). Then, AGen
outputs secret-keys ei (1 ≤ i ≤ n) and ev := (f(x), g(x)) for Ti (1 ≤ i ≤ n)
and R, respectively.

2. Auth i. For a message mi ∈ Fq which Ti wants to authenticate and a secret-
key ei, Authi generates a tag, tagi := f(Ti)mi + g(Ti), and outputs it.

3. Agg . For tags (tagi1 , . . . , tagij ), Agg computes an aggregated tag, tag :=∑j
k=1 tagik . Then, Agg outputs it.

4. Vrfy . For M = ((mi1 , Ti1), . . . , (mij , Tij )), an aggregated tag tag, and a

verification-key ev, Vrfy outputs true if tag =
∑j

k=1 f(Tik)mik + g(Tik)
holds, and otherwise outputs false.

The security and optimality of the above construction is stated as follows.

Theorem 4. The resulting aggregate A-code Π by the above construction is
(n, ω, 1q , 1)-one-time secure and optimal.
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Proof Sketch. Here, we only describe the outline of the proof of PS ≤ 1
q , since

PI ≤ 1
q can be shown by a similar idea.

Without loss of generality, we suppose that W = {T1, . . . , Tω}, Tn ∈ S, and
Tn �∈ W . To succeed in the substitution attack by an adversary who corrupts
the colluding group W , the adversary will generate fraudulent messages and
an fraudulent aggregated tag (M ′, tag′) under the following conditions: the ad-
versary can obtain ω secret-keys from corrupted senders, and |S| valid pairs of
messages and tags, one of the pairs is generated by Tn. However, each degree of
f(x) and g(x) with respect to x is at most ω, the adversary cannot guess at least
one coefficient of f(x) and g(x) with probability larger than 1/q. Therefore, we
have PS ≤ 1/q. In a manner similar to this, we can prove that PI ≤ 1/q. Thus,
we have max(PI , PS) ≤ 1/q.

Finally, it is straightforward to see that the construction satisfies all the equal-
ities of lower bounds in Theorem 2. ��

5 Concluding Remarks

In this paper, we studied aggregate authentication codes (aggregate A-codes)
with information-theoretic security. Specifically, we first proposed a formal model
and formalization of security for aggregate A-codes. We also derived tight lower
bounds on memory-sizes required for aggregate A-codes. Furthermore, we pre-
sented a simple generic construction and an optimal direct construction of ag-
gregate A-codes.

Acknowledgments. The authors would like to thank the referees for their
helpful comments. The third author is supported by JSPS Research Fellowships
for Young Scientists.

References

1. Bellare, M., Namprempre, C., Neven, G.: Unrestricted Aggregate Signatures. In:
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Abstract. Maximum distance separable (MDS) matrices have appli-
cations not only in coding theory but also are of great importance in
the design of block ciphers and hash functions. It is highly nontrivial
to find MDS matrices which could be used in lightweight cryptogra-
phy. In a crypto 2011 paper, Guo et. al. proposed a new MDS matrix
Serial(1, 2, 1, 4)4 over F28 . This representation has a compact hardware
implementation of the AES MixColumn operation. No general study
of MDS properties of this newly introduced construction of the form
Serial(z0, . . . , zd−1)

d over F2n for arbitrary d and n is available in the
literature. In this paper we study some properties of MDS matrices and
provide an insight of why Serial(z0, . . . , zd−1)

d leads to an MDS ma-
trix. For efficient hardware implementation, we aim to restrict the values
of zi’s in {1, α, α2, α + 1}, such that Serial(z0, . . . , zd−1)

d is MDS for
d = 4 and 5, where α is the root of the constructing polynomial of F2n .
We also propose more generic constructions of MDS matrices e.g. we
construct lightweight 4 × 4 and 5 × 5 MDS matrices over F2n for all
n ≥ 4. An algorithm is presented to check if a given matrix is MDS. The
algorithm follows from the basic properties of MDS matrix and is easy
to implement.

Keywords: Diffusion, Companion matrix, MDS matrix, MixColumn
operation, minimal polynomial.

1 Introduction

Claude Shannon, in his paper “Communication Theory of Secrecy Systems” [21],
defined confusion and diffusion as two properties, required for the design of
block ciphers. In [8–10], Heys and Tavares showed that the replacement of the
permutation layer of Substitution Permutation Networks (SPNs) with a diffusive
linear transformation improves the avalanche characteristics of the block cipher
which increases the cipher’s resistance to differential and linear cryptanalysis.
Thus the main application of MDS matrix in cryptography is in designing block
ciphers and hash functions that provide security against differential and linear
cryptanalysis. MDS matrices offer diffusion properties and is one of the vital con-
stituents of modern age ciphers like Advanced Encryption Standard (AES) [3],

A. Cuzzocrea et al. (Eds.): CD-ARES 2013 Workshops, LNCS 8128, pp. 29–43, 2013.
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Twofish [19, 20], SHARK [16] and Square [2]. MDS matrices are also used in
the design of hash functions. Hash functions like Maelstrom [4], Grφstl [5] and
PHOTON family light weight hash functions [6] use MDS matrices as main part
of their diffusion layers.

Nearly all ciphers use predefined MDS matrices for incorporating diffusion
property. Although in some ciphers the possibility of random selection of MDS
matrices with some constraint is provided [23]. In this context we would like to
mention that in papers [6,7,12,13,17,23], new constructions of MDS matrices are
provided. In [6], authors construct lightweight MDS matrices from companion
matrices by exhaustive search. In [7], authors construct new involutory MDS
matrices using properties of Cauchy matrices over additive subgroup of F2n and
have shown its equivalence with Vandermonde matrices based construction under
some constraints. In [12], authors construct efficient 4×4 and 8×8 matrices to be
used in block ciphers. In [13, 17], authors constructed involutory MDS matrices
using Vandermonde matrices. In [23], authors construct new involutory MDS
matrices using properties of Cauchy matrices.

Authors of [6] defined Serial(z0, . . . , zd−1), which is the companion matrix
of z0 + z1x + z2x

2 + . . . + zd−1x
d−1 + xd. Their objective was to find suit-

able candidates so that Serial(z0, . . . , zd−1)
d is an MDS matrix. In [6], authors

proposed an MDS matrix Serial(1, 2, 1, 4)4 over F28 for AES MixColumn op-
eration which has compact and improved hardware footprint [6]. It is to be
noted that in Serial(1, 2, 1, 4), z0 = z2 = 1, z1 = 2 = α and z3 = 4 = α2,
where α is the root of the irreducible polynomial x8 + x4 + x3 + x + 1. The
proper choice of z0, z1, z2 and z3 (preferably of low Hamming weight) improves
the hardware implementation of AES MixColumn transformation. It may be
noted that MixColumn operation in [6] is composed of d (d = 4 for AES) ap-
plications of the matrix Serial(z0, . . . , zd−1) to the input column vector. More
formally, let X = (x0, . . . , xd−1)

T be the input column vector of MixColumn
and Y = (y0, . . . , yd−1)

T be the corresponding output. Then we have Y =
Ad ×X = (A × (A × (A × . . .× (A︸ ︷︷ ︸

d times

×X)))) . . .), where A = Serial(z0, . . . , zd−1).

So the hardware circuitry will depend on companion matrix A and not on the
MDS matrix Ad. Note that authors of [6] used MAGMA [1] to test all possible
values of z0, z1, z2 and z3 and found Serial(1, 2, 1, 4) to be the right candidate,
which raised to the power 4 gives an MDS matrix. Authors of [18, 22] proposed
new diffusion layers (d × d MDS matrices) based on companion matrices for
smaller values of d. In this paper we provide some sufficient conditions for such
constructions but our approach is different from [18, 22]. We also propose new
and more generic constructions of d× d MDS matrices for d = 4 and 5.

For efficient implementation, we aim to restrict the values of zi’s in the set
{1, α, α2, α+ 1}, such that Serial(z0, . . . , zd−1)

d is MDS, where α is the root of
the constructing polynomial of F2n . It may be noted that multiplication by 1,
which is the unit element of F2n , is trivial. When α is the root of the constructing
polynomial of F2n , the multiplication by α can be implemented by a shift by one
bit to the left and a conditional XOR with a constant when a carry bit is set
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(multiplication by α is often denoted as xtime). Multiplication by α+ 1 is done
by a multiplication by α and one XOR operation. Multiplication by α2 is done
by two successive multiplication by α. We also explore some properties of MDS
matrices and based on that we provide an algorithm to check whether the matrix
is MDS. This algorithm is easy to implement. We implemented the algorithm
and ran it for upto 8 × 8 matrices over F224 .

In general we also study the cases where we restrict the values of zi’s in the set
{1, β, β2, β+1} for any non zero β ∈ F2n , such that Serial(z0, . . . , zd−1)

d is MDS.
The paper is organized as follows: In Section 2 we provide definitions and

preliminaries. In Section 3, we discuss a few relevant properties of MDS matrices
and provide an algorithm to check if a given square matrix is MDS. In Section 4
and Subsections therein, we study Serial(z0, z1, z2, z3)

4. In Appendix F we study
few more MDS matrices of the form Serial(z0, z1, z2, z3)

4. In Appendix G, we
study MDS properties of Serial(z0, z1, z2, z3, z4)

5 and propose new constructions
of 5 × 5 MDS matrices. We conclude the paper in Section 5.

2 Definition and Preliminaries

Let F2 = {0, 1} be the finite field with two elements and F2n be the finite field
with 2n elements. We will often denote a matrix by ((ai,j)), where ai,j is the
(i, j)-th element of the matrix. The Hamming weight of an integer i is the number
of non zero coefficients in the binary representation of i and is denoted by H(i).
For example H(5) = 2, H(8) = 1.

A cyclotomic coset Cs modulo (2n − 1) is defined as [14, page 104]

Cs = {s, s · 2, · · · , s · 2ns−1}
where ns is the smallest positive integer such that s ≡ s2ns(mod 2n − 1). The
subscript s is the smallest integer in Cs and is called the coset leader of Cs.
Note that ns is the size of the coset Cs which will also be denoted by |Cs|.
When ns = n, we call it a full length coset and when ns < n, we call it a
smaller coset. The set of all coset leaders modulo (2n − 1) is denoted by Υ (n).
The computations in cosets are performed in Z2n−1, the ring of integers modulo
(2n−1). For n = 4 the cyclotomic cosets modulo 24−1 = 15 are: C0 = {0}, C1 =
{1, 2, 4, 8}, C3 = {3, 6, 12, 9}, C5 = {5, 10}, C7 = {7, 14, 13, 11}. Note |C5| = 2,
|C1| = 4 and Υ (4) = {0, 1, 3, 5, 7}.

Let β ∈ Fpn , p being a prime number. The minimal polynomial [14, page 99]
over Fp of β is the lowest degree monic polynomial, say M(x), with coefficients
from Fp such that M(β) = 0. It is easy to check that the minimal polynomial is
irreducible [14, page 99]. If f(x) is any polynomial over Fp such that f(β) = 0,
then M(x)|f(x) [14, page 99].

Using the notation of [6], we define Serial(z0, . . . , zd−1) as follows.

Serial(z0, . . . , zd−1) =

⎛
⎜⎜⎜⎜⎜⎝

0 1 0 0 . . . 0
0 0 1 0 . . . 0
...

...
...

...
...

0 0 0 0 . . . 1
z0 z1 . . . . . . . . . zd−1

⎞
⎟⎟⎟⎟⎟⎠

,
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where z0, z1, z2, . . . , zd−1 ∈ F2n for some n. Note that this matrix is a companion
matrix of the polynomial z0 + z1x+ z2x

2 + . . .+ zd−1x
d−1 + xd.

We note that,

Serial(z0, . . . , zd−1)
−1 =

⎛
⎜⎜⎜⎜⎜⎝

z1
z0

z2
z0

. . . . . . . . . 1
z0

1 0 0 0 . . . 0
0 1 0 0 . . . 0
...

...
...

...
...

0 0 0 . . . 1 0

⎞
⎟⎟⎟⎟⎟⎠

. (1)

It is to be noted that like encryption, decryption can also be implemented by
repeated use (d times) of Serial(z0, . . . , zd−1)

−1, and also whenever z0 = 1, the
hardware footprint for decryption is as good as that of encryption circuitry.

Definition 1. Let F be a finite field and p and q be two integers. Let x → M×x
be a mapping from Fp to Fq defined by the q× p matrix M . We say that it is an
MDS matrix if the set of all pairs (x,M × x) is an MDS code, i.e. a linear code
of dimension p, length p+ q and minimal distance q + 1.

An MDS matrix provides diffusion properties that have useful applications in
cryptography. The idea comes from coding theory, in particular from maximum
distance separable codes (MDS codes). In this context we state two important
theorems of Coding Theory.

Theorem 1. [14, page 33] If C is an [n, k, d] code, then n− k ≥ d − 1.

Codes with n−k = d− 1 are called maximum distance separable codes, or MDS
codes for short.

Theorem 2. [14, page 321] An [n, k, d] code C with generator matrix G =
[I|A], where A is a k×(n−k) matrix, is MDS if and only if every square subma-
trix (formed from any i rows and any i columns, for any i = 1, 2, . . . ,min{k, n−
k}) of A is nonsingular.

The following fact is another way to characterize an MDS matrix.

Fact: 1 A square matrix A is an MDS matrix if and only if every square sub-
matrices of A are nonsingular.

Fact: 2 All entries of an MDS matrix are non zero.

3 Few Properties of MDS Matrices

In this Section we develop some tools for studying Serial(z0, z1, . . . , zd−1)
d, zi ∈

F2n for d = 4, 5. We also use these tools to provide an algorithm (Algorithm 1)
at the end of this Section to check whether a matrix is MDS. It may be noted
that from the entries of the inverse of a d × d nonsingular matrix, it can be
checked whether all its (d − 1) × (d − 1) submatrics are nonsingular or not. In
this direction we state the following Lemma which will be used in Algorithm 1.
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Lemma 1. All entries of inverse of MDS matrix are non zero.

Proof. Let M = ((mi,j)) be a d × d MDS matrix. We know that M−1 =
Adj(M)/det(M), where Adj(M) = ((Mi,j)) and Mi,j is co-factor of mj,i in M

which is the determinant of (d−1)×(d−1) submatrix obtained by omitting j’th
row and i’th column of M. Since M is an MDS matrix, all its (d − 1) × (d − 1)
submatrices are nonsingular. Thus all Mi,j values are non zero. �

Corollary 1. Any 2 × 2 matrix over F2n is MDS matrix if and only if it is a
full rank matrix and all entries of its inverse is non zero.

Proof. Proof is given in the Appendix A.

Fact: 3 It may be noted that if all the entries of the inverse of a d×d nonsingular
matrix are non zero, then all its (d − 1)× (d − 1) submatrics are nonsingular.

Corollary 2. Any 3 × 3 matrix over F2n with all non zero entries is an MDS
matrix if and only if it is a full rank matrix and all entries of its inverse are non
zero.

Proof. Proof is given in the Appendix B.

In the next Proposition we study the necessary and sufficient condition for
any 4×4 matrix to be MDS. This Proposition will be referred to at many places
throughout the paper.

Proposition 1. Any 4×4 matrix over F2n with all entries non zero is an MDS
matrix if and only if it is a full rank matrix with the inverse matrix having all
entries non zero and all of its 2 × 2 submatrices are full rank.

Proof. Let M = ((mi,j)) be a 4 × 4 matrix satisfying the conditions of this
proposition. Since its inverse matrix has all non zero entries, therefore by Fact 3,
all (4−1)×(4−1) i.e. 3×3 submatrices of M are full rank matrices. Also inverse
matrices of all 2× 2 submatrices are full rank. Therefore all square submatrices
of ((mi,j)) are full rank. Thus the matrix is MDS. The other direction of the
proof is immediate. �

We close this Section by providing an algorithm to check if a d × d matrix is
MDS. The algorithm directly follows from Lemma 1, Fact 1, Fact 2 and Fact 3.
We implemented the algorithm and ran it for up to 8 × 8 matrices over F224 .

One approach of checking if a d × d matrix M is an MDS is to use [I|M ] as
a generator matrix and check if the code produced is MDS code. Note, if the
underlying field is F2n , the number of code words will be 2nd and finding the
minimum weight non zero code word is NP-complete.

For testing if a matrix is MDS, a naive approach may be to check for non
singularity of all its square submatrices. The number of computations in this

case will be n2
∑d

i=1

(
d
i

)2
i3. It is easy to check that the number of computations

of our algorithm is n2
∑d/2

i=1

(
d
2i

)2
(2i)

3
for d even and n2

∑d/2
i=1

(
d

2i+1

)2
(2i+ 1)

3

for d odd.
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Algorithm 1. Checking if a d × d matrix ((ai,j))over F2n is an MDS matrix

Input n > 1, irreducible polynomial π(x) of degree n, the d × d matrix ((ai,j))over
F2n .

Output Outputs a boolean variable b mds which is true if ((ai,j)) is an MDS matrix,
else is false.

1: b mds = true.
2: Compute inverse of ((ai,j)) in ((bi,j)); If inverse does not exist, set b mds = false

and goto 13;
3: check if all d2 entries of ((ai,j)) and ((bi,j)) are non zero. If not, set b mds = false;

4: if (d = 3) : Go to 13;
5: t ← d− 2;
6: while (t > 1 & b mds = true) do

7: List all
(
d
t

)2
submatrices of dimension t× t in a list list submatrices;

8: for (e = 0 ; e <
(
d
t

)2
; e = e+ 1) do

9: Find inverse of list submatrices[e] in ((inv Matrixi,j));
10: if (((inv Matrixi,j)) does not exist or any entry of ((inv Matrixi,j)) is zero)

: b mds = false;
11: if (b mds = false) : break the loop and go to 13;
12: t ← t− 2;
13: Set b mds as output;

For example, when n = 8 and d = 4, number of computations by the naive
method is 26 × 800. In the same context, our algorithm takes only 26 × 352
computations. So the ratio of number of computations required by the naive
method with number of computations required by our method is approximately
2. Note that this ratio is independent of n. When n = 20 and d = 8, number of
computations by the naive method is 202 × 988416 and that by our method is
202 × 489728 and the ratio is approximately 2.

4 MDS Properties of Serial(z0, z1, z2, z3)
4

In this Section we consider low Hamming weight candidates z0, z1, z2, z3 ∈ F2n

for arbitrary n, such that Serial(z0, z1, z2, z3)
4 is MDS. Low Hamming weight

coefficients are desirable for better hardware implementation. So we restrict the
values of zi’s to 1, α, α

2, 1+α and also try to maximize the occurrence of 1’, where
α is the root of constructing polynomial of F2n . Now we provide cases (from
Lemma 2 to Lemma 7) for which matrices of the form Serial(z0, z1, z2, z3)

4 are
non MDS except for one special case of Lemma 6 (see Remark 4). In Subsection
4.1, Subsection 4.2 and Appendix F, we will construct lightweight 4 × 4 MDS
matrices and in Appendix G we will construct lightweight 5 × 5 MDS matrices
of the form Serial(z0, z1, z2, z3, z4)

5.

Lemma 2. Serial(z0, z1, z2, z3)
4 is never an MDS matrix when any three or all

of z0, z1, z2 and z3 are 1.
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Proof. Proof is given in Appendix C.

Remark 1. If 1 is allowed in any three or more places of z0, z1, z2, and z3, then
the matrix Serial(z0, z1, z2, z3)

4 is not MDS (from Lemma 2). We next study the
possibility of having MDS matrices which are of the form Serial(z1, z2, z3, z4)

4

when any two out of z0, z1, z2, and z3 are 1 and restrict the other two values to
be from the set {α, α2, α + 1} for efficient implementation. Note that there are
6 such cases. It is easy to check that out of these 6 cases, Serial(z0, z1, 1, 1)

4

and Serial(z0, 1, z2, 1)
4 will never be MDS. So we concentrate on remaining

four cases, i.e. Serial(1, 1, z2, z3)
4, Serial(1, z1, z2, 1)

4, Serial(1, z1, 1, z3)
4 and

Serial(z0, 1, 1, z3)
4.

Lemma 3. Let S = Serial(1, 1, z2, z3) and z2, z3 ∈ {α, α2} or z2, z3 ∈ {α, α +
1}, which are defined over F2n , where α is the root of constructing polynomial
of F2n . Then S4 is non MDS matrix.

Lemma 4. Let S = Serial(1, z1, z2, 1) and and z1, z2 ∈ {α, α2} or z1, z2 ∈
{α, α+ 1}, which are defined over F2n , where α is the root of constructing poly-
nomial of F2n . Then S4 is non MDS matrix.

Remark 2. Note that Serial(1, 1, z2, z3)
4 and Serial(1, z1, z2, 1)

4 over F2n be-
come MDS if elements other than 1 are distinct and are from the set {α+1, α2},
for higher values of n (See in Appendix F).

Lemma 5. Let A = Serial(1, α, 1, α2) and A′ = Serial(1, α2, 1, α) which are
defined over F2n, where 1 ≤ n ≤ 4 and α is the root of constructing polynomial
of F2n . Then A4 and A′4 are non MDS matrix.

Proof.

A4 =

⎛
⎜⎜⎝

1 α 1 α2

α2 α3 + 1 α2 + α α4 + 1
α4 + 1 α5 + α2 + α α4 + α3 α6 + α
α6 + α α7 + α4 + α2 + 1 α6 + α5 + α2 α8 + α4

⎞
⎟⎟⎠ (2)

and

A−4 =

⎛
⎜⎜⎝

α4 + α2 α4 + α3 + α α5 + α4 + α2 + 1 α3 + α2

α3 + α2 α3 + α2 α4 + α2 + α α2 + 1
α2 + 1 α2 + α α3 + 1 α
α 1 α2 1

⎞
⎟⎟⎠ (3)

Note that three irreducible polynomials of degree 4 are x4+x+1, x4+x3+1 and
x4+x3+x2+x+1. It is easy to observe that A4[2][1] = α5+α2+α = α(α4+α+1),
A4[3][2] = α6 +α5 +α2 = α2(α4 +α3 +1) and A4[3][0] = α6 +α = α(α5 +1) =
α(α+1)(α4+α3+α2+α+1). So, when the minimal polynomial of α is x4+x+1
or x4 + x3 + 1 or x4 + x3 + x2 + x+ 1, A4[2][1] or A4[3][2] or A4[3][0] will be 0
respectively. Thus A4 is a non MDS matrix for n = 4.

Similarly, A−4[0][1] = α4 + α3 + α = α(α3 + α2 + 1) and A−4[1][2] = α4 +
α2 +α = α(α3 +α+1). So, when the minimal polynomial of α is x3 + x2 +1 or
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x3 +x+1, A−4[0][1] or A4[1][2] will be zero respectively. Thus A4 is a non MDS
matrix for n = 3.

Again A4[1][1] = α3 + 1 = α(α2 + α + 1) which is zero when the minimal
polynomial of α is x2 + x+ 1. Thus A4 is a non MDS matrix for n = 2.

Lastly, when n = 1, α is 1, making A = Serial(1, 1, 1, 1) and from Lemma 2,
A4 will be a non MDS matrix.

Similarly it can be proved that A′4 is non MDS matrix. �

Remark 3. Serial(1, α, 1, α+ 1)4, defined over F2n , is non MDS for 1 ≤ n ≤ 3.
The proof is similar to Lemma 5. In Proposition 4 of Section 4, we will show
that Serial(1, α, 1, α+ 1)4 is MDS for all n ≥ 4.

Lemma 6. Let B = Serial(α, 1, 1, α2) and B′ = Serial(α2, 1, 1, α) which are
defined over F2n , where 1 ≤ n ≤ 4 and α is the root of the constructing polyno-
mial of F2n . Then B4 is non MDS for all n such that 1 ≤ n ≤ 4 except when
n = 4 and α is a root of x4 + x + 1. Also B′4 is non MDS for all n such that
1 ≤ n ≤ 4.

Proof. Proof is given in Appendix D.

Remark 4. Note for n = 4, if the Galois field F24 is constructed by x4 + x + 1
then we can construct an MDS matrix Serial(α, 1, 1, α2)4 where α is the root of
x4 + x+ 1.

Lemma 7. Let A = Serial(α, 1, 1, α+ 1) and A′ = Serial(α+ 1, 1, 1, α) which
are defined over F2n, where α is the root of the constructing polynomial of F2n.
Then A4 and A′4 are non MDS matrices.

Proof. The proof technique is similar to that used in the proof of Lemma 5. �

So far we have mainly considered the cases for which the constructed matrices
are non MDS. Now we consider the cases for which the matrices are MDS.

4.1 Lightweight MDS Matrix of the Form Serial(1, z1, 1, z3)
4

In this Subsection, we study the MDS property of the matrices of the form
Serial(1, z1, 1, z3)

4. We concentrate on z1, z3 ∈ {α, α2, α + 1} for better hard-
ware implementation, where α is the root of constructing polynomial of F2n for
different n. Here z0 = 1. Serial(1, z1, 1, z3)

−1 is as defined in equation 1 with
d = 4. So the hardware footprint for decryption is as good as that of encryption
circuit in Substitution Permutation Networks (SPNs). In this Subsection we will
construct MDS matrices for better hardware footprint by letting z1, z3 ∈ {α, α2}
or z1, z3 ∈ {α, α+ 1} and ignore the case when z0, z3 ∈ {α2, α+ 1}.

Proposition 2. Let A = Serial(1, α, 1, α2) be a 4×4 matrix over the finite field
F2n and α is the root of the constructing polynomial of F2n. Then, A

4 is MDS
for all n ≥ 5 except when n = 6 and α is the root of x6 + x5 + x4 + x+ 1 = 0.

Proof. Proof is given in Appendix E.
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Remark 5. It is easy to check that when n = 8 and α is the root of irreducible
polynomial x8 + x4 + x3 + x + 1, we get the MDS matrix Serial(1, α, 1, α2)4,
which is proposed in [6].

Now we study Serial(1, β, 1, β2)4 for any non zero β ∈ F2n in Proposition 3.
So far, we restricted β to be the root of the constructing polynomial of F2n . It
is easy to note that β = γi for some integer i, where γ is any primitive element
in F2n . These propositions resembles the earlier propositions of this Subsection
and proof techniques are also similar.

Proposition 3. Let A = Serial(1, β, 1, β2) be a 4×4 matrix over the finite field
F2n . Also let γ be any primitive element of F2n and β = γi such that i ∈ Cs.
Then if |Cs| ≥ 5 then A4 is always an MDS matrix except when |Cs| = 6 and
the minimal polynomial of β is x6 + x5 + x4 + x+ 1.

Remark 6. Note, Proposition 2 is a particular case of Proposition 3 by taking
β = α, where α is the root of the constructing polynomial of F2n . In canonical
representation of F2n , MDS matrix construction from Proposition 2 is more
efficient.

Now we study Serial(1, β, 1, β + 1)4 for any non zero β ∈ F2n .

Proposition 4. Let A = Serial(1, β, 1, β + 1) be a 4 × 4 matrix over the finite
field F2n . Also let γ be any primitive element of F2n and β = γi such that i ∈ Cs.
Then if |Cs| ≥ 4 then A4 is always an MDS matrix.

Remark 7. Similar to Remark 6, if we take β = α in Proposition 4, where α is
the root of the constructing polynomial of F2n , we get another efficient MDS
matrix Serial(1, α, 1, α+ 1)4 in canonical representation of F2n .

We observe that if Serial(1, β, 1, β2)4 is an MDS matrix, then the matrices
Serial(1, β, 1, β2)−4 and Serial(1, β2, 1, β)4 are also MDS. We record this in
Lemma 8 and Lemma 9

Lemma 8. If Serial(1, β, 1, β2)4 is an MDS matrix for some β ∈ F2n , then so
is the matrix Serial(1, β, 1, β2)−4.

Lemma 9. If Serial(1, β, 1, β2)4 is an MDS matrix for some β ∈ F2n , then so
is the matrix Serial(1, β2, 1, β)4.

4.2 Lightweight MDS Matrix of the Form Serial(z0, 1, 1, z3)
4

In the Subsection 4.1, we study the MDS property of the matrices of the form
given by Serial(1, z1, 1, z3)

4 for zi’s in {α, α2, α + 1}, where α is the root of
constructing polynomial of F2n for arbitrary n. In this Subsection we study
matrices of the form Serial(z0, 1, 1, z3)

4 over F2n for arbitrary n, where z0, z3 ∈
{α, α2}. Note that if z0, z3 ∈ {α, α+1}, then the matrices will be non MDS (see
Lemma 7). Also for better hardware footprint we omit the case when z0, z3 ∈
{α2, α+1}. We observe that no MDS matrix exits of the form Serial(α, 1, 1, α2)4

over F2n , where 1 ≤ n ≤ 3. In the next Proposition we consider matrices of the
form Serial(β, 1, 1, β2)4 for any non zero β ∈ F2n .
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Proposition 5. Let B = Serial(β, 1, 1, β2) be defined over F2n . Also let γ be
the primitive element of F2n and β = γi such that i ∈ Cs. Then if |Cs| ≥ 4 then
B4 is always an MDS matrix except when |Cs| = 4 and the minimal polynomial
of β is x4 + x3 + x2 + x + 1 or x4 + x3 + 1 and also when |Cs| = 7 and the
minimal polynomial of β is x7 + x6 + x5 + x4 + 1.

Remark 8. Similar to Remark 6, if we take β = α in Proposition 5, where α is
the root of the constructing polynomial of F2n , we get another efficient MDS
matrix Serial(α, 1, 1, α2)4 in canonical representation of F2n .

Remark 9. Note if Serial(β, 1, 1, β2)4 is an MDS matrix, then not necessar-
ily Serial(β, 1, 1, β2)−4 and Serial(β2, 1, 1, β)4 are MDS (See Lemma 8 and
Lemma 9).

In this Section we found values of z ∈ F2n which are of low hamming weight,
such that Serial(1, z, 1, z2)4 and Serial(1, z2, 1, z)4 are MDS matrices for all
n ≥ 5 and Serial(z, 1, 1, z2)4 is MDS matrix for all n ≥ 4. It may be checked
that for n = 3 no Serial(z0, z1, z2, z3)

4 is an MDS having two of its entries as one;
though for n = 3, many such MDS matrices of the form Serial(z0, z1, z2, z3)

4

exist where exactly one of its entries is one. Take for example Serial(1, α, α5, α)4,
where α is the root of x3 + x2 +1. For n = 2 and 1, no MDS matrix of the form
Serial(z0, z1, z2, z3)

4 exists.

5 Conclusion

In this paper, we developed techniques to test if a given d × d matrix over F2n

is an MDS matrix. We propose a simple algorithm (Algorithm 1) based on some
basic properties of MDS matrix. We run the algorithm for up to n = 24 and
d = 8. It might be of interest to explore how further properties related to MDS
matrix can be used to develop more efficient algorithm for checking whether a
given matrix is MDS.

We developed theories to justify why matrices of the form given by
Serial(z0, z1, z2, z3)

4 and Serial(z0, z1, z2, z3, z4)
5 over F2n are MDS for dif-

ferent values n for low Hamming weight choices of values of zi’s, preferably
within the set {1, α, α2, α + 1}. This leads to new constructions of 4 × 4 MDS
matrices over F2n for all n ≥ 4 and and 5 × 5 MDS matrices over F2n for
all n ≥ 8. We tried to generalize such results for Serial(z0, . . . , zd−1) so that
Serial(z0, . . . , zd−1)

d is d × d MDS matrix for d > 5. In doing so, we tried to
explore the properties of a companion matrix and its corresponding character-
istic polynomial. We use the property that eigen values of a matrix A (in our
case A = Serial(z0, . . . , zd−1)) are precisely the roots of the characteristic poly-
nomial (in our case it is z0 + z1x + z2x

2 + . . .+ zd−1x
d−1 + xd); Together with

the property that if λ is an eigen value of A, then f(λ) is the eigen value of f(A)
(in our case f(x) = xd) [15]. But with this simple technique, finding sufficient
conditions seem difficult for arbitrary d. It may be interesting to carry out more
research to construct d × d MDS matrix Serial(z0, . . . , zd−1)

k for arbitrary d
and k ≥ d.
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A Proof of Corollary 1

Proof. Let ((ai,j)) be a 2× 2 full rank matrix and let all entries of its inverse be

non zero. Let its inverse matrix be
((bi,j))
det(A) . It is easy to check that b0,0 = a1,1,

b1,1 = a0,0, b0,1 = −a0,1 and b1,0 = −a1,0. Since all entries of ((bi,j)) are non zero,
all entries of ((ai,j)) are also non zero. So ((ai,j)) is MDS. The other direction
of the proof is immediate. �

B Proof of Corollary 2

Proof. Let M = ((mi,j)) be a 3×3 full rank matrix with all non zero entries, such
that its inverse matrix also has got all non zero entries. So, all 2× 2 submatrices
of M are nonsingular. Note that all 1×1 submatrices, which are nothing but the
elements mi,j ’s, are also non zero. Thus the matrix is MDS matrix. The other
direction of the proof is immediate. �

C Proof of Lemma 2

Proof. It is easy to check that,

Serial(1, 1, 1, 1)4 =

⎛
⎜⎜⎝

1 1 1 1
1 0 0 0
0 1 0 0
0 0 1 0

⎞
⎟⎟⎠ .

Since some entries of Serial(1, 1, 1, 1)4 are zero, so from Fact 2, clearly
Serial(1, 1, 1, 1)4 is not an MDS matrix. Similarly it can be shown that when any
three of z0, z1, z2 and z3 are 1, some entries of the matrix Serial(z0, z1, z2, z3)

4

are zero. Hence the result. �
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D Proof of Lemma 6

Proof.

B4 =

⎛
⎜⎜⎝

α 1 1 α2

α3 α2 + α α2 + 1 α4 + 1
α5 + α α4 + α3 + 1 α4 + α2 + α+ 1 α6 + 1
α7 + α α6 + α5 + α+ 1 α6 + α4 + α3 α8 + α4 + α+ 1

⎞
⎟⎟⎠ (4)

also

B−4 =
1

α4

⎛
⎜⎜⎝

α3 + α2 + α+ 1 α3 + α2 + 1 α6 + α α4 + 1
α5 + α α4 + α3 + α2 + α α4 + α3 + α2 α2 + α
α3 + α2 α5 + α2 α4 + α3 α2

α3 α3 α5 α3

⎞
⎟⎟⎠

(5)

The list of determinants of all 36, 2 × 2 submatrices of B4 are

α2, α, α, α + 1, α3 + 1, α2 + 1, α4, α3 + α2, α3 + α, α3 + α2 + α, α5 +
α2 + 1, α4 + α3 + α2 + 1, α6 + α2, α5 + α4 + α, α5 + α3 + α2 + α, α5 + α4 +
α3 +α+1, α7 +α4 +α3 +α2 +α+1, α6 +α5 +α4 +α+1, α2, α4 +α, α3 +
α, α3 +α2 + α+1, α3 + α2 + α+ 1, α5 + α, α4 +α2, α6 + α3 + α, α5 +α4 +
α3 + α, α5 + α4 + α3 + α2 + α + 1, α5 + α4 + α3 + 1, α7 + α2 + α + 1, α4 +
α2, α4 + α3 + α2 + α, α6 + α2, 1, α4 + α3, α4 + 1.

There are three irreducible polynomials with coefficients from F2 and degree
4, namely x4+x+1, x4+x3+1 and x4+x3+x2+x+1. It is easy to observe that
B4[2][1] = α4+α3+1 and B4[3][1] = α6+α5+α+1 = (α+1)2(α4+α3+α2+α+1).
Thus, when the minimal polynomial of α is x4 + x3 + 1 or x4 + x3 + x2 + x+ 1,
B4[2][1] or B4[3][1] will be 0 respectively. Also note that no polynomial in the
above list or in the entries of B4 or its inverse is a multiple of α4 + α+ 1. Thus
B4 is a non MDS matrix for n = 4 except when the minimal polynomial of α is
x4 + x+ 1,

It is easy to observe that B4[3][2] = α6 + α4 + α3 = α3(α3 + α + 1) and
B4[2][2] = α4 + α2 + α + 1 = (α + 1)(α3 + α2 + 1). So, when the minimal
polynomial of α is x3 + x + 1 or x3 + x2 + 1, B4[3][2] or B4[2][2] will be zero
respectively. Thus B4 is a non MDS matrix for n = 3.

Again B4[2][3] = α6 + 1 = (α + 1)2(α2 + α + 1)2 which is zero when the
minimal polynomial of α is x2 +x+1. Thus B4 is a non MDS matrix for n = 2.

Lastly, when n = 1, α is 1, making B = Serial(1, 1, 1, 1) and from Lemma 2,
B4 will be non MDS matrix.

Similarly it can be proved that B′4 is non MDS matrix. �

E Proof of Proposition 2

Proof. The minimal polynomial of α must be of degree n ≥ 5. From equation 2
and equation 3, we get A4 and A−4. It is easy to check that A4[2][1] = α5+α2+
α = α(α4 + α+ 1) �= 0, A4[2][3] = A4[3][0] = α6 + α = α(α+ 1)(α4 + α3 + α2 +
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α+1) �= 0, A4[3][2] = α6 +α5 +α2 = α2(α4 +α3+1) �= 0, A4[3][3] = α8 +α4 =
α4(α+ 1)4 �= 0, A−4[0][2] = α5 + α4 + α2 + 1 = (α+ 1)(α4 + α+ 1) �= 0.

Out of all polynomials in α that are occurring in the entries of A4 and its
inverse, the above polynomials are of degree more than 5 and rest of the entries
are of degree less than 5 except A4[3][2] = α7 +α4 +α2 +1 = (α+1)(α6 +α5 +
α4+α+1). So A4[3][2] = 0 if n = 6 and α is the root of x6+x5+x4+x+1 = 0.
Thus all entries of A4 and its inverse are non zero for n ≥ 5 except when n = 6
and α is root of x6 + x5 + x4 + x+ 1 = 0.

It is easy to check that the number of 2 × 2 submatrices of A4 is 36. Deter-
minants of all these 2× 2 submatrices of A4 are

1, α, 1, α2 +1, α2 +α, α3 +1, α2, α3 +1, α2 +α, α4 +α2 +α, α4 +α3+
α2, α5 + α, α4 + 1, α5 + α2 + α, α4 + α3, α6 + α4 + α3 + α2 + 1, α6 + α5 +
α4 +α2, α7, 1, α2 +α, α3 +1, α3 +α2, α4 +α2, α4 +α2, α2 +α, α4 +α3 +
α2, α5+α, α5+α4+α3+α, α6+α4+α2+1, α6 +α2, α3+1, α4+α2, α4+
α2, α5, α3 + α, α6 + α3.

It is evident that these polynomials in this list which are of degree less than
5 are non zero. Rest of the polynomials in the list having degree ≥ 5 are

α5 +α, α5 +α2 +α, α6 +α4 +α3 +α2 +1, α6 +α5 +α4 +α2, α7, α5 +α, α5 +
α4 + α3 + α, α6 + α4 + α2 + 1, α6 + α2, α5, α6 + α3.

It is easy to check that these values are all non zero as all can be factored
into polynomials of degree less than 5. Thus from Proposition 1, A4 is an MDS
matrix. �

F Few More Lightweight 4 × 4 MDS Matrices

Here we provide few more 4 × 4 MDS matrices which are of the form
Serial(1, 1, z2, z3)

4 and Serial(1, z1, z2, 1)
4.

– Serial(1, 1, α+ 1, α2)4 is MDS for all n ≥ 5 except for the case when n = 5
and the minimal polynomial of α is x5 + x3 + 1 or x5 + x4 + x3 + x+ 1.

– Serial(1, 1, α2, α+ 1)4 is MDS for all n ≥ 4 except for the case when n = 5
and the minimal polynomial of α is x5 + x2 + 1 or x5 + x4 + x3 + x + 1 or
when n = 4 and the minimal polynomial of α is x4 + x3 + 1 or x4 + x+ 1.

– Serial(1, α2, α+ 1, 1)4 is MDS for all n ≥ 5 except for the case when n = 5
and the minimal polynomial of α is x5 + x3 + 1 or x5 + x4 + x3 + x+ 1.

– Serial(1, α+ 1, α2, 1)4 is MDS for all n ≥ 4 except for the case when n = 5
and the minimal polynomial of α is x5 + x2 + 1 or x5 + x4 + x3 + x + 1 or
when n = 4 and the minimal polynomial of α is x4 + x3 + 1 or x4 + x+ 1.

G Lightweight 5 × 5 MDS Matrix of the Form Serial(1, z1, 1, 1, z4)
5

In this Subsection we study Serial(z0, z1, z2, z3, z4)
5, where the elements

z0, z1, z2, z3, z4 ∈ F2n . As mentioned in Remark 1, we restrict values of zi’s to
1, α, α2, α + 1 and try to maximize the occurrence of 1’s in the matrix
Serial(z0, z1, z2, z3, z4) for better hardware implementation. If 1 is allowed in all
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four or more places of z0, z1, z2, z3 and z4, the matrix Serial(z0, z1, z2, z3, z4)
5 is

not MDS (similar to Lemma 2). We next study the possibility of having MDS ma-
trices of the formSerial(z0, z1, z2, z3, z4)

5 whenany three out of z0, z1, z2, z3 and z4
are 1. Note that there are 10 such cases.We have the following propositions similar
to Proposition 2.

Proposition 6. Let A = Serial(1, α, 1, 1, α2) which is defined over F2n, where
α is the root of the constructing polynomial of F2n. Then A5 is MDS for all
n ≥ 7 except when n = 8 and α is the root of x8+x7 +x6+x4+x3+x2+1 = 0
or n = 7 and α is the root of x7 + x3 + x2 + x + 1 or x7 + x6 + x5 + x2 + 1 or
x7 + x6 + x5 + x4 + 1 or x7 + x6 + x5 + x4 + x3 + x2 + 1.

Remark 10. Serial(1, α, 1, 1, α2)5 of Proposition 6 is MDS when n = 6 and
minimal polynomial of α is x6 + x5 + 1 or x6 + x4 + x3 + x+ 1

Proposition 7. Let A′ = Serial(1, α2, 1, 1, α) which is defined over F2n , where

α is the root of the constructing polynomial of F2n. Then A′5 is MDS for all
n ≥ 8 except when n = 8 and α is the root of x8+x7+x6+x4+x3+x2+1 = 0.

Remark 11. We observe that Serial(z0, z1, z2, z3, z4)
5 does not give MDS matri-

ces when any three of z0, z1, z2, z3 and z4 are set as 1 and rest two are restricted
in {α, α2, α+1} except the cases mentioned in Proposition 6 and Proposition 7.
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Abstract. Side-channel attacks are a major issue for implementation of
secure cryptographic schemes. Among these, key-leakage attacks describe
a scenario in which an adversary is allowed to learn arbitrary informa-
tion about the private key, the only constraint being the number of bits
learned. In this work, we study key-leakage resilience according to the
model presented by Akavia, Goldwasser and Vaikuntanathan at TCC ’09.
As our main contribution, we present a code-based hash proof system;
we obtain our construction by relaxing some of the requirements from
the original definition of Cramer and Shoup. We then propose a leakage-
resilient public-key encryption scheme that makes use of this hash proof
system. To do so, we adapt a framework featured in a previous work by
Alwen et al. regarding identity-based encryption (EUROCRYPT ’10).
Our construction features error-correcting codes as a technical tool, and,
as opposed to previous work, does not require the use of a randomness
extractor.

1 Introduction

Traditionally, the security of cryptographic schemes is analyzed with respect to
an idealized, abstract adversarial model [14]. Unfortunately, in the real world,
implementations of cryptographic schemes are often vulnerable to an additional
kind of threat, of a more physical nature. These are the so-called side-channel
attacks, which are based on the observation of phenomena directly connected
with the implementation, such as power or timing measurements, detection of
internal faults and leakage of some private information. It is therefore important
to build schemes whose security can be argued even in presence of such attacks.

In this work, we focus on one particular type of attacks, known as “cold boot”
or memory attacks, first introduced by Halderman et al. [16] in 2008. The au-
thors show how it is possible to recover private information stored in the device’s
memory after the device is turned off; this is because typical DRAM memories
only lose their content during a gradual period of time. In particular, a sig-
nificant fraction of the cryptographic key stored in the memory can be easily
recovered, leading to potentially devastating attacks. We therefore speak about
key-leakage attacks. A general framework that models key-leakage attacks was
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introduced by Akavia, Goldwasser and Vaikuntanathan [1]. In this model, the
adversary is allowed the knowledge of arbitrarily chosen functions of the private
key, with the restriction that the total output of these functions doesn’t exceed
a certain bound λ. Attacks can be performed, as usual, both in an adaptive
or non-adaptive fashion. The authors then show that the lattice-based public-
key encryption scheme of Regev [23] and the identity-based encryption scheme
of Gentry, Peikert and Vaikuntanathan [13] are resistant to such leakage. The
framework was subsequently revisited by Naor and Segev [21] and further gen-
eralized by Alwen, Dodis and Wichs [3], who provide the first public-key prim-
itives in the Bounded Retrieval Model (BRM). This model had been previously
introduced by Dziembowski and Di Crescenzo in independent works [10,7] for
symmetric encryption schemes.

To date, many cryptographic primitives have been shown to be resilient to
key-leakage attacks, based on a variety of assumptions such as DDH or d-
Linear, quadratic residuosity, composite residuosity and LWE; however, there is
no known construction based on coding theory assumptions. Code-based cryp-
tography is one of the candidates for “post-quantum” cryptography; compared
to LWE-based schemes, code-based schemes have the advantage of a simpler
structure (for example, they usually work over the binary field) thus allowing
for more practical implementations.

Our contribution. In this paper, we propose a protocol based solely on coding
theory assumptions, that achieves semantic security against key-leakage attacks.
The first step is to build a Hash Proof System (HPS). This primitive, essentially
a special kind of non-interactive zero-knowledge proof system for a language,
was first introduced by Cramer and Shoup in [6] as a theoretical tool to con-
struct efficient public-key encryption schemes. It was later shown by Kiltz et al.
[20] that it is possible to view a HPS as a key encapsulation mechanism (KEM)
with special properties, and that it is possible to obtain secure hybrid encryp-
tion schemes by using randomness extractors. The work of Naor and Segev [21]
builds on this method, and the authors present a general framework to design
leakage-resilient encryption schemes using any HPS together with a randomness
extractor. This is also the basis for a recent paper by Alwen et al. [2] in which the
framework is extended to the identity-based setting. Our construction works as
follows. The private key has a high min-entropy that is guaranteed by analyzing
the volume of spheres centered on codewords of a randomly generated code. This
induces an error in the decapsulation procedure; however, we manage to bound
the size of the error term by carefully choosing the scheme’s parameters. This
allows us to deal with the possible decryption error by using error-correcting
codes in our encryption scheme. Finally, we achieve ciphertext indistinguishabil-
ity thanks to the pseudorandomness of the syndrome construction (Fischer and
Stern [11]) for low-weight error vectors. To the best of our knowledge, this is the
first construction of a hash proof system from coding theory assumptions.

The paper is structured as follows: in Section 2 we give some preliminary defi-
nitions necessary for the remainder of the paper. Next, we describe hash proof sys-
tems (Section 3) and leakage-resilient public-key encryption (Section 4).
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Our construction of a code-based hash proof system is presented in Section 5, and
the encryption scheme based on it in Section 6. We conclude in Section 7.

2 Preliminaries

We start by providing some probability notions that are relevant for the pa-
per. The notation x ← χρ means sampling an element x from the Bernoulli
distribution with parameter ρ: this extends naturally to vectors and matri-
ces with notation, respectively, χn

ρ and χm×n
ρ . The statistical distance between

two random variables X and Y with values in Ω is defined as Δ(X,Y ) =
1
2

∑
ω∈Ω

∣∣∣Pr[X = ω]− Pr[Y = ω]
∣∣∣. The min-entropy of a random variable X is

H∞(X) = − log(maxω∈ΩPr[X = ω]). We also present the notion of average
min-entropy, which is useful to describe the unpredictability of a random vari-
able X conditioned on the value of another random variable Y , as H̃∞(X |Y ) =

− log
(
E
y

$←−Y

[
2−H∞(X|Y=y)

])
.

Next, we present a few basic coding theory notions. Throughout the paper, we
will treat all vectors as column vectors, and denote them by a boldface letter. An
[n, k] linear code over the finite field Fq is a vector subspace C of Fn

q of dimension
k. A generator matrix for C is a matrix whose rows form a basis for the subspace.
A parity-check matrix for C is an (n − k) × n matrix H such that Hx = 0 for
all codewords x. For every vector x ∈ Fn

q the Hamming weight wt(x) is the
number of its non-zero positions; d(x,y) = wt(x − y) is the Hamming distance
between the two words x and y. The minimum distance of a code C is simply
the minimum between the distance of all codewords of C. The following is a very
important bound on the minimum distance of linear codes.

Definition 1 (GV Bound). Let C be an [n, k] linear code over Fq. The Gilbert-
Varshamov (GV) Distance is the largest integer d0 such that

|B(0, d0 − 1)| ≤ qn−k (1)

where B(x, r) = {y ∈ Fn
q |d(x,y) ≤ r} is the n-dimensional ball of radius r

centered in x.

For an integer w below the GV bound, the following problem is hard (Berlekamp,
McEliece and van Tilborg [4]).

Definition 2 (Syndrome Decoding Problem). Given an (n−k)×n parity-
check matrix H for an [n, k] linear code C over Fq, a vector s ∈ Fn−k

q and an
integer w ∈ N+, find e ∈ Fn

q such that s = He and wt(e) ≤ w.

3 Hash Proof Systems

Like in the majority of previous work, we use a HPS for our construction. To
describe our HPS, we adapt the “simplified” definition of [2] to public-key en-
cryption schemes.
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Table 1. Hash Proof System

Setup The setup algorithm takes as input a security parameter θ and returns the
public parameters of the scheme. The algorithm also defines the set K of
encapsulated keys.

KeyGen The key generation algorithm takes as input the public parameters and out-
puts a public key pk and a private key sk.

Encap The valid encapsulation algorithm receives as input the public key pk and
returns a ciphertext/key pair (ψ0,K).

Encap∗ The invalid encapsulation algorithm receives as input the public key pk and
samples an invalid ciphertext ψ0.

Decap The decapsulation algorithm takes as input a private key sk and a ciphertext
ψ0 and outputs a key K′.

Note that all of the above algorithms are probabilistic, except Decap, which
is deterministic. There are two important requirements on the output of Decap.
If ψ0 is a valid ciphertext (i.e. produced by Encap) we require correctness.

Definition 3 (Correctness of decapsulation). Fix any values of pk and sk,
as output by KeyGen, and let (ψ0,K) = Encap(pk) and K ′ = Decap(sk, ψ0).
Then:

Pr[K �= K ′] = negl(θ). (2)

For our scheme, a relaxation of the above requirement will suffice, called ap-
proximate correctness. This notion was introduced by Katz and Vaikuntanathan
in [19], and asks that the output of Decap is “close” (in Hamming sense) to the
actual encapsulated key.

Definition 4 (t-Approximate Correctness). Fix any values of pk and sk, as
output by KeyGen, and let (ψ0,K) = Encap(pk) and K ′ = Decap(sk, ψ0). Then:

Pr[d(K,K ′) > t] = negl(θ). (3)

For invalid ciphertexts (i.e. produced by Encap∗), instead, we want Decap to
return strings that are almost uniformly distributed. Following [2], we present
three distinct notions in this regard.

Definition 5 (Universality). Let SK and PK be random variables represent-
ing, respectively, sk and pk. We say that an HPS is (η, ν)-universal if
H̃∞(SK|PK) ≥ η and, for any fixed values pk and sk �= sk′, it holds:

Pr[Decap(sk, ψ0) = Decap(sk′, ψ0)] ≤ ν (4)

where ψ0 = Encap∗(pk).

Definition 6 (Smoothness). For any fixed pk and sk �= sk′, let ψ0 =
Encap∗(pk), K = Decap(sk, ψ0). Then we say that an HPS is smooth if:

Δ((ψ0,K), (ψ0,K
′)) = negl(θ) (5)
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whereψ0 = Encap∗(pk),K = Decap(sk, ψ0) andK
′ is chosen uniformly at random.

Definition 7 (Leakage Smoothness). We say that an HPS is λ-leakage
smooth if, for any (possibly randomized) function f with output size bounded
by λ, it holds:

Δ((ψ0, f(sk),K), (ψ0, f(sk),K
′)) = negl(θ) (6)

for ψ0,K and K ′ sampled as in Definition 6.

Finally, an HPS requires an indistinguishability property for ciphertexts, that
is, a random valid ciphertext should be computationally indistinguishable from
an invalid one. The definition is the following.

Definition 8 (Ciphertext Indistinguishability). We define the following
attack game between a challenger and an adversary A:

1. Fix system parameters.

2. The adversary A makes a sequence of queries to the challenger, getting back
public key/private key pairs (pk, sk).

3. The challenger fixes a target public key pk∗, then chooses a random bit
b. If b = 0, it computes (ψ0,K) = Encap(pk∗), otherwise computes ψ0 =
Encap∗(pk∗). It then gives ψ0 to A.

4. A keeps performing queries as above. No restrictions apply, hence A can
even get sk∗.

5. Finally, A outputs b∗ ∈ {0, 1}.

The adversary succeeds if b∗ = b. More precisely, we define the advantage of A
against HPS as

AdvHPS(A, θ) =
∣∣∣Pr[b∗ = b]− 1

2

∣∣∣. (7)

We say that an HPS satisfies the ciphertext indistinguishability property if the
advantage AdvHPS of any polynomial-time adversary A in the above adaptive
attack model is negligible.

Remark 1. In the original definition for an identity-based protocol, the adver-
sary would perform queries adaptively submitting a certain identity and getting
back the corresponding private key. Adapting this to the public-key setting just
means that the adversary is allowed to see public key/private key pairs, includ-
ing the “target” one. In both cases, this is a very strong requirement, meaning
that ciphertexts have to be computationally indistinguishable even if the whole
private key is revealed.

4 Leakage-Resilient Public-Key Encryption

We define here the notion of security for public-key encryption schemes under
key-leakage attacks. An adversary in this setting is allowed to (adaptively) query
a leakage oracle, submitting any function f and receiving f(sk), with the only
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restriction that the total length of the output is not greater than a certain
threshold λ. As pointed out by Akavia et al. [1], this is equivalent to querying
the leakage oracle on a single function f whose total output doesn’t exceed λ
bits. The definition is given below.

Definition 9. An adversary A for key-leakage security is a polynomial-time
algorithm that plays the following attack game:

1. Query a key generation oracle to obtain a public key pk.
2. Submit a query f to the leakage oracle. The oracle will reply with f(sk)

provided that the output is less or equal to λ bits.
3. Choose φ0, φ1 ∈ P and submit them to an encryption oracle. The oracle

will choose a random b ∈ {0, 1} and reply with the “challenge” ciphertext
ψ∗ = Enc(pk, φb).

4. Output b∗ ∈ {0, 1}.

We define the advantage of A against PKE as

Adv(A, θ) =
∣∣∣Pr[b∗ = b]− 1

2

∣∣∣. (8)

We say that a PKE scheme is semantically secure against λ-key-leakage attacks
if the advantage of any adversary A in the above attack model is negligible.

As usual, the above notion can be extended to the chosen-ciphertext attack
model, allowing for decryption queries before (CCA1) or after (CCA2) the gen-
eration of the challenge ciphertext. In this case we speak about resistance to,
respectively, a priori and a posteriori chosen-ciphertext key-leakage attacks.

5 The Construction

The choice of parameters here is important to guarantee that the construction
satisfies the requirements presented in the previous section. In particular, we will
need the rate R = k/n to be high enough for ρ to be less than 1/

√
n. We now

analyze the three properties one at a time:

t-Approximate Correctness. As in Definition 4, let (ψ0,K) = Encap(pk) and
K ′ = Decap(sk, ψ0); then K and K ′ differ by a factor of Es, and d(K,K ′) =
wt(Es), hence we just need to bound the weight of this product. Remember
that E and s are distributed, respectively, according to χ
×n

ρ and χn
τ , where

ρ = O(n−1/2−ε) and τ = γρ for γ > 0. We now use a result from Döttling,
Müller-Quade and Nascimento [8]. A matrix X ∈ F
×n

2 is said to be (β, ε)-good
if for a fixed constant β and ε = ε(n) it holds that for all s ∈ Fn

2 if wt(s) ≤ εn then
wt(Xs) ≤ β�. It is proved in [8] that when ρ = O(n−1/2−ε) and n is sufficiently
large, for any fixed β, γ > 0 a matrix sampled from χ
×n

ρ is (β, γρ)-good with
overwhelming probability. Thus in our case we will have wt(Es) ≤ t for t = β�,
and this concludes the proof.
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Table 2. Code-based HPS

Setup Public parameters are a matrix A
$←− F

k×n
2 and integers k, n, � with k < n,

� > k. Let δ be the minimum distance of the code havingA as generator matrix
and set ρ = δ/n and τ = γρ for a certain γ > 0. The set of encapsulated keys
is defined as K = F�

2.

KeyGen selects matrices M
$←− F

�×k
2 and E ← χ�×n

ρ and outputs the private key
sk = M and the public key pk = MA+ E.

Encap chooses s ← χn
τ and returns the ciphertext/key pair (ψ0, K) where ψ0 = As

and K = pk · s.
Encap∗ chooses r

$←− Fk
2 and returns the invalid ciphertext ψ0 = r.

Decap takes as input the private key sk and a ciphertext ψ0 and obtains K′ as sk ·ψ0.

Universality. A defines a random linear code C, hence its minimum distance
δ is on the GV bound with high probability. Consider the expected number of
codewords in B(x, r) for x chosen uniformly at random, μC(r) = Ex∈Fn

q
[|C ∩

B(x, r)|]. Following Dumer, Micciancio and Sudan [9], we know that μC(r) =
2k−n · |B(0, r)| (we are interested in the case q = 2), and that for r = δ this
number is equal to a certain constant μ > 1. Since each row of M is chosen
independently, it holds H∞(sk) ≥ μ
. This completes the first part. For the
second part, recall that Decap(sk, ψ0) = Mψ0. Consider two private keys M �=
M ′: then Decap(sk, ψ0) = Decap(sk′, ψ0) ⇐⇒ Mψ0 = M ′ψ0 ⇐⇒ (M − M ′)ψ0 =
0. Now, � > k and both M and M ′ are generated uniformly at random, so the
matrix N = (M −M ′) is of full rank k with high probability [5], say p. It follows
that (M − M ′)ψ0 = 0 ⇐⇒ ψ0 = 0. We conclude that the code-based HPS is
(η, ν)-universal, for η = μ
 and ν = 1 − p.

Ciphertext Indistinguishability. We know that ρ = O(n−1/2−ε), thus choos-
ing s according to χρ produces a vector with weight below the GV bound.
As proved by Fischer and Stern in [11], the vector ψ0 = As is pseudorandom.
Ciphertext indistinguishability follows directly since clearly the private key M
doesn’t carry information about the ciphertext.

Remark 2. We remark that the t-approximate correctness of the scheme relies
heavily on a careful choice of the values ρ and τ , which are selected such that s
and the rows of E have very low weight. It is easy to see that, if this condition is
not respected, the weight of the corresponding product Es grows very quickly.
One could in fact imagine an attack scenario aimed at obtaining an alternative
decapsulation key K ′′, in which the attacker produces a vector s′ �= s such that
As′ = As, and subsequently uses s′ to get K ′′ as pk ·s′. Because of the hardness
of SDP, though, such an attacker would only be able to recover a vector s′ having
high weight; for the above argument, the difference factor E(s+ s′) would also
have high weight, hence this attack would not work in practice.
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6 The Scheme

In this section, we show how to use the HPS that we presented above to achieve
leakage-resilient public-key encryption. In addition to the “standard” protocol
presented in [2], we have to include an error-correcting code to deal with the
error coming from the approximate correctness. High error-correction capacity
can be achieved, for example, by using list-decodable codes; Guruswami and
Rudra in [15] show how it is possible to obtain codes that are list-decodable up
to a radius 1 − R − ε, for any ε > 0.

Table 3. Leakage-Resilient Public-Key Encryption Scheme

Setup Set public parameters as in Table 2, and let m be the length of the plaintexts.
Fix an integer t′ and set t′′ = t+ t′, then select an [�,m] linear code C which
is decodable up to the radius t′′.

KeyGen Run KeyGenHPS and return the private key sk = M and the public key pk =
MA+E.

Enc On input a plaintext φ ∈ {0, 1}m, run Encap(pk) to obtain the pair (ψ0,K),

sample a random vector z
$←− F�

2 having wt(z) ≤ t′, then set ψ1 = K + z +
EncodeC(φ). Finally, output the final ciphertext ψ = (ψ0, ψ1).

Dec On input a private key sk = M and a ciphertext ψ = (ψ0, ψ1), calculate K′

as Decap(sk, ψ0) and return the plaintext φ = DecodeC(K′ + ψ1).

As we mentioned above, the correctness of the scheme depends on the t-
approximate correctness of the HPS, and the use of error-correcting codes. In
fact K ′ + ψ1 = EncodeC(φ) + Es + z and we expect Es to have weight less or
equal to t and consequently wt(Es + z) ≤ t + t′ = t′′. Hence by applying the
decoding algorithm is possible to recover the plaintext φ.

We now proceed to prove the security of the scheme. We start with a result
from Alwen et al. [2, Theorem 3.1].

Theorem 1. Let H be an (η, ν)-universal HPS with key space K = {0, 1}
. Then
H is also λ-leakage smooth as long as λ ≤ η−�−ω(log θ) and ν ≤ 2−
(1+negl(θ)).

It is easy to see that the code-based HPS that we described in the previous section
satisfies the conditions of Theorem 1. In addition, we will need the following
computational assumption.

Assumption 1. Let E, s and z be distributed as in Table 3. Then given E and
y = Es+ z it is hard to recover s.

One could think to use a generic decoding algorithm (e.g. Information Set
Decoding [22]) or a dedicated decoding algorithm (e.g. bit flipping as for LDPC
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codes [12]); all these approaches, however, require at some point to check the syn-
drome equations. Because of the presence of z, these equations can’t be trusted.
The attacker would then need to guess the positions of z, either beforehand, or
during the execution of the algorithm. In both cases, this implies a huge com-

putational effort: there are in fact N =
∑t′

i=0

(
n
i

)
possibilities for z. Therefore,

it is plausible to assume that there is no efficient way to recover s.

We are now ready to prove the following theorem.

Theorem 2. Given that Assumption 1 holds, the scheme in Table 3 is seman-
tically secure against λ-key-leakage attacks.

Proof. For our security analysis we use a sequence of games. This is inspired by
the proof of [2, Theorem 4.1], although a few ad hoc modifications are needed,
due to the particular nature of our scheme.

Game 0: This is the semantic security game with leakage λ as presented in
Definition 9.

Game 1: This game proceeds exactly as Game 0, except that we modify the
encryption oracle as follows. We calculate (ψ0,K) = Encap(pk) as usual, but
instead of using K for encrypting the message, we use K ′ = Decap(sk, ψ0).
Because of the approximate correctness, we have to artificially add some noise
to preserve the structure of the ciphertext. We thus generate a random vector
y of weight less or equal to t′′, according to the same distribution of Es + z.
The challenge ciphertext will then be (ψ∗

0 , ψ
∗
1 ), where ψ∗

0 = ψ0 and ψ∗
1 = K ′ +

y+EncodeC(φb). Now, suppose the adversary is in possession of the private key.
In order to distinguish between the two games, it could easily recover E from
pk and y from ψ∗

1
and try to solve for s. However, because of Assumption 1,

we claim that there is no efficient way to do this. Hence, the two games are
computationally indistinguishable.

Game 2: This is the same as Game 1, but we modify again the encryption oracle,
now replacing a valid ciphertext with an invalid one. More precisely, we calculate
ψ0 = Encap∗(pk) and K ′ = Decap(sk, ψ0), then return the challenge ciphertext
(ψ∗

0
, ψ∗

1
) where ψ∗

0
= ψ0 and ψ∗

1
= K ′ + y + EncodeC(φb). By the ciphertext

indistinguishability property of the scheme, the two games are computationally
indistinguishable. Note that, by definition, this indistinguishability holds even if
the whole private key is revealed, hence in particular it holds for any bounded
leakage f(sk).

Game 3: In Game 3 we proceed as in Game 2, but now we generate ψ∗
1 as

a uniformly random string. That is, we calculate ψ∗
0 = Encap∗(pk) and ψ∗

1

$←−
Fm
2 , then return the challenge ciphertext (ψ∗

0
, ψ∗

1
). Game 2 and Game 3 are

statistically indistinguishable because of the leakage smoothness property.

Finally, in Game 3 the advantage of any adversary A is equal to 0, since this is
independent from the chosen bit b. This completes the proof. ��
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7 Conclusions

We have shown how to construct an HPS based on coding theory assumptions.
The public-key encryption scheme that is based on it is inspired by a framework
from Alwen et al. [2]; however we do not need to use randomness extractors
to achieve semantic security against key-leakage attacks. This is because of the
universality of our HPS construction. We remark that our scheme is but a first
step towards achieving efficient leakage-resilient code-based encryption schemes.
We thus hope to stimulate discussion about some open questions that stem from
this work. For example, it would be important to improve the scheme in order to
resist chosen-ciphertext attacks, without having to use impractical variants such
as the one based on the Naor-Yung “double encryption” paradigm presented in
[21].
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Abstract. Among many approaches for privacy-preserving biometric
authentication, we focus on the approach with homomorphic encryption,
which is public key encryption supporting some operations on encrypted
data. In biometric authentication, the Hamming distance is often used
as a metric to compare two biometric feature vectors. In this paper, we
propose an efficient method to compute the Hamming distance on en-
crypted data using the homomorphic encryption based on ideal lattices.
In our implementation of secure Hamming distance of 2048-bit binary
vectors with a lattice of 4096 dimension, encryption of a vector, secure
Hamming distance, and decryption respectively take about 19.89, 18.10,
and 9.08 milliseconds (ms) on an Intel Xeon X3480 at 3.07 GHz. We also
propose a privacy-preserving biometric authentication protocol using our
method, and compare it with related protocols. Our protocol has faster
performance and shorter ciphertext size than the state-of-the-art prior
work using homomorphic encryption.

Keywords: somewhat homomorphic encryption, ideal lattices, packed
ciphertexts, secure Hamming distance, privacy-preserving biometrics.

1 Introduction

Biometric authentication (or biometrics) is an identification of clients by their
physical characteristics such as fingerprint, iris, vein and DNA. Since biometric
authentication has the advantage that clients do not need to remember their long
and complex passwords compared to the commonly used ID/password authenti-
cation, the use of biometric authentication is now expanding (see US-VISIT [29]
for a typical example). On the other hand, concerns about the security and the
privacy are increasing. Especially, it is important to protect templates, which
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are stored biometric feature data, since once leaked templates can be neither
revoked nor replaced. At present, there are the following three main approaches
for privacy-preserving biometric authentication (see [1] or [17] for the details):

– Feature transformation approach, in which biometric feature data are trans-
formed to random data by using a client-specific key or password. Cancelable
biometrics [26] and biohashing [1, Section 3.3] are typical examples in this
approach. This approach is practical in performance, but it is no longer
secure if the client-specific key is compromised.

– Biometric cryptosystem approach, which is based on error-correcting codes.
This approach includes fuzzy vault [19] and fuzzy commitment [20]. Since
this approach needs to have strong restriction of authentication accuracy,
both practical and security issues are controversial.

– Homomorphic encryption approach, on which we focus in this paper. In this
approach, biometric feature data are protected by homomorphic encryption,
and similarity of two feature data is measured on encrypted data by metrics
such as the Hamming and the Euclidean distances. This approach enables
biometric authentication system to be considerably secure as long as the
secret key is securely managed by the trusted party. The performance and
the encrypted data size are main issues for the practical use of this approach.

1.1 Related Work on Homomorphic Encryption Approach

We summarize privacy-preserving biometric authentication protocols known so
far based on homomorphic encryption approach. In 2006, Schoenmakers and
Tuyls in [27] proposed secure computations suitable for privacy-preserving bio-
metric authentication using the Paillier scheme [24], which is additively homo-
morphic. In 2010, Osadchy et al. in [23] designed a new face recognition algorithm
and proposed an efficient secure face identification system, called SCiFI, with the
Paillier scheme and the oblivious transfer protocol. Their secure two-party com-
putation is based on the work in [18]. In SCiFI, a feature vector extracted from
face image is always represented as a binary vector of 900-bit, and the Hamming
distance is used as a metric to compare two feature vectors. Their implementa-
tion showed that it took 310 ms to compute their secure Hamming distance. At
present, SCiFI is known as one of the state-of-the-art privacy-preserving biomet-
ric authentication systems suitable for real life. In 2011, Blanton and Gasti in
[2] developed secure protocols for iris and fingerprints. Their secure computation
is similar to SCiFI, but they use the DGK scheme [10], which is an additively
homomorphic encryption with shorter ciphertexts than the Paillier scheme. In
their protocol, an iris feature vector is always represented as a binary vector of
2048-bit and the Hamming distance is used as in SCiFI. Their implementation
showed that it took 150 ms to compute their secure Hamming distance.

1.2 Our Contributions

After Gentry’s breakthrough work [13] of constructing a fully homomorphic en-
cryption (FHE) scheme, threemain variants of FHE have been proposed so far; one
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based on ideal lattices [13, 14], another one based on integers [9, 11], and the last one
based on the ring learning with errors (ring-LWE) assumption [5–7]. Those FHE
schemes start froma somewhat homomorphic encryption (SHE) scheme,which can
support only limited number of additions and multiplications on encrypted data
but can be much more practical than FHE. To achieve faster secure Hamming dis-
tance, we rather use the SHE scheme based on ideal lattices (it is faster and eas-
ier to implement than the other SHE schemes). We propose an implementation of
Gentry’s scheme [13] for applying it to biometrics. Our variant is based mainly on
Gentry-Halevi’s [14], but is somewhat different from it because ours is tailored to
faster secure computation. We also note that our variant is still provably secure in
the sense of IND-CPA under the assumption that the ideal coset problem (ICP)
[13, Section 3.2] is intractable. In this work, we will not refer to how to generate
feature vectors as in [27], and assume that feature vectors are always represented
as binary vectors of 2048-bit, whose length can be applied to various biometrics.
Our main contributions are as follows:

– Packing method for secure Hamming distance. When we encrypt a
feature vector bit by bit, we need to handle a large number of ciphertexts
only for one feature vector and hence it would take much time to compute the
Hamming distance on encrypted data. In contrast, we propose a new method
to pack a feature vector into a single ciphertext, which also enables us to
compute secure Hamming distance efficiently (our packing method can be
applied in the SHE scheme based on the ring-LWE assumption, and results
using the ring-LWE based scheme will be discussed in our next paper).

– Privacy-preserving protocol using the SHE scheme. We propose a
new privacy-preserving biometric authentication protocol using our variant
SHE scheme. We also give concrete parameters of our variant scheme with
reasonable security, and demonstrate the efficiency of our packing method.
Our implementation result shows that our protocol has both faster perfor-
mance and shorter size of encrypted feature vectors than the state-of-the-
art prior work. Furthermore, we believe that our protocol could give a new
template protection technique due to our asymmetric packing methods to
encrypt a feature vector in enrollment and authentication phases.

Comparison with Known Packing Methods. Smart and Vercauteren in
[28] propose a packing method based on polynomial-CRT (Chinese Remain-
der Theorem) for packing many elements in a single ciphertext, which can be
applied to perform SIMD (Single Instruction - Multiple Data) operations on en-
crypted data. The polynomial-CRT packing method is applied in the work [15]
to evaluate the AES circuit homomorphically with a leveled FHE scheme of [5].
Furthermore, while the polynomial-CRT packing method can be applied only in
ring-LWE based schemes, Brakerski, Gentry and Halevi extend the SIMD no-
tions to the standard LWE based scheme of [7] using the packing method of [25].
Unlike the polynomial-CRT packing method, our method cannot be applied for
SIMD operations, but it is very easier to handle and much more efficient for
evaluating fundamental computations such as the Hamming distance (it would
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be more interesting to combine our packing method with the polynomial-CRT
method). In their work [21], Lauter, Naehrig and Vaikuntanathan also present
some message encoding techniques in the ring-LWE based scheme, and their
technique is to encode integers in a single ciphertext so that it enables us to
efficiently compute their sums and products over the integers. When we ignore
the difference of homomorphic encryption schemes, our packing method can be
considered as an extension of their techniques. Our extension is to give two types
of packed ciphertexts, and combinations of two types of our packed ciphertexts
give efficient computations such as the inner product and the Hamming distance.

2 Preliminaries

We fix our standard notation. The symbols Z, Q, R, and C denote the ring of
integers, the field of rational numbers, the field of real numbers, and the field
of complex numbers, respectively. For a prime number p, the finite field with p
elements is denoted by Fp. For two integers z and d, let [z]d denote the reduction
of z modulo d included in the interval [−d/2, d/2) as in [14] (let z mod d denote
the usual reduction included in the interval [0, d)). For a rational number q ∈ Q,
we denote by �q� the rounding of q to the nearest integer, and by [q] the fractional
part of q. These notations are extended to vectors and matrices in the natural
way. For a vector a = (a1, a2, . . . , an) ∈ Rn, let ||a|| denote the Euclidean norm
defined by

√∑n
i=1 a

2
i . Furthermore, we let ||a||1 and ||a||∞ denote the 1-norm

defined by
∑n

i=1 |ai| and ∞-norm defined by maxi |ai|, respectively.

2.1 Definitions and Notation in Lattices

Fix an integer number n. Let B ∈ Rn×n be a matrix and let bi ∈ Rn denote the
i-th row of B for i = 1, . . . , n. Denote by

L(B) =

{
n∑

i=1

mibi : mi ∈ Z

}

the set of all integral linear combinations of the bi’s, which is a subgroup of
Rn. We say that the subgroup L(B) is a (full-rank) lattice of dimension n if
b1, . . . ,bn are linearly independent. In this case, we say that the matrix B is
a basis of the lattice L(B). Every lattice has infinitely many lattice bases. If
B1 and B2 are two bases of a lattice L, then there exists a unimodular matrix
U ∈ GLn(Z) satisfying B1 = UB2. Since we have det(U) = ±1, the absolute
value | det(B)| is invariant for any basis B of L and denoted by det(L). For a
basis B, we let

P(B) =

{
n∑

i=1

xibi : xi ∈ [−1/2, 1/2)

}
denote its associated half-open parallelepiped. Every lattice L has a unique Her-
mite normal form basis HNF(L) = (bij), where bij = 0 for all i < j, bjj > 0 for
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all j, and bij ∈ [−bjj/2, bjj/2) for all i > j. Given any basis of L, we can com-
pute the basis HNF(L) by Gaussian elimination. Note that the basis HNF(L)
typically serves as the public key representation of the lattice.

By lattice reduction, we mean an operation that computes a basis B =
[b1, . . . ,bn]

t of L with short and nearly orthogonal vectors b1, . . . ,bn from a
given basis of L. Lattice reduction algorithms are often used for breaking lat-
tice cryptosystems. The root Hermite factor of a lattice reduction algorithm is
defined by ||b1||/ det(L)1/n with the output basis [b1, . . . ,bn]

t. It is an index to
measure the output quality of a lattice reduction algorithm (the output qual-
ity is better as the root Hermite factor is smaller). The most practical lattice
reduction algorithms are the LLL and the BKZ algorithms.

2.2 Basic Construction of SHE Scheme

We present the basic construction of our variant of the SHE scheme based on
ideal lattices (see §3 for some improvements). Our variant is based mainly on
Gentry-Halevi’s [14], but ours can use a more general ciphertext space for faster
secure computation. For a 2-power integer n = 2m, let R := Z[x]/(fn(x)) denote
the polynomial ring modulo fn(x) := xn+1, which is an irreducible polynomial.
Since a map

� v(x) = v0 + v1x+ · · · vn−1x
n−1 �→ v = (v0, v1, . . . , vn−1) ∈ Zn (1)

gives an isomorphism R � Zn as Z-modules, we can view each element of R as
both a polynomial v(x) and a vector v.

Key Generation. To generate the public and the secret keys, we need key parame-
ters (n, t, s), where n = 2m is the lattice dimension of 2-power, t is the bit length
of coefficients in so called the generating polynomial v(x), and s is the size of
the plaintext space. The following construction is based on the sub-optimal key
generation described in [14, Section 3] (see §3.3 for our improved key generation):

Step 1. We first choose an n-dimensional vector v = (v0, v1, . . . , vn−1) ∈ Zn,
where vi is randomly chosen satisfying the condition |vi| ≤ 2t for any i. Set

v(x) =
∑n−1

i=0 vix
i ∈ R as a generating polynomial. Consider the rotation

matrix

V := rot(v) =

⎛⎜⎜⎜⎜⎜⎝
v0 v1 v2 · · · vn−1

−vn−1 v0 v1 · · · vn−2

−vn−2 −vn−1 v0 · · · vn−3

...
...

...
. . .

...
−v1 −v2 −v3 · · · v0

⎞⎟⎟⎟⎟⎟⎠ . (2)

Since the i-th row of V corresponds to the polynomial v(x) × xi ∈ R under
the isomorphism (1), the subgroup L := L(V ) ⊂ Zn is a lattice of dimension
n and we have the relation R ⊃ (v(x)) � L ⊂ Zn, where (v(x)) denotes the
principal ideal of R generated by v(x).
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Step 2. By applying the extended Euclidean-GCD algorithm for polynomials,
we compute the scaled inverse w(x) of v(x) modulo fn(x) satisfying

w(x) × v(x) ≡ d mod fn(x).

Note that d is the resultant of v(x) and fn(x), which is also equal to the
determinant det(L) = | det(V )| of the lattice L. If gcd(d, s) �= 1, go back
to Step 1 and generate another v (we can decrypt a ciphertext without the
secret key when s divides d). Let w = (w0, w1, . . . , wn−1) denote the vector
corresponding to w(x). Then the matrix W := rot(w) satisfies W × V =
V × W = d · I, where I is the n× n identity matrix.

Step 3. We give the following definition and lemma given in [14, Section 3]:

Definition 1 (goodness of v(x)). We say that v(x) is good if the Hermite
normal form basis B := HNF(L) of the lattice L = L(V ) has the form

B =

⎛⎜⎜⎜⎜⎜⎝
d 0 0 · · · 0

−r 1 0 · · · 0
∗ 0 1 · · · 0
...

...
...

. . .
...

∗ 0 0 · · · 1

⎞⎟⎟⎟⎟⎟⎠ . (3)

Lemma 1. A generating polynomial v(x) is good if and only if L contains
a vector of the form (−r′, 1, 0, . . . , 0). Furthermore, if v(x) is good, we have
that r := w1/w0 = w2/w1 = · · · = wn−1/wn−2 = −w0/wn−1 mod d and the
element r satisfies the condition rn ≡ −1 mod d.

In this step, we check whether v(x) is good or not. For checking it, we only
test that r := w1/w0 mod d satisfies rn ≡ −1 mod d; If rn ≡ −1 mod d, go
to the next step. Otherwise, go back to Step 1 and generate another v.

Step 4. We set V,W (resp. B) as the secret key (resp. the public key). We here
call V,W (resp. B) the secret key matrices (resp. the public key matrix ).
Due to the special form (3) of B, we only need to set sk = wi as the secret
key and pk = (d, r, n, s) as the public key, where wi is a single coefficient of
w satisfying gcd(wi, s) = 1 (see Decryption below).

Encryption. To encrypt a plaintext b ∈ Z/sZ = {0, 1, . . . , s − 1} with pk =
(d, r, n, s), we first choose a random “noise vector” u = (u0, u1, . . . , un−1) with
ui ∈ {0,±1} chosen as 0 with some probability q and as ±1 with probability
(1 − q)/2 each. Then the ciphertext of b is given by the integer

Enc(b) =

[
b+ s

n−1∑
i=0

uir
i

]
d

.

Set a := su + be1 = (su0 + b, su1, . . . , sun−1) with e1 = (1, 0, . . . , 0), and let
a(x) ∈ R denote the corresponding polynomial. Then we have Enc(b) = [a(r)]d
and the vector (Enc(b), 0, . . . , 0) is equal to a mod B := a−

(
�a× B−1� × B

)
∈

P(B), which is the ciphertext vector generated by the public key matrix B (see
[14, Section 5] for details).
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Definition 2 (masked plaintext). We call the vector a (or the polynomial
a(x)) the masked plaintext corresponding to a ciphertext ct.

We need to choose the probability q to make it hard to recover the original
noise vector from a ciphertext c. Against exhaustive-search and birthday attacks,
we set a security parameter λ, where we need to set q satisfying 2(1−q)n ·

(
n
qn

)
>

22λ [14, Section 5.2]. Furthermore, Gentry and Halevi in [14] considered the hy-
brid attack, whose method is to choose a random subset of the powers of r includ-
ing all the noise coefficients and search for a small vector in this low-dimension
lattice (e.g., dimension 200). It is sufficient to set q satisfying

(
n
200

)qn ≥ 2λ

against the hybrid attack. For λ = 80 and n ≥ 1024, the above two inequalities
are satisfied if q = 1

3 . In this paper, we fix

q =
1

3

for higher security. In contrast, Gentry and Halevi in [14] take an aggressive
setting where the number of nonzero entries in the noise vectors is between 15
and 20 for FHE public challenges).

Decryption. To decrypt a ciphertext Enc(b) with the secret key matrices V,W ,
we first recover the corresponding masked plaintext by a = c mod V = c −(
�c× V −1� × V

)
= [c×W/d]×V with the ciphertext vector c = (Enc(b), 0, . . . , 0).

It follows from [14, Section 6] that we can recover the masked plaintext a if every
entry in a × W is less than d/2 in absolute value. For a = (a0, a1, . . . , an−1), we
then output b = a0 mod s ∈ Z/sZ as the decryption result.

In [14, Section 6.1], Gentry and Halevi proposed an optimized decryption
procedure in the case s = 2. We can extend their method to our variant scheme;
Let a = su+ be1 be the masked plaintext of a ciphertext Enc(b). From a similar
argument of [14, Section 6.1], we have

[c× W ]d = a × W = su × W + b · (w0, w1, . . . , wn−1)

if every entry in a × W is less than d/2 in absolute value. Since [c × W ]d =
([Enc(b) · w0]d, [Enc(b) · w1]d, . . . , [Enc(b) · wn−1]d), we have [Enc(b) · wi]d ≡ b ·
wi mod s for any i. It is therefore sufficient to keep one coefficient wi of w with
gcd(wi, s) = 1 as the secret key sk, and then we can recover b by computing

[Enc(b) · sk]d · sk−1 mod s. (4)

Note that there always exists wi satisfying gcd(wi, s) = 1 if we take s = 2k.

Homomorphic Operations. For two ciphertexts Enc(b1) and Enc(b2), the homo-
morphic addition “�” is defined by

Enc(b1)� Enc(b2) := [Enc(b1) + Enc(b2)]d.

The homomorphic subtraction is also defined by Enc(b1)−Enc(b2) := [Enc(b1)−
Enc(b2)]d. Similarly, the homomorphic multiplication “∗” is defined by

Enc(b1) ∗ Enc(b2) := [Enc(b1) · Enc(b2)]d.
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Let a1,a2 ∈ R denote the masked plaintexts corresponding to Enc(b1),Enc(b2),
respectively. Then we see that the vectors ([Enc(b1) + Enc(b2)]d, 0, . . . , 0) and
([Enc(b1) · Enc(b2)]d, 0, . . . , 0) are equal to a1 + a2 mod B and a1 × a2 mod B
respectively, where “×” denotes the multiplication operation in the ring R. This
shows that the homomorphic operations correspond to the ring structure of R,
from which the homomorphic property of our variant scheme follows. However,
homomorphic operations make the size of the noise vector in the correspond-
ing masked plaintext larger. Therefore it is only possible to add and multiply
ciphertexts before the size of the noise vector grows beyond the decryption range.

3 Some Improvements of SHE Scheme

In this section, we give some improvements of our variant SHE scheme described
in §2.2, mainly for an efficient computation of secure Hamming distance.

3.1 Theoretical Evaluation of Decryption Range

In applying the SHE scheme to a concrete application scenario, the size of its
decryption range is the most important in choosing key parameters suitable for
the scenario. Under the condition |vi| ≤ 2t, Gentry and Halevi in [14, Section
7] experimentally estimate that the decryption range is roughly equal to 2t and
it succeeds to decrypt a ciphertext ct if the corresponding masked plaintext a
satisfies ||a|| ≤ 2t. In contrast, we give a theoretical evaluation of the range under

a certain condition in choosing a generating polynomial v(x) =
∑n−1

i=0 vix
i ∈ R

(cf. Key Generation in §2.2). In the following, we give our technical result without
a proof due to lack of space (a complete proof will be given in our forthcoming
paper):

Proposition 1. Assume the condition

(♣) : T = |vn−1| = 2t(1 + εn−1) and vi = Tεi

with |εi| < 1
4n for 0 ≤ i ≤ n − 2 and εn−1 > 0.

Then the decryption of a ciphertext ct succeeds if the corresponding masked plain-
text a satisfies either

||a||1 <
11 · 2t−1

13
or ||a||∞ <

11n · 2t−1

19n− 6
. (5)

Since we have |vn−1| = T ≈ 2t and |vi| < T/4n for 0 ≤ i ≤ n − 2 under the
condition (♣) for sufficiently small εn−1 > 0, we can consider our condition as
a restricted version of Gentry-Halevi’s condition |vi| ≤ 2t. Our theoretical eval-
uation gives the same level as Gentry-Halevi’s experimental one, and especially
it enables us to use the ∞-norm evaluation, which is independent of the noise
probability q in encryption (Gentry-Halevi’s evaluation uses the Euclidean norm,
and it is deeply related with q). Hence our evaluation makes it easier to choose
key parameters in applying our variant SHE scheme to a concrete scenario (in
particular, the ∞-norm evaluation makes it easy in the noise management of
ciphertexts).
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3.2 Packing Method for Secure Hamming Distance

As described in Encryption of §2.2, we can only encrypt an element of Z/sZ in our
variant scheme. In contrast, we propose a new method to pack a binary vector
in a single ciphertext, which is also suitable for an efficient computation of both
secure inner product and secure Hamming distance. Our packing method is to
transform a binary vector into a certain polynomial of the ring R, and to encrypt
the transformed polynomial. Furthermore, for efficient secure computation, we
make use of polynomial operations in the ring R. As described in §1.2, our
packing method can be considered as an extension of the method proposed in
[21], and our main extension is to give two types of packed ciphertexts. However,
our packing method causes a difficulty that it is not straightforward to apply the
optimized decryption procedure (4) described in Decryption of §2.2. To overcome
the problem, we need to take a generating polynomial v(x) satisfying a certain
condition (see Proposition 3 below). We begin with our packing method and
efficient computation of the secure inner product. As remarked in §1.2, we only
consider 2048-bit binary vectors for securing the Hamming distance often used
in biometrics.

Definition 3 (packing method vEnci). Assume n ≥ 2048. We define two
types of packing method as follows (cf. Encryption of §2.2):

Type 1. For a binary vector A, let F1 : A = (A0, . . . , A2047) �→
∑2047

i=0 Aix
i ∈

R = Z[x]/(fn(x)). Then its packed ciphertext is defined by the integer

vEnc1(A) := [F1(A)(r) + su1(r)]d =

[
2047∑
i=0

Air
i + su1(r)

]
d

(6)

using the public key pk = (d, r, n, s), where u1(x) ∈ R denotes a noise poly-
nomial. We note that the masked plaintext of vEnc1(A) corresponds to the
polynomial F1(A) + su1(x) ∈ R.

Type 2. For a binary vector B, let F2 : B = (B0, . . . , B2047) �→ −
∑2047

i=0 Bix
n−i.

Then its packed ciphertext is defined by the integer

vEnc2(B) := [F2(B)(r) + su2(r)]d =

[
−

2047∑
i=0

Bir
n−i + su2(r)

]
d

, (7)

where u2(x) denotes a noise polynomial. We also note that the masked plain-
text of vEnc2(B) corresponds to the polynomial F2(B) + su2(x) ∈ R.

Proposition 2 (secure inner product). Assume n ≥ 2048. Let ct be the
ciphertext given by the homomorphic multiplication of vEnc1(A) and vEnc2(B).
Let a = (a0, . . . , an−1) ∈ R = Zn denote the masked plaintext corresponding to
ct. Then we have

a0 ≡
2047∑
i=0

AiBi mod s.
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Proof. The homomorphic multiplication corresponds to the multiplication in the
ring R. This shows that a = (F1(A) + su1(x)) × (F2(B) + su2(x)) ∈ R and we
have a ≡ F1(A) × F2(B) mod s. We easily see that the constant term of

F1(A) × F2(B) =
2047∑
i=0

Aix
i ×

2047∑
j=0

Bjx
n−j

is equal to
∑2047

i=0 AiBi since xn = −1 in the ring R. ��

Let ct and a = (a0, . . . , an−1) be as in Proposition 2. By Proposition 2, we only
need to recover a0 mod s with the secret key sk to obtain the inner product.
However, it is not straightforward to apply the optimized decryption procedure
(4) described in Decryption of §2.2 since the masked plaintext a ∈ R is not of
the form su + be1, which we handle for the usual encryption Enc(b) described
in Encryption of §2.2. To apply the optimized decryption (4) for the recovery of
a0 mod s with sk, we need the following result:

Proposition 3 (suitable condition for decryption). Let ct and a be as in

Proposition 2. For a generating polynomial v(x) =
∑n−1

i=0 vix
i ∈ R, we assume

vi ∈ sZ for i = 1, . . . , n − 1 (but we take v0 �∈ sZ). Let w = (w0, w1, . . . , wn−1)
be the vector generated in Key Generation of §2.2, and we take w0 as the secret
key sk. Then we can recover a0 mod s with sk by computing

[ct · sk]d · v0 · d−1 mod s.

In particular, we can recover a0 mod s with sk by computing [ct · sk]d mod s if
we take v0 satisfying v0 ∈ 1 + sZ.

Proof. For v = (v0, . . . , vn−1), let V = rot(v) and W = rot(w) be the secret key
matrices. For the ciphertext vector c = (ct, 0, . . . , 0), it follows from a similar
argument of Decryption of §2.2 that

[c× W ]d = a × W ⇐⇒
([ct · w0]d, . . . , [ct · wn−1]d) · V = a × W × V = (da0, . . . , dan−1) (8)

if every entry in a × W is less than d/2 in absolute value (note that we have
W × V = d · I). By comparing the first entry of the vectors in the right hand
side of (8), we have [ct ·w0]d · v0 ≡ da0 mod s by the assumption vi ∈ sZ for i =
1, . . . , n−1. Hence we can recover a0 mod s by computing [ct·w0]d ·v0 ·d−1 mod s.
In particular, if v0 ∈ 1+ sZ, we have v0 · d−1 ≡ 1 mod s since d ≡ vn0 ≡ 1 mod s
by d = det(V ) and vi ∈ sZ for i = 1, . . . , n− 1. This completes the proof. ��

Secure Hamming Distance. We apply our packing method to compute the
Hamming distance on encrypted data. Assume n, s ≥ 2048. For the guarantee
of both the theoretical decryption range of Proposition 1 and the success of the
decryption, we need to take a generating polynomial v(x) under the condition

(♠) : v0 ∈ 1 + sZ, vi ∈ sZ for 1 ≤ i ≤ n− 1, and the condition (♣).
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Take w0 as the secret key sk as in Proposition 3. For two binary vectors A and B,
the Hamming distance dH(A,B) can be computed by

∑2047
i=0 (Ai+Bi−2AiBi) =

HW(A) + HW(B) − 2
∑2047

i=0 AiBi, where HW(·) denotes the Hamming weight
of a binary vector. For computing the Hamming distance on encrypted data, we
consider two integers

C1 :=

[
n−1∑
i=0

ri

]
d

and C2 := [−C1 + 2]d

with the public key pk = (d, r, n, s). Set c1(x) :=
∑n−1

i=0 xi and c2(x) := −c1(x)+

2 = 1−
∑n−1

j=1 xj in the ring R. From a similar argument in the proof of Propo-
sition 2, the homomorphic multiplication of vEnc1(A) and C2 (resp. vEnc2(B)
and C1) corresponds to the masked plaintext (F1(A) + su1(x)) × c2(x) (resp.
(F2(B) + su2(x)) × c1(x)), whose constant term modulo s is equal to HW(A)
(resp. HW(B)). Therefore the encrypted Hamming distance is computed by

ctH = C2 ∗ vEnc1(A)� C1 ∗ vEnc2(B)� (−2vEnc1(A) ∗ vEnc2(B))

= C1 ∗ (−vEnc1(A) � vEnc2(B))� 2vEnc1(A) ∗ (1 − vEnc2(B)) (9)

which only requires two homomorphic multiplications, two homomorphic addi-
tions and one left-shift of a ciphertext if we precompute the integer C1. For the
masked plaintext aH ∈ R = Zn corresponding to ctH , we see that the first entry
of aH modulo s is equal to the Hamming distance dH(A,B) by Proposition 2.
By Proposition 3, we can recover dH(A,B) with sk by computing

[ctH · sk]d mod s (10)

if aH is included in the theoretical decryption range of Proposition 1. The follow-
ing diagram represents the computation procedure of secure Hamming distance
with our packing method:

� �

A
packed enc.−−−−−−−−→ vEnc1(A) ↘

cH defined by (9)
dec.−−−−→ dH(A,B)

B −−−−−−−−→
packed enc.

vEnc2(B) ↗

� �
Remark 1. As mentioned in §1.2, our variant is just an instantiation of Gentry’s
abstract scheme described in [13, Section 3.1] (of course, ours provides an “effi-
cient” implementation). Since Gentry’s scheme is provably secure in the sense of
IND-CPA under the ICP assumption even in the abstract level (see [13, Section
3.2] for the detail). Thus ours inherits the provable security from Gentry’s (we
note that Gentry’s scheme is not IND-CCA1 [22]).
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3.3 Improving Key Generation

The problem of the construction of our variant scheme described in §2.2 is the
slow key generation. Based on Gentry-Halevi’s optimized key generation [14,
Section 4], we give some improvements for faster key generation than their one,
and also guarantee the theoretical decryption range of Proposition 1. The main
idea of Gentry-Halevi’s optimized key generation is as follows: For a lattice
dimension n = 2m, fix a primitive 2n-th root ρ of fn(x) = xn + 1 and set
ρi = ρ2i+1 for i = 0, 1, . . . , n − 1, which are the roots of fn(x) in the field C of
complex numbers. To generate the key pair (pk, sk), we consider two polynomials

g(z) :=

n−1∏
i=0

(v(ρi) − z) and h(z) :=

n−1∏
i=0

(v(ρi)− z/ρi)

for a generating polynomial v(x). Although g(z) and h(z) are defined by ρi ∈
C, the coefficients of g(z) and h(z) are all integers. Let gi (resp. hi) denote
the coefficient of zi in g(z) (resp. h(z)). By [14, Section 4], we have d = g0,
w0 = −g1/n and w1 = −h1/n if v(x) is square-free. Since w1/w0 = · · · =
wn−1/wn−2 = −w0/wn−1 mod d in the case where v(x) is good by Lemma 1, we
can recover the rest of wi from the triple (d, w0, w1). After recovering the triple
(d, w0, w1), we therefore compute the ratio r = w1/w0 mod d and verify that
rn ≡ −1 mod d, which is the condition for testing that r · wi = wi+1 mod d. In
the following, we give our improvements:

3.3.1 Simultaneous Computation of g(z), h(z) mod z2

From the above argument, we need to consider g(z), h(z) mod z2 to obtain the
triple (d, w0, w1). In [14, Section 4.1], Gentry and Halevi showed a method to
compute g(z), h(z) mod z2 separately. In contrast, we give a method to compute
g(z), h(z) mod z2 at the same time: Set U0(x) = 1, V0(x) = v(x) and W0(x) =
−xn−1. For 0 ≤ j ≤ m, let⎧⎪⎨⎪⎩

Vj(x) · Vj(−x) mod fnj (x) =
∑nj−1

i=0 a
(j)
i xi,

Uj(x) · Vj(−x) + Uj(−x) · Vj(x) mod fnj (x) =
∑nj−1

i=0 b
(j)
i xi,

Wj(x) · Vj(−x) +Wj(−x) · Vj(x) mod fnj (x) =
∑nj−1

i=0 c
(j)
i xi,

and Uj+1(x) =
∑nj/2−1

k=0 b
(j)
2k x

k, Vj+1(x) =
∑nj/2−1

k=0 a
(j)
2k x

k, Wj+1(x) =∑nj/2−1
k=0 c

(j)
2k x

k, where fnj (x) := xnj + 1 with nj = n/2j. Then we have

gj(z) :=

nj−1∏
i=0

(
Vj(ρ

2j

i ) − zUj(ρ
2j

i )
)

≡ g(z) mod z2, (11)

hj(z) :=

nj−1∏
i=0

(
Vj(ρ

2j

i )− zWj(ρ
2j

i )
)

≡ g(z) mod z2 (12)
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by a similar argument of [14, Section 4.1]. Since the degree of Um(x), Vm(x) and
Wm(x) is equal to 0, we can consider these polynomials as integers Um, Vm and
Wm respectively, and we have g0 = h0 = Vm, g1 = Um and h1 = Wm by the
equations (11) and (12). Therefore we only need to compute Uj(x), Vj(x) and
Wj(x) to obtain the triple (d, w0, w1).

3.3.2 Quick Test of Goodness
In the optimal key generation of [14], after computing (d, w0, w1), we test the
condition rn ≡ −1 mod d to check that v(x) is not good (see also Key Genera-
tion of §2.2). In the case where rn �≡ −1 mod d, we need to compute the triple
(d, w0, w1) again for another generating polynomial v(x). Since the cost of com-
puting the triple (d, w0, w1) is dominant in the key generation, we consider a
method to check that v(x) is not good without computing the triple (d, w0, w1)
exactly. We give the following lemma:

Lemma 2. If v(x) is good, we have d ≡ 1 mod 2n.

Proof. Assume that v(x) is good, namely, the public key matrix B has the form
(3). Then we see that fn(x) mod d is split completely. This shows that fn(x) mod
p is split completely for the primes p | d. By the theory of cyclotomic fields, we
have that p ≡ 1 mod 2n for the primes p | d, which shows that d ≡ 1 mod 2n. ��

To check that v(x) is not good, we test the condition d ≡ 1 mod 2n. In testing
d ≡ 1 mod 2n, we only need to compute d mod 2n. By using Vj(x) mod 2n ∈
(Z/2nZ)[x] to compute d mod 2n, we can check it in lower cost (after obtaining
the triple (d, w0, w1), we can check the goodness of v(x) exactly by testing the

condition that v(x) · w(x) ≡ d mod fn(x), where w(x) =
∑n−1

i=0 wix
i with r =

w1/w0 mod d and wi = ri · w0 for i ≥ 1).

3.3.3 Guarantee of Theoretical Decryption Range
We give a method to choose a generating polynomial v(x) in order to guar-
antee the theoretical decryption range of Proposition 1. In the key generation,
we choose a generating polynomial v(x) =

∑n−1
i=0 vix

i ∈ R, where vi ∈ Z is
randomly chosen with the condition (♠) for our secure Hamming distance (see
Proposition 3). Then we can use the theoretical evaluation of the decryption
range of Proposition 1.

Improved Key Generation Algorithm. In Algorithm 1, we give a concrete algo-
rithm of our key generation. Using our key generation, we can generate a good
generating polynomial v(x) with higher probability than the key generation of
[14]. Since v(x) with d ≡ 1 mod 2n satisfies the condition rn ≡ −1 mod d with
very high probability, we hardly go back to Step 1 in Step 4 of Algorithm 1,
which shows that Step 2 has the advantage of the processing performance. n
particular, our experiment shows that our algorithm is 25% faster on average
than the case without Step 2 for input (n, t, s) = (4096, 37, 2048).
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Algorithm 1. Improved key generation of our variant SHE scheme

Input: (n, t, s): key parameters (for simplicity, assume that s is a 2-power integer)
Output: The public key pk = (d, r, n, s) and the secret key sk = w.
1: Generate a random vector v = (v0, v1, . . . , vn−1) ∈ Zn, where vi ∈ Z is chosen under

the condition (♣) (or (♠) for secure Hamming distance), and set v(x) =
∑n−1

i=0 vix
i.

2: By computing the followings, we verify that d = res(fn(x), v(x)) ≡ 1 mod 2n:

(2-a) S0(x) ← v(x) mod 2n ∈ (Z/2nZ)[x].
(2-b) For j = 0 to m− 1, do

i. Set fnj (x) = xnj + 1 with nj = n/2j . Compute Tj(x) = Sj(x) ·
Sj(−x) mod (2n, fnj (x)) =

∑nj−1

i=0 tix
i with ti ∈ {0, 1, . . . , 2n− 1}.

ii. Sj+1(x) ← ∑nj/2−1

k=0 t2kx
k.

(2-c) Then d ≡ Sm mod 2n. If Sm 
≡ 1 mod 2n, go back to Step 1.

3: Compute the triple (d,w0, w1) as follows:

(3-a) U0(x) ← 1, V0(x) ← v(x), W0(x) ← −xn−1.
(3-b) For j = 0 to m− 1, do

i. As in (2-b), set fnj (x) = xnj + 1 with nj = n/2j . Compute Aj(x) =

Vj(x) · Vj(−x) mod fnj (x) =
∑nj−1

i=0 aix
i, Bj(x) = Uj(x) · Vj(−x) +

Uj(−x)·Vj(x) mod fnj (x) =
∑nj−1

i=0 bix
i and Cj(x) = Wj(x)·Vj(−x)+

Wj(−x) · Vj(x) mod fnj (x) =
∑nj−1

i=0 cix
i.

ii. Uj+1(x) ← ∑nj/2−1

k=0 b2kx
k, Vj+1(x) ← ∑nj/2−1

k=0 a2kx
k, Wj+1(x) ←∑nj/2−1

k=0 c2kx
k.

(3-c) Then d = Vm, g1 = Um, h1 = Wm, and hence w0 = −g1/n, w1 = −h1/n.

4: Set r = w1/w0 mod d and verify that rn ≡ −1 mod d. If rn ≡ −1 mod d, set
pk = (d, r, n, s). Otherwise, go back to Step 1.

5: For i = 0 to n−1, find wi = ri ·w0 mod d with gcd([wi]d, s) = 1. If gcd([wi]d, s) = 1,
set wi as the secret key sk (in using the condition (♠), we set w0 as sk).

4 Application to Biometric Authentication

In this section, we propose a privacy-preserving biometric authentication proto-
col using our variant SHE scheme with our packing method. We also compare
our protocol with the related protocols described in §1.1, and demonstrate the
efficiency of our packing method.

4.1 Protocol Using SHE Scheme Based on Ideal Lattices

Unlike SCiFI and the protocol of [2], our protocol involves three parties, a client
server C, a computation server S, and an authentication server A. We assume
that the authentication server A is a trusted party to manage the secret key
of homomorphic encryption. Our protocol is based on the work in [16] using
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generic 2-DNF (disjunctive normal form) homomorphic encryption such as the
BGN scheme [3], which can support additions and one depth multiplications
on encrypted data. In contrast to their work, we use the SHE scheme based on
ideal lattices. In the following, we give a construction of our protocol of biometric
authentication with ID, namely, one-to-one authentication protocol:

Setup Phase. The authentication server A generates the public key pk and the
secret key sk of our variant scheme. Then the server A distributes only the
public key pk to both the client server C and the computation server S.

Enrollment Phase
1. The client server C generates a feature vector A of 2048-bit from client’s

biometric data such as fingerprints, encrypts A using our packing method
of type 1 (see Definition 3), and sends the encrypted feature vector
vEnc1(A) with client’s ID to the computation server S.

2. The computation server S stores the encrypted feature vector vEnc1(A)
in the database D as a template with client’s ID.

Authentication Phase
1. As in the enrollment phase, the client server C generates a feature vector

B of 2048-bit from client’s biometric data, encrypts B using our packing
method of type 2 (note that it is different from the encryption method in
the enrollment phase), and sends the encrypted feature vector vEnc2(B)
with client’s ID to the computation server S.

2. The computation server S extracts the template vEnc1(A) correspond-
ing to client’s ID from the database D. Then the server S computes the
encrypted Hamming distance ctH of vEnc1(A) and vEnc2(B) defined by
the equation (9), and sends only the encrypted data ctH to the authen-
tication server A.

3. The authentication serverA decrypts the encrypted data ctH with the se-
cret key sk to obtain the Hamming distance dH(A,B). Finally, the server
A returns the authentication result ‘OK’ (resp. ‘NG’) if dH(A,B) ≤ σ
(resp. otherwise), where let σ denote pre-defined threshold.

In our protocol, all feature vectors handled by the computation server S are
protected by homomorphic encryption, and hence we hope that we could use
the cloud as the server S for outsourcing storage of templates and computation
resources of secure Hamming distance. Furthermore, since the method vEnc1(A)
to encrypt a feature vector A in the enrollment phase is asymmetric to the
method vEnc2(B) in the authentication phase, our protocol is expected to have
the additional advantage that identity theft is harder than the conventional
protocols even if templates are leaked to attackers (even if an attacker steals a
template vEnc1(A) from the database D and sends it to the computation server
S instead of vEnc2(B) in the authentication phase, the authentication would fail
with very high probability since the decryption result in the authentication server
A is not by the Hamming distance between A and A due to lack of vEnc2(A)).
From the above discussions, we believe that our protocol would be secure as long
as the authentication server A manages the secret key sk correctly.
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4.2 Choosing Parameters and Security Analysis

In this section, we describe a method to choose key parameters for secure Ham-
ming distance described in §3.2, and estimate their security level.

Key Parameters. We give key parameters (n, t, s) suitable for secure Hamming
distance ctH given in the equation (9). Our chosen key parameters are

(n, t, s) = (2048, 37, 2048) and (4096, 37, 2048). (13)

These key parameters are estimated to have more than 80-bit security against
exhaustive-search and birthday attacks on v(x) generated under the condition
(♠) since 2t = 237 is enough large compared with 4n·s = 224 or 225 (for example,
exhaustive-search attack takes (2t/(4n · s))n = (213)2048 or (212)4096).

The method to choose the key parameters (13) is as follows: Since 0 ≤
dH(A,B) ≤ 2048, we set s = 2048 to avoid expensive carry operations. To
encrypt a 2048-bit binary vector in a single ciphertext, we should take n ≥ 2048
and we only consider the two cases n = 2048 and 4096 for the practical use
(see also Definition 3). Let aH be the masked plaintext corresponding to the en-
crypted Hamming distance ctH as in §3.2. We let a1 and b1 denote the masked
plaintexts corresponding to vEnc1(A) and vEnc2(B), respectively. We also let
a2 and b2 denote the masked plaintexts corresponding to the homomorphically
operated ciphertexts C2 ∗ vEnc1(A) and C1 ∗ vEnc2(B), respectively. Then we
have

aH = a2 + b2 − 2a1 × b1 ∈ R

by the equation (9). By evaluating the ∞-norm size of aH , we determine suitable
t for decryption success of the ciphertext ctH . For any two elements a, b ∈ R, we
have ||a+ b||∞ ≤ ||a||∞ + ||b||∞, ||a× b||∞ ≤ n · ||a||∞ · ||b||∞ (see [21, Lemma
3.2]). Since we only consider n = 2048 and 4096, we have

||aH ||∞ ≤ ||a2||∞ + ||b2||∞ + 2n · ||a1||∞ · ||b1||∞
≤ 2n · (211 + 1) + 2n · (211 + 1)2 ≤ 226 + 235.

Note that we have ||a1||∞, ||b1||∞ ≤ 211 + 1 and ||a2||∞, ||b2||∞ ≤ n · (211 + 1)
due to s = 211. By the ∞-norm evaluation of Proposition 1, we estimate that
the decryption of ctH succeeds if we take t ≥ 37, and then we fix t = 37 for
better performance and shorter ciphertexts.

Security Analysis against Lattice Reduction Attack. By using lattice
reduction algorithms with considerably small root Hermite factor (see §2.1 for
the root Hermite factor), we can recover the plaintext from a ciphertext without
the secret key, which we simply call a lattice reduction attack. We note that the
hardness of the lattice reduction attack is closely related to the ICP assump-
tion, on which the provable security of our variant scheme relies (see Remark
1). We estimate the security level of our key parameters (13) against the attack.
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Its security is based on the hardness of the lattice problem γ-BDDP [14, Section
2.2] with the parameter

γ =
d1/n

min ||a|| ≈ (2tn)1/n

s ·
√
2n/3

=
2t

s ·
√
2n/3

, (14)

where min ||a|| denotes the minimal Euclidean norm of the masked plaintexts.
Note that min ||a|| = ||a1|| or ||b1|| ≈ s ·

√
2n/3 due to the probability q = 1

3 ,
where a1 (resp. b1) denotes the masked plaintext corresponding to vEnc1(A)
(resp. vEnc2(B)). BDDP is intuitively the analogue of the lattice problem unique-
SVP, and it can be solved by lattice reduction algorithms with the root Hermite
factor smaller than γ [12].

The case (n, t, s) = (2048, 37, 2048). We have γ = 1.0071n by the equation (14).
Since the root Hermite factor of LLL (resp. BKZ with β = 20) is practically
1.02n (resp. 1.0128n) on average (see experimental results of the work in [12]),
it cannot be solved by LLL and BKZ with β = 20. At present, BKZ 2.0 is
the state-of-the-art implementation of BKZ with large β ≥ 50. The approxi-
mate root Hermite factor achieved by BKZ 2.0 is shown in [8, Table 2]. Ac-
cording to [8, Table 2], the BKZ blocksize β ≈ 160 is needed to solve this case
(the root Hermite factor of BKZ 2.0 with β = 168 is predicted to be 1.007n).
The approximate running time of BKZ 2.0 is given by z × dim×e, where z
is the number of rounds, “dim” is the lattice dimension and e is the approx-
imate running time of the enumeration subroutine of blocksize β (see [8] for
details). Since a few rounds are sufficient to achieve an enough performance of
BKZ 2.0, we assume z = 1 for simplicity. As for e, Chen and Nguyen in [8, Table
3] gave an estimated upper bound on the cost of the enumeration subroutine.
From [8, Table 3], we have that the enumeration subroutine of BKZ 2.0 with
β = 160 is estimated at 284.7 nodes at maximum. Since they also reported that
one node requires about 200 clock cycles, we estimate that e ≤ 200×284.7 ≈ 292.3

clock cycles for BKZ 2.0 with β = 160. Therefore we estimate that the running
time of BKZ 2.0 with β = 160 is at most 211 × 292.3 = 2103.3 cycles in dimension
2048, which shows that this case may reach 80-bit security against BKZ 2.0. We
remark that this estimation is just an upper bound cost of BKZ 2.0.

The case (n, t, s) = (4096, 37, 2048). We have γ = 1.0034n in this case. The BKZ
blocksize β ≥ 280 is needed to solve this case from [8, Table 2] (the root Hermite
factor of BKZ 2.0 with β = 286 is predicted to be 1.005n). In contrast to [8,
Table 3], they in [8, Table 4] also gave an estimated lower bound of the cost
of e. According to [8, Table 4], the cost of e for BKZ 2.0 with β = 280 is
estimated at 279.8 nodes at lowest. From a similar argument as above, we estimate
e ≥ 200×279.8 ≈ 287.4 clock cycles. Therefore we estimate that the running time
of BKZ 2.0 with β = 280 is at least 212 × 287.4 ≈ 299.4 clock cycles in dimension
4096. Hence we conclude that this case is estimated at 80-bit security with an
enough margin (we can estimate from [8, Table 3] that this case has more than
192-bit security against BKZ 2.0).
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Table 1. Performance and ciphertext size of our variant scheme

Parameters Key gen. Precomp. Packed Secure Dec. Cipher. BDDP
(n, t, s) (Alg. 1) Table Enc. Hamming size instance

(2048, 37, 2048) 220 ms 5.20 sec 6.20 ms 4.98 ms 2.51 ms 9.5 KB 1.0071n

(4096, 37, 2048) 870 ms 38.15 sec 19.89 ms 18.10 ms 9.08 ms 19 KB 1.0034n

4.3 Implementation Results

We implemented our variant scheme for the key parameters (13). The perfor-
mance and the ciphertext size are shown in Table 1. We remark that the packed
encryption vEnci is computed by the equation (6) or (7), the secure Hamming
distance is computed by the equation (9) using the precomputed integer C1, and
the decryption of the encrypted Hamming distance ctH is computed by (10) with
the secret key sk. In particular, the homomorphic addition takes about 0.004 ms
(resp. 0.007 ms), and the homomorphic multiplication takes about 2.46 ms (resp.
9.00 ms) for (n, t, s) = (2048, 37, 2048) (resp. (n, t, s) = (4096, 37, 2048)). In our
implementation, we used our software library written with assembly language
x86 64 for all computations in the base ring R/(v(x)) � Z/dZ (cf. see also [21] for
its implementation result of the SHE scheme based on the ring-LWE problem).
Our experiments ran on an Intel Xeon X3480 at 3.07 GHz with 16 GByte mem-
ory. We also implemented Karatsuba Multiplication and Montgomery Reduction
algorithm for efficient multiplication in the base ring Z/dZ. Furthermore, we used
a precomputed table T = {1, [r]d, [r2]d, . . . , [rn−1]d} to make the encryption and
the homomorphic operations much faster.

4.4 Comparison to Related Work

In Table 2, we give a comparison of our protocol using a lattice of 4096 dimension
with the related protocols described in §1.1, with respect to the performance and
the ciphertext size, which are main issues for the practical use of homomorphic
encryption as remarked in §1 (all encryption schemes in Table 2 are estimated
to have 80-bit security). From Table 2, our protocol has faster performance
and shorter size than SCiFI and the protocol of [2]. In particular, our protocol
is about 8 times faster and about 14 times shorter than the protocol of [2]
when we ignore the difference of the PC performance. This is mainly due to our
packing method since a feature vector can only be encrypted bit by bit due to
the property of additive encryption schemes in SCiFI and the protocol of [2].

Furthermore, let us compare our protocol with one using the BGN scheme
[3] such as the work in [16]. The BGN scheme is based on bilinear pairings on
elliptic curves, and it requires a pairing computation for its homomorphic multi-
plication. According to [21, Section 1.2], the homomorphic multiplication of the
BGN scheme is very slower than that of lattice-based homomorphic encryption.
Furthermore, we can not use our packing method in the BGN scheme, and hence
it needs 2048 homomorphic multiplications for secure Hamming distance of two
vectors of 2048-bit. Even if we use very fast implementation taking 1 ms for
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Table 2. Comparison to protocols using homomorphic encryption

Protocols Performance of Size increase rate by Homomorphic
(feature vector size) Secure Hamming encryption∗ (cipher. size) encryption scheme

SCiFI [23]
310 ms(a)

2048 times Paillier-1024
(900-bit) (230 KByte) (additive scheme)

Protocol of [2]
150 ms(b)

1024 times DGK-1024
(2048-bit) (262 KByte) (additive scheme)

Ours
18.10 ms(c)

≈ 80 times ideal lattices-4096
(2048-bit) (19 KByte) (SHE scheme)

∗denotes the ratio of (encrypted feature vector size)/(plain feature vector size)
(a)on an 8 core machine of 2.6 GHz AMD Opteron processors with 1 GByte memory
(b)on an Intel Core 2 Duo 2.13 GHz with 3 GByte memory
(c)on an Intel Xeon X3480 at 3.07 GHz with 16 GByte memory

one pairing computation, it takes about 2048 ms ≈ 2 sec for secure Hamming
distance. Therefore we estimate that our protocol is at least about 100 times
faster than one using the BGN scheme (our protocol is also estimated to have
shorter size than one using the BGN scheme due to our packing method).
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Abstract. Cold boot attack is a class of side channel attacks which ex-
ploits the data remanence property of random access memory (RAM)
to retrieve its contents which remain readable shortly after its power
has been removed. Specialized algorithms have been previously proposed
to recover cryptographic keys of several ciphers from decayed memory
images. However, these techniques were cipher-dependent and certainly
uneasy to develop and fine tune. On the other hand, for symmetric ci-
phers, the relations that have to be satisfied between the subround key
bits in the key schedule always correspond to a set of nonlinear Boolean
equations. In this paper, we investigate the use of an off-the-shelf SAT
solver (CryptoMiniSat), and an open source Gröbner basis tool (Poly-
BoRi) to solve the resulting system of equations. We also provide the
pros and cons of both approaches and present some simulation results
for the extraction of AES and Serpent keys from decayed memory images
using these tools.

1 Introduction

Cryptanalytic attacks can be classified into pure mathematical attacks and side
channel attacks. Pure mathematical attacks, are traditional cryptanalytic tech-
niques that rely only on known or chosen input-output pairs of the crypto-
graphic function, and exploit the inner structure of the cipher to reveal secret
key information. On the other hand, in side channel attacks, it is assumed that
the attacker has some physical access to the cryptographic device through one
or more side channel. Well-known side channels, which can leak critical infor-
mation about the encryption state, include timing information [1] and power
consumption [2].

In addition to these commonly exploited side channels, the remanence effect
of random access memory (RAM) is a highly critical side channel that has been
recently exploited by cold boot attacks [3][4] to retrieve secret keys from RAM.
Although dynamic RAMs (DRAMs) become less reliable when its contents are
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not refreshed, they are not immediately erased. In fact, contrary to popular
belief, DRAMs may retain their contents for seconds to minutes after power
is lost and even if they are removed from the computer motherboard. A cold
boot attack is launched by removing the memory module, after cooling it, from
the target system and immediately plugging it in another system under the
adversarys control. This system is then booted to access the memory. Another
possible approach to execute the attack is to cold boot the target machine by
cycling its power off and then on without letting it shut down properly. Upon
reboot, a lightweight operating system is instantly booted where the contents of
targeted memory are dumped to a file.

Experimental results in [5] show how data are retained for a relatively long
time in computer memories after a system power off. However, the first work
explicitly exploiting those observations to recover cryptographic keys from the
memory was reported by Halderman et al. [3] where they presented proof of
concept experiments which showed that it is practically feasible to perform cold
boot attacks exploiting the remanence effect of RAMs to recover secret keys of
DES, AES and RSA. After the publication of Halderman et al. [3], several other
authors (e.g., [6], [7] [4]) further improved upon this proof of concept and pre-
sented algorithms that solved cases with higher decay factors. However, almost
all these previously proposed techniques were cipher-dependent and certainly
uneasy to develop and fine tune. On the other hand, for symmetric ciphers, the
relations that have to be satisfied between the subround key bits in the key sched-
ule always correspond to a set of nonlinear Boolean equations. In this paper, we
investigate the use of an off-the-shelf SAT solver (CryptoMiniSat [8]), and an
open source Gröbner basis tool (PolyBoRi [9]) to solve the resulting system of
equations. We also discuss the pros and cons of both tools and present some
experimental results for the extraction of AES and Serpent keys from decayed
memory images.

The remainder of the paper is organized as follows. In section 2 we briefly
review some related works. SAT solvers and Gröbner basis tools, and their ap-
plications in cryptography, are discussed in section 3. Relevant details of the
the structure of the AES and Serpent key schedules are discussed in section 4.
Our experimental results are presented and discussed in section 5. Finally, our
conclusion is given in section 6.

2 Related Work

Cryptographic key recovery from memory or memory dumps, for malicious or
forensic purposes, has attracted great attention of security professionals and
cryptographic researchers. In [10], Shamir and van Someren considered the prob-
lem of locating cryptographic keys hidden in large amount of data, such as the
complete file system of a computer system. In addition to efficient algebraic
attacks locating secret RSA keys in long bit strings, they also presented more
general statistical attacks which can be used to find arbitrary cryptographic keys
embedded in large files. This statistical approach relies on the simple fact that
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good cryptographic keys pose high entropy. Areas with unusually high entropy
can be located by searching for unique byte patterns in sliding windows and then
selecting those windows with the highest numbers of unique bytes as a potential
places for the key. Moe et al. [11] developed a proof of concept tool, Interro-
gate, which implements several search methods for a set of key schedules. To
verify the effectiveness of the developed tool, they investigated key recovery for
systems running in different states (live, screen-saver, dismounted, hibernation,
terminated, logged out, reboot, and boot states). Another proof of concept tool,
Disk Decryptor, which can extract Pretty Good Privacy (PGP) and Whole Disk
Encryption (WDE) keys from dumps of volatile memories was presented in [12].

All the above techniques and tools took another dimension after the publica-
tion of the cold boot attack by Halderman et al. [3]. While the remanence effect
of RAM has already been known since decades [5], it attracted greater attention
in cryptography only after Halderman et al. work in 2008, which explicitly ex-
ploited those observations to recover cryptographic keys from the memory. They
developed tools which capture everything present in RAM before power was cut
off and developed proof of concept tools which can analyze these memory copies
to extract secret DES, AES and RSA keys.

In particular, Heninger et al. showed that an RSA private key with small
public exponent can be efficiently recovered given a 27% fraction of its bits at
random. They have also developed a recovery algorithm for the 128-bit version
of AES (AES-128) that recovers keys from 30% decayed AES-128 Key Schedule
images in less than 20 minutes for half of the simulated cases. Tsow [6] further
improved upon the proof of concept in Halderman et al. and presented a heuristic
algorithm that solved all cases at 50% decay in under half a second. At 60% decay,
Tsow recovered the worst case in 35.5 seconds while solving the average case in
0.174 seconds. At the extended decay rate of 70%, recovery time averages grew
to over 6 minutes with the median time at about five seconds.

In [7], Albrecht et al. proposed methods for key recovery of ciphers (AES,
Serpent and Twofish) used in Full Disk Encryption (FDE) products where they
applied a method for solving a set of non-linear algebraic equations with noise
based on mixed integer programming. To improve the running time of their
algorithms, they only considered a reduced number of rounds. Applying their
algorithms, they obtained satisfactory success rates for key recovery using the
Serpent key schedule up to 30% decay and for the AES up to 40% decay.

3 Modern Algebraic Tools and Their Applications to
Cryptography

The use of SAT solvers and Gröbner basis in cryptanalysis has recently attracted
the attention of cryptanalysts. Courtois et al. [13] demonstrated a weakness in
KeeLog by presenting an attack which requires about 232 known plaintexts.
For 30% of all keys, the full key can be recovered against a complexity of 228

KeeLoq encryptions. In [14], 6 rounds of DES are attacked with only a single
known plaintext/ciphertext pair using a SAT solver. Erickson et al. [15] used the
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SAT solver and Gröbner basis [16] attacks against SMS4 on equation system over
GF(2) and GF(28). In [17], a practical Gröbner basis [16] attack using Magma
was applied against the ciphers Flurry and Curry, recovering the full cipher key
by requiring only a minimal number of plaintext/ciphertext pairs.

SAT solvers and Gröbner basis have also been applied to the cryptanalysis of
stream ciphers. Eibach et al. [18] presented experimental results on attacking a
reduced version of Trivium (Bivium) using exhaustive search, a SAT solver, a
binary decision diagram (BDD) based attack, a graph theoretic approach, and
Gröbner basis. Their result implies that the usage of the SAT solver is faster
than the other attacks. The full key of Hitag2 stream cipher is recovered in a
few hours using MiniSat 2.0 [19]. In [20], the full 48-bit key of the MiFareCrypto
1 algorithm was recovered in 200 seconds on a PC, given 1 known initial vector
(IV) from one single encryption. In [21], Velichkov et al. applied the Gröbner
basis on a reduced 16 bit version of the stream cipher Lex.

Mironov and Zhang [22] described some initial results on using SAT solvers to
automate certain components in cryptanalysis of hash functions of the MD and
SHA families. De et al. [23] presented heuristics for solving inversion problems
for functions that satisfy certain statistical properties similar to that of random
functions. They demonstrate that this technique can be used to solve the hard
case of inverting a popular secure hash function and were able to invert MD4
up to 2 rounds and 7 steps in less than 8 hours. In [24], Sugita et al. used the
Gröbner basis to improve the attack on the 58-round SHA-1 hash function to
231 computations instead of 234 in Wang’s method [25].

3.1 Gröbner Basis and PolyBoRi

A Gröbner basis is a set of multivariate polynomials that have desirable algo-
rithmic properties. In what follows, we briefly review some basic definitions and
algebraic preliminaries related to Gröbner basis as presented in [26].

Let K be any field (in here we are interested in the case where K = F2.) We
write K[x1, ..., xn] for the ring of polynomials in n for the variables xi having its
coefficients in the field K.

Definition 1. A subset I ⊂ K[x1, ..., xn] is an ideal if it satisfies:

1. 0 ∈ I.
2. if f ,g ∈ I, then f + g ∈ I.
3. if f ∈ I and h ∈ K[x1, ..., xn], then hf ∈ I.

Definition 2. Let f1, ..., fm be polynomials in K[x1, ..., xn]. Define the ideal
〈f1, ..., fm〉 = {

∑m
i=1 hifi : h1, ..., hm ∈ K[x1, ..., xn] }. If there exists a finite

set of polynomials in K[x1, ..., xn] that generate the given ideal, we call this set
a basis.

Definition 3. A monomial ordering on K[x1, ..., xn] is any relation > on Zn
≥0,

or equivalently, any relation on the set of monomials xα, α ∈ Zn
≥0, satisfying:
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1. > is a total ordering on Zn
≥0.

2. if α > β and α, β, γ ∈ Zn
≥0, then α+ γ > β + γ.

3. > is a well ordering on Zn
≥0. That is every nonempty subset of Zn

≥0 has a
smallest element with respect to >.

An example of monomial ordering for our application is lexicographic order
which is defined as follows:

Definition 4. (Lexicographic Order (lex)). Let α = (α1, ..., αn), and β = (β1,
..., βn) ∈ Zn

≥0. We say α >lex β if, in the vector difference α − β ∈ Zn, the

left-most nonzero entry is positive. We will write xα >lex xβ if α >lex β.

Definition 5. Let f = Σαaαx
α be a non-zero polynomial in P and let > be a

monomial order. The multidegree of f ismultideg(f) = max>(α ∈ Zn
�0 : aα �= 0).

Definition 6. (leading term of a polynomial). Let f(x) =
∑m

i=1 cαx
α : cα ∈

K is non-zero and > is the order relation defined for the monomials of the
polynomial f(x). The greatest monomial in f(x), regarding to the order relation
>, is called the leading monomial for the polynomial f(x) and is represented by
LM(f) = xmultideg(f). Also the set M(f) consists of all monomials of f(x) and
T (f) denote the set of all terms of f(x). The coefficient of the leading monomial
is represented by LC(f) = amultideg(f) ∈ K and called the leading coefficient.
The term containing both the leading coefficient and leading monomial is called
the leading term, represented by LT (f) = LC(f) · LM(f).

The idea of Gröbner basis was first proposed by Buchberger [16] to study the
membership of a polynomial in the ideal of the polynomial ring.

Definition 7. (Gröbner basis) Let an ideal I be generated by G = g1, ..., gm,
where gi, 1 ≤ i ≤ m is a polynomial. G is called the Gröbner basis for the ideal
I, if:

〈LT (I)〉 = 〈LT (g1), ..., LT (gm)〉,
where 〈LT (I)〉 denotes the ideal generated by the leading terms of the members

in I.

One can view Gröbner basis as a multivariate, non-linear generalization of the
Euclidean algorithm for computation of univariate greatest common divisors,
Gaussian elimination for linear systems, and integer programming problems. In
this work, we use Gröbner basis as an algebraic tool that allows us to solve
non-linear Boolean equations by using the PolyBoRi framework.

The following example explains the main involved steps and commands for the
PolyBoRi framework in Sage [27] to solve a given system of nonlinear Boolean
equations.

Example 8. Consider the following system of non-linear Boolean equations

x1x2 ⊕ x3x4 = 1,
x1x3x5 ⊕ x4x5 = 0,
x1x2x5 ⊕ x3x5 = 0,
x2x3 ⊕ x3x4x5 = 1,

(1)
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c Lines starting with 'c' are comments
c
c 
c 

Step 1 defines the Polynomial Ring; where GF(2) defines the Galois field (GF) 
of 2 elements as the base ring, 5 is the number of variables and order = 'lex'  
sets the order to lexical order 

c
c 

Step 2 defines the Ideal taking a set of homogeneous equations 
as calling parameter  

c
c 

Step 3 combines the ideal I with the field ideal;  
limiting the solution range to F2 

c Step 4 executes the Gröbner basis returning the result 
 
sage: PR.<x1,x2,x3,x4,x5> = PolynomialRing(GF(2), 5, order='lex') 
sage: I = ideal([x1*x2 + x3*x4 + 1, x1*x3*x5 + x4*x5,  
            x1*x2*x5 + x3*x5, x2*x3 + x3*x4*x5 + 1]) 
sage: J = I + sage.rings.ideal.FieldIdeal(PR) 
sage: J.groebner_basis() 

Fig. 1. Working with PolyBoRi to solve the systems of equations in (1)

Figure 1 shows the steps to be executed in PolyBoRi to solve the Gröbner ba-
sis. As shown in the figure, the function ideal() in step 2 takes the corresponding
homogeneous system of equations as a calling parameter.

The resulting Gröbner basis is given by [x1+x4+1, x2+1, x3+1, x2
4+x4, x5].

In this notation, xi appearing in a separate term by itself implies that the system
of equations under consideration can be solved by setting xi = 0. Similarly, xi+1
implies that xi = 1. Also, the notation xi + x2

i implies that xi can be assigned
a 0 or a 1. Thus the above basis corresponds to the following two independent
solutions: {x1 = 1, x2 = 1, x3 = 1, x4 = 0, x5 = 0} and {x1 = 0, x2 = 1, x3 =
1, x4 = 1, x5 = 0}.

3.2 The SAT Problem and CryptoMiniSat

The Boolean satisfiability (SAT) problem [28] is defined as follows: Given a
Boolean formula, check whether an assignment of Boolean values to the propo-
sitional variables in the formula exists such that the formula evaluates to true.
If such an assignment exists, the formula is said to be satisfiable; otherwise, it is
unsatisfiable. For a formula with m variables, there are 2m possible truth assign-
ments. The conjunctive normal form (CNF) is frequently used for representing
Boolean formulas. In CNF, the variables of the formula appear in literals (e.g.,
x) or their negation (e.g., x). Literals are grouped into clauses, which represent
a disjunction (logical OR) of the literals they contain. A single literal can appear
in any number of clauses. The conjunction (logical AND) of all clauses represents
a formula. For example, the CNF formula (x1) ∧ (x2 ∨ x3) ∧ (x1 ∨ x3) contains
three clauses: x1, x2 ∨ x3 and x1 ∨ x3. Two literals in these clauses are positive
(x1, x3) and two are negative (x2, x3). For a variable assignment to satisfy a
CNF formula, it must satisfy each of its clauses. For example, if x1 is true and
x2 is false, then all three clauses are satisfied, regardless of the value of x3.
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While the SAT problem has been shown to be NP-complete [28], efficient
heuristics exist that can solve many real-life SAT formulations. Furthermore,
the wide range of target applications of SAT have motivated advances in SAT
solving techniques that have been incorporated into freely-available SAT solvers
such as the CryptoMiniSat.

When preparing the input to the SAT solver, the terms of quadratic and
higher degree are handled by noting that (for example) the logical expression

(x1 ∨ T )(x2 ∨ T )(x3 ∨ T )(x4 ∨ T )(T ∨ x1 ∨ x2 ∨ x3 ∨ x4) (2)

is tautologically equivalent to T ⇔ (x1 ∧ x2 ∧ x3 ∧ x4), or the GF (2) equation
T = x1x2x3x4. Similar expressions exist for higher order terms. Thus, the system
of equations obtained in this step can be linearized by introducing new variables
as illustrated by the following example.

Example 9. Suppose we would like to find the Boolean variable assignment that
satisfies the following formula

x0 ⊕ x1x2 ⊕ x0x1x2 = 0.

Then, using the approach illustrated in (2), we introduce two linearization
variables, T0 = x1x2 and T1 = x0x1x2. Thus we have

x0 ⊕ T0 ⊕ T1 = 0,

(T 0 ∨ x1) ∧ (T 0 ∨ x2) ∧ (T0 ∨ x1 ∨ x2) = 1,
(T 1 ∨ x0) ∧ (T 1 ∨ x1) ∧ (T 1 ∨ x2)∧
(T1 ∨ x0 ∨ x1 ∨ x2) = 1.

(3)

Since the CryptoMiniSAT expects only positive clauses and the CNF form
does not have any constants, we need to overcome the problem that the first line
in (3) corresponds to a negative, i.e., false, clause. Adding the clause consisting of
a dummy variable, d, or equivalently (d∧d · · ·∧d) would require the variable d to
be true in any satisfying solution, since all clauses must be true in any satisfying
solution. In other words, the variable d will serve the place of the constant 1.

Therefore, the above formula can be expressed as

d = 1,
x0 ⊕ T0 ⊕ T1 ⊕ d = 1,
(T 0 ∨ x1) ∧ (T 0 ∨ x2) ∧ (T0 ∨ x1 ∨ x2) = 1,
(T 1 ∨ x0) ∧ (T 1 ∨ x1) ∧ (T 1 ∨ x2)∧
(T1 ∨ x0 ∨ x1 ∨ x2) = 1.
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Applying the same logic to the system of equations in (1), we obtain

d = 1,
T1 ⊕ T2 = 1,

(T1 ∨ x1) ∧ (T1 ∨ x2) ∧ (T1 ∨ x1 ∨ x2) = 1,
(T2 ∨ x3) ∧ (T2 ∨ x4) ∧ (T2 ∨ x3 ∨ x4) = 1,
T3 ⊕ T4 ⊕ d = 1,
(T3 ∨ x1) ∧ (T3 ∨ x3) ∧ (T3 ∨ x5)∧
(T3 ∨ x1 ∨ x3 ∨ x5) = 1,

(T4 ∨ x4) ∧ (T4 ∨ x5) ∧ (T4 ∨ x4 ∨ x5) = 1,
T5 ⊕ T6 ⊕ d = 1,
(T5 ∨ x1) ∧ (T5 ∨ x2) ∧ (T5 ∨ x5)∧
(T3 ∨ x1 ∨ x2 ∨ x5) = 1,
(T6 ∨ x3) ∧ (T6 ∨ x5) ∧ (T6 ∨ x3 ∨ x5) = 1,
T7 ⊕ T8 = 1,
(T7 ∨ x2) ∧ (T7 ∨ x3) ∧ (T7 ∨ x2 ∨ x3) = 1,
(T8 ∨ x3) ∧ (T8 ∨ x4) ∧ (T8 ∨ x5)∧
(T8 ∨ x3 ∨ x4 ∨ x5) = 1,

Figure 2 shows the CryptoMiniSat input file corresponding to the above system
of equations. As shown in the figure, a negative number implies that the variables
assumes a value = 0 and a positive number implies a value = 1. Lines starting
with ‘x’ denote an XOR equation and each lines is terminated with ‘0’.

From the above examples, its is clear that, compared to PolyBoRi, preparing
the input for the CryptoMiniSat requires relatively longer pre-processing steps.
Also, unlike the Gröbner basis approach which returns the general form of the
solution, CryptoMiniSat returns one valid solution. To find the other solutions,
the already found solutions have to be negated and added to the SAT solver input
file. In the example above, the first solution returned by the CryptoMiniSat ({1,
−2, 3, 4, 5, −6, −7, 8, −9, −10, −11, −12, 13, −14}) is negated ({−1, 2, −3,
−4, −5, 6, 7, −8, 9, 10, 11, 12, −13, 14}) and added to the SAT solver input
file as a new entry. When running the SAT solver again, this added entry forces
the SAT solver to eliminate this as a possible solution and search for a new one
that solves the SAT problem. When doing so, the SAT solver returns the second
possible solution ({1, 2, 3, 4, −5, −6, 7, −8, −9, −10, −11, −12, 13, −14}).

4 Structure of the AES-128 and Serpent Key Schedules

In this section, we briefly review the relevant details of the AES-128 and Serpent
key schedules.

4.1 Key Schedule of AES-128

In the following we describe the AES-128 key scheduler [29], [30]. AES-128 works
with a user key (Master Key) of 128 bits (16 bytes) represented by a 4x4 array
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c Lines starting with 'c' are comments 
c The first line in the SAT file is in the form: 'p cnf # variables # clause' 
c Each line ends with '0' and lines starting with 'x' denote XOR equations
c 
c 

True variables are denoted by positive numbers and False variables 
are denoted by negating the number; example: x1  2; (x ͞2  -3) 

c d  1, x1  2, x2  3, … , T6 12, T7  13, T8  14 
 
p cnf 14 32 
1 0 
x 7 8 0 
-7 2 0 
-7 3 0 
7 -2 -3 0 
-8 4 0 
-8 5 0 
8 -4 -5 0 
x 9 10 1 0 
-9 2 0 
-9 4 0 
-9 6 0 
9 -2 -4 -6 0 
-10 5 0 
-10 6 0 
10 -5 -6 0 
x 11 12 1 0 
-11 2 0 
-11 3 0 
-11 6 0 
11 -2 -3 -6 0 
-12 4 0 
-12 6 0 
12 -4 -6 0 
x 13 14 0 
-13 3 0 
-13 4 0 
13 -3 -4 0 
-14 4 0 
-14 5 0 
-14 6 0 
14 -4 -5 -6 0 
 

Fig. 2. CryptoMiniSat input file corresponding to the system of equations in (1)

K0
i,j , the AES state matrix; with 0 ≤ i, j ≤ 3 where i and j denote the row and

column indices, respectively. Kr+1
i,j denotes the bijective mapping of the user key

to the 10 sub-round keys, where 0 ≤ r ≤ 9 denotes the number of the rounds.
The rth key schedule round is defined by the following transformations:

Kr+1
0,0 ← S(Kr

1,3)⊕ Kr
0,0 ⊕ Rcon(r + 1)

Kr+1
i,0 ← S(Kr

(i+1)mod4,3) ⊕ Kr
i,0, 1 ≤ i ≤ 3

Kr+1
i,j ← Kr+1

i,j−1 ⊕ Kr
i,j , 0 ≤ i ≤ 3, 1 ≤ j ≤ 3

(4)

where Rcon(·) denotes a round-dependent constant and S(·) represents the S-box
operations based on the 8 × 8 Rijndael S-box [29]. Figure 3 shows the transfor-
mations given by equation 4.
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Fig. 3. AES Key Scheduler

4.2 Key Schedule of Serpent

Serpent [31] is a 32 round block cipher based on a substitution permutation
network (SPN) structure with an Initial Permutation (IP) and a Final Permu-
tation (FP). It has 32 rounds, each consists of a key mixing operation, a pass
through S-boxes, and (in all but the last round) a linear transformation. In the
last round, this linear transformation is replaced by an additional key mixing
operation. The cipher accepts a variable user key length that is always padded
up to 256 bits by appending one bit-value ‘1’ to the end of the most significant
bit followed by bit-values ‘0’. To obtain the 33 128-bit subkeys K0, ...,K32, the
user key is divided into eight 32-bit words w−8, w−7, ..., w−1, from which the 132
intermediate keys or pre-keys (w0...w131) are derived as follows:

wi := (wi−8 ⊕ wi−5 ⊕ wi−3 ⊕ wi−1 ⊕ φ ⊕ i) <<< 11 (5)

where φ is a constant formed by the fractional part of the golden ratio (
√
5+1)/2

or 0x9e3779b9 in hexadecimal.
The round keys ki are evaluated from the pre-keysby first calling one of the eight

4 × 4 S-boxes in bit slice mode. In bit slice mode, each input of the S-box comes
from a different 32-bit word and each output goes to a different 32-bit word. The
4x32 bits per round are all handled by the same S-box. A group of four input or
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Fig. 4. Serpent Key Scheduler

four output words defines a unit that is handled together. The transformation from
pre-keys wi into words kj of round keys is performed as follows:

{k0; k1; k2; k3} = S3(w0;w1;w2;w3)
{k4; k5; k6; k7} = S2(w4;w5;w6;w7)

{k8; k9; k10; k11} = S1(w8;w9;w10;w11)
{k12; k13; k14; k15} = S0(w12;w13;w14;w15)
{k16; k17; k18; k19} = S7(w16;w17;w18;w19)

...
...

...
{k124; k125; k126; k127} = S4(w124;w125;w126;w127)
{k128; k129; k130; k131} = S3(w128;w129;w130;w131)

(6)

where Si denotes the i
th s-box of Serpent. The round keys Ki are then formed

by regrouping the 32-bit values kj as 128-bit sub-keysKi (for i ∈ 0,.., r) as follows:

Ki := {k4i; k4i+1; k4i+2; k4i+3} (7)
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Finally, we apply IP to the round keys Ki in order to place the key bits in the
correct column, i.e., K̂i = IP(Ki). Figure 4 depicts the described key scheduler of
Serpent.

By exploiting the asymmetric decay of the memory images and the redun-
dancy of key material inherent in the key schedule of both algorithms above,
rectifying the faults in the corrupted memory images of the the key schedule is
formulated as a Boolean satisfiability problem which can be solved efficiently for
relatively large decay factors.

5 Experimental Results

Because of the nature of the cold boot attack, it is realistic to assume that only
a corrupted image of the contents of memory is available to the attacker, i.e.,
a fraction of the memory bits will be flipped. Halderman et al. [3] observed
that, within a specific memory region, the decay is overwhelmingly asymmetric,
i.e., either 0 → 1 or 1 → 0. When trying to retrieve cryptographic keys, the
decay direction for a region can be determined by comparing the number of 0s
and 1s since in an uncorrupted key, the expected number of 0s and 1s should
approximately be equal.

Similar to the previous work in [3] [6] [32], throughout our experimental re-
sults, we assume an asymmetric decay model where bits overwhelmingly decay
to their ground state rather than their charged state. Using this model, only
the bits that remain in their charged state are useful to the cryptanalyst since
one cannot be sure about the original values of the 0 bits, i.e., whether they
were originally 0’s or decayed 1’s. Let β denote the fraction of decayed bits. If
the percentage of 0’s and 1’s in the original key schedule bits is pz and 1 − pz,
respectively, then the fraction, f , of key bits that can be assumed to be known
by examining the decayed memory of the key schedule is given by

f = 1 − (pz + β × (1 − pz)) = (1 − pz) × (1 − β).

Since in an uncorrupted key schedule key, we expect the number of 0’s and 1’s
to be approximately equal, i.e., pz ≈ 1/2, then we have f ≈ (1 − β)/2.

In our experiments, the input files for the CryptoMiniSAT contained 5,144
and 18,500 clauses for AES and Serpent, respectively. For PolyBoRi, 1,280 equa-
tions with 1,728 variables were defined for AES and 8,448 equations with 8,704
variables were defined for Serpent.

Tables 1, 2, 3 [32] and 4 show statistics for the run time required to recover the
key of AES and Serpent from the corresponding corrupted memory images for
different decay factors. These runtime statistics were obtained using PolyBoRi
and CryptoMiniSat running on a Dell Precision 370 workstation with a 3.0 GHz
Intel Pentium 4 CPU and 1 GB of RAM. Examining the results in the tables
reveal the following observations:

– While the resource requirements of both tools (time for CryptoMiniSat, and
time and memory for PloyBoRi) seem to grow exponentially with the decay



A Comparison between Two Off-the-Shelf Algebraic Tools 87

factor, for practical values of the decay factor, both tools require reasonably
short time to recover the secret keys from corrupted memory images.

– The simple and high redundancy in the AES key schedule allows for faster
recovery of the key from corrupted memory images. This makes AES more
prone to these attacks as compared to other AES finalist such as Serpent.
In fact, our initial experiments with Twofish [33] indicate that its relatively
more complex key schedule limits the practical applications of these tools to
very small values of the decay factor.

– CryptoMiniSat seems to be more suitable for applications in this type of
attacks. In particular, every time we tried to push the decay factor higher
than the values reported in Table 1, the PolyBoRi tool always crashed after
few minutes due to the excessive memory consumption. This behavior also
persisted on a 64 bit Linux operating systems with a freshly compiled Poly-
BoRi/sage system and 8 GB RAM. The question remains if solutions for
a higher decay factor can be achieved in a reasonable time if this memory
limitations is fixed in the tool.

Table 1. Run-time statistics using
Gröbner basis for AES

Decay 10% 20% 30% 40% 50% 60% 70%

Min 0.4 0.6 0.8 1.3 2.2 3.5 7

Max 0.7 0.9 1.1 2.1 3.6 7.6 45

Avg. 0.6 0.7 0.9 1.7 2.9 5.6 21

St.Dev 0.1 0.1 0.1 0.3 0.5 1.2 13

Med. 0.5 0.7 0.9 1.7 2.9 5.3 15

Table 2. Run-time statistics using
Gröbner basis for Serpent

Decay 10% 20% 30% 40% 50% 60% 70%

Min 8 9 17 56 114 417 -

Max 9 34 50 2075 2812 578 -

Avg. 8 15 36 328 399 507 -

St.Dev 0.3 7 11 656 764 47 -

Med. 8 12 40 107 131 504 -

Table 3. Run-time statistics using SAT-
solver for AES

Decay 30% 40% 50% 60% 70%

Min 0.046 0.046 0.062 0.062 0.078

Max 0.593 0.140 0.187 0.593 207.171

Avg. 0.064 0.066 0.074 0.102 1.233

St.Dev 0.009 0.007 0.008 0.028 4.899

Med. 0.062 0.062 0.078 0.093 0.359

Table 4. Run-time statistics using SAT-
solver for Serpent

Decay 10% 20% 30% 40% 50% 60% 70%

Min 0.4 0.4 0.5 0.5 0.7 0.9 4

Max 0.7 0.8 1.2 1.6 8.0 69 35282

Avg. 0.6 0.6 0.7 0.9 1.9 8 1278

St.Dev 0.05 0.07 0.10 0.22 1.30 11 4402

Med. 0.15 0.17 0.20 0.35 1.18 9 27706

6 Conclusion

In this work, we investigated the suitability of two off-the-shelf Algebraic tools for
extraction of cryptographic keys from corrupted memory images. Based on our
experimental results, it is clear that while the CryptoMiniSat requires a slightly
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longer preprocessing step to prepare its input file, this step is done only once and
the tool runs much faster than the Gröbner basis PolyBoRi tool. Furthermore,
CryptoMiniSat does not require a large amount of memory during run time.
However, if several solutions were possible for the SAT problem in question,
only one result is returned by the solver and the additional solutions have to
be explicitly searched again by re-running the tool after appending some extra
constraints to exclude already found solutions. On the other hand, Gröbner basis
returns a general form representing all possible solutions. However, PolyBoRi
requires large memory and usually crashes when the memory requirements is
exceeded which limits its applications for solving large problems. It should also
be noted that, given the high redundancy of the key schedules of the considered
ciphers, the advantage of being able to return all possible solutions does not
seem to be very significant since in all the instances we considered, only one
possible solution exists.
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tations with Boolean polynomials. Journal of Symbolic Computation, 1326–1345
(September 2009)

10. Shamir, A., van Someren, N.: Playing ‘Hide and Seek’ with Stored Keys. In:
Franklin, M. (ed.) FC 1999. LNCS, vol. 1648, pp. 118–124. Springer, Heidelberg
(1999)

11. Maartmann-Moe, C., Thorkildsen, S.E., Årnes, A.: The persistence of memory:
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Abstract. Piece in Hand method is a security enhancement method
for Multivariate Public Key Cryptosystems (MPKCs). Since 2004, many
types of this method have been proposed. In this paper, we consider
the 2-layer nonlinear Piece in Hand method as proposed by Tsuji et
al. in 2009. The key point of this method is to introduce an invertible
quadratic polynomial map on the plaintext variables to construct per-
turbation of the original MPKC. Through our analysis, we find that the
security of the enhanced scheme is mainly relying on the quadratic poly-
nomials of this auxiliary map. The two examples proposed by Tsuji et
al. for this map can not resist the Linearization Equation attack. Given
a valid ciphertext, we can easily get a public key which is equivalent to
the original MPKC. If there is an algorithm that can recover the plain-
text corresponding to a valid ciphertext of the original MPKC, we can
construct an algorithm that can recover the plaintext corresponding to
a valid ciphertext of the enhanced MPKC.

Keywords: Multivariate Cryptography, Quadratic Polynomial, Alge-
braic Cryptanalysis, Linearization Equation, Piece in Hand.

1 Introduction

Multivariate Public Key Cryptosystems (MPKCs) are promising candidates to
resist the quantum computer attack [1]. The security of these schemes is based
on the difficulty of solving systems of multivariate quadratic (MQ) equations
over a finite field, which is an NP-hard problem in general.

Since 1988, many MPKCs have been proposed, such as MI [15], HFE [20],
MFE [26], TTM [16], Rainbow [5], MQQ [13]etc. However, many of these schemes
have shown to be insecure [19, 11, 6, 17, 2, 14]. In order to enhance the security of
MPKCs, many enhancement methods were proposed. There are plus/minus [22,
21], internal perturbation [3, 4], Extended Multivariate public key Cryptosystems
(EMC) [27] etc. All of these methods are subjected to different levels of attacks
[12, 7, 9, 8, 18].
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Piece in Hand (PH) method is another security enhancement method intro-
duced and studied in a series of papers [23, 24, 10, 25]. In [25], Tsuji et al. pro-
posed the 2-layer nonlinear Piece in Hand method. For this, they introduced two
vectors of polynomials: an auxiliary polynomial vector and a perturbation poly-
nomial vector. The perturbation polynomial vector is used to add perturbation to
the underlying MPKC, whereas the auxiliary polynomial vector is constructed to
be efficiently invertible which will be used during the decryption process.

Since the information of the auxiliary polynomial vector is part of the public
key, the security of the whole scheme relies on the structure of this vector. In
their paper [25], the authors gave two examples for this vector, called H1 and
H2.

In this paper we show that both H1 and H2 satisfy Linearization Equations
(LEs) of the form∑

aij · xi · yj +
∑

bi · xi +
∑

cj · yj + d = 0, (1)

where xi are the plaintext variables and yj are the ciphertext variables.
After finding all the LEs and substituting a valid ciphertext into these equa-

tions, we can get a system of linear equations in the plaintext variables. By
solving this system, we can represent some of the plaintext variables by linear
combinations of the other plaintext variables. Hence, we can do elimination on
the public key. And we can perform a similar analysis on the eliminated pub-
lic key to check if there are Linearization Equations satisfied by the simplified
public key.

In the case of H1, given a valid ciphertext, we can, after two eliminations
on the public key, find a public key equivalent to that of the original MPKC.
In the case of H2, given a valid ciphertext, we can achieve the same goal using
three eliminations on the public key. This means that Piece in Hand method
using these two auxiliary polynomial vectors can not enhance the security of the
underlying MPKC. So, we must be very careful when designing the auxiliary
polynomial vector of PH method.

The rest of this paper is organized as follows. In Section 2 we give a brief
description of MPKCs and Linearization Equations. Section 3 introduces the 2-
layer nonlinear Piece in Hand method. In Section 4, we present our cryptanalysis
of the enhanced scheme and present the results of our computer experiments.
Finally, in Section 5, we conclude the paper.

2 Preliminaries

2.1 Multivariate Public Key Cryptography

To build a multivariate public key cryptosystem (MPKC), one starts with an
easily invertible map F : Fn → Fm (central map). To hide the structure of F in
the public key, one combines it with two invertible affine maps T : Fm → Fm

and U : Fn → Fn. Therefore the public key has the form

E : Fn → Fm, y = (y1, . . . , ym) = E(x1, . . . , xn) = T ◦ F ◦ U(x1, . . . , xn). (2)
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The private key consists out of the three maps T ,F and U and therefore allows
to invert the public key.

2.2 Linearization Equations

For MPKCs, a Linearization Equation (LE) is an equation in the n+m plain-
text/ciphertext variables x1, x2, . . . , xn, y1, y2, . . . , ym of the form

n∑
i=1

t∑
j=1

aij · xi · gj(y1, y2, . . . , ym) +

l∑
j=1

cj · fj(y1, y2, . . . , ym) + d = 0. (3)

where fj (1 ≤ j ≤ l), gj (1 ≤ j ≤ l), are polynomial functions in the ciphertext
variables. The highest degree of gj , 1 ≤ j ≤ l is called the order of the LE.

For example, a First Order Linearization Equation (FOLE) looks like

n∑
i=1

m∑
j=1

aij · xi · yj +
n∑

i=1

bi · xi +

m∑
j=1

cj · yj + d = 0. (4)

Note that, given a valid ciphertext y′ = (y′1, y
′
2, . . . , y

′
m), we can substitute it

into equation (3) to get a linear equation in the plaintext variables. By finding
all these equations we get a linear system which can be solved by Gaussian
Elimination. After having found a solution, we can do elimination on the public
key.

3 2-Layer Piece in Hand Method

We use the same notation as in [25].
Let E : Fn → Fm be the public map of a multivariate public key encryption

scheme with {x1, . . . , xn} and {y1, . . . , ym} being the plaintext and ciphertext
variables repectively and l be a positive integer.

To enhance the security of the MPKC, the inventors of the 2-layer nonlin-
ear Piece in Hand method introduced an auxiliary polynomial vector H of l
components and a perturbation polynomial vector J . The elements of the aux-
iliary polynomial vector H are products of two random linear polynomials hi

and hj , where the functions hi are given by hi =
∑n

j=1 sij · xj (i = 1, . . . , l)
with sij ∈R F. The perturbation polynomial vector J is a vector with l(l− 1)/2
components constructed from the polynomials hi · hj (1 ≤ i < j ≤ l). Note that
the polynomial components of the vector H are designed to be easily invertible
for decryption. Therefore, one can use the vector H to compute the values of hi

(i = 1, . . . , l) and sequentially calculate the value of the vector J . By the above
construction, one gets an enhanced public key Ẽ : Fn → Fm+l of the form

Ẽ(x1, . . . , xn) = B

(
E(x1, . . . , xn) +DJ

CH

)
(5)
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where B is an (m + l) × (m + l) invertible matrix over F, D is an m × l·(l−1)
2

matrix over F, and C is an l × l invertible matrix over F.

Secret Key: The secret key includes

– the secret key of the underlying MPKC
– the matrices B,C and D
– the auxiliary polynomial vector H and
– the perturbation polynomial vector J .

Public Key: The m+ l components of the function Ẽ .
Encryption: Given a plaintext x′ = (x′

1, . . . , x
′
n), compute

y ′ = (y′1, . . . , y
′
m+l) = Ẽ(x′

1, . . . , x
′
n).

Decryption: Given a valid ciphertext y ′ = (y′1, . . . , y′m+l), decryption includes
the following steps:

1. Compute v ′ = (v′1, . . . , v
′
m+l) = B−1(y′1, . . . , y

′
m+l)

T ;

2. Compute H = C−1(v′m+1, . . . , v
′
m+l)

T and get the values of hi (i = 1, . . . , l);
3. Compute the value of J by substituting the values of hi (i = 1, . . . , l) into

its components;
4. Compute x′ = (x′

1, . . . , x
′
n) = E−1(v′1 − dj1, . . . , v

′
m − djm), where (dj1, . . . ,

djm)T = DJ.

Examples for the auxiliary vector H and the perturbation vector J

In [25], the authors gave two examples for the choice of the auxiliary vector
H, denoted by H1 and H2, respectively.
For arbitrary l, the vector H1 is given by

H1 = (u1, . . . , ul)
T =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

h1h2 + α1

h2h3 + α2

h3h1 + α3

h1h4 + α4

h1h5 + α5

...
h1hl−1 + αl−1

h1hl + αl

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (6)

with α1, . . . , αl ∈R F. For our experiments (see Subsection 4.3) we use the value
l = 8.
Apparently, given the value of the vector (u1, . . . , ul), we can get from the first
three equations of (6)

h1 =

(
(u1 − α1)(u3 − α3)

(u2 − α2)

) 1
2

(7)

and then get the values of h2, h3, . . . , hl in turn.
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For the auxiliary map H2, the value l is fixed to 15. We have

H2 = (u1, . . . , u15)
T =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

h1h2 + α1

h2h3 + α2

h3h4 + α3

h4h5 + α4

h5h1 + α5

h2
6 + h1h3 + α6

h2
7 + h3h5 + α7

h2
8 + h5h2 + α8

h2
9 + h2h4 + α9

h2
10 + h4h1 + α10

h1h10 + h6h11 + α11

h2h9 + h7h12 + α12

h3h8 + h8h13 + α13

h4h7 + h9h14 + α14

h5h6 + h10h15 + α15

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(8)

where αi∈RF (i = 1, . . . , l). Similarly to H1, H2 can be easily inverted.
The perturbation vector J used in [25] is given as follows:

J = (j1, j2, . . . , jl(l−1)/2) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

h1h2 + β1

h1h3 + β2

...
h1hl + βl−1

h2h3 + βl

...
h2hl + β2l−3

h3h4 + β2l−2

...
hl−1hl + βl(l−1)/2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(9)

where βi∈RF (i = 1, . . . , l(l − 1)/2).

4 Cryptanalysis of the 2-Layer PH Method

Although the perturbation map J can hide the weak point of the underlying
MPKC scheme, the security of the enhanced scheme depends mainly on the
design of the auxiliary map H. Bad design of the vector H will bring some
new security problems to the scheme. Both vectors H1 and H2 of [25] are not
properly chosen to enhance the security of the underlying scheme, since they
satisfy Linearization Equations.

In this section, we present our cryptanalysis of the 2-layer PH method with
auxiliary polynomial vector H1 and H2, respectively. Given a valid ciphertext
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y ′ = (y′1, . . . , y
′
m+l)

T , our goal is to find the corresponding plaintext. Namely,
we have to solve the system⎧⎪⎨⎪⎩

y′1 = Ẽ1(x1, . . . , xn)
...

y′m+l = Ẽm+l(x1, . . . , xn)

. (10)

4.1 Case of H1

Through theoretical analysis, we find that the system Ẽ satisfies Linearization
Equations, which are brought in by the vector H1. Given a valid ciphertext we
can, after finding all FOLEs, recover the corresponding plaintext easily.

Linearization Equations

In the expression of the polynomial vector H1 (see (6)), we have

u1 = h1h2 + α1 and u2 = h2h3 + α2.

Hence we get
h3(u1 − α1) = h1(u2 − α2). (11)

Since the matrices B and C are invertible, the elements ui (i = 1, . . . , l) can be

expressed by linear equations in the ciphertext variables, namely ui =
∑m+l

j=1 tij ·
yj (i = 1, . . . , l). Analogously we get hi =

∑n
j=1 sij · xj (i = 1, . . . , l). Hence

equation (11) implies that the plaintext variables {x1, . . . , xn} and ciphertext
variables {y1, . . . , ym+l} satisfy an equation of the form:

n∑
i=1

m+l∑
j=1

aij · xi · yj +
n∑

i=1

bi · xi +

m+l∑
j=1

cj · yj + d = 0. (12)

This equation is exactly a FOLE. Similarly, from each of the pairs hj(ui −αi) =
hi(uj − αj) (1 ≤ i < j ≤ l, i �= 2) and the pair h1(u2 − α2) = h2(u3 − α3), we
can get an additional FOLE. Hence there exist at least (l− 2)(l− 1)/2+1 linear
independent Linearization Equations of type (12).

To find these FOLEs, we randomly generate D1 ≥ n(m+ l) + n+m + l + 1
plaintext/ciphertext pairs and substitute them into equation (12). By doing so,
we get a system of D1 linear equations in the n(m+ l)+n+m+ l+1 unknowns
aij , bi, cj and d which can be solved by Gaussian Elimination. We denote
the solution space by V and its dimension by D. Hence, we derive D linearly
independent equations of type (12) in the plaintext and ciphertext variables.

The work above depends only on the public key and can be done once for a
given public key.
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By substituting the given ciphertext y′ = (y′1, . . . , y
′
m+l) into the Linearization

Equations found above we get D linear equations in the plaintext variables. Let’s
assume that t1 of these equations are linearly independent.

First Elimination

By substituting the t1 equations found above into the public key Ẽ of the 2-layer
nonlinear PH scheme, we can eliminate t1 equations from Ẽ . By doing so, we get
a simplified public key Ẽ ′ of the form{

y′j = Ẽ ′
j(w1, . . . , wn−t1)

1 ≤ j ≤ m+ l
. (13)

Second Elimination

In the practical setting of [25], the characteristic of the underlying field F was
chosen to be 2. Using this property, we can find another type of Linearization
Equations satisfied by the simplified public key Ẽ ′.

We denote by u′
i (i = 1, . . . , l) the value of ui corresponding to the given ci-

phertext y′ = (y′1, . . . , y
′
m+l). Such we get⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

u′
1 = h1h2 + α1

u′
2 = h2h3 + α2

u′
3 = h3h1 + α3

u′
4 = h1h4 + α4

u′
5 = h1h5 + α5

...
u′
l−1 = h1hl−1 + αl−1

u′
l = h1hl + αl

. (14)

According to FOLEs similar to equation (11), we find⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

h2 =
u′
2−α2

u′
3−α3

h1

h3 =
u′
2−α2

u′
1−α1

h1

h4 =
u′
4−α4

u′
1−α1

· u′
2−α2

u′
3−α3

h1

h5 =
u′
5−α5

u′
1−α1

· u′
2−α2

u′
3−α3

h1

...

hl =
u′
l−αl

u′
1−α1

· u′
2−α2

u′
3−α3

h1

. (15)
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By substituting (15) into (6), we get⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

u1 =
u′
2−α2

u′
3−α3

h2
1 + α1

u2 =
u′
2−α2

u′
1−α1

· u′
2−α2

u′
3−α3

h2
1 + α2

u3 =
u′
2−α2

u′
1−α1

h2
1 + α3

u4 =
u′
4−α4

u′
1−α1

· u′
2−α2

u′
3−α3

h2
1 + α4

u5 =
u′
5−α5

u′
1−α1

· u′
2−α2

u′
3−α3

h2
1 + α5

...

ul =
u′
l−αl

u′
1−α1

· u′
2−α2

u′
3−α3

h2
1 + αl

. (16)

Due to ui =
∑m+l

j=1 tij · yj (i = 1, . . . , l) and hi =
∑n

j=1 sij · xj (i = 1, . . . , l) and
using the fact that squaring is a linear operation on a field of characteristic 2,
we have at least one equation satisfied by ciphertext variables and the remaining
plaintext variables of the form{∑m+l

j=1 ãj · y′j +
∑n−t1

i=1 b̃i · w2
i + c̃ = 0

∀w1, . . . , wn−t1 ∈ F
. (17)

It is easy to solve the above linear system for the ãi, b̃j and c̃. Let {ã(ρ)1 , · · · , ã(ρ)m+l,

b̃
(ρ)
1 , · · · , b̃(ρ)n−t1 , c̃

(ρ), 1 ≤ ρ ≤ r} be a basis of the solution space of the system
(17). Set ⎧⎨⎩

n−t1∑
j=1

(b̃
(ρ)
j )1/2 · wj + (

m+l∑
i=1

ãi
(ρ) · y′i + c̃(ρ))1/2 = 0

1 ≤ ρ ≤ r

. (18)

For any vector w = (w1, . . . wn−t1), w and the corresponding ciphertext (y1, . . . ,
ym+l) = Ẽ ′(w) satisfy equation (18). Therefore we can represent at least one
variable of the set {w1, . . . , wn−t1} as a linear equation in the remaining vari-
ables. Denote the remaining variables by v1, . . . , vn−t1−1.
Substituting this linear expression into the system (13), we can get a new public
key with (n− t1 − 1) unknowns, denoted as{

y′j = Ẽ ′′
j (v1, . . . , vn−t1−1)

1 ≤ j ≤ m+ l
. (19)

Eliminating Perturbation

Furthermore, after two eliminations, the vector J becomes a constant vector,
namely, the perturbation of Piece in Hand method is eliminated. The reason for
this is shown as follows. From (16), we get

h1 =

(
(u′

1 − α1)(u
′
3 − α3)

u′
2 − α2

)1/2

. (20)
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Substituting (20) and (15) into (9), the vector J becomes a constant vector on
F. For example,

j1 = h1h2 + β1 = u′
1 − α1 + β1,

jl+1 = h2h4 + βl+1 =

(
(u′

2 − α2)(u
′
4 − α4)

u′
3 − α3

)
+ βl+1.

Hence, the public key Ẽ ′′ of equation (19) is equivalent to the public key of the
underlying MPKC scheme.

If there exists an algorithm which recovers the plaintext corresponding to a
valid ciphertext for the underlying MPKC scheme, we can therefore find the
values of the variables v1, . . . , vn−t1−1 corresponding to the valid ciphertext y′.
Using the linear equations found during the two eliminations above, we can
recover the values of the remaining plaintexts variables.

4.2 Case of H2

Let y′ = (y′1, . . . , y
′
m+15) be a valid ciphertext of the Piece in Hand MPKC

with auxiliary map H2. Again we want to find the corresponding plaintext x′ =
(x′

1, . . . , x
′
n) by solving the system (10).

Similarly to the case of H1, from the first five equations in (8), we can get
five FOLEs between ui and hi (1 ≤ i ≤ 5) by⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

h3(u1 − α1) = h1(u2 − α2)
h4(u2 − α2) = h2(u3 − α3)
h5(u3 − α3) = h3(u4 − α4)
h1(u4 − α4) = h4(u5 − α5)
h2(u5 − α5) = h5(u1 − α1)

.

Apparently, these five equations are linearly independent. Hence, we can get at
least five Linearization Equations satisfied by plain- and ciphertext variables of
the form (12).

Using the same method as in Subsection 4.1, we do the first elimination on
the system (10). Suppose we eliminated t1 ≥ 4 variables in the system. Denote
the remaining plaintext variables by w1, . . . , wn−t1 and let{

y′j = Ẽ ′
j(w1, . . . , wn−t1)

1 ≤ j ≤ m+ 15
(21)

be the simplified public key.
Using a similar method as in Subsection 4.1, we can perform two additional

eliminations on the system (21). Due to the limitation of paper size, we omit the
details of this part here. We will present them in the full version of this paper.
But we should point out the following facts.

For the public key Ẽ ′
j(w1, . . . , wn−t1), plain- and ciphertext variables satisfy

equations of the form

m+l∑
j=1

ãj · yj +
n−t1∑
i=1

b̃i · w2
i + c̃ = 0. (22)
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By substituting the ciphertext y′ into these equations and using the fact that
squaring is a linear function over fields of characteristic 2, we can find t2 ≥ 6
linear equations in the plaintext variables. We can therefore eliminate t2 variables
from the public key. After this elimination, the simplified public key has the form{

y′j = Ẽ ′′
j (v1, . . . , vn−t1−t2)

1 ≤ j ≤ m+ 15
. (23)

The public key Ẽ ′′ satisfies equations of the form

m+15∑
j=1

˜̃aj · yj +
n−t1−t2∑

i=1

˜̃bi · vi + ˜̃c = 0. (24)

By substituting the ciphertext y′ into these equations, we can find t3 ≥ 5 lin-
ear equations in the variables v1, . . . , vn−t1−t2 . Therefore, we can eliminate t3
variables from the system (23) and get a new public key Ẽ ′′′ of the form{

y′j = Ẽ ′′′
j (u1, . . . , un−t1−t2−t3)

1 ≤ j ≤ m+ 15
. (25)

For the public key Ẽ ′′′, the perturbation vector J becomes a constant vector.
Hence, Ẽ ′′′ is equivalent to the public key of the underlying MPKC.

Analogously to Subsection 4.1 we can therefore, under the assumption that
there exists an algorithm which, for the underlying MPKC, finds for a given
ciphertext the corresponding plaintext, construct an algorithm which, for any
given ciphertext y′ = (y′1, . . . , y

′
m+15), recovers the corresponding plaintext x′ =

(x′
1, . . . , x

′
n).

4.3 Complexity and Experimental Verification

In our concrete attack scenario we set F = GF (256) and m = n = 25. As
the underlying MPKC we used the C� scheme of Matsumoto and Imai. We
implemented the Piece in Hand cryptosystem in two different ways using H1

(with l = 8) and H2 as auxiliary matrix respectively. For our attack we chose
randomly a valid ciphertext y′ = (y′1, . . . , y

′
m+l) ∈ Fm+l. Our goal was to find

the corresponding plaintext x′ = (x′
1, . . . , x

′
n) ∈ Fn.

Case of H1. In the first step we computed 900 (> n(m+l)+n+m+l+1 = 884)
plaintext/ciphertext pairs and substituted them into the Linearization Equation
of type (12). We did Gaussian Elimination on this linear system and found a
basis of all FOLEs. The complexity of the Gaussian Elimination is equal to
(n(m+ l) + n+m+ l+ 1)3 operations on the finite field F. In our experiments,

(n(m+ l) + n+m+ l+ 1)3 = 8843 ≤ 230.

We found that the dimension of the space spanned by all FOLEs is D = (l −
2)(l − 1)/2 = 22.
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Computing the plaintext/ciphertext pairs and solving this large linear system
proved to be the most time-consuming step of our attack. In our experiments,
it took about 70 seconds, where it took about 68 seconds on generating the
plaintext/ciphertext pairs and about 2 seconds on the Gaussian Elimination.
This step is independent of the given ciphertext y′ and has to be done for a
given public key only once.

After substituting the ciphertext y′ into these equations we obtained 7 linear
equations in the plaintext variables.

In the second step we computed 100 plaintext/ciphertext pairs and substituted
them into the Linearization Equation of type (17). By doing so, we got 15 linearly
independent equations of the form (17). By evaluating equation (18), we got 1
linear equation in the plaintext variables.

We substituted the 8 linear equations found in the previous steps into the
public key and obtained a new public key Ẽ ′′ of 33 equations in 17 variables,
which proved to be of the form of a C� public key (i.e. the perturbation was
eliminated).

In the last step of the attack, we attacked the new public key Ẽ ′′ with
the Linearization Equation attack of Patarin [19]. We computed 500 plain-
text/ciphertext pairs and substituted them into the Linearization Equation of
type (12). By doing so, we got 25 linear independent equations of type (12). After
substituting the ciphertext y′ we obtained 17 linear equations in the plaintext
variables which enabled us to reconstruct the plaintext x′.

The running time of the whole attack was about 90 seconds.

Case of H2. In the first step we computed 1100 (> (n(m+15)+n+m+15+1) =
1066) plaintext/ciphertext pairs and substituted them into the Linearization
Equation of type (12). We solved the resulting linear system for the variables
aij , bi, cj and d to find a basis of all FOLEs. By doing so, we found 5 linear
independent Linearization Equations. After substituting the ciphertext y′ into
these equations we obtained 4 linear equations in the plaintext variables. The
complexity of this step is equal to 10663 ≤ 231. It took about 104 seconds
in our experiments, where it took about 102 seconds on generating the plain-
text/ciphertext pairs and about 2 second on the Gaussian Elimination. This step
has to be performed for each public key only once.

In the second step we computed 100 plaintext/ciphertext pairs and substituted
them into the Linearization Equation of type (22). By doing so, we got 14 linear
independent equations of form (22). After substituting the ciphertext y′, we got
6 linear equations in the plaintext variables.

In the third step we computed again 100 plaintext/ciphertext pairs and sub-
stituted them into the Linearization Equation of type (24). We obtained 25 linear
independent equations. By substituting the ciphertext y′ into these equations,
we got 5 linear equations in the plaintext variables.

We substituted the 15 linear equations found in the previous steps into the
public key and obtained a new public key Ẽ ′′′ of 40 equations in 10 variables,
which proved to be of the form of a C� public key (i.e. the perturbation was
eliminated).
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In the last step of the attack, we attacked the new key Ẽ ′′′ with the Lineariza-
tion Equation attack of Patarin [19]. We computed 500 plaintext/ciphertext
pairs and substituted them into the Linearization Equation of type (12). By
doing so, we obtained 25 linear independent equations. After substituting the
ciphertext y′ we got 10 linear equations in the plaintext variables which enabled
us to reconstruct the plaintext x′.

The running time of the whole attack was about 127 seconds.
All experiments were performed on a server with 24 AMD Opteron processors

and 128 GB RAM. However, for our experiments we used only a single core. The
attack was programmed in Magma code and required about 120 MB of memory.

5 Conclusion

In this paper, we presented the cryptanalysis of two examples of the 2-layer
nonlinear Piece in Hand method. As we showed, both examples do not enhance
the security of the underlying MPKC because they can not resist Linearization
Equation attacks. From this paper, we find that the security of the 2-layer non-
linear Piece in Hand method depends mainly on the construction of the auxiliary
polynomial vectorH. We should therefore design the auxiliary polynomial vector
H in such a way that it resists existing attacks.
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Abstract. In this research, a recently proposed lightweight block ci-
pher LBlock, not tested against the cube attack has been analyzed. 7, 8
and 9 round LBlock have been successfully attacked with complexities of
O(210.76), O(211.11) and O(247.00) respectively. For the case of side chan-
nel cube attack, full version of LBlock has been attacked using a single
bit leakage model with the complexity of O(255.00) cipher evaluations.
For this purpose, a generic practical platform has been developed to test
various stream and block ciphers against the latest cube attack.

Keywords: Cube attack, Side channel cube attack, Lightweight block
ciphers, LBlock.

1 Introduction

Cube attack has been recently introduced by Dinur and Shamir in 2009 [1,2].
Preliminarily cube attack has been applied successfully on stream ciphers. Sev-
eral results can be found on the stream cipher Trivium [3,4], one of the finalists
of the estream project [5]. Reduced versions of Trivium having 672, 735 and 767
initialization rounds have been attacked. In a similar research, Vielhaber worked
on the concept named AIDA (Algebraic IV Differential Attack) and attacked
One.Fivium(a variant of Trivium) [6]. His other contributions include [7,8,9,10].
Zhe et al. further improved results of Vielhaber on One.Fivium [11]. Other prede-
cessors of cube attack include the work of Englund et al. who showed statistical
weaknesses of Trivium up to 736 initialization rounds [12] and the attack on 672
round Trivium by Fischer et al. [13]. In 2011, Mroczkowski and Szmidt evaluated
Trivium by applying the cube attack and used the concept of quadraticity tests
[14]. Another LFSR-based lightweight stream cipher Hitag2 has been analyzed
by Sun et al. against the cube attack in 2011 [15]. MICKEY [16], also a finalist
of the estream project has been found secure by Stefan in [17].

After successful results of cube attack on Trivium, Shamir et al. proposed the
concept of Cube testers in 2009 [18]. Cube testers are based on efficient property-
testing algorithm. They detect nonrandom behavior rather than performing key
extraction. They can also attack cryptographic schemes described by nonrandom
polynomials of relatively high degree. The targets of the authors in the mentioned
paper are Trivium and MD6 [19]. In 2010, Li et al. worked on cube testers
on Bivium [20]. Shamir et al. worked on Grain-128 [21] and gave results for
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cube testers and dynamic cube attack in [22] and [23]. Conditional differential
cryptanalysis by Knellwolf et al. is a predecessor to dynamic cube attack [24].
Standard cube attack finds the key by solving a system of linear equations in
terms of key bits whereas the dynamic cube attack recovers the secret key by
exploiting distinguishers obtained from cube testers. Recently in 2012, Shamir et
al. has proposed the concept of robust cube attacks for stream ciphers in realistic
scenarios and also suggested the use of generalized linearity tests instead of BLR
tests [25].

For block ciphers, Dinur and Shamir proposed the idea of side channel cube
attack model in which only one bit of information is available to the attacker
after each round [26]. The time complexities for AES [27] and SERPENT [28]
are found to be O(238) and O(218) for full key recovery. Due to the exponential
increase in degree after every round, the standard cube attack becomes limited
to reduced versions only while the side channel attack model is applicable to the
full versions and thus more practical.

Lightweight block ciphers, which provide a good trade off between security
and efficiency, have attained significant attention of researchers. These ciphers
are mostly used in resource-constraint environments like RFID and sensor net-
works. RFID technology has been used in many aspects of life, such as access
control, parking management, identification, goods tracking etc. The lightweight
block ciphers evaluated against the cube attack include the KATAN family [29],
NOEKEON [30], PRESENT [31] and Hummingbird-2 [32] in [33,34,35,36,37,38].
Mroczkowski and Szmidt have attacked the Courtois Toy Cipher CTC, designed
by Courtois [39] against the cube attack [40,41]. Lightweight block ciphers which
are not evaluated against the cube attack so far include LED [42], EPCBC [43],
PRINCE [44], Piccolo [45], mCrypton [46], TWIS [47], MIBS [48], CGEN [49],
PRINTcipher [50], KLEIN [51], FOX [52], HIGHT [53], ICEBERG [54], LCASE
[55], MISTY [56], PUFFIN [57], SEA [58], TEA [59] and CLEFIA [60].

LBlock, a lightweight block cipher recently proposed in 2011 by Wu et al.
has not yet been tested against the cube attack [61]. In the security evaluation
of LBlock by the authors, five cryptanalysis techniques have been used. For
differential cryptanalysis, there is no useful 15-round differential characteristic
for LBlock. For linear cryptanalysis, it is difficult to find useful 15-round linear-
hulls which can be used to distinguish LBlock from a random permutation.
For impossible differential cryptanalysis, attacks on 20-round LBlock has been
mounted using 14-round impossible differential distinguishers. Integral attack
goes up to 20 rounds and the related key attack goes up to 14 rounds of LBlock.
Impossible differential attack has been improved up to 21 and 22-round LBlock
in [62] and [63]. Minier et al. improved the related key attack to 22 rounds of
LBlock [64]. Liu et al. also worked on a similar concept on 22-round LBlock [65].
Biclique cryptanalysis has been performed by the authors of LBlock and new
key scheduling algorithm has been proposed in [66].

The cube attack implementations include Paul Crowley’s implementation
[67,68] and a practical platform developed by Bo Zhu [69]. Zhu et al. has also
created an online application which only works for Trivium and checks the cubes
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for linearity and generate the linear expressions [70]. However, the tool is not
suitable to be extended for the complete cube attack on any generic structure.
Cryptool 2.0 [71] includes the cube attack block having the option for Trivium
and DES only.

Our Contribution. LBlock has been evaluated against the developed tool. We
are able to successfully attack 7, 8 and 9 round LBlock with complexities of just
O(210.76), O(211.11) and O(247.00) cipher evaluations. Full version of LBlock has
been attacked using the single bit leakage side channel cube attack model with
the complexity of O(255.00). Cube attack may also be extended to further rounds
by using more efficient hardware resources like super computer, the use of GPUs
and the concept of distributed computing.

We have developed a graphical user interface toolkit which can load any
stream or block cipher into it(as a function) and can check its resistance against
the cube attack. The tool shows how may rounds of the cipher can be attacked,
and it outputs the cube expressions found in a text file. The options such as
cube size, number of linearity tests, output bit index, public bit size and secret
bit size can be set from the GUI. The tool is user friendly and can be used easily
without the help of the developers. The developed tool is capable of detecting
the total number of processors in the machine and can utilize all of them for
efficient execution. The tool works on both x86 and x64 systems having any
windows version as it is just an executable file. The algorithm of cube attack
used in our implementation can be found in [17].

Organization of the Paper. The cube attack has been explained in Section
2. An introduction of the cipher LBlock is given in Section 3 and the results of
cube attack against LBlock are given in Section 4. Section 5 contains the results
of side channel cube attack against LBlock. Detail of our software toolkit is given
in Section 6. Section 7 concludes the article and proposes some future work.

2 The Cube Attack

The Cube Attack is a chosen public key attack which means chosen IV attack
for stream ciphers and chosen plaintext attack for block ciphers. Ciphers can be
represented as black box polynomials in terms of secret and private variables.
These black boxes can be attacked by hitting them with chosen input values and
obtaining the output.

Definition 1. Assume some polynomial p (x1, ..., xn) and a set I ⊆ {1, ...n} of
indices to the variables of p Let tI be a subterm of p which is the product of the
variables indexed by I. Then factorizing p by tI yields Equation 1.

p (x1, ..., xn) = tI .pS(I) + q (x1, ..., xn) (1)

where pS(I) is the superpoly of I in p and q is the linear combination of all terms
which do not contain tI .
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For detailed description of the attack, refer to [2]. The attack consists of two
phases, the preprocessing phase and the online phase.

2.1 Preprocessing Phase

In the Preprocessing stage of the attack, the target is to find the maximum num-
ber of linearly independent expressions in terms of key bits. These expressions
are called maxterm equations. This phase is time consuming and may take sev-
eral weeks. The precomputation phase consists of two parts, finding maxterms
and the superpoly reconstruction.

Finding Maxterms. A maxterm or a cube is a set of positions of plaintext
block bits for which 2cubesize crafted plaintexts are generated. These plaintexts
Pi are generated by inserting all the possible values at cube positions keeping
all other positions zero or constant. Summing a fixed output bit Cj for all Pi’s
while setting a same random key K in GF (2) is called a cube sum for key K
with output bit index j. Cube sum or summing over a cube is an important
terminology. Linear cubes are searched whose cube sums satisfy the linearity
tests(Blum Luby Rubinfeld tests) [72]. BLR test checks for the condition f(0)⊕
f(K1) ⊕ f(K2) = f(K1 ⊕ K2) where K1 and K2 are random keys and f is the
cube sum with a certain key over a cube to be tested. The probability that f
is linear for 3N tests is 1 − 2−N . If a cube satisfies all the linearity tests, it
is placed in the results table with the corresponding output bit index and the
reconstructed maxterm equation which is explained in the next part. For the
selection of cubes, the authors have proposed a random walk process in [2].

ReconstructingMaxterm Equations. Reconstructing maxterm equations or
the superpoly reconstruction in terms of key bits (e.g 1 ⊕ k3 ⊕ k4) is the second
part of the preprocessing phase. According to Theorem 2 in [2], the constant term
can be easily computed by settingK = 0 and calculating the cube sum. If the sum
is 1, the maxterm contains the free term 1, otherwise not. The coefficients of the
key bit variables ki can be found by setting each ki to one and remaining zeros
and calculating the cube sums. If the sum is different from that forK = 0, that ki
will be the part of the maxterm equation. This is because if the value of a variable
in a linear expression is flipped, the value of the expression is also flipped.

2.2 Online Phase

In the online phase there is an unknown set key which has to be recovered and
the adversary can only tweak the plaintext bits. The target of this phase is to
determine the right hand sides of the found expressions and their solution. This
stage consists of two phases, forming and solving a system of linear equations.

Forming System of Linear Equations. In this part, cube sums are calculated
for the same cubes found in the preprocessing stage and their relevant output bit
index. These sums make the right hand side of the expressions making a system
of linear equations (e.g 1 ⊕ k3 ⊕ k4 = 0).
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Solving System of Linear Equations. The system of linear equations may be
solved using Gaussian elimination. The number of key bits recovered is equal to
the number of linearly independent relations found in the preprocessing phase.
For finding further relations the time consumed by the first phase increases
exponentially.

Attack Complexity. The attack complexity includes two things. One is the
number of iterations of the cipher carried out in the formation of system of
linear equations and the other is the complexity to solve the linear relations in
the online phase. Hence, the total complexity becomes O(2d−1n + n2) where d
is the degree of the cryptosystem and n is the number of secret bits. Brute force
complexity of the remaining unknown key bits is also added to the total.

3 LBlock: A Lightweight Block Cipher

LBlock, LuBan LOCK or Lightweight BLOCK cipher has been proposed by
Wu and Zhang in 2011 [61]. The cipher is a good trade off between efficiency
and security. The hardware implementation of LBlock requires about 1320GE
on 0.18μm technology with a throughput of 200Kbps at 100KHz and its soft-
ware implementation on 8-bit microcontroller requires about 3955 clock cycles
to encrypt a plaintext block.

3.1 Specification of LBlock

LBlock has a Fiestel structure having block length of 64-bit, key length of 80-bit
and 32 rounds see Figure 1, where concatenation of X1 and X0 represents the
plaintext block, K1−K32 are the 32 subkeys generated through a key scheduling
procedure, <<< 8 sign indicates 8-bit left cyclic shift operation, ⊕ is the XOR
operation,X32 and X33 represents the concatenated ciphertext block. The round
function F contains the confusion layer having eight 4×4 S-Boxes and a diffusion
layer having permutation of eight 4-bit words.

4 The Cube Attack on LBlock

We have applied the cube attack on LBlock having 7, 8 and 9 rounds. The
machine used throughout our analysis is Dell XPS 17 Laptop, 2nd generation
Intel Core i7 2.20 GHz, 8GB DDR3, NVIDIA GeForce GT 550M 1GB graphics.
Extension of the attack to further rounds has been constrained by the available
computational capability. However, the concept of supercomputing and GPUs
can greatly reduce the simulation time.

4.1 Results of the Preprocessing Phase

70 linearly independent relations in terms of key bits can be found in the pre-
processing part for 8-round LBlock as shown in Table 1. 100 linearity tests have
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Fig. 1. Encryption Procedure for LBlock

been passed by each cube. The results have been confirmed by testing the attack
for various random keys. Results for the preprocessing phase for 7 and 9 round
LBlock are shown in Table 4 and Table 5 in Appendix-A.

4.2 Results of the Online Phase

In the online phase of the attack, the set of expressions obtained in the prepro-
cessing phase are converted into the system of linear equations by determining
the right hand sides. The values have been found by setting a random test key
and summing over the same cubes found in the first phase. The example equa-
tions are shown below:

x1 = 0, x2 = 0, 1 + x3 + x4 = 1, x4 = 0, x5 = 0, x6 = 0, x7 = 0, x8 = 1,

1 + x9 = 1, x10 = 0, 1 + x11 = 0, x12 = 0, 1 + x13 = 1, x14 = 0,

1 + x15 + x16 = 1, x16 = 1, x17 = 0, x18 = 1, 1 + x19 = 1, 1 + x20 = 1,

x21 = 0, x22 = 1, x23 + x24 = 1, 1 + x24 = 0, 1 + x25 = 1, x26 = 1,

1 + x27 + x28 = 0, x28 = 0, x29 = 0, x30 = 1, 1 + x31 + x32 = 1, 1 + x32 = 0,

x38 = 0, x2 + x39 = 0, x40 + x41 = 0, x41 = 1, x42 = 0, x43 = 1,

1 + x10 + x44 + x45 = 0, x45 = 1, 1 + x46 = 1, x47 = 1, x47 + x48 + x49 = 1,

1 + x22 + x49 = 1, x50 = 1, x30 + x51 = 1, 1 + x52 + x53 = 0, x53 = 1,

x18 + x54 = 0, x55 = 0, 1 + x17 + x56 + x57 = 1, x57 = 1, x58 = 1,

x26 + x59 = 0, 1 + x60 + x61 = 0, 1 + x61 = 0, x67 = 1, 1 + x68 = 0,

x69 + x70 = 0, x70 = 1, x71 = 1, x72 = 0, x71 + x73 + x74 = 1, x74 = 1,

1 + x75 = 1, x76 = 1, x76 + x77 + x78 = 1, x76 + x78 = 0, x79 = 0,

x79 + x80 = 0 (2)
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Table 1. Maxterms for 8-Round LBlock

Maxterm Cube Output Maxterm Cube Output
Equations Indexes Index Equations Indexes Index

x1 2,4,23,51 25 x41 2,3,4,23 25

x2 1,3,51,52 11 x42 9,10,11,15 15

1+x3+x4 1,2,51,52 11 x43 9,11,14,56 13

x4 1,2,51,52 12 1+x10+x44+x45 11,12,14,54 15

x5 6,7,19,43 1 x45 11,12,15,54 15

x6 5,7,19,43 1 1+x46 2,22,23,24 18

x7 5,6,19,43 1 x47 3,21,22,23 18

x8 5,6,18,42 4 x47+x48+x49 3,21,22,24 18

1+x9 10,11,15,54 13 1+x22+x49 2,23,24,57 18

x10 11,41,55,56 1 x50 26,29,31,32 6

1+x11 9,10,15,54 13 x30+x51 27,31,32,63 5

x12 9,10,14,55 13 1+x52+x53 27,30,31,32 5

1+x13 14,15,45,48 5 x53 27,29,31,62 6

x14 6,13,33,47 10 x18+x54 5,19,20,36 12

1+x15+x16 10,14,46,47 21 x55 6,17,18,19 9

x16 13,14,47,48 23 1+x17+x56+x57 7,18,19,33 9

x17 7,18,19,35 10 x57 7,18,19,33 10

x18 6,17,19,34 9 x58 25,27,28,31 29

1+x19 6,17,18,34 9 x26+x59 27,28,31,40 29

1+x20 17,18,33,36 9 1+x60+x61 26,27,28,31 29

x21 2,22,23,59 18 1+x61 26,27,28,31 30

x22 21,23,58,59 1 x67 41,43,44,62 60

x23+x24 3,21,22,58 18 1+x68 41,43,55,56 13

1+x24 21,22,59,60 1 x69+x70 42,43,44,62 60

1+x25 26,27,39,40 14 x70 42,43,44,63 57

x26 27,37,38,57 3 x71 49,50,51,55 47

1+x27+x28 25,26,39,40 14 x72 50,51,52,54 47

x28 25,26,30,38 29 x71+x73+x74 22,49,50,52,54 47

x29 31,32,50,51 27 x74 22,51,52,55,56 31

x30 26,28,29,62 5 1+x75 42,62,63,64 50

1+x31+x32 29,30,63,64 6 x76 43,61,62,63 50

1+x32 27,29,30,63 6 x76+x77+x78 43,61,62,64 50

x38 1,3,4,22 28 x76+x78 25,42,61,62,64 50

x2+x39 3,4,23,52 25 x79 34,37,39,40 38

x40+x41 2,3,4,22 28 x79+x80 31,35,37,38,40 37

Solving Equations 2, 70 key bits are recovered as shown below:
x1 = 0, x2 = 0, x3 = 0, x4 = 0, x5 = 0, x6 = 0, x7 = 0, x8 = 1, x9 = 0, x10 =
0, x11 = 1, x12 = 0, x13 = 0, x14 = 0, x15 = 1, x16 = 1, x17 = 0, x18 = 1, x19 =
0, x20 = 0, x21 = 0, x22 = 1, x23 = 0, x24 = 1, x25 = 0, x26 = 1, x27 = 1, x28 =
0, x29 = 0, x30 = 1, x31 = 1, x32 = 1, x38 = 0, x39 = 0, x40 = 1, x41 = 1, x42 =
0, x43 = 1, x44 = 0, x45 = 1, x46 = 0, x47 = 1, x48 = 1, x49 = 1, x50 = 1, x51 =
0, x52 = 0, x53 = 1, x54 = 1, x55 = 0, x56 = 1, x57 = 1, x58 = 1, x59 = 1, x60 =
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0, x61 = 1, x67 = 1, x68 = 1, x69 = 1, x70 = 1, x71 = 1, x72 = 0, x73 = 1, x74 =
1, x75 = 0, x76 = 1, x77 = 1, x78 = 1, x79 = 0, x80 = 0

Remaining bits x33, ..., x37, x62, ...x66 may be recovered using quadraticity
tests [14] or brute force search. The recovered bits can be further compared with
the test key. The test key may be set to any random value. The online phase is
not computationally expensive and just takes fraction of a second.

4.3 Attack Complexity

The total complexity includes the complexity of the online phase and of the
brute force search. Precomputation is the one time effort and thus not included
in the calculations. 66 out of 70 cubes are of size 4 having complexity equal
to 66 × 24 = 1056. 4 out of 70 cubes are of size 5 having complexity equal to
4×25 = 128. Total becomes 1056 + 128 = 1184 iterations of LBlock. Brute force
complexity for remaining 10 bits is 210. So final complexity becomes 1184 + 210

= 2208 approximately equal to O(211.11) which is quite less. Similarly for 7-round
LBlock the complexity becomes 17×22+32×23+18×24+3×25+210 ≈ O

(
210.76

)
.

For 9-round LBlock the complexity is 12×24+11×25+10×26+247 ≈ O
(
247.00

)
.

5 The Side Channel Cube Attack on LBlock

The side channel cube attack is a variant of the standard cube attack which
is more practical in realistic scenarios. The standard cube attack is restricted
on the reduced versions of the ciphers whereas the side channel cube attack is
a threat in practical situations for the full versions. In this type of attack the
adversary is able to get one bit of leakage information of the state after each
round of an iterated block cipher. The process may be made possible via physical
probing, power measurement, or any other type of side channel. However, this
information is quite noisy and this problem is addressed by using error correction
techniques like erasure codes [73].

5.1 Results of the Preprocessing Phase

LBlock achieves complete diffusion after 8 rounds, as mentioned by the authors
of LBlock [61]. So, a single bit leakage after 8th round may give maximum num-
ber of linear relations as compared to inner rounds. We have taken the MSB of
the right half XR of the state after 8th round as the leakage bit and used for our
analysis. Thousands of linear relations have been found but 25 linearly indepen-
dent have been extracted using Gaussian elimination technique. The results of
the preprocessing phase for full version of LBlock are shown in Table 3. Time
consumed for searching all possible combinations for various cube sizes is shown
in Table 2 where the number of linearity tests has been set to 100. The results
are for the single core execution with the multi-processing feature disabled.



Cube Attack 113

Table 2. Elapsed Times against the Cube Sizes for Preprocessing

Cube Size Time in Seconds

3 2

4 53

5 1667

6 28739

7 704582

5.2 Attack Complexity

10 out of 25 cubes are of size 4 having complexity = 10× 24 = 160. Remaining
15 cubes are of sizes 5, 6, 7 and 8 having complexities, 5 × 25 = 160, 4 × 26 =
256, 3×27 = 384 and 3×28 = 768 respectively. Total becomes 160+160+256+
384 + 768 = 1728 iterations of LBlock. Brute force complexity for remaining
55 bits = 255. So final complexity becomes 1728 + 255 approximately equal to
O(255.00).

Table 3. Maxterms for Full LBlock using Leakage Bit after 8th Round

Maxterm Cube Maxterm Cube
Equations Indexes Equations Indexes

x1 3,4,21,41,54,55 x22 21,23,58,59

x2 3,19,23,49,50,55 1+x23+x24 21,22,58,59

1+x3+x4 1,2,19,51,52,55 1+x24 21,22,59,60

x1+x4 3,18,23,50,51,55 x25+x26+x28 27,31,62,63,64

x5 6,7,19,43 x38 1,3,4,18,22,41,55

x6 5,7,19,43 1+x38+x39 1,2,4,23,41,52,55,56

x7 5,6,19,43 1+x40+x41 1,2,3,21,41,54,55

1+x5+x8 7,18,42,43 x41 1,2,3,9,23,24,41,49

1+x9 10,11,41,54,56 1+x71+x72 19,49,50,51,55

x10 11,41,55,56 1+x72 19,50,51,52,54

1+x11+x12 10,41,55,56 x71+x73+x74 1,2,3,17,18,22,50,54

x12 9,10,18,41,55 x74 1,2,3,19,22,50,55

1+x21 22,24,59,60

6 Cube Attack Software Toolkit

We have developed a GUI based software tool using the MFC application in
Microsoft Visual Studio 2010 Professional. There is a function named cipher
which is to be replaced by any stream or block cipher to be tested. The func-
tion is capable of taking the plaintext, key and number of rounds as input and
should return the ciphertext as the output. All inputs/outputs have to be in
hexadecimal notation. After replacing the function, one has to start debugging
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and an executable file is made as the output. This executable will be able to
run on any Windows version on both x86 and x64 platforms. In the GUI, we
have five inputs public bit size, secret bit size, cube size, number of linearity
tests and the number of rounds which can be set to any desired position. The
results are compiled in a text file at the end of the simulation which include
the cubes found, the output bit indexes, total simulation time in seconds and
the reconstructed maxterms, see Figure 2.

Fig. 2. Cube Attack Implementation Architecture

– After debugging the project with the embedded cipher function, the GUI is
created and launched.

– The GUI takes the parameters from the user and interacts with the three
functions next comb, cube and cipher.

– next comb function is responsible for randomly generating different cubes of
the required size.

– cube function is responsible for testing the cubes for the linearity tests.
– cipher function is invoked millions of times to get the required output bits

for the crafted plaintexts.
– Results are written in the results.txt file at the end of the simulation.

The number of rounds in the GUI represents the initialization or setup rounds in
case of stream ciphers and the main rounds in case of block ciphers. Hence, the
tool is generalized for both of them. The option to set number of rounds is for
the variants or reduced versions of ciphers. This helps in better understanding
about the resistivity of the ciphers.

The tool is intelligent to use all the available CPU cores in a system, thus de-
creasing the simulation time to a great extent. OpenMP (Open Multiprocessing)
has been used to implement this task [74]. Another option has been added in the
tool to work on multiple output bits on each iteration. The standard cube attack
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works on a single output bit model and the remaining block is not utilized. The
concept has been explained in Figure 3. The same concept holds true for the
stream ciphers and thus complete reinitialization of the cipher is not required to
get each output bit. This feature increased the speed of the simulation 27 times
in our experiments. The option is turned off when working on single bit leakage
models.

Fig. 3. Attacking Multiple Output Bits

7 Conclusion and Future Work

Cube Attack is a relatively new technique of cryptanalysis and its application
on different new ciphers is important. 7, 8 and 9 rounds of LBlock have been
attacked. The complexities of the attack for the three versions are O(210.76),
O(211.11) and O(247.00) respectively. Full version of LBlock has been attacked
using single bit side information after 8 rounds with a complexity of O(255). A
software tool has been developed for the application of cube attack to any black
box cipher. The tool can be easily used for testing and evaluation purposes.

Higher order tests like quadraticity tests may be implemented to recover more
number of key bits where linearity tests have failed to produce the linear rela-
tions. BLR tests may be replaced by generalized linearity tests. The efficiency of
the tool may be increased by the use of GPUs as their highly parallel structure
makes them more effective than CPUs. The task can also be divided to a number
of computers connected in a network, a concept known as distributed comput-
ing. Another solution is to use a super computer having a number of processors
having multiple cores along with the powerful GPUs. Cube testers and dynamic
cube attacks are the next steps after the cube attack.

Acknowledgments. We are thankful to the authors of LBlock especially Lei
Zhang. They confirmed us that the security analysis of LBlock against the cube
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Appendix-A

Table 4. Maxterms for 7-Round LBlock

Maxterm Cube Output Maxterm Cube Output
Equations Indexes Index Equations Indexes Index

x1 3,4 4 x41 3,4,23,50 57

x2 1,50 4 x42 9,10,11,54 23

1+x3+x4 2,49,50 1 x43 10,11,12 23

1+x4 3,50 3 x10+x44+x45 11,12,54 23

x5 7,8 24 1+x45 50,51,63,64 39

x6 7,42 24 1+x46 23,24,60 11

1+x7+x8 6,41,42 21 x21+x47 22,23,60 11

x8 5,6,42 28 x22+x48+x49 1,23,24,46 15

1+x9 10,12,55 25 1+x22+x49 23,24,57 11

x10 11,53 27 x50 29,30,31,63 4

1+x11+x12 10,53 27 x30+x51 31,32,64 4

x12 9,10,55 25 1+x52+x53 31,32,62 4

1+x13 14,15,45 13 x53 27,29,31,62 38

x14 13,47 13 1+x18+x54 19,20,36 41

1+x15+x16 14,46 16 1+x55 19,20,33 14

x16 13,14,47 15 1+x17+x56+x57 18,19,33 14

1+x17 18,20,34 20 x57 7,18,19,33 41

x18 20,35 16 x58 25,26,27,40 5

1+x17+x19 6,20,34 41 1+x26+x59 27,28,40 5

x17+x20 19,34 18 1+x60+x61 26,27,28,31 61

x21 22,23,59 5 x61 26,27,28 5

x22 23,58 8 x67 41,43,44,62 4

1+x23+x24 22,58 8 1+x68 41,43,55,56 45

1+x24 21,22,59 6 x69+x70 18,43,44,62 3

x25 27,28 9 x70 18,43,44,63 1

x26 25,38 9 x71 49,50,51,55 23

x27 25,26,39 5 1+x72 49,52,55 21

1+x28 25,26,39 10 x71+x73+x74 50,52,55 21

x29 31,32 29 x74 22,51,52,55 23

x30 29,62 29 1+x75 27,43,63,64 21

1+x31 29,30,63 1 x76 41,42,62,63 21

x32 29,30,62 32 x76+x77+x78 14,41,61,65,64 47

x38 1,3,4,22 60 x76+x78 25,42,61,62,64 24

x2+x39 3,4,51 31 x79 34,37,39,40 14

x40+x41 3,4,50 31 x79+x80 31,35,37,38,40 13
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Table 5. Maxterms for 9-Round LBlock

Maxterm Cube Output Maxterm Cube Output
Equations Indexes Index Equations Indexes Index

x1 2,3,41,43,44 28 x30 29,32,41,43,44,64 25

x2 29,35,37,38,39 6 x32 29,30,41,43,44,64 25

1+x3+x4 1,2,41,43,44 28 x67 41,43,44,62 28

x4 46,57,58,59 9 x67+x68 41,42,44,61,62 25

x5 6,7,41,61,63,64 17 x69+x70 42,43,44,62 28

x6 2,47,57,58,59 10 x70 42,43,44,63 25

x7 33,35,36,39 29 x71 49,50,51,55 15

x7+x8 7,33,34,36,39 29 x72 50,51,52,54 15

1+x9+x10 34,35,36,39 29 x71+x73+x74 22,49,50,52,54 15

x10 34,35,36,38 32 x74 22,49,50,52,55 15

1+x17 18,19,31,37,39,40 5 x75 26,42,61,62,63 18

x18 17,19,31,37,39,40 5 x76 43,61,62,63 18

x25 8,26,27,34,35,36 32 x76+x77+x78 43,61,62,64 18

x26 5,28,33,35,36,37 30 x76+x78 25,42,61,62,64 18

x9+x10+x27+x28 25,26,34,35,36,37 30 x79 34,37,39,40 6

1+x25+x28 27,39,40,57,59,60 11 x79+x80 31,35,37,38,40 5

x29 30,32,41,43,44,64 25
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Abstract. In this paper we present efficient implementations of several
code-based identification schemes, namely the Stern scheme, the Véron
scheme and the Cayrel-Véron-El Yousfi scheme. We also explain how to
derive and implement signature schemes from the previous identification
schemes using the Fiat-Shamir transformation. For a security of 80 bits
and a document to be signed of size 1 kByte, we reach a signature in
about 4 ms on a standard CPU.
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coding theory, efficient implementation.

1 Introduction

Identification schemes are very useful and fundamental tools in many applica-
tions such as electronic fund transfer and online systems for preventing data
access by invalid users. Such schemes are typical applications of zero-knowledge
interactive proofs [15], which are two-party protocols allowing a party called a
prover to convince another party called a verifier, that it knows some secret piece
of information, without the verifier being able to learn anything about the secret
value except for what is revealed by the prover itself. Zero-knowledge identifica-
tion schemes are of particular interest because it is possible to convert them into
secure signature schemes through the very famous Fiat-Shamir paradigm [13].

Quantum computation arises much interest in cryptography, since Peter Shor
found a polynomial-time algorithm to solve the factoring and discrete logarithm
problems using quantum computers [21]. Therefore, it is of extreme importance
to come up with cryptosystems that remain secure even when the adversary
has access to a quantum computer; such systems are called post-quantum cryp-
tosystems. One promising candidate is based on codes, since no quantum attack
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exists so far to solve the syndrome decoding problem on which the code-based
cryptosystems are based.

Besides the fact that designing code-based identification schemes offer secu-
rity against quantum attacks, these schemes have other good features. First,
they are usually very fast and easy to implement compared to schemes based on
number-theoretic problems as they use only matrix-vector multiplications. Sec-
ond, their security is directly related to the syndrome decoding problem. Finally,
the complexity of attacks against code-based identification schemes can be given
in the expected number of binary operations and not only through asymptotic
estimations, as in the case of lattice-based cryptosystems for example.

In 1993, Stern proposed in [23] the first efficient zero-knowledge identification
scheme based on the hardness of the binary syndrome decoding problem. A few
years later, Véron in [25] has designed a scheme with a lower communication
cost. Recently, Cayrel-Véron-El Yousfi in [11] have designed a scheme which
reduces this communication cost even more.

Code-based cryptosystems suffer from a major drawback: they require a very
large public key which makes them very difficult to use in many practical situ-
ations. Using quasi-cyclic and quasi-dyadic constructions, several new construc-
tions like [4,17] permits to reduce the size of the public matrices. Recently, there
have been several structural attacks against such constructions, the first attack
presented by Gauthier et al. in [24] and the second attack is due to Faugère et al.
[12]; these attacks extract the private key of some parameters of these variants.
We should mention that schemes using binary codes are so far unaffected by
such attacks.

Our Contribution. In this paper we provide efficient implementations of the
Stern, the Véron and the Cayrel-Véron-El Yousfi schemes. We also explain how
to derive signature schemes from the previous identification schemes using the
Fiat-Shamir paradigm. In a previous work [9], we have used Keccak [14] for
the generation orandom vectors and hash values. Now we use RFSB [8] for the
same purpose and juxtapose the results. In [10], the authors presented a smart
implementation of the Stern scheme, but it was more a proof of concept than an
efficient implementation.

Organization of the Paper. First, we give in Section 2 a general overview
of code-based cryptography. Section 3 describes the Stern, Véron and Cayrel-
Véron-El Yousfi (CVE) schemes. The results of our implementations will be
described in Section 4. Finally, we conclude the paper in Section 5.

2 Background of Coding Theory

In this section, we recall basic facts about code-based cryptography. We refer
to [6] for a general introduction to these issues.
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2.1 Definitions

Linear codes are k-dimensional subspaces of an n-dimensional vector space over
a finite field Fq, where k and n are positive integers with k < n, and q a prime
power. The theoretical error-correcting capability of such a code is the maximum
number ω of errors that the code is able to decode. In short, linear codes with
these parameters are denoted (n, k)-codes or (n, n − r)-codes, where r is the
codimension of a code with r = n− k.

Definition 1 (Hamming weight). The (Hamming) weight of an arbitrary
vector x ∈ Fn

q is the number of its non-zero entries. We use wt(x) to denote
the Hamming weight of x.

The distance of vectors x, y ∈ Fn
q is defined as wt(x−y). The weight of x ∈ Fn

q

is therefore just its distance from the null-vector 0 ∈ Fn
q . The minimal distance

of a linear code C is defined as d := minx∈C,x �=0 wt(x). The error-correcting
capability of a linear code C can be expressed as ω = &d−1

2 �.

Definition 2 (Generator and Parity Check Matrix). Let C be a linear
(n, k)-code over Fq. A matrix G ∈ Fk×n

q is called a generator matrix of C if its
rows form a basis of C:

C = {xG : x ∈ Fk
q}.

Vectors x ∈ C are called codewords. A matrix H ∈ Fr×n
q is called a parity-check

matrix of C if
C = {x ∈ Fn

q : HxT = 0}.

In other words, H is a parity-check matrix, if GHT = 0 holds. A parity-check
matrix H generates the dual space C⊥ of C, the space perpendicular to C.

As we have already mentioned, there have been some proposals to use quasi-
cyclic or quasi-dyadic codes in order to reduce the public key size of code-based
cryptosystems. The idea is to replace codes having a random parity-check matrix
H by particular type of codes with a very compact representation, namely quasi-
cyclic or quasi-dyadic codes. In both variants, the matrix has the form H =
(Ir|R), where Ir denotes the r × r identity matrix and R ∈ Fr×k

q is a quasi-
circulant respectively quasi-dyadic matrix. A quasi-cyclic matrix (resp. quasi-
dyadic matrix) is a block matrix whose component blocks are circulant (resp.
dyadic) submatrices.

A circulant matrix is defined by a vector (a1, a2, . . . , ar) ∈ Fr
q and has the

following form:

R =

⎛⎜⎜⎜⎜⎝
a1 a2 a3 . . . ar

ar a1 a2 . . . ar−1

...
...

...
...

...
a2 a3 a4 . . . a1

⎞⎟⎟⎟⎟⎠ .
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A dyadic matrix is recursively defined: any 1× 1 matrix is dyadic and for p > 1,
a 2p × 2p dyadic matrix has the form:

R =

(
B C

C B

)
,

where B and C are 2p−1 × 2p−1 dyadic matrices. To give an example, an 4 × 4
dyadic matrix has the following form:

R =

⎛⎜⎜⎜⎜⎝
a b c d

b a d c

c d a b

d c b a

⎞⎟⎟⎟⎟⎠ ,

where a, b, c, d ∈ Fq.

The advantage of a circulant resp. dyadic matrix is the fact that the
whole matrix can be reconstructed from the knowledge of its first row alone.
This is the trick to reduce a public key element.

We describe in the following the main hard problems on which the security
of code-based schemes presented in this paper relies. We denote by x

$←− A the
uniform random choice of x among the elements of a set A, and "⊕" the exclusive
disjunction (XOR) operation.

Definition 3 (Binary Syndrome Decoding Problem (SD)).
Input : H $←− Fr×n

2 , y
$←− Fr

2, and an integer ω > 0.
Find : a word s ∈ Fn

2 such that wt(s) ≤ ω and HsT = y.

This problem was proven to be NP-hard in 1978 [5]. A dual version of the pre-
vious problem, using the generator matrix G instead of the parity-check matrix
H of the code C, can be defined as follows.

Definition 4 (General Decoding Problem (GD)).
Input : G $←− Fk×n

2 , y
$←− Fn

2 , and an integer ω > 0.
Find : A pair (m, e) ∈ Fk

2 × Fn
2 , where wt(e) ≤ ω s.t mG⊕ e = y.

Note that x := mG ∈ Fn
2 for m ∈ Fk

2 is by definition a codeword. In other
words, GD states that given a vector y ∈ Fn

2 , find the (unique) codeword x ∈ C,
such that wt(x − y) is minimal. GD is also proven to be NP-hard. Moreover, it
is assumed that it is hard not only for some worst-case instances, but hard on
average.

An extension of the binary syndrome decoding (SD) problem over an arbitrary
finite field can be formulated as well. It was proven to be NP-hard by A. Barg
in 1994 [2, in russian].
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Definition 5 (q-ary Syndrome Decoding (qSD) problem).
Input : H $←− Fr×n

q , y
$←− Fr

q, and an integer ω > 0.
Find : a word s ∈ Fn

q such that wt(s) ≤ ω and HsT = y.

Best known attack. The most efficient known algorithm to attack code-based
schemes is the Information Set Decoding (ISD) algorithm. Some improvement
of this algorithm have been developed by Peters [19], Niebuhr et al. [18], and
Bernstein et al. [7], and recently in [16] and [3]. The main idea of the ISD
algorithm consists in recovering the n − r information symbols as follows: the
first step is to pick r of the n coordinates randomly in the hope that most of them
are error-free, then try to recover the message by solving an r × r linear system
(binary or over Fq). The recent results of this attack are taken into account
when choosing our parameters in order to determine the security level needed.
We denote the workfactor of the Information Set Decoding algorithm by WFISD.

3 Code-Based Zero-Knowledge Identification Schemes

In code-based cryptography, there have been many attempts to design identifica-
tion schemes. In such constructions, there are two main goals: on the one hand,
a prover P wants to convince a verifier V of its identity. On the other hand, P
does not want to reveal any additional information that might be used by an
impersonator.

For a fixed positive integer n; let Sn denote the symmetric group of n! per-
mutations on n symbols, and let h be a public hash function. In the following,
we will give an overview of three proposals in this area. The symbol "||" denotes
the concatenating operator.

3.1 Stern Scheme

The first code-based zero-knowledge identification scheme was presented by
Stern [23] at Crypto’93, its security is based on the syndrome decoding (SD)
problem.

Description. The Stern scheme has two parts: a key generation algorithm,
shown in Fig. 1, and an identification protocol as given in Fig. 2. It uses a public
parity-check matrix H of the code over the binary field F2.

The scheme is a multiple-rounds identification protocol, where each round is
a three-pass interaction between the prover and the verifier. A cheater has a
probability of 2/3 per round to succeed in the protocol without the knowledge
of the secret key (sk). The number of rounds depends on the impersonation
resistance required. For instance to achieve the weak and strong authentication
probabilities of 2−16 and 2−32 according the norm ISO/IEC-9798-5, one needs
respectively 28 and 56 rounds. Stern proposed another identification protocol
with five-pass [23] (like CVE in section 3.3), but it is inefficient.
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KeyGen:
Let κ be the security parameter
Choose n, r, ω, such that WFISD(n, r, ω, 2) ≥ 2κ

H
$←− F

r×n
2

s
$←− Fn

2 , s.t. wt(s) = ω.

y ← HsT

Output (sk,pk) = (s, (y,H,ω))

Fig. 1. Stern key generation algorithm

Prover P Verifier V
(sk, pk) = (s, (y, H, ω)) ←− KeyGen

(h public hash function)

u
$←− Fn

2 , σ
$←− Sn

c1 ← h
`
σ||HuT

´

c2 ← h (σ(u))

c3 ← h (σ(u ⊕ s))
c1, c2, c3−−−−−−−−−−−−−−→

Challenge b←−−−−−−−−−−−−−− b −→ {0, 1, 2}
If b = 0:

σ, u−−−−−−−−−−−−−−→ Check c1 and c2

if b = 1:
σ, u ⊕ s−−−−−−−−−−−−−−→ Check c1 and c3,

if b = 2:
σ(u), σ(s)−−−−−−−−−−−−−−→ Check c2 and c3,

wt(s) ?
= ω

Note that HuT = H(u ⊕ s)T + y

Fig. 2. Stern identification protocol

3.2 Véron Scheme

In 1996, Véron proposed in [25] a dual version of Stern’s scheme, its security is
based on general decoding problem (GD).

Description. The scheme uses a generator matrix instead of a parity-check
matrix of the code, which has the advantage to reduce slightly the communication
costs. The Véron scheme, as the Stern’s one, is a multiple rounds zero-knowledge
protocol, where each round is a three-pass interaction between the prover and
the verifier, for which the success probability for a cheater is 2/3 in one round.
The key generation algorithm part Fig. 3 and the identification protocol part
Fig. 4 of the Véron’s scheme are given as follows.
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KeyGen:
Let κ be the security parameter
Choose n, k, and ω such that WFISD(n, k, ω, 2) ≥ 2κ

G ←− F
k×n
2

(m, e) ←− Fk
2 × Fn

2 , s.t. wt(e) = ω ((m, e) secret key)
y ← mG⊕ e (y public key)
Output (sk,pk) = ((m,e), (y,G, ω))

Fig. 3. Véron key generation algorithm

Prover P Verifier V
(sk, pk) = ((m, e), (y, G, ω)) ←− KeyGen

(h public hash function)

u
$←− Fk

2 , σ
$←− Sn

c1 ← h (σ)

c2 ← h (σ((u ⊕ m)G))

c3 ← h (σ(uG ⊕ y))
c1, c2, c3−−−−−−−−−−−−−−→

Challenge b←−−−−−−−−−−−−−− b −→ {0, 1, 2}
If b = 0:

σ, (u ⊕ m)−−−−−−−−−−−−−−→ Check c1 and c2

if b = 1:
σ((u ⊕ m)G), σ(e)−−−−−−−−−−−−−−→ Check c2 and c3,

wt(σ(e))
?
= ω

if b = 2:
σ, u−−−−−−−−−−−−−−→ Check c1 and c3,

Note that σ((u ⊕ m)G) ⊕ σ(e) = σ(uG ⊕ y)

Fig. 4. Véron identification protocol

3.3 CVE Identification Scheme

In 2010, Cayrel, Véron, and El Yousfi presented in [11] a five-pass identification
protocol using q-ary codes instead of binary codes.

In addition to the new way of computing the commitments, the idea of
this protocol uses another improvement which is inspired by [20,22]. The main
achievement of this proposal is to decrease the cheating probability of each round
from 2/3 for the Stern and Véron schemes to 1/2. This allows to decrease the
communication complexity by obtaining the same impersonation probability in
fewer rounds compared to Stern and Véron constructions.

Furthermore, this scheme offers a small public key size, about 4 kBytes,
whereas that of Stern and Véron scheme is almost 15 kBytes for the same level
of security. It is proven in [11] that this scheme verifies the zero-knowledge proof
and its security is based on the hardness of the q-ary Syndrome Decoding (qSD)
problem.
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Before presenting the CVE identification scheme, we first introduce a special
transformation that will be used in the protocol.

Definition 6. Let Σ ∈ Sn and γ = (γ1, . . . , γn) ∈ (F∗
q)

n such that γi �= 0 for all
i. The transformation Πγ,Σ is defined as follows:

Πγ,Σ : Fn
q −→ Fn

q

v �→ (γΣ(1)vΣ(1), . . . , γΣ(n)vΣ(n))

Notice that ∀α ∈ Fq, ∀v ∈ Fn
q , Πγ,Σ(αv) = αΠγ,Σ(v), and wt(Πγ,Σ(v)) = wt(v).

Description. The key generation algorithm is as follows: in a first step choose
randomly a parity-check matrix H ∈ Fr×n

q and a vector s ∈ Fn
q with weight

wt(s) = ω. s identifies the secret key. Finally, perform HsT to get the vector
y ∈ Fr

q. The public key consists of y, H and ω (see Figure 5).

KeyGen:
Choose n, r, ω, and q such that WFISD(n, r, ω, q) ≥ 2κ

H
$←− Fr×n

q

s
$←− Fn

q , s.t. wt(s) = ω.

y ← HsT

Output (sk,pk) = (s, (y,H,ω))

Fig. 5. CVE key generation algorithm

Prover P Verifier V
(sk, pk) = (s, (y, H, ω)) ←− KeyGen

(h public hash function)

u
$←− Fn

q , Σ
$←− Sn

γ
$←− (F∗

q)
n

c1 ← h
`
Σ, γ, HuT

´

c2 ← h (Πγ,Σ(u), Πγ,Σ(s))
c1, c2−−−−−−−−−−−−−−→

α←−−−−−−−−−−−−−− α
$←− F∗

q

β ←− Πγ,Σ(u + αs)
β−−−−−−−−−−−−−−→

Challenge b←−−−−−−−−−−−−−− b
$←− {0, 1}

If b = 0:
Σ, γ−−−−−−−−−−−−−−→ Check c1

?
= h(Σ, γ, HΠ−1

γ,Σ(β)T − αy)

Else:
Πγ,Σ(s)−−−−−−−−−−−−−−→ Check c2

?
= h(β − αΠγ,Σ(s), Πγ,Σ(s)),

wt(Πγ,Σ(s))
?
= ω

Fig. 6. CVE identification protocol
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3.4 Signature Schemes via the Fiat-Shamir Transform

Using the Fiat-Shamir transform [13], respectively its extended version [1], it
is possible to transform the Stern and Véron schemes, respectively the CVE
scheme, given above into signature schemes. The idea of this transformation is
to split the identification scheme in two parts.

In the first part, the signer runs the identification scheme as before, but with-
out any verifier involved. Instead, the signer has to generate the challenges on
his own, for instance using a stream cipher with a predefined start value, which
includes the message to sign. On the one hand, the signer can not predict the
next challenge bits, and on the other hand, the procedure must be repeatable by
the verifier. In other words, concerning the challenges, the signer is simulating
the role of the verifier, and recording the responses without any checks.

In the second part, the verifier uses the same stream cipher and starting value
and replays the protocol with the saved responses and performs the necessary
checks. This also explains the relatively big signature sizes of schemes based on
the Fiat-Shamir transform as the signer is recording a history of the actions
involved. This history is used by the verifier in the verification process. It also
shows the varying sizes of the signatures, as the given responses change from run
to run with high probability.

4 Implementation

In total, six different schemes have been implemented in C: the Stern, Véron
and CVE identification schemes and the corresponding signature schemes based
on the Fiat-Shamir transform [13,1].

The implementation assumes that the dimensions of the matrices are a multi-
ple of 64. The public keys G and H are given in systematic form, i.e. G = [Ik|R]
and H = [In−k|R] respectively, where only the redundant part R is used. In the
quasi-cyclic and quasi-dyadic cases, the matrices G and H consist of cyclic and
dyadic submatrices of size 64 × 64, because 64 is the natural number to use on
a 64-bit machine.

For the generation of random vectors and hash values, we deployed the code-
based RFSB-509 hash function presented by Bernstein et al. [8]. This choice is
driven by the intension to base the security of the schemes on only one hardness
assumption, namely the hardness of solving the syndrome decoding problem. But
note that it can be replaced by any other suitable scheme providing the necessary
functionality: for comparison, we also implemented the signature schemes using
Keccak [14].

The experiments were performed on an Intel Xeon E5-1602 running at 2.80
GHz, having 8 GB of RAM and running a 64bit version of Debian 6.0.6.

4.1 Identification Schemes

Stern Scheme. This scheme uses a binary parity check matrix H = [In−k|R]
of size r × n, where r = n − k and k = n/2. For the implementation we used
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n = 768 and k = 384. Due to the row-major order of C, the product sHT is
more efficient as HsT (s ∈ Fn

2 ). Hence, the implementation uses the transposed
matrix HT instead of H .

Table 1. Stern timing results for 28 rounds when the impersonation probability is
bounded by 2−16

Matrix Type Dimension [n× r] Weight Time [ms] Sec. Level[bits]

Random 768× 384 76 2.79 80

Quasi-cyclic 768× 384 76 2.57 80

Quasi-dyadic 768× 384 76 3.78 80

Véron Scheme: This scheme uses a binary generator matrix G = [Ik|R] of
dimensions k × n, where k = n/2. Again, in the quasi-cyclic and quasi-dyadic
case, the cyclic and dyadic submatrices have a size of 64× 64 bits, n = 768 and
k = 384. As in Stern, if G is quasi-cyclic or quasi-dyadic, then the submatrix R
would consist of 36 cyclic or dyadic submatrices of size 64 × 64 bits.

Table 2. Véron timing results for 28 rounds when the impersonation probability is
bounded by 2−16

Matrix Type Dimension [k × n] Weight Time [ms] Sec. Level[bits]

Random 768× 384 76 2.65 80

Quasi-cyclic 768× 384 76 2.47 80

Quasi-dyadic 768× 384 76 3.57 80

Memory Requirements. The memory requirements for the Stern and Véron
scheme are as follows: using a random matrix 384 × 384 = 147.456 bits are
necessary to store the redundancy part R of H resp. G. Using quasi-cyclic (quasi-
dyadic) matrices, the memory footprint for the matrices drops by a factor of 64.
Only 6 × 6 × 64 = 2.304 = 147.456/64 bits are needed. Hence, although the
timings using quasi-cyclic (quasi-dyadic) matrices are worse than for random
matrices, in some environments the smaller memory footprint might compensate
for the loss in performance.

CVE Scheme. It uses a parity check matrix H of size r × n over Fq, where
q = 2m, 1 ≤ m ≤ 16, r = n − k and k = n/2. As in the Stern scheme, the
implementation uses the transposed matrix HT instead of H . If H is quasi-
cyclic or quasi-dyadic, then the submatrix R would consist of 81 cyclic or dyadic
submatrices of 8 × 8 field elements.

The matrix size is always measured in numbers of field elements. Each field
element occupies invariably 2 bytes of memory. Strictly speaking, this would be
necessary only in the case m = 16. However, using only the necessary bits would
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complicate the code and slow down the computation. In environments in which
memory is a very valuable resource, this fact had to be taken into account.

For the measurements we used m = 8.

Table 3. CVE timing results for 16 rounds when the impersonation probability is
bounded by 2−16

Matrix Type Dimension [n× r] Degree q = 2m Weight Time [ms] Sec. Level[bits]

Random 144 × 72 256 55 1.40 80

Quasi-cyclic 144 × 72 256 55 1.38 80

Quasi-dyadic 144 × 72 256 55 1.67 80

Memory Requirements for the CVE Scheme. Using a random matrix,
72 × 72 × 2 = 10.368 bytes are necessary to store the redundancy part R of H
resp. G. Using quasi-cyclic (quasi-dyadic) matrices, the memory footprint for the
matrices drops by a factor of 8, because in this case only 9× 9× 8× 2 = 1.296 =
10.368/8 bytes are needed. Again, as with the Stern and Véron scheme, memory
savings using the structured matrix types might be more important than the
loss in runtime.

4.2 Signature Schemes Based on Fiat-Shamir Transform

Using the Fiat-Shamir transform [13], one can transform identification schemes
to signature schemes. We describe the process in detail for the Stern scheme
(respectively Véron scheme). It is straightforward to adapt it to the non canonical
(more than three-pass) CVE case, see [1] for more details.

Note that the signer and verifier parts are always located in the same ex-
ecutable, thus the two parts can communicate in almost no time. In reality,
they would reside on different machines, such that additional costs over some
communication link had to be taken into account.

4.3 The Signing Procedure

Let δ the number of rounds needed to achieve the required cheating probability.
In a first step, a commitment CMT is computed as

CMT = (c01, c02, c03) || (c11, c12, c13) || . . . || (cδ−1,1, cδ−1,2, cδ−1,3).

More precisely, in each round we run one of the above identification schemes to
generate a corresponding commitment (ci1, ci2, ci3), where 0 ≤ i ≤ δ − 1. Note
that the ci1, ci2 and ci3 are hashed values (using RFSB-509) and that each such
triple has 3× 160 = 480 bits. The number of rounds δ is a predefined value (e.g.
141 for Stern and Véron schemes or 80 for the CVE scheme to achieve a im-
personation resistance of 1/280). All round-triples together form the compound
commitment CMT.
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In a second step, we compute the challenge CH = h(CMT || M), where
h denotes the RFSB-509 hash function and M is the message, typically the
content of some file. CH has a length such that it consists of twice as many bits
as there are rounds, because for each round the signer needs a new challenge.
Each two bits of CH give a partial challenge, where the bit pattern 11 is mapped
to b ∈ {0, 1, 2} in a cyclic fashion.

Finally, compute for each partial challenge b the response according to the
deployed identification scheme. Note that the response size for each b varies
depending on its actual value of 0, 1 or 2. Denote all responses by RSP =
(r0 || r1 || . . . || rδ−1). The final signature is (CMT || RSP).

4.4 The Verification Procedure

Upon receiving the signature, the verifier extracts CMT and computes CH =
h(CMT || M). As in the signing step, the verifier uses the individual bytes of CH
modulo 3 to obtain δ many challenges b ∈ {0, 1, 2}. Using b, the verifier extracts
the corresponding response contained in RSP and calculates the commitment
cij , where j = b and i denotes the current round. Finally, the verifier computes
h(cij) of CMT and compares this value with the cij contained in the triple
(ci1, ci2, ci3). We identify here the value h(cij) and cij . In case the values of cij
match for all rounds, the signature is considered valid.

In the following, tables are given for runtime measurement of the three sig-
nature schemes derived from the corresponding identification schemes using the
Fiat-Shamir transform.

4.5 Signature Scheme Timings

Table 4. Stern timing results: separate signing and verification time (s/v) for 141
rounds

Matrix Type Dimension[n×r] Weight
Time[ms]

Keccak RFSB
Msg.[kBytes] Sec.[bits]

Random 768× 384 76 7.18 3.57 7.67 4.88 1 80

768× 384 76 7.32 3.92 7.88 3.70 10 80

768× 384 76 7.49 4.02 8.11 3.93 25 80

Quasi-cyclic 768× 384 76 6.59 3.25 7.01 4.59 1 80

768× 384 76 6.70 3.35 7.18 4.16 10 80

768× 384 76 6.84 3.49 7.44 4.03 25 80

Quasi-dyadic 768× 384 76 10.13 5.61 10.46 6.07 1 80

768× 384 76 10.25 5.64 10.87 4.71 10 80

768× 384 76 10.49 5.65 10.97 7.77 25 80
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4.6 Remarks

The signature size in the Stern and Véron schemes is about 25 kBytes and
respectively 19 kBytes in the CVE scheme for 80-bit security. The numbers
mean an average value of several runs over 141 resp. 80 rounds. Note that the
signature size is independent from the message to be signed.

Table 5. Véron timing results: separate signing and verification time (s/v) for 141
rounds

Matrix Type Dimension[n×r] Weight
Time[ms]

Keccak RFSB
Msg.[kBytes] Sec.[bits]

Random 768× 384 76 10.26 4.86 7.98 3.76 1 80

768× 384 76 10.37 5.53 7.99 4.22 10 80

768× 384 76 10.55 5.26 8.33 4.14 25 80

Quasi-cyclic 768× 384 76 9.37 4.80 6.87 3.89 1 80

768× 384 76 9.47 4.92 7.25 3.33 10 80

768× 384 76 9.64 5.07 7.35 3.89 25 80

Quasi-dyadic 768× 384 76 13.79 6.23 11.66 4.17 1 80

768× 384 76 14.23 7.01 11.99 3.88 10 80

768× 384 76 14.02 6.13 12.40 3.65 25 80

Table 6. CVE timing results: separate signing and verification time (s/v) for 80 rounds

Matrix Type Dimension[n×r] Weight
Time[ms]

Keccak RFSB
Msg.[kBytes] Sec.[bits]

Random 144× 72 55 4.25 1.90 4.21 3.73 1 80

144× 72 55 4.38 2.03 4.36 2.40 10 80

144× 72 55 4.59 2.97 4.59 2.30 25 80

Quasi-cyclic 144× 72 55 5.21 2.42 5.20 2.62 1 80

144× 72 55 5.32 2.51 5.31 3.02 10 80

144× 72 55 5.56 3.70 5.55 2.80 25 80

Quasi-dyadic 144× 72 55 4.44 2.07 4.41 2.18 1 80

144× 72 55 4.58 2.13 4.56 2.53 10 80

144× 72 55 4.79 3.13 4.77 2.42 25 80

The runtime is dominated by RFSB creating random vectors u[0], . . . , u[δ−1]
before entering the loop of 141 resp. 80 rounds, which could also be confirmed
profiling the implementation directly with gprof, the profiler contained in gcc.
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5 Conclusion

In this paper, we have described three existing code-based identification and their
corresponding signature schemes and provided running times of their implemen-
tation. As a result, we obtain three very fast signature schemes. Depending on
the message size it is possible to sign and verify in the order of milliseconds,
but at the cost of very long signature sizes: typically 19 kBytes for CVE and 25
kBytes bytes for Stern resp. Véron.

The source code of the C implementation is available under the following
link: http://cayrel.net/research/code-based-cryptography/code-based-
cryptosystems/article/implementation-of-code-based-zero.
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Abstract. Efficient algorithms for binary field operations are required
in several cryptographic operations such as digital signatures over binary
elliptic curves and encryption. The main performance-critical operation
in these fields is the multiplication, since most processors do not support
instructions to carry out a polynomial multiplication. In this paper we
describe a novel software multiplier for performing a polynomial multi-
plication of two 64-bit binary polynomials based on the VMULL instruction
included in the NEON engine supported in many ARM processors. This
multiplier is then used as a building block to obtain a fast software mul-
tiplication in the binary field F2m , which is up to 45% faster compared to
the best known algorithm. We also illustrate the performance improve-
ment in point multiplication on binary elliptic curves using the new mul-
tiplier, improving the performance of standard NIST curves at the 128-
and 256-bit levels of security. The impact on the GCM authenticated
encryption scheme is also studied, with new speed records. We present
timing results of our software implementation on the ARM Cortex-A8,
A9 and A15 processors.

Keywords: binary field arithmetic, ARM NEON, elliptic curve cryp-
tography, authenticated encryption, software implementation.

1 Introduction

Mobile devices such as smartphones and tablets are becoming ubiquitous. While
these devices are relatively powerful, they still are constrained in some aspects
such as power consumption. Due to the wireless nature of their communication,
it is very important to secure all messages in order to prevent eavesdropping and
disclosure of personal information. For this reason, the research of efficient soft-
ware implementation of cryptography in those devices becomes relevant. Both
public key and symmetric cryptography are cornerstones of most cryptographic
solutions; in particular, the public-key elliptic curve schemes and the symmet-
ric authenticated encryption schemes are often used due to their high efficiency.
Elliptic curve schemes include the well known Elliptic Curve Digital Signature
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Algorithm (ECDSA) and the Elliptic Curve Diffie Hellman (ECDH) key agree-
ment scheme; while the Galois/Counter Mode (GCM) is an important example
of authenticated encryption scheme which is included in many standards such
as IPSec and TLS.

A significant portion of mobile devices uses processors based on the 32-bit
RISC ARM architecture, suitable for low-power applications due to its relatively
simple design, making it an appropriate choice of target platform for efficient im-
plementation. Many ARM processors are equipped with a NEON engine, which
is a set of instructions and large registers that supports operations in multiple
data using a single instruction. Thus, our objective is to provide an efficient
software implementation of cryptography for the ARM architecture, taking ad-
vantage of the NEON engine. We have aimed for standard protection against
basic side-channel attacks (timing and cache-leakage). Our main contributions
are: (i) to describe a new technique to carry out polynomial multiplication by
taking advantage of the VMULL NEON instruction, achieving a binary field mul-
tiplication that is up to 45% faster than a state-of-the-art LD [15] multiplication
also using NEON; (ii) using the new multiplier, to achieve speed records of el-
liptic curve schemes on standard NIST curves and of authenticated encryption
with GCM; (iii) to offer, for the first time in the literarure, comprehensive tim-
ings for four binary NIST elliptic curves and one non-standard curve, on three
different ARM Cortex processors. With this contributions, we advance the state
of the art of elliptic curve cryptography using binary fields, offering an improved
comparison with the (already highly optimized) implementations using prime
fields present in the literature. Our code will be available1 to allow reproduction
of results.

Related Work. Morozov et al. [20] have implemented ECC for the OMAP
3530 platform, which features a 500MHz ARM Cortex-A8 core and a DSP core.
Taking advantage of the XORMPY instruction of the DSP core, they achieve
2,106 μs in the B-163 elliptic curve and 7,965 μs in the B-283 curve to compute
a shared key, which should scale to 1,053 and 3,982Kcycles respectively.

Bernstein and Schwabe [6] have described an efficient implementation of non-
standard cryptographic primitives using the NEON engine on a Cortex-A8 at the
128-bit security level, using Montgomery and Edwards elliptic curves over the
prime field F(2255−19). The primitives offer basic resistance against side-channel
attacks. They obtain 527Kcycles to compute a shared secret key, 368Kcycles to
sign a message and 650Kcycles to verify a signature.

Hamburg [9] has also efficiently implemented non-standard cryptographic
primitives on a Cortex-A9 without NEON support at the 128-bit security level,
using Montgomery and Edwards Curves over the prime field F(2252−2232−1), with
basic resistance against side-channel attacks. He obtains 616Kcycles to compute
a shared key, 262Kcycles to sign a message and 605Kcycles to verify a signature.

Faz-Hernández et al. [7] have targeted the 128-bit security level with a GLV-
GLS curve over the prime field F(2127−5997)2 , which supports a four dimensional

1 http://conradoplg.cryptoland.net/ecc-and-ae-for-arm-neon/

http://conradoplg.cryptoland.net/ecc-and-ae-for-arm-neon/
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decomposition of the scalar for speeding up point multiplication. The imple-
mentation also provides basic resistance against side-channel attacks. They have
obtained 417 and 244Kcycles for random point multiplication on the Cortex-A9
and A15 respectively; 172 and 100Kcycles for fixed point multiplication and 463
and 266Kcycles for simultaneous point multiplication.

Krovetz and Rogaway [13] studied the software performance of three authen-
ticated encryption modes (CCM, GCM and OCB3) in many platforms. In par-
ticular, they report 50.8 cycles per byte (cpb) for GCM over AES with large
messages using the Cortex-A8; an overhead of 25.4 cpb over unauthenticated
AES encryption.

Polyakov [22] has contributed a NEON implementation of GHASH, the au-
thentication code used by GCM, to the OpenSSL project. He reports a 15 cpb
performance on the Cortex-A8.

Paper Structure. This paper is organized as follows. In Section 2 we describe
the ARM architecture. In Section 3, the binary field arithmetic is explained,
along with our new multiplier based on the the VMULL instruction. Section 4 de-
scribes the high-level algorithms used and Section 5 presents our results. Finally,
concluding remarks are given in Section 6.

2 ARM Architecture

The ARM is a RISC architecture known for enabling the production of low-
power processors and is widely spread in mobile devices. It features a fairly usual
instruction set with some interesting characteristics such as integrated shifts,
conditional execution of most instructions, and optional update of condition
codes by arithmetic instructions. There are sixteen 32-bit registers (R0–R15),
thirteen of which are general-purpose. The version 7 of the ARM architecture has
added an advanced Single Instruction, Multiple Data (SIMD) extension referred
as “NEON engine”, which is composed of a collection of SIMD instructions using
64- or 128-bit operands and a bank of sixteen 128-bit registers. These are named
Q0–Q15 when viewed as 128-bit, and D0–D31 when viewed as 64-bit. There are
many CPU designs based on the ARM architecture such as the ARM7, ARM9,
ARM11 and the ARM Cortex series. In this work, we used three ARM Cortex
devices, which we now describe.

Cortex-A8. The ARM Cortex-A8 processor is a full implementation of the
ARMv7 architecture including the NEON engine. Compared to previous ARM
cores the Cortex-A8 is dual-issue superscalar, achieving up to twice the instruc-
tions executed per clock cycle. Some pairs of NEON instructions can also be
dual-issued, mainly a load/store or permutation instruction together with a data-
processing instruction. Its pipeline has 13 stages followed by 10 NEON stages; its
L2 cache is internal. The Cortex-A8 is used by devices such as the iPad, iPhone
4, Galaxy Tab, and Nexus S.
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Cortex-A9. The ARMCortex-A9 shares the same instruction set with the Cortex-
A8, but it features up to four cores. It no longer supports NEON dual-issue and
its L2 cache is external. However, it supports out-of-order execution of regular
ARM instructions and register renaming, and has a 9–12 stage pipeline (more for
NEON, we were unable to find how many). Devices that feature the Cortex-A9
include the iPad 2, iPhone 4S, Galaxy S II, and Kindle Fire.

Cortex-A15. Implements the ARMv7 architecture, provides dual-issue and out-
of-order execution for most NEON instructions and can feature up to four cores.
Its pipeline is wider, with 15 to 25 stages. The Cortex-A15 is present in devices
such as the Chromebook, Nexus 10, and Galaxy S4.

Instructions. We highlight the NEON instructions which are important in
this work, also illustrated in Figure 1. The VMULL instruction is able to carry out
several multiplications in parallel; the VMULL.P8 version takes as input two 64-bit
input vectors A and B of eight 8-bit binary polynomials and returns a 128-bit
output vector C of eight 16-bit binary polynomials, where the i-th element of C
is the multiplication of the i-th elements from each input.

The VEXT instruction, for two 64-bit registers and an immediate integer i,
outputs a 64-bit value which is the concatenation of lower 8i bits of the first
register and the higher 64−8i bits of the second register. Note that if the inputs
are the same register then the VEXT instruction computes right bit rotation by
multiples of 8 bits. The instruction also supports 128-bit registers, with similar
functionality.

Fig. 1. Main NEON instructions in this work: VMULL.P8 (shortened as VMULL) and
VEXT. Each square is 8 bits; rectangles are 16 bits.

3 Binary Field Arithmetic

Binary field arithmetic is traditionally implemented in software using polynomial
basis representation, where elements of F2m are represented by polynomials of
degree at most m − 1 over F2. Assuming a platform with a W -bit architecture
(W = 32 for ARM), a binary field element a(z) = am−1z

m−1+· · ·+a2z
2+a1z+a0

may be represented by a binary vector a = (am−1, . . . , a2, a1, a0) of length m
using t = �m/W ' words. Remaining s = Wt− m bits are left unused.
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Multiplication in F2m (field multiplication) is performed modulo f(z) = zm+
r(z), an irreducible binary polynomial of degree m. This multiplication can be
carried out in two steps: first, the polynomial multiplication of the operands;
second, the polynomial reduction modulo f(z). The basic method for computing
the polynomial multiplication of c(z) = a(z)b(z) is to read each i-th bit of b(z)
and, if it is 1, xor a(z) � i into an accumulator. However, since the left-shifting
operations are in general expensive, faster variations of this method have been
developed. One of the fastest known methods for software implementation is
the López-Dahab (LD) algorithm [15], which processes multiple bits in each
iteration. We have implemented it using the NEON engine, taking advantage of
the VEXT instruction and larger number of registers.

While the LD algorithm is often the fastest in many platforms, the presence
of the VMULL.P8 NEON instruction has the potential to change this landscape.
However, it is not obvious how to build a n-bit polynomial multiplier for cryp-
tographic applications (n ≥ 128) using the eight parallel 8-bit multiplications
provided by VMULL.P8. Our solution is a combination of the Karatsuba algo-
rithm and a multiplier based on VMULL.P8 which we have named the Karat-
suba/NEON/VMULL multiplier (KNV), described below.

3.1 New Karatsuba/NEON/VMULL (KNV) Multiplier

Our new approach was to built a 64-bit polynomial multiplier, which computes
the 128-bit product of two 64-bit polynomials. This multiplier was then combined
with the Karatsuba algorithm [11] in order to provide the full multiplication.

The 64-bit multiplier was built using the VMULL.P8 instruction (VMULL for
short) as follows. Consider two 64-bit polynomials a(z) and b(z) over F2 repre-
sented as vectors of eight 8-bit polynomials:

A = (a7, a6, a5, a4, a3, a2, a1, a0); B = (b7, b6, b5, b4, b3, b2, b1, b0).

To compute the polynomial multiplication c(z) = a(z) · b(z) (represented as a
vector C), the schoolbook method would require sixty-four 8-bit multiplications
with every (ai, bj) combination, where each product is xored into an accumulator
in the appropriate position. In our proposal, these multiplications can be done
with eight executions of VMULL by rearranging the inputs. Let ≫ denote a
circular right shift; compute A1 = A ≫ 8, A2 = A ≫ 16, A3 = A ≫ 24,
B1 = B ≫ 8, B2 = B ≫ 16, B3 = B ≫ 24 and B4 = B ≫ 32 using VEXT.
This results in:

A1 = (a0, a7, a6, a5, a4, a3, a2, a1); B1 = (b0, b7, b6, b5, b4, b3, b2, b1);

A2 = (a1, a0, a7, a6, a5, a4, a3, a2); B2 = (b1, b0, b7, b6, b5, b4, b3, b2);

A3 = (a2, a1, a0, a7, a6, a5, a4, a3); B3 = (b2, b1, b0, b7, b6, b5, b4, b3);

B4 = (b3, b2, b1, b0, b7, b6, b5, b4).
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Now compute these VMULL products:

D = VMULL(A,B) = (a7b7, a6b6, a5b5, a4b4, a3b3, a2b2, a1b1, a0b0);

E = VMULL(A,B1) = (a7b0, a6b7, a5b6, a4b5, a3b4, a2b3, a1b2, a0b1);

F = VMULL(A1, B) = (a0b7, a7b6, a6b5, a5b4, a4b3, a3b2, a2b1, a1b0);

G = VMULL(A,B2) = (a7b1, a6b0, a5b7, a4b6, a3b5, a2b4, a1b3, a0b2);

H = VMULL(A2, B) = (a1b7, a0b6, a7b5, a6b4, a5b3, a4b2, a3b1, a2b0);

I = VMULL(A,B3) = (a7b2, a6b1, a5b0, a4b7, a3b6, a2b5, a1b4, a0b3);

J = VMULL(A3, B) = (a2b7, a1b6, a0b5, a7b4, a6b3, a5b2, a4b1, a3b0);

K = VMULL(A,B4) = (a7b3, a6b2, a5b1, a4b0, a3b7, a2b6, a1b5, a0b4).

These vectors of eight 16-bit polynomials contain the product of every (ai, bj)
combination, as required. We now need to xor everything into place. Let L =
E + F , M = G+H and N = I + J . Let ki be the i-th element of vector K and
analogously to L, M and N . Now, compute:

P0 = (0, 0, 0, 0, �7, 0, 0, 0); P4 = (0, 0, 0, 0, n7, n6, n5, 0);

P1 = (0, �6, �5, �4, �3, �2, �1, �0); P5 = (0, 0, 0, n4, n3, n2, n1, n0);

P2 = (0, 0, 0, 0,m7,m6, 0, 0); P6 = (0, 0, 0, 0, k7, k6, k5, k4);

P3 = (0, 0,m5,m4,m3,m2,m1,m0); P7 = (0, 0, 0, 0, k3, k2, k1, k0).

The final result is obtained with:

C = A·B = D+(P0+P1) � 8+(P2+P3) � 16+(P4+P5) � 24+(P6+P7) � 32.

The expansion of the above equation produces the same results of the school-
book method for multiplication, verifying its correctness. The whole process is
illustrated in Figure 2, and Algorithm 6 in the Appendix lists the assembly code
for reference. The partial results (P0+P1) � 8, (P2+P3) � 16 or (P4+P5) � 24
can each be computed from L,M orN with four instructions (two xors, one mask
operation and one shift). The partial result (P6 + P7) � 32 can be computed
from K with three instructions (one xor, one mask operation and one shift). To
clarify our approach, we list the assembly code used in the computation of L
and (P0 + P1) � 8 from A and B in Algorithm 1 and describe it below.

In Algorithm 1, the 128-bit NEON register tq can be viewed as two 64-
bit registers such that tq = th||tl where tl is the lower part and th is the
higher part; the same applies to other registers. In line 1, the VEXT instruction
concatenates the lower 8 bits of A with the higher (64 − 8) = 56 bits of A,
resulting in the value A1 being stored in tl. Line 2 computes F = VMULL(A1, B)
in the tq register. Lines 3 and 4 compute B1 and then E = VMULL(A,B1) in the
uq register, while line 5 computes L = E + F in the tq register. Observe that
the result we want, (P0 + P1), can be viewed as (0, �6, �5, �4, �3 + �7, �2, �1, �0).
The straightforward way to compute (P0 + P1) from L would be to use a mask
operation to isolate �7, xor it to tq in the appropriate position and do another
mask operation to clear the highest 16 bits. However, we use another approach
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Fig. 2. The 64× 64-bit polynomial multiplier using VMULL

which does not need a temporary register, described as follows. In line 6, we xor
the higher part of tq into the lower part, obtaining (�7, �6, �5, �4, �3 + �7, �2 +
�6, �1 + �5, �0 + �4). Line 7 uses a mask operation to clear the higher 16 bits of
tq, which now holds (0, �6, �5, �4, �3 + �7, �2 + �6, �1 + �5, �0 + �4). In line 8, the
higher part of tq is again xored into the lower part, resulting in the expected
(0, �6, �5, �4, �3 + �7, �2, �1, �0) which is finally shifted 8 bits to the left with the
VEXT instruction in line 9.

3.2 Additional Binary Field Operations

Squaring a binary polynomial corresponds to inserting a 0 bit between every
consecutive bits of the input, which often requires precomputed tables. The
VMULL instruction can improve squaring since, when using the same 64-bit value
as the two operands, it computes the 128-bit polynomial square of that value.

Multiplication and squaring of binary polynomials produce values of degree at
most 2m− 2, which must be reduced modulo f(z) = zm+ r(z). Since zm ≡ r(z)
(mod f(z)), the usual approach is to multiply the upper part by r(z) using shift
and xors. For small polynomials r(z) it is possible to use the VMULL instruction to
carry out multiplication by r(z) with a special 8×64-bit multiplier; this was done
for F2128 (r(z) = z7 + z2 + z +1) and F2251 (r(z) = z7 + z4 + z2 +1). Reduction
in F2283 takes advantage of the factorization of r(z) = z12 + z7 + z5 + 1 =
(z7 + 1)(z5 + 1) as described in [2]. For F2571 , r(z) = z10 + z5 + z2 + 1, and its
reduction is computed with the usual shifts and xors.
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Algorithm 1. Computation of L and (P0 + P1) � 8 from A and B

Input: 64-bit registers ad (holding A), bd (holding B) and k48 (holding the constant
0x0000FFFFFFFFFFFF)

Output: 128-bit register tq (th|tl) (holding (P0 + P1)  8)
1: vext.8 tl, ad, ad, $1

2: vmull.p8 tq, tl, bd

3: vext.8 ul, bd, bd, $1

4: vmull.p8 uq, ad, ul

5: veor tq, tq, uq

6: veor tl, tl, th

7: vand th, th, k48

8: veor tl, tl, th

9: vext.8 tq, tq, tq, $15

Field inversion is commonly carried out with the well-known extended Eu-
clidean algorithm, but it does not take constant time and may be vulnerable
to side channel attacks. For this reason, we have used the Itoh-Tsujii algo-
rithm [10], which is an optimization of inversion through Fermat’s little theorem
(a(x)−1 = a(x)2

m−2). The algorithm uses a repeated field squaring operation

a(x)2
k

for some values of k; we have implemented a special function where field
squaring is completely done using NEON instruction and registers using the
same techniques described for squaring and reduction, but avoiding reads and
writes to memory.

4 Algorithms

The KNV multiplier was used as the building block for a implementation of El-
liptic Curve Cryptography (ECC) and of authenticated encryption (AE), which
we now describe together with our implementation of side-channel resistance.

4.1 Side-channel Resistance

Side-channel attacks [12] are a serious threat for cryptographic implementations;
different attacks require different levels of protection. Here we consider the basic
level of resistance which avoids: branching on secret data, algorithms with tim-
ings dependent on secret data, and accessing table indexes with secret indices.

The building block of a side-channel resistant (SCR) implementation can be
considered the “select” operation t ← Select(a, b, v), which copies a into t if
the bit v is 0 or copies b if v is 1. This operation can be implemented without
branching as described in [14] and listed for reference in Algorithm 3 in the
Appendix. In ARM assembly, Select can be implemented easily since most
instructions can be made conditional to a previous register comparison. However,
a faster approach is to use the NEON instruction VBIT Qd, Qn, Qm (bitwise
insert if false) — it inserts each bit in Qn into Qd if the corresponding bit in Qm
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is 1, otherwise it leaves the corresponding bit in Qd unchanged. If the m value
from Algorithm 3 is stored in Qm, then VBIT is precisely the Select operation
restricted to the case where t and a refer to the same location (which is often
the case).

Some of the algorithms we will describe use precomputed tables to improve
performance. However, looking up a table entry may leak its index through side-
channels, since it affects the contents of the processor cache. For this reason,
we employ a side-channel resistant table lookup. We follow the strategy found
in the source code of [6], listed for reference in Algorithm 4 in the Appendix,
where s can be computed without branches by copying the sign bit of r (e.g. in
the C language, convert r to unsigned and right shift the result in order to get
the highest bit). We have implemented the SCR table lookup for elliptic curve
points entirely in assembly with the VBIT instruction. It is possible to hold the
entire t value (a point) in NEON registers, without any memory writes except
for the final result.

4.2 Elliptic Curve Cryptography

Elliptic Curve Cryptography is composed of public key cryptographic schemes
using the arithmetic of points on elliptic curves over finite fields, and it uses
shorter keys at the same security level in comparison to alternative public-key
systems such as RSA and DSA. Two types of fields are mainly used: prime fields
(with p elements, where p is prime) and binary fields (with 2m elements for
some m). While prime fields are used more often (and most literature on ECC
for ARM uses them), we decided to study the efficiency of ECC using binary
fields with our KNV multiplier.

Four standardized curves for Elliptic Curve Cryptography (ECC) [21] were
implemented: the random curves B-283 and B-571 which provide 128 and 256
bits of security respectively; and the Koblitz curves K-283 and K-571 which
provide the same bits of security respectively. A non-standard curve over F2251 [5]
(“B-251”, roughly 128 bits of security) was also implemented, due to its high
efficiency.

The main algorithm in ECC is the point multiplication, which often appears in
three different cases: the random point multiplication kP (k terms of the elliptic
point P are summed), where the point P is not known in advance; the fixed point
multiplication kG, where G is fixed; and the simultaneous point multiplication
kP + �G where P is random and G is fixed. In the random point case, we chose
the Montgomery-LD multiplication [16] which offers high efficiency and basic
side-channel resistance (SCR) without precomputed tables. In the fixed point
case, the signed multi-table Comb method is employed [9], with side-channel
resistant table lookups. It uses t tables with 2w−1 points. For simultaneous point
multiplication, we have used the interleaving method [8,18] of w-(T)NAF. It
employs two window sizes: d for the fixed point (requiring a precomputed table
with 2d−2 elements) and w for the random point (requiring a on-the-fly table
with 2w−2 elements). SCR is not required in this case since the algorithm is only
used for signature verification, whose inputs are public.
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The main advantage of Koblitz curves is the existence of specialized algorithms
for point multiplication which take advantage of the efficient endomorphism τ
present in those curves [24]. However, we have not used these algorithms since
we are not aware of any SCR methods for recoding the scalar k into the represen-
tation required by them. Therefore, the only performance gain in those curves
were obtained using a special doubling formula with two field multiplications; see
Algorithm 2. Montgomery-LD also requires one less multiplication per iteration
in Koblitz curves.

Algorithm 2. Our proposed point doubling on the Koblitz curve Ea : y
2+xy =

x3 + ax2 + 1, a ∈ {0, 1} over F2m using LD projective coordinates

Input: Point P = (X1, Y1, Z1) ∈ Ea(F2m)
Output: Point Q = (X3, Y3, Z3) = 2P
1: S ← X1Z1

2: T ← (X1 + Z1)
2

3: X3 ← T 2

4: Z3 ← S2

5: if a = 0 then
6: Y3 ← ((Y1 + T )(Y1 + S) + Z3)

2

7: else
8: Y3 ← (Y1(Y1 + S + T ))2

9: return (X3, Y3, Z3)

We have selected the three following well known ECC protocols. The Elliptic
Curve Digital Signature Algorithm (ECDSA) requires a fixed point multiplica-
tion for signing and a simultaneous point multiplication for verification. The
Elliptic Curve Diffie-Hellman (ECDH) [4] is a key agreement scheme which re-
quires a random point multiplication, and the Elliptic Curve Schnorr Signature
(ECSS) [23] is similar to ECDSA but does not require an inversion modulo the
elliptic curve order.

4.3 Inversion Modulo the Elliptic Curve Order

When signing, the ECDSA generates a random secret value k which is multiplied
by the generator point; this requires side-channel resistance since if k leaks then
it is possible to compute the signer’s private key. However, an often overlooked
point is that ECDSA also requires the inversion of k modulo the elliptic curve
order n. This is usually carried out with the extended Euclidean algorithm, whose
number of steps are input-dependent and therefore theoretically susceptible to
side-channel attacks. While we are not aware of any concrete attacks exploiting
this issue, we are also not aware of any arguments for the impossibility of such
an attack. Therefore, we believe it is safer to use a SCR inversion.

The obvious approach for SCR inversion would be to use Fermat’s little the-
orem (a−1 ≡ an−2 (mod n)), which would require a very fast multiplier modulo
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n to be efficient. However, we have found a simple variant of the binary extended
Euclidean algorithm by Niels Möller [19] which takes a fixed number of steps.
For reference, it is described in Algorithm 5 in the Appendix, where branches are
used for clarity and can be avoided with Select. The algorithm is built entirely
upon four operations over integers with the same size as n: addition, subtrac-
tion, negation and right shift by one bit. These can be implemented in assembly
for speed; alternatively the whole algorithm can be implemented in assembly in
order to avoid reads and writes by keeping operands (a, b, u and v) in NEON
registers. We have followed the latter approach for fields at the 128-bit level of
security, and the former approach for the 256-bit level, since the operands are
then too big to fit in registers.

Interestingly, implementing this algorithm raised a few issues with NEON. The
right shift and Select can be implemented efficiently using NEON; however,
we had to resort to regular ARM instructions for addition and subtraction, since
it is difficult to handle carries with NEON. This requires moving data back and
forth from NEON to ARM registers; which can be costly. In the Cortex A8,
since the NEON pipeline starts after the ARM pipeline, a move from NEON to
ARM causes a 15+ cycles stall. The obvious approach to mitigate this would be
to move from NEON to ARM beforehand, but this is difficult due to the limited
number of ARM registers. Our approach was then to partially revert to storing
operands in memory since it becomes faster to read from cached memory than
to move data between NEON and ARM. In the Cortex A9 we followed the same
approach, but with smaller gains, since the ARM and NEON pipelines are partly
parallel and moving from NEON to ARM is not that costly (around 4 cycles of
latency). However, the Cortex A15 is much more optimized in this sense and our
original approach of keeping operands in registers was faster.

4.4 Authenticated Encryption

An authenticated encryption (AE) symmetric scheme provides both encryption
and authentication using a single key, and is often more efficient and easy to em-
ploy than using two separate encryption and authentication schemes (e.g. AES-
CTR with HMAC). The Galois/Counter Mode (GCM) [17] is an AE scheme
which is built upon a block cipher, usually AES. It was standardized by NIST
and is used in IPSec, SSH and TLS. For each message block, GCM encrypts it
using the underlying block cipher in CTR mode and xors the ciphertext into
an accumulator, which is then multiplied in F2128 by a key-dependent constant.
After processing the last block, this accumulator is used to generate the authen-
tication tag.

We have implemented the F2128 multiplication using the same techniques de-
scribed above; modular reduction took advantage of the VMULL instruction since
r(z) in this field is small. We remark that our implementation does not uses
precomputed tables (as it is often required for GCM) and is side-channel resis-
tant (if the underlying block cipher also is). For benchmarking, we have used
an assembly implementation of AES from OpenSSL without SCR; however this is
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not an issue since we are more interested in the overhead added by GCM to the
plain AES encryption.

5 Results

To evaluate our software implementation, we have used a DevKit8000 board with
an 600MHz ARM Cortex-A8 processor, a PandaBoard board with a 1GHz ARM
Cortex-A9 processor and an Arndale board with a 1.7GHz ARM Cortex-A15
processor. We have used the GCC 4.5.1 compiler. Our optimized code is written
in the C and assembly languages using the RELIC library [1]. Each function is
benchmarked with two nested loops with n iterations each; inside the outer loop,
an input is randomly generated; and the given operation is executed n times in
the inner loop using this input. The total time taken by this procedure, given
by the clock gettime function in nanoseconds, is divided by n2 in order to give
the final result for the given operation. We chose n = 1024 for measuring fast
operations such as finite field arithmetic, and n = 64 for the slower operations
such as point multiplication.

Table 1 presents the timings of field operations used in ECC. Our new Karat-
suba/NEON/VMULL (KNV) multiplication gives a up to 45% improvement com-
pared to the LD/NEON implementation. For field squaring, we have obtained a
significant improvement of up to 70% compared to the conventional table lookup
approach. The very fast squaring made the Itoh-Tsujii inversion feasible.

Timings for ECC protocols are listed in Table 2, while Figure 3 plots the 128-
bit level timings to aid visualization. Compared to the LD/NEON multiplier

Table 1. Our timings in cycles for binary field arithmetic

Algorithm/Processor F2251 F2283 F2571

Multiplication (LD) A8 671 1,032 3,071
A9 774 1,208 3,140
A15 412 595 1,424

Multiplication (KNV) A8 385 558 1,506
A9 491 701 1,889
A15 317 446 1,103

Squaring (Table) A8 155 179 349
A9 168 197 394
A15 128 151 282

Squaring (VMULL) A8 57 53 126
A9 63 59 146
A15 43 42 99

Inversion (Itoh-Tsujii) A8 18,190 20,777 90,936
A9 19,565 22,356 97,913
A15 13,709 16,803 71,220
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Table 2. Our timings in 103 cycles for elliptic curve protocols

Algorithm/Processor B-251 B-283 K-283 B-571 K-571

ECDH Agreement A8 657 1,097 934 5,731 4,870
A9 789 1,350 1,148 7,094 6,018
A15 511 866 736 4,242 3,603

ECDSA Sign A8 458 624 606 2,770 2,673
A9 442 612 602 2,880 2,816
A15 233 337 330 1,740 1,688

ECSS Sign A8 270 389 371 1,944 1,846
A9 285 414 404 2,137 2,073
A15 186 270 263 1,264 1,212

ECDSA Verify A8 943 1,397 791 6,673 3,069
A9 1,100 1,644 887 8,171 3,581
A15 715 1,064 583 4,882 2,237

ECSS Verify A8 933 1,337 735 6,338 3,064
A9 1,086 1,572 827 7,776 3,602
A15 715 1,022 546 4,623 2,228

with table-based squaring, the KNV multiplication with VMULL-based squaring
improved the point multiplication by up to 50%. ECDSA is 25–70% slower than
ECSS due to the SCR modular inversion required.

When limited to standard NIST elliptic curves, our ECDH over K-283 is
70% faster than the results of Morozov et al. [20]. Considering non-standard
curves, we now compare our binary B-251 to the prime curves in the state of
the art; this is also shown in Table 3. On the A8, compared to Bernstein and
Schwabe’s [6], our key agreement is 25% slower; our signing is 26% faster; and our
verification is 43% slower. On the A9, compared to Faz-Hernández et al. [7], our
random point multiplication is 88% slower, our fixed point multiplication is 53%
slower; and our simultaneous point multiplication is 132% slower. On the A15,
also compared to Faz-Hernández et al. [7], our random point multiplication is
108% slower, our fixed point multiplication is 72% slower; and our simultaneous
point multiplication is 162% slower. We remark that this is a comparison of our
implementation of binary elliptic curves with the state-of-the-art prime elliptic
curve implementations, which are very different. In particular, note that the
arithmetic of prime curves can take advantage of native 32× 32-bit and 64× 64-
bit multiply instructions.

For the GCM authenticated encryption scheme, we have obtained 38.6, 41.9
and 31.1 cycles per byte for large messages, for the A8, A9 and A15 respectively; a
13.7, 13.6 and 9.2 cpb overhead to AES-CTR. Our A8 overhead is 46% faster than
the timing reported by Krovetz and Rogaway’s [13] and 8.6% faster than [22].

It is interesting to compare the timings across Cortex processors. The A9
results are often slower than the A8 results: while the A9 improved performance



150 D. Câmara et al.

Fig. 3. Our timings for ECC algorithms at the 128-bit level of security

Table 3. Our best ECC timings (on the non-standard elliptic curve B-251 over binary
field) compared to state-of-the-art timings using non-standard elliptic curves over prime
fields, at the 128-bit level of security, in 103 cycles

Algorithm/Processor Ours [6] [9] [7]

Key Agreement A8 657 527
A9 789 616 417
A15 511 244

Sign A8 270 368
A9 285 262 172
A15 186 100

Verify A8 933 650
A9 1,086 605 463
A15 715 266

of regular ARM code, the lack of partial dual issue in NEON caused a visible
drop in performance in NEON-based code, which is our case. (The exception is
ECDSA signing where the A8 currently does not have much advantage in the
modular inversion, which dilutes any savings in the point multiplication.) On
the other hand, the return and expansion of NEON dual issue in A15 caused
great performance gains (up to 40%).
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6 Conclusions and Future Work

In this paper we have introduced a new multiplier for 64-bit binary polynomial
multiplication using the VMULL instruction, part of the NEON engine present
in many ARM processors in the Cortex-A series. We then explain how to use
the new multiplier to improve the performance of finite field multiplication in
F2m . We have also shown the performance gains by the new multiplier in elliptic
curve cryptography and authenticated encryption with GCM. We were unable
to break speed records for non-standard elliptic curves, but we believe this work
offers a useful insight in how binary curves compare to prime curves in ARM
processors. For standard curves we were able to improve the state of the art, as
well for the GCM authenticated encryption scheme.

An interesting venue for future research is on the implementation of standard
prime curves for ARM, which seems to be lacking in the literature. In addi-
tion, the arrival of ARMv8 processors in the future (including the Cortex A53
and A57) may provide great speed up to binary ECC, since the architecture
will provide two instructions for the full 64-bit binary multiplier (PMULL and
PMULL2) and will double the number of NEON registers [3].
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1. Aranha, D.F., Gouvêa, C.P.L.: RELIC is an Efficient LIbrary for Cryptography,
http://code.google.com/p/relic-toolkit/

2. Aranha, D.F., Faz-Hernández, A., López, J., Rodŕıguez-Henŕıquez, F.: Faster im-
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15. López, J., Dahab, R.: High-speed software multiplication in F2m . In: Roy, B.,
Okamoto, E. (eds.) INDOCRYPT 2000. LNCS, vol. 1977, pp. 203–212. Springer,
Heidelberg (2000)
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A Reference Algorithms

Listed below are algorithms for reference and the full code of our multiplier.

Algorithm 3. Branchless select, described by Emilia Käsper in [14]

Input: W -bit words a, b, v, with v ∈ {0, 1}
Output: b if v, else a
1: function Select(a, b, v)
2: m ← TwosComplement(−v,W ) � convert −v to W -bit two’s complement
3: t ← (m & (a⊕ b))⊕ a
4: return t

Algorithm 4. SCR table lookup, contained in the source code of Bernstein and
Schwabe’s [6]

Input: array a with n elements of any fixed type, desired index k, 0 ≤ k < n
Output: a[k]
1: function Choose(a, n, k)
2: t ← a[0]
3: for i ← 1 to n− 1 do
4: r ← (i⊕ k)− 1
5: s ← (r < 0) � s holds whether i is equal to k
6: t ← Select(t, a[i], s)

7: return t

Algorithm 5. SCR modular inversion algorithm by Niels Möller in the Nettle
library [19]

Input: integer x, odd integer n, x < n
Output: x−1 (mod n)
1: function ModInv(x,n)
2: (a, b, u, v) ← (x,n, 1, 1)
3: � ← �log2 n� + 1 � number of bits in n
4: for i ← 0 to 2�− 1 do
5: odd ← a&1
6: if odd and a ≥ b then
7: a ← a− b
8: else if odd and a < b then
9: (a, b, u, v) ← (b− a, a, v, u)

10: a ← a � 1
11: if odd then u ← u− v
12: if u < 0 then u ← u+ n
13: if u&1 then u ← u+ n
14: u ← u � 1

15: return v
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Algorithm 6. Our proposed ARM NEON 64-bit binary multiplication C = A·B
with 128-bit result
Input: 64-bit registers ad (holding A), bd (holding B), k16 (holding the constant

0xFFFF), k32 (holding 0xFFFFFFFF), k48 (holding the constant 0xFFFFFFFFFFFF).
Output: 128-bit register rq (rh|rl) (holding A).

Uses temporary 128-bit registers t0q (t0h|t0l), t1q (t1h|t1l), t2q (t2h|t2l),
t3q (t3h|t3l).

1: vext.8 t0l, ad, ad, $1 � A1

2: vmull.p8 t0q, t0l, bd � F = A1*B

3: vext.8 rl, bd, bd, $1 � B1

4: vmull.p8 rq, ad, rl � E = A*B1

5: vext.8 t1l, ad, ad, $2 � A2

6: vmull.p8 t1q, t1l, bd � H = A2*B

7: vext.8 t3l, bd, bd, $2 � B2

8: vmull.p8 t3q, ad, t3l � G = A*B2

9: vext.8 t2l, ad, ad, $3 � A3

10: vmull.p8 t2q, t2l, bd � J = A3*B

11: veor t0q, t0q, rq � L = E + F

12: vext.8 rl, bd, bd, $3 � B3

13: vmull.p8 rq, ad, rl � I = A*B3

14: veor t1q, t1q, t3q � M = G + H

15: vext.8 t3l, bd, bd, $4 � B4

16: vmull.p8 t3q, ad, t3l � K = A*B4

17: veor t0l, t0l, t0h � t0 = (L) (P0 + P1) << 8

18: vand t0h, t0h, k48

19: veor t1l, t1l, t1h � t1 = (M) (P2 + P3) << 16

20: vand t1h, t1h, k32

21: veor t2q, t2q, rq � N = I + J

22: veor t0l, t0l, t0h

23: veor t1l, t1l, t1h

24: veor t2l, t2l, t2h � t2 = (N) (P4 + P5) << 24

25: vand t2h, t2h, k16

26: veor t3l, t3l, t3h � t3 = (K) (P6 + P7) << 32

27: vmov.i64 t3h, $0

28: vext.8 t0q, t0q, t0q, $15

29: veor t2l, t2l, t2h

30: vext.8 t1q, t1q, t1q, $14

31: vmull.p8 rq, ad, bd � D = A*B

32: vext.8 t2q, t2q, t2q, $13

33: vext.8 t3q, t3q, t3q, $12

34: veor t0q, t0q, t1q

35: veor t2q, t2q, t3q

36: veor rq, rq, t0q

37: veor rq, rq, t2q
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Abstract. In 2010, Joye et. al brought the so-called Huff curve model,
which was originally proposed in 1948 for the studies of diophantine
equations, into the context of elliptic curve cryptography. Their initial
work describes Huff curves over fields of large prime characteristic and
details unified addition laws. Devigne and Joye subsequently extended
the model to elliptic curves over binary fields and proposed fast differen-
tial addition formulas that are well-suited for use with the Montgomery
ladder, which is a side-channel attack resistant scalar multiplication algo-
rithm. Moreover, they showed that, in contrast to Huff curves over prime
fields, it is possible to convert (almost) all binary Weierstrass curves into
Huff form.

We have implemented generalized binary Huff curves in software using
a differential Montgomery ladder and detail the implementation as well
as the optimizations to it. We provide timings, which show speed-ups of
up to 7.4% for binary NIST curves in Huff form compared to the ref-
erence implementation on Weierstrass curves. Furthermore, we present
fast formulas for mapping between binary Weierstrass and generalized
binary Huff curves and vice versa, where in the back conversion step
an implicit y-coordinate recovery is performed. With these formulas, the
implementation of the differential Montgomery ladder on Huff curves
does not require more effort than its counterpart on Weierstrass curves.
Thus, given the performance gains discussed in this paper, such an imple-
mentation is an interesting alternative to conventional implementations.
Finally, we give a list of Huff curve parameters corresponding to the
binary NIST curves specified in FIPS 186-3.

1 Introduction

In 1985, Neal Koblitz [10] and Victor S. Miller [14] both discovered independently
that elliptic curves over finite fields can be used for public key cryptography.
By now, elliptic curves have become an important concept within public key
cryptography. This is mainly due to small key sizes compared to other public
key cryptosystems, such as RSA, which lower the requirements for CPUs as
well as the memory footprint. Elliptic curves have a group structure and their
cryptographic security relies on the difficulty of solving the elliptic curve discrete
logarithm problem (ECDLP). Traditionally, Weierstrass equations have been
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used to describe elliptic curves. Nevertheless, over time, especially in the last
couple of decades, new models to describe elliptic curves have been found, such
as the Montgomery form, the Edwards form [2] and the like.

In 1948, Huff was studying a diophantine problem, for which he introduced a
new elliptic curve model [8]. In 2010, Joye et. al [9], studied Huff’s model over
fields of odd characteristic and introduced formulas for fast point arithmetics.
Each Huff curve defined over Fp contains a subgroup isomorphic to Z4 × Z2

which, unfortunately, implies that there are no standardized prime curves that
can be expressed in Huff form, as all these curves have cofactors equal to one.
The Huff model has subsequently been extended by Devigne and Joye [5] to cover
elliptic curves defined over binary fields F2m . Furthermore, in [5], they present a
unified addition law and give very fast differential addition formulas for binary
Huff curves, which are well-suited for use with the Montgomery ladder, which is
a side-channel attack resistant scalar multiplication algorithm.

For m ≥ 4, every Weierstrass curve over F2m is birationally equivalent to a
generalized Huff curve. Therefore, we are free to convert all standardized binary
curves into corresponding (generalized) binary Huff curves. The authors of [5],
give formulas for mapping points between binary Weierstrass curves and binary
Huff curves, using an intermediate Weierstrass curve isomorphic to the original
curve in short Weierstrass form.

1.1 Contribution

We have implemented generalized binary Huff curves in software, where for scalar
multiplication we use a differential Montgomery ladder, which is a good choice
for software implementations running in server environments, as it is resistant to
remote timing attacks [4,3,18]. The differential Montgomery ladder is based on
the differential addition formulas given by Devigne and Joye in [5]. The timings
show that for the binary NIST curves, this implementation is up to 7.4% faster
than the reference implementation of the differential Montgomery ladder on the
original Weierstrass curves, to which we have applied the same optimizations.

The conversion between binary Weierstrass and generalized binary Huff curves
requires two steps. As generalized binary Huff curves are birationally equivalent
to a class of Weierstrass curves, which are themselves isomorphic to curves in
short Weierstrass form, it is necessary to apply a birational equivalence as well as
an isomorphism for the conversion. Additionally, after applying the differential
Montgomery ladder on binary Huff curves and mapping the result back to the
corresponding Weierstrass curve, a y-coordinate recovery is necessary. We ad-
dress this issue by providing fast all-in-one, back-and-forth conversion formulas.
These back-and-forth conversions turn out to be almost as efficient as the y-
coordinate recovery on Weierstrass curves, which is required anyway after using
the differential Montgomery ladder on Weierstrass curves, which preserves most
of the savings obtained through the faster differential addition formulas. When
using the formulas presented in this paper, the implementation of the differential
Montgomery ladder on Huff curves does not require more effort than its coun-
terpart on Weierstrass curves. Thus, given the performance gains discussed in



Improving the Efficiency of Elliptic Curve Scalar Multiplication 157

this paper such an implementation is an interesting alternative to conventional
implementations.

Finally, we present curve parameters for Huff curves, which are birationally
equivalent to the NIST-recommended binaryWeierstrass curves specified in FIPS
186-3 [6].

1.2 Outline

In Section 2 and 3 we are going to talk about elliptic curves in general and the
Huff curve model in particular. Section 4 gives the Huff curve parameters we
have derived for the NIST-recommended curves. It details the implementation,
the improvements we have achieved, shows the benchmark results and draws a
comparison to the reference implementation. At last, Section 5 concludes the
paper.

2 Preliminaries

An elliptic curve over the field K is a plane, smooth curve described by the
Weierstrass equation:

E : Y 2 + a′1XY + a′3Y = X3 + a′2X
2 + a′4X + a′6, (1)

where a′1, a′2, a′3, a′4, a′6 ∈ K. The set E(K) of points (x, y) ∈ K2 satisfying Equa-
tion (1) plus the point at infinity O = (0 : 1 : 0), which is the neutral element,
forms an additive Abelian group. The addition of points on an elliptic curve is
achieved using the chord-and-tangent method [16].

For cryptographic purposes, we are interested in elliptic curves over finite
fields Fq, especially in curves over fields F2m and Fp with p being a large prime
number. The security of elliptic curve cryptography is based on the assumption
that in general there is no subexponential-time algorithm to solve the discrete
logarithm problem in elliptic curve groups (ECDLP). Given Q,P ∈ E(Fq) the
ECDLP constitutes the problem of finding a scalar k ∈ Z such that Q = k · P .

In cryptography, usually non-supersingular curves are being used, as supersin-
gular curves turned out to be susceptible to the MOV attack [13], which reduces
the ECDLP to the DLP on finite fields, for which an efficient subexponential-time
algorithm is known. Non-supersingular curves defined over F2m , are described
using the following short form of Equation (1):

Y 2 +XY = X3 + a2X
2 + a6, (2)

where a2, a6 ∈ F2m and a6 �= 0.
For binary field multiplications we are using the windowed left-to-right comb

multiplier as detailed in [7]. This algorithm uses lookup-tables, which can be
cached and reused to speed up multiplications with frequently used values, such
as curve parameters. In the following, let M and S denote the costs of one field
multiplication and one field squaring, respectively. Moreover, let mw stand for
the cost of the multiplication with some value, for which the lookup table of
window size w has already been calculated.
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2.1 Differential Addition and the Montgomery Ladder

Scalar multiplication is the most crucial and at the same time the most costly op-
eration on elliptic curves and there are many ways to perform elliptic curve scalar
multiplications. One way to do so is the so-called Montgomery ladder, which is
both side-channel resistant and reasonably fast. Its side-channel resistance is due
to the fact that at each ladder step, regardless of the currently processed bit of
the scalar k, one point doubling operation as well as one point addition opera-
tion are performed and only the order of execution is changed. Thus, in order
to mitigate side-channel attacks, the Montgomery ladder is widely used, espe-
cially in hardware implementations. In the context of software implementations,
side-channel resistance is less important. Still, there are scenarios, such as cryp-
tographic implementations running on servers, where remote timing attacks can
be performed (cf. [4,3,18]) and, therefore, timing-attack proof implementations
are required. This issue can again be addressed with the use of the Montgomery
ladder, as its execution time is constant for fixed scalar lengths.

For the fast application of the Montgomery ladder, differential addition and
doubling formulas are necessary. Luckily, these two operations can be performed
very efficiently on Huff curves. By differential point addition, we mean the com-
putation of w(P + Q) from w(P ), w(Q), and w(P − Q), where w(·) is a coor-
dinate function for which typically w(P ) = w(−P ) is demanded. Note that the
difference w(P −Q) required for the differential addition steps within the Mont-
gomery ladder is fixed, i.e., the difference of the resulting points stays invariant
throughout the whole process. For differential addition on Weierstrass curves,
the knowledge of y-coordinates is irrelevant, as the computation of x-coordinates
does not involve them, which is reflected in the definition of w(·). Clearly, this
saves computational effort, as the y-coordinate of intermediate results is not
computed. Analogously, we mean by differential doubling the computation of
w(2P ) from w(P ).

On Weierstrass curves, the fastest differential addition formulas are due to
Bernstein and Lange (see [1]). From the results of Stam [17], they derive a
representation, called XZ-coordinates, featuring fast differential addition and
doubling formulas. Per bit of scalar k, these formulas require 5M + 1m8 + 4S
for P known a priori and 6M+ 2m8 + 5S otherwise.

The Montgomery ladder for projective differential addition formulas is shown
in Algorithm 1. Here, the addition and the doubling steps are carried out using
differential addition and differential doubling formulas, where in the former case
the input is W (2P ), W (P ) and the invariant, consequently, is W (P ). Note that
W (·) stands for the projective version of the coordinate function w(·).

After application of the Montgomery ladder, the y-coordinate of the product
k ·P = (x1, y1) can be restored efficiently and, hence, there is no need to compute
it in the intermediate steps. Restoring the y-coordinate for affine coordinates,
also means simultaneously scaling the x-coordinate, in order to avoid multiple
inversions. It works in the following way, as detailed in [11] and in [17]:
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Algorithm 1. Differential Montgomery Ladder

Require: A point P on E and a scalar k = (kl−1, . . . , k0)2 ∈ Z

Ensure: W (k · P ) = (X1 : Z1)
(X1 : Z1) = W (P ) and (X2 : Z2) = W (2P )
for i = l − 2 downto 0 do

if ki = 0 then
(X1 : Z1) = 2(X1 : Z1), and
(X2 : Z2) = (X1 : Z1) + (X2 : Z2)

else
(X1 : Z1) = (X1 : Z1) + (X2 : Z2), and
(X2 : Z2) = 2(X2 : Z2)

end if
end for

x1 =
Z̄X̄Z2X1

Z̄X̄Z2Z1
and y1 = Ȳ +

γ((X1Z̄ + X̄Z1)γ + Z1Z2X̄
2 + Z1Z2Z̄Ȳ )

Z̄X̄Z2Z1
,

where γ = X2Z̄+ X̄Z2 and P = (X̄ : Ȳ : Z̄) �= O. There are two special cases to
check, see [11] for more details on that. Using these formulas requires 1I+10M,
when assuming Z̄ = 1, i.e., P to be scaled.

3 The Binary Huff Curve Model

This section is mainly a recapitulation of the research done by Joye et. al in
[5] and [9], since we need these facts in Section 4 in order to derive compact
formulas for mapping between binary Weierstrass and binary Huff curves.

As defined in [5], binary Huff curves are a new class of elliptic curves. For every
Weierstrass curve defined over F2m with m ≥ 4, there is a birationally equivalent
generalized binary Huff curve. A generalized binary Huff curve is given by the
set of projective points (X : Y : Z) over F2m satisfying the subsequent equation:

EH : aX(Y 2 + fY Z + Z2) = bY (X2 + fXZ + Z2) (3)

with a, b, f ∈ F∗
2m and a �= b. Three points at infinity, i.e., (1 : 0 : 0), (0 : 1 :

0), and (a : b : 0), satisfy Equation (3). The affine version of Equation (3) is
birationally equivalent to the subsequent binary Weierstrass curve:

EW ′ : v(v + (a+ b)fu) = u(u+ a2)(u + b2), (4)

which itself is isomorphic to the short Weierstrass form through the following
isomorphism:

Θ : EW (F2m) −→ EW ′(F2m)

(u, v) �−→
(
μ2u, μ3 (v + su+

√
a6)
)
,
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and its inverse:

Ω : EW ′(F2m) −→ EW (F2m)

(u′, v′) �−→
(
ν2u′, ν3v′ + sν2u′ +

√
a6
)

with μ = (a+ b) f , ν = μ−1, and s ∈ F2m satisfying s2 + s = a2 + f−2. The
birational equivalence

Φ : EW ′ (F2m) −→ EH (F2m) ,

(u, v) �−→
(
b
(
u+ a2

)
v

,
a
(
u+ b2

)
v + (a+ b) fu

)
,

maps from the Weierstrass curve EW ′ onto the Huff curve EH . Its inverse looks
as follows:

Ψ : EH (F2m) −→ EW ′ (F2m) ,

(x, y) �−→
(
ab

xy
,
ab (axy + b)

x2y

)
The neutral element is (0, 0) and the group law is based on the chord-and-tangent
rule. Note, however, that the birational equivalences are not line-preserving. The
inverse of some affine point P = (x1, y1) ∈ EH is

−P =

(
y1

(αx1 + 1)

(βy1 + 1)
, x1

(βx1 + 1)

(αx1 + 1)

)
, (5)

with α = a+b
b·f and β = a+b

a·f . The projective homogenization of Equation (5) can
be evaluated using 4M+ 4m8. Furthermore, there are four exceptional cases,
which have to be dealt with separately. We refer the reader to [5] for more details
on that. Compared to binary Weierstrass curves, where point inversion costs at
most one field addition and, hence, is negligible, this operation is very expensive
on binary Huff curves.

Projective point doubling, and point addition take 6M+ 2m8 + 6S and
15M+ 3S, respectively. The affine doubling formula looks as follows:

2P =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1 : 0 : 0) if x1 = 1,

(0 : 1 : 0) if y1 = 1,

(a : b : 0) if x1y1 = 1, and(
f(a+b)x2

1(1+y1)
2

b(1+x1)
2(1+x1y1)

2 ,
f(a+b)y2

1(1+x1)
2

a(1+y1)
2(1+x1y1)

2

)
otherwise.

(6)

where P = (x1, y1) ∈ EH . Also note that for subgroups not including the points
at infinity a complete addition law exists, i.e., it can also be used for point
doublings.
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3.1 Differential Addition

For Huff curves, the authors of [5] give differential addition formulas for use
with the Montgomery ladder. To do so, they introduce the coordinate function
w(x, y) = xy, which fulfills the condition w(P ) = w(−P ). From Formula (6),
they derive the following differential doubling formula:

w(2P ) =

{
γ · w2

1

(1+w1)4
if w1 �= 1, and

(1 : 0) otherwise.
(7)

where γ = (a+b)2

ab and w1 = w(P ). Using the birational equivalence Φ and the
multiplicative differential addition formula from [17], the authors of [5] obtain
the subsequent addition formula:

w(P +Q) =

{
(w1+w2)

2

w̄(1+w1w2)
2 if w1w2 �= 1, and

(1 : 0) otherwise.
(8)

where P �= Q, w1 = w(P ), w2 = w(Q), and w̄ = w(P − Q).
Working with affine coordinates is less satisfying due to the costly inver-

sion required in each step. Hence, Devigne and Joye introduce projective WZ-
coordinates. A point P = (X1

Z1
, Y1

Z1
) ∈ EH in WZ-coordinates, is represented by

the tuple

(W : Z) =

{
(θw(P ) : θ) = (θX1Y1 : θZ2

1 ) if P �= (a : b : 0), and

(θ : 0) otherwise.

for some θ ∈ F∗
2m . Now, when given P = (W1 : Z1) and Q = (W2 : Z2), the

projective differential addition formulas look as follows:{
W (2P ) = γ · (W1Z1)

2

Z(2P ) = (W1 + Z1)
4

and

{
W (P +Q) = Z̄ (W1Z2 +W2Z1)

2

Z(P +Q) = W̄ (W1W2 + Z1Z2)
2,

where W (P − Q) = (W̄ , Z̄) are the WZ-coordinates of P − Q. Obviously, the
first requires 1M+ 1m8 + 3S, whereas the latter requires 6M+ 2S, which can
be improved to 4M+ 2S by computing W1Z2+W2Z1 as (W1+Z1)(W2+Z2)+
(W1W2 + Z1Z2) and scaling the coordinate (W̄ : Z̄), since it remains constant
throughout the whole Montgomery ladder process.

4 Contribution

In this section we are going to describe a Huff curve implementation and the
optimizations we have applied to it. Furthermore, we contrast its performance
with a reference implementation that is based on Weierstrass curves, to which
we have applied the same set of optimizations. Then, we present timings of both
implementations, which show that for the binary NIST curves, the Huff curve
implementation is up to 7.4% faster than the reference implementation.

We also present the curve parameters for the binary Huff curves correspond-
ing to the binary NIST curves and give formulas for back-and-forth conversion
between binary Huff curves and binary curves in short Weierstrass form.
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4.1 Deriving Curve Parameters

Deriving curve parameters a, b, f ∈ F2m from a given binary Weierstrass curve
with parameters a2, a6 ∈ F2m , works as follows [5, Proof of Proposition 2]:

1. Select an arbitrary f ∈ F2m so that Tr(f−1) = Tr(a2) and Tr(f8a6) = 0,

2. find a solution t ∈ F2m to the equation t2 +
(
f4√a6

)−1
t+ 1 = 0, and

3. determine a, b ∈ F2m such that
√
t = ab−1,

where Tr(·) is the trace function Tr : F2m → F2, x �→
∑m−1

i=0 x2i . The parameters
we have obtained for the NIST-recommended curves [6] plus the value s needed
for Ω and Θ are listed in Table 1 and in Table 2, respectively.

4.2 Mapping between Huff and Weierstrass Curves

Let PW = (u, v) be a point on EW (F2m), PW ′ = (u′, v′) = Θ (PW ) ∈ EW ′(F2m)
and P = Ω (PW ′ ) be the corresponding point on EH(F2m).

Weierstrass to Huff Curve: From the birational equivalence Φ ◦Θ, we derive
the following formula for directly mapping PW to WZ-coordinates:

(W :Z)=
(
ab
(
μ2u+a2

)(
μ2u+b2

)
:μ6 (v+su+

√
a6) ((v+su+

√
a6)+u)

)
Through decomposition we get:

– A = μ2u,
– B = (A+ a2), C = (A+ b2),
– D = v1 + su+

√
a6, E = D + u,

– W = ab ·B · C, and
– Z = μ6 · D · E.

The values a2, b2, and
√
a6 as well as the multiplication lookup tables for the

values μ2, μ6, s, and ab can be determined a priori. For this setting, we get a
total of 2M+ 4m8 for obtaining the WZ-coordinates of PW . Of course, if PW

is fixed, one can precompute its scaled WZ-coordinates.

Huff to Weierstrass Curves: In order to convert the result W (k ·P ) = (W1 :
Z1), obtained from applying the differential Montgomery ladder on EH , back to
EW , we need to evaluate the birational equivalence Ω ◦ Ψ . The naive approach
would be to, firstly, compute the x-coordinate of the corresponding point on EW ′

as u1 = ab
w(k·P ) then, secondly, to map the result from EW ′ to EW , and, finally,

to recover its y-coordinate v1 using the formula from [11]:

v1 =
(u1 + u)

(
(u1 + u) (u2 + u) + u2 + v

)
u

+ v, (9)

which requires the additional value u2 = ab
w((k+1)·P ) , which can be computed

using the point W ((k+1)P ) = (W2 : Z2) from the last step of the Montgomery
ladder. All in all, this would require several inversions, which can be saved by
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Table 1. Generalized Huff curve parameters for NIST-recommended binary curves
(cf. [6])

Curve a b f

B-163 0x1 0x253f3c45a6d779b47e63758c35336f0679b42f4c0 0x6

K-163 0x1 0x20000000000000000000000000000000000000033 0x6

B-233 0x1 0x115b7c737bec7a5cc19212911c2bd03cadb9a29ddf9b1dc64b\ 0x3

8b3550fb3

K-233 0x1 0x1e5ff5c884156aaebbd38370425882dff04f04ba05a7f40740\ 0x2

82385c149

B-283 0x1 0x6a263cdd28c309d3d3068046747abe51375b0d763dccc64868\ 0x3

251918d59c21842dd4fe1

K-283 0x1 0x7a0fa1ffdaf44208a4efb593c405714e0fbc4423dd0db57384\ 0x2

89cb583073c2cae153d0d

B-409 0x1 0x3f2918c0e689aca093d4cf5a389aeda96eb5cdcb930617991d\ 0x9

09111a3f91dc7283123ef8ab912744e193c34c9bd3cd532e17b7

K-409 0x1 0x846538361ed11b7c42b9e302169a3ea16009df82f80a155d56\ 0x2

39d78d4ba8dd02284110d6b3fbc05dda9c0ed1c0d6316c72d676

B-571 0x1 0x3c0904534c17c94a947b971ee5e6a3f3fb917dd3b57d7ad1f6\ 0xf

ea35ec2593bae024934b8efe08d2a5bb97c4286665408d50f80c\
afc8dfbee0011c03e785fe39c94c977d5e3a7f065

K-571 0x1 0x6a28a2cf6fb77a9485f438a79f8832d86c465b689fd80b3d9c\ 0x2

4b1ef40380b5d92f85044e450336618a69b209eb37ecdd23da7b\
f7ee9e0fc1e98248edb0dc92f3510027be50cd2bb

Table 2. Auxiliary parameter s for mapping between NIST-recommended binary
Weierstrass curves (cf. [6]) and the corresponding binary Huff curves

Curve s

B-163 0x4058c6f9ae170f30f3ec9def6b2ddf2a28f0c0872

K-163 0x4058c6f9ae170f30f3ec9def6b2ddf2a28f0c0872

B-233 0xe7b4bcdb4af3163783507af91971d49927298e32e548d55b3a0b602a42

K-233 0xb1ce7164613a37fed984a32b18d265ada947ed207757d373d4e139835a

B-283 0x21b24c4336e195a894fc9021fabac4e6988ff780c29522af3261508be\
fb321108eda3fa

K-283 0x387fd1da986a7fa48458bf27d26d9162d60c2f7f6e3da61f30d215c6b\
193e73f223326e

B-409 0x106176448c66d8e7d0ddc074d76277a7ac8093ee53499d108099266d9\
82c68dae5cb61d5054b30ecfce3c3beebc8cbecb904fd0

K-409 0x15dedff38eafec7e43a277eea795fbb1d52e6075a8bfe6a275be0dcba\
f6b781f8c9d37e4f414e8de3634d946434d9b6a6d62e20

B-571 0x12007d9377488ff6122ccce941d1cef856279188c8e82a6696a918b2f\
ccd78353385beb5e972f83d491d22db627117ab1580dabd23c6e8adeb99\
d3bdbc95d6fb645833ba6b4f182

K-571 0x2780c6d786569591600518d211a5d6fbd900d9b44a1e4e65016d2331d\
d243a6b31db129832a46326c7e3fd9b43f900ee58ed165e550a3cc3a41f\
b88b001fa79f398351bb7c35dea
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combining the formulas. To do so, one can replace u1 = ab
w(k·P ) with u1 = δ·Z1

W1
,

where w(k · P ) = W1

Z1
as W (k · P ) = (W1 : Z1), δ = ab

μ2 and μ = (a+ b)f , and so

implicitly apply Ω. By inserting it into Equation (9), one derives the following
formula:

v1=
(δZ1+uW1)

(
(δZ1+uW1) (δZ2+uW2)+

(
u2+v

)
W1W2

)
uW 2

1W2
+v,

Now, one can compute

U1 = δZ1uW1W2 and V1 = β
(
β (δZ2 + uW2) +

(
u2 + v

)
W1W2

)
+ uvW 2

1W2

with β = δZ1 + uW1 and obtain (u1, v1) =
(

U1

uW 2
1 W2

, V1

uW 2
1 W2

)
. Common sub-

expression elimination yields the following relations:

– A = δZ1, B = δZ2,
– C = uW1, D = uW2,
– E = A+ C, F = B +D,
– G = W1W2, H = (u2 + v),

– I = (C ·G)
−1

, J = A · G,
– K = J · I, L = E · I,
– u1 = uK, and
– v1 = L · (E · F +H ·G) + v.

During the computation one can save the lookup tables of the intermediate values
I and G, replacing 4M by 2M+ 2m4. Moreover, δ is constant and multiplica-
tions with it require 1m8. Finally, we recycle the lookup table of u1, exchanging
3M for 1M+ 2m4. In case the point PW = (u, v) is fixed, one can precompute
the lookup tables of u and H using w = 8. Thus, one can trade 1M+ 3m4 + 1S
for 4m8. To sum this up, the back-conversion including the y-coordinate recov-
ery costs 1I+ 6M+ 5m4 + 2m8 + 1S in general, and 1I+ 5M+ 2m4 + 6m8

for PW fixed.

Implications: If the point PW is not fixed, in which case one needs both back
and forth conversions including a y-coordinate recovery, one obtains total costs
of at most 1I+ 8M+ 5m4 + 6m8 + 1S. Using XZ-coordinates on short Weier-
strass curves, the formulas for restoring the y-coordinate turn out to be faster
by only 2m8 and, hence, this difference is negligible. Taking the conversion to
WZ-coordinates into account, one gets a small difference of 2M + 6m8, which
only becomes significant if PW is not known a priori. This minimal overhead for
the conversion pays off, as for the scalar multiplication using WZ-coordinates
one has 4M + 2m8 + 5S contrary to 5M + 1m8 + 4S per bit of the scalar k
when using XZ-coordinates.

4.3 Implementation Details and Optimizations

The implementation is written in Java and is based on the NIST recommended
elliptic curves B-163, B-233, B-283, B-409 and B-571 [6]. We are using fast



Improving the Efficiency of Elliptic Curve Scalar Multiplication 165

reductions for the underlying binary fields and long-arrays for values thereof,
which are in polynomial representation. Furthermore, we perform squarings in
linear time using table lookups [15] and multiplications using the windowed
left-to-right comb multiplier. The latter works with precomputed multiplication
lookup tables and is due to Lim and Lee (cf. [12,7]). For ordinary binary field
multiplications we use windows of size w = 4 and for multiplications with values
known beforehand, such as curve parameters and combinations thereof, we use
windows of size w = 8. Additionally, we cache these lookup tables for curve
parameters and recurring intermediate values in the addition/doubling formulas
resulting in a quite reasonable speedup. We point out that both implementa-
tions only restore the y-coordinates without scaling the result and, thus, return
projective coordinates. The coordinate W (2P − P ) = W (P ) =

(
W̄ : Z̄

)
gets

scaled and, thus, one can ignore Z̄. Furthermore, W̄ is either fixed because of
P being the base point, or fixed throughout the whole ladder steps as the point
difference stays the same. In both cases one can store the multiplication lookup
tables for w = 8. Hence, the costs of the differential addition drop from 4M+ 2S
to 3M+ 1m8 + 2S. With differential doubling requiring 1M+ 1m8 + 3S, one
gets an overall of 4M+ 2m8 + 5S per bit of scalar k. In case P is not fixed, one
has additional one-time costs for scaling

(
W̄ : Z̄

)
, that is 1I+1M, and one-time

costs for assembling its lookup tables with window size w = 8.
Finally, we emphasize that the implementation of the differential Montgomery

ladder on Huff curves is straight-forward and does not require more effort than
its counterpart on Weierstrass curves, especially when the all-in-one formulas
presented in this paper are being used.

Timings: All benchmarks were carried out on an Intel Core i5-2540M running
Ubuntu Linux 12.10/amd64 and OpenJDK 7u15/amd64 in server mode. Table 3
shows the timings of one application of the Montgomery ladder on the test
platform using both WZ and XZ-coordinates on the binary NIST curves, where
in the former case we present the timings for both cases, i.e., for fixed P fixed and
random P . The performance gains achieved through precomputations, which are
possible in case of fixed P , are reflected in the timings. Furthermore, all timings
include the recovery of the y-coordinate as well as in case of WZ-coordinates
the back-and-forth conversion between Weierstrass and Huff curves.

Table 3. Timings of the Montgomery ladder for WZ and XZ coordinates using binary
NIST curves

Coordinates B-163 [ms] B-233 [ms] B-283 [ms] B-409 [ms] B-571 [ms]

XZ 0.709 1.315 1.896 4.203 8.403

WZ 0.692 1.251 1.826 4.040 8.143
Speedup 2.46% 5.12% 3.83% 4.03% 3.19%

WZ (P fixed) 0.662 1.224 1.778 3.928 8.039
Speedup 7.10% 7.43% 6.64% 7.00% 4.53%



166 G. Gsenger and C. Hanser

In Table 4, one can see the relative costs of one squaring and one multiplica-
tion with a curve parameter compared to an ordinary field multiplication. This
analysis shows that trading 1M for 1m8 + 1S per ladder iteration, as done by
using WZ instead of XZ-coordinates, saves up to 0.54M per ladder step on the
test platform.

Table 4. Costs of squarings and multiplications with curve parameters in relation to
ordinary multiplications

F2163 F2233 F2283 F2409 F2571

1S = 0.094M 0.080M 0.077M 0.061M 0.055M

1m8 = 0.369M 0.411M 0.387M 0.418M 0.430M

5 Conclusions

We have implemented binary Huff curves in software. For scalar multiplication,
we were using a differential Montgomery ladder, based on the differential ad-
dition formulas given by Devigne and Joye in [5]. The timings show that for
the binary NIST curves, this implementation is up to 7.4% faster than the refer-
ence implementation of the differential Montgomery ladder on the corresponding
Weierstrass curves, to which we have applied the same set of optimizations.

We have presented fast all-in-one back-and-forth conversion formulas, which
implicitly include the recovery of the y-coordinate. These conversions turn out to
be almost as efficient as the y-coordinate recovery on Weierstrass curves, which is
required anyway after using the Montgomery ladder on Weierstrass curves. This
preserves most of the savings obtained through the faster differential addition
formulas. Furthermore, we have presented curve parameters for Huff curves,
which are birationally equivalent to the NIST-recommended binary Weierstrass
curves.

Finally, we emphasize that when using the formulas presented in this paper,
the implementation of the differential Montgomery ladder on Huff curves does
not require more effort than its counterpart on Weierstrass curves. Thus, given
the performance gains discussed in this paper such an implementation is an
interesting alternative to conventional implementations.
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Abstract. Scalar multiplication is the most expensive arithmetical op-
eration on elliptic curves. There are various methods available, which
are optimized for different settings, such as high speed, side-channel re-
sistance and small memory footprint. One of the fastest methods for
fixed-base scalar multiplications is the so-called fixed-base comb scalar
multiplication method, which is due to Lim and Lee. In this paper, we
present a modification to this method, which exploits the possibility of
exchanging doublings for much cheaper applications of the Frobenius en-
domorphism on binary Koblitz curves. We have implemented the findings
in software and compare the performance of the implementation to the
performance of the reference WTNAF implementation and the perfor-
mance of the conventional comb multiplication methods. For single scalar
multiplications, we are able to achieve performance improvements over
the WTNAF method of up to 25% and of up to 42% over the conven-
tional comb methods. Finally, we emphasize that the implementation of
the τ -comb method is straight-forward and requires only little effort. All
in all, this makes it a good alternative to other fixed-base multiplication
methods.

Keywords: ECC, scalar multiplication, Lim-Lee method, comb method,
Koblitz curves, Frobenius endomorphism, τ -adic representation.

1 Introduction

In 1985, Neal Koblitz [8] and Victor S. Miller [14] both discovered independently
that elliptic curves over finite fields can be used for public key cryptography.
By now, elliptic curves have become an important concept within public key
cryptography. This is mainly due to small key sizes compared to other public
key cryptosystems, such as RSA, which lower the requirements for CPUs as
well as the memory footprint. Elliptic curves have a group structure and their
cryptographic security relies on the difficulty of solving the elliptic curve discrete
logarithm problem (ECDLP).

The most expensive, yet, at the same time most important operation, on el-
liptic curves is the scalar multiplication. There are plenty of different techniques
achieving optimizations for different settings, such as high speed through the
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reduction of group operations, side-channel resistance and small memory foot-
print. In this paper we are focusing solely on the performance aspects of scalar
multiplication. Koblitz curves allow trading the doubling operation for another
operation, that is, the application of the so-called Frobenius endomorphism,
which is inexpensive compared to point doubling. In the context of Koblitz
curves, many multiplication methods relying on a non-adjacent form (NAF),
such as windowed non-adjacent form (WNAF), interleaved simultaneous point
multiplication, etc., have been adapted, so that doublings can be replaced by
far more efficient applications of the Frobenius endomorphism. Yet, to the best
of our knowledge, no such modification to the fixed-base comb method, which
is also referred to as Lim-Lee method [10], has been proposed until now. This
algorithm achieves very high speed at the cost of precomputations and increased
memory usage due to lookup tables.

1.1 Contribution

In this paper, we are going to introduce an improvement of the fixed-base comb
method on Koblitz curves. In this context, we show how point doublings can be
traded for applications of the Frobenius endomorphism. To do so, we use scalar
recoding to obtain an unsigned τ -adic representation of scalars, which allows us
to exchange the doubling steps within the comb methods for the application of
the Frobenius endomorphism. We detail the scalar recoding algorithm and de-
scribe the modified fixed-base comb method. Furthermore, we have implemented
this method as well as the WTNAF method in software. We give a detailed per-
formance comparison and illustrate the performance gains we have achieved with
respect to the WTNAF and the conventional fixed-base comb methods. In the
former case, we achieve performance improvements of up to 25% and in the
latter case improvements of up to 42%.

1.2 Outline

In Section 2, we are going to talk about elliptic curves in general, binary Koblitz
curves and the fixed-base comb multiplication methods. Section 3 discusses
the improvements we have achieved and Section 4 details the implementation,
presents the benchmark results and compares the findings to the conventional
comb multiplier variants. At last, Section 5 concludes the paper.

2 Preliminaries

An elliptic curve over a field K is a plane, smooth curve described by the Weier-
strass equation:

E : Y 2 + a′1XY + a′3Y = X3 + a′2X
2 + a′4X + a′6, (1)

where a′1, a′2, a′3, a′4, a′6 ∈ K. The set E(K) of points (x, y) ∈ K2 satisfying Equa-
tion (1) plus the point at infinity O = (0 : 1 : 0), which is the neutral element,
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forms an additive Abelian group. The addition of points on an elliptic curve is
achieved using the chord-and-tangent method [17].

For cryptographic purposes, one is interested in elliptic curves over finite fields
Fq, especially in curves over fields F2m with m being prime and Fp with p being
a large prime number. The security of elliptic curve cryptography is based on
the assumption that in general there is no subexponential-time algorithm to
solve the discrete logarithm problem in elliptic curve groups (ECDLP). Given
P,Q ∈ E(Fq) with P being a generator of a subgroup of E(Fq) of large prime
order n, the ECDLP constitutes the problem of finding a scalar k ∈ Zn such that
Q = k · P . In the following, we use E(Fq)[n] to denote this n-order subgroup of
E(Fq).

In cryptography, we usually use non-supersingular curves, as supersingular
curves turned out to be susceptible to the MOV attack [13], which reduces the
ECDLP to the DLP on finite fields for which an efficient subexponential-time
algorithm is known. Non-supersingular curves defined over F2m , are described
using the following short form of Equation (1):

Y 2 +XY = X3 + a2X
2 + a6, (2)

where a2, a6 ∈ F2m and a6 �= 0.
The most important and at the same time most expensive operation on elliptic

curves is the scalar multiplication, that is, computing k · P from some point
P ∈ E(Fq) and some scalar k ∈ Zn. For this purpose, many different algorithms
for different goals, such as small or even constant memory footprint, high speed
or side-channel resistance, have been invented.

Basic algorithms for scalar multiplication are the double-and-add and the
NAF method. In the former case, one is given an unsigned binary representation
of the scalar and per bit of the scalar a doubling is performed, where for bits
set to 1 an additional point addition is carried out. In the latter, the unsigned
scalar representation is replaced by a signed representation, i.e., bits can now
take values in {0,±1}, where for negative bit values point subtractions instead
of additions have to be performed. This way, the Hamming weight of the scalar
can be reduced to 1/3, which gives a major speedup by reducing the number of
additions. Further speed-ups can be achieved by reducing the number of addi-
tions, which is done by the windowed-NAF (WNAF) method at the expense of
some precomputations (cf. [6,4]).

Subsequently, we are dealing with so-called fixed-base comb multipliers, which
are very fast methods for multiplications with some fixed-point P (mostly a fixed
generator of E(Fq)[n]), and with scalar multiplications on Koblitz curves, for
which enormous speed improvements exist already.

2.1 Fixed-Base Comb Multiplication

The fixed-base comb multiplier is due to Lim and Lee [10] and is one of the fastest
scalar multiplication methods available. As it requires intense precomputations,
it is only used for multiplications with a fixed point, which is in most cases a
generator of an elliptic curve (sub-)group.
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In the fixed-base comb method, the bit representation of a scalar k of maxi-
mum bitsize t (where t is the curve’s group order in bits) is prepended with 0s,
such that the length of k is a multiple of the window size w and then split into
w blocks Ki with 0 ≤ i < w of size d = �t/w', so that

k = Kw−1‖ · · · ‖K1‖K0.

Each bitstring Ki represents one row of a binary matrix with w rows and d
columns:⎡⎢⎢⎢⎢⎢⎢⎣

K0

...
Ki

...
Kw−1

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣

K0,d−1 · · · K0,0

...
...

Ki,d−1 · · · Ki,0

...
...

Kw−1,d−1 · · · Kw−1,0

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣

kd−1 · · · k0
...

...
k(i+1)d−1 · · · kid

...
...

kwd−1 · · · k(w−1)d

⎤⎥⎥⎥⎥⎥⎥⎦ (3)

Here, Kj,i denotes the i-th bit of the bitstring Kj and ki denotes the i-th bit of
the unsigned binary representation of the scalar k. The columns of this matrix
are then processed one at a time. By precomputing the points

[aw−1, . . . , a2, a1, a0]2P = aw−12
(w−1)dP + · · ·+ a22

2dP + a12
dP + a0P,

for all possible bitstrings (aw−1, . . . , a1, a0) the actual computation can be ac-
celerated. This method is summarized in Algorithm 1. The Multiply step of
Algorithm 1 has an expected running time of

Algorithm 1. Fixed-base comb method ([10,6])

Precompute:

Input: Window width w, d = �t/w�, P ∈ E(Fq).
Output: Table T holding [aw−1, . . . , a0]2P for all length w bitstrings (aw−1, . . . , a0).

Multiply:

Input: Window width w, d = �t/w�, k = (kt−1, . . . , k1, k0)2, lookup table T generated
via Precompute with respect to P ∈ E(Fq).

Output: kP .
1: If necessary, pad k on the left with 0s, interpret k as Kw−1‖ · · · ‖K1‖K0, where

each Kj is a length d bitstring, where Kj,i denotes the i-th bit of Kj .
2: Q = O.
3: for i = d− 1 downto 0 do
4: Q = 2Q
5: Q = Q+ [Kw−1,i, . . . , K1,i,K0,i]2P = Q+ T∑w−1

j=0 Kj,i2
j

6: end for
7: return Q
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(
2w − 1

2w
d− 1

)
A+ (d − 1)D, (4)

where A and D stand for the costs of a (mixed) point addition and a point
doubling, respectively. Inside the main loop, the fixed-base comb method has
the same number of point additions and point doublings. To reduce the number
of point doublings by half, the so-called fixed-base comb method with two tables
has been introduced, which makes use of an additional table of the same size as
the first table. This method gives a benefit over the conventional comb method
whenever w is chosen such that

2w−1(w − 2)

2w − w − 1
≥ A

D
, (5)

For instance, in case of López-Dahab coordinates, w ≥ 6 must hold for the
two-table comb method to be faster than the comb method, since A/D ≈ 2 [6].

2.2 Koblitz Curves

Binary Koblitz curves are defined by Equation (2), where the curve equation is
defined over F2, that is a2 ∈ {0, 1} and a6 = 1. The group of these curves is
defined over F2m with m prime. For cryptographic purposes, E(F2m) is required
to have almost prime group order, meaning that E(F2m) = hn, where n is a
large prime and the cofactor h ≤ 4.

On Koblitz curves, the map τ : E(F2m) → E(F2m) with:

P �→
{
(x2, y2) if P = (x, y), and

O if P = O,

is an endomorphism, which is called Frobenius endomorphism. It can be used to
achieve tremendous speedups for scalar multiplications on this curve type. Note
that all of the remaining techniques in this section are being discussed in detail
by Solinas [18].

The characteristic polynomial of τ is τ2 − μτ + 2 with μ = (−1)1−a2 . Thus,
the relation 2P = μτ(P ) − τ2(P ) holds for all P ∈ E(F2m). Since squaring is
inexpensive in binary fields, the costs of applying τ are insignificant compared to
other operations, such as point doubling, which suggests trading point doublings
for applications of τ within multiplications by some scalar k. This way, one
can trade 3M + 5S required for a doubling on Koblitz curves in López-Dahab
coordinates ([9,4,7]) for 3S required for one evaluation of τ , where M stands for
the costs of one multiplication and S for the costs of one squaring. However, to
be able to do so, k needs to be converted to a value k′ =

∑l−1
i=0 uiτ

i ∈ Z[τ ], which
is said to be in τ -adic representation.



Speeding Up the Fixed-Base Comb Method for Faster Scalar Multiplication 173

The τ -adic Representation: Now, in order to convert scalars from base 2 to
base τ , we need to introduce the norm function on Z[τ ]. The norm of an element
α = a0 + a1τ ∈ Z[τ ] (note that every element of Z[τ ] can be written this way)
is the integer product of α and its complex conjugate ᾱ = a0 + a1τ̄ ∈ Z[τ ], i.e.,
N : Z[τ ] → Z with N(a0 + a1τ) = a20 + μa0a1 + 2a21. The ring Z[τ ] is Euclidean
with respect to N(·), i.e., it is possible to perform division with remainder in
Z[τ ] so that the norm of the remainder is smaller than the norm of the divisor.
In particular, an element α = a0 + a1τ ∈ Z[τ ] is divisible by τ if and only if a0
is even. If so, then α/τ = (a1 + μa0/2) − (a0/2)τ . Note that this also enables
us to repeatedly divide k ∈ Z by τ , which is necessary to derive the τ -adic
representation k′ =

∑l−1
i=0 uiτ

i of a scalar k. As N(τ) = 2, the remainder in the
i-th division ui is either an element of {0,±1} in case of signed representations
or an element of {0, 1} in case of unsigned representations.

So far, there is, however, one problem with this representation, namely, the
length of the resulting τ -adic representation is twice the length of the correspond-
ing base 2 representation. In case of the NAF, this means that replacing NAF(k)
by the τ -adic NAF (also known as TNAF) will eliminate one doubling for two
applications of τ , but will double the number of additions in the scalar mul-
tiplication method. To overcome this problem, Solinas introduced the reduced
τ -adic NAF in [18], leading to a τ -adic NAF representation half the length of the
original representation and, therefore, of roughly the size of an ordinary NAF
representation. Here, an element ρ ∈ Z[τ ] of smallest possible norm so that ρ ≡ k
mod δ with δ = τm−1

τ−1 is computed. Then, for all points P ∈ E(F2m)[n] it holds
that kP = ρP . From the resulting value ρ, the TNAF representation TNAF(ρ)
is derived, where the length of TNAF(ρ) is bounded by m+ a2.

In practice, often a partial reduction (cf. [18]) is being performed in order to
avoid multiprecision integer divisions. Here, one computes an element ρ′ ∈ Z[τ ]
that is congruent to k modulo δ, but does not necessarily have the smallest
possible norm. After the partial reduction, the length of TNAF(ρ′) is bounded
by m+ a2 + 3 and is, in general, the same as the length of TNAF(ρ).

The Windowed τ -adic NAF Method: The windowed τ -adic NAF or WT-
NAF method is the τ -adic analogue of the ordinary width-w NAF (WNAF).
The goal of this method, is to replace doublings by evaluations of the map τ and
at the same time to reduce the number of additions through windowing. We do
not discuss this method in detail here, but refer the reader to [6,18].

As with the WNAF, a representation of the scalar, having at most one nonzero
coefficient among w consecutive coefficients, is derived. Like before, a scalar
k ∈ Z is (partially) reduced modulo δ = τm−1

τ−1 , and thereby an element ρ ∈ Z[τ ]

is obtained. For w > 1, ρ can be expressed in the form ρ =
∑l−1

i=0 uiτ
i where

ul−1 �= 0 and ui ∈ {0} ∪ {±αu : αu ∈ π} with π = {αu ≡ u mod τw : u =
1, 3, . . . , 2w−1 − 1}. Thus, the number of additions in the multiplication step is
reduced in favor of the precomputation of the points αuP for αu ∈ π. As in case
of the fixed-base comb methods, these points can be computed beforehand for
points known a priori, such as generators. In this case, the WTNAF method has
the following expected costs:
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l

w + 1
A+ lT, (6)

where T denotes the cost of one evaluation of τ .

3 Fixed-Base Comb Method on Koblitz Curves

We now show how the fixed-base comb multiplier can be modified to take advan-
tage of the Frobenius endomorphism on Koblitz curves, i.e., how in this context
doublings can be traded for evaluations of the map τ . Subsequently, we refer to
this method as fixed-base τ -comb method. Both the precomputation and mul-
tiplication step benefit tremendously from this measure. See Section 4 for more
details on the achieved performance improvements.

In order to combine the advantages of Koblitz curves with the fast fixed-
based comb method, the scalar representation has to be modified. Obviously,
it is necessary to obtain an unsigned τ -adic representation of scalar k, that is
k =

∑l−1
i=0 uiτ

i, with ui ∈ {0, 1}. This representation can be obtained with a
small modification to the TNAF algorithm specified by Solinas in [18], which
is summarized in Algorithm 2, where we only allow ui to be 1 in Step 4. As
with TNAF, the size of this representation is approximately twice the size of the
ordinary binary representation. This is why we need to perform a reduction by
δ = τm−1

τ−1 beforehand, in order to reduce the size of the resulting representation.
As we have obtained an unsigned τ -adic scalar representation, the doublings in
the precomputation need to be replaced by evaluations of τ , i.e.,

[aw−1, . . . , a2, a1, a0]τP = aw−1τ
(w−1)d(P ) + · · ·+ a2τ

2d(P ) + a1τ
d(P ) + a0P.

Algorithm 2. Computing the unsigned τ -adic representation

Input: κ = r0 + r1τ ∈ Z[τ ]
Output: κ represented as bitstring u = (ut−1, . . . , u1, u0)τ .
1: i = 0
2: while (r0 
= 0 ∨ r1 
= 0) do
3: if r0 ≡ 1 mod 2 then
4: ui = 1, r0 = r0 − 1
5: else
6: ui = 0
7: end if
8: tmp = r0, r0 = μr0, r0 = r1 + r0/2, r1 = −tmp/2
9: i = i+ 1
10: end while
11: return (ui−1, ui−2, . . . , u1, u0)
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Algorithm 3 shows the fixed-base τ -comb multiplier, where doublings are re-
placed by evaluations of the Frobenius endomorphism τ .

We note that due to the small costs for τ , the right hand-side of Equation (5)
gets large, and, thus, the two-table τ -comb method does not give an advantage
over Algorithm 3 for window sizes used in practice.

Algorithm 3. Fixed-base comb method on Koblitz curves
Precompute:

Input: Window width w, d = �t/w�, P ∈ E(Fq).
Output: Table T holding [aw−1, . . . , a0]τP for all length w bitstrings (aw−1, . . . , a0).

Multiply:

Input: Window width w, d = �t/w�, k = (kt−1, . . . , k1, k0)τ , lookup table T generated
via Precompute with respect to P ∈ E(Fq).

Output: kP .
1: If necessary, pad k on the left with 0s, interpret k as Kw−1‖ · · · ‖K1‖K0, where

each Kj is a length d bitstring, where Kj,i denotes the i-th bit of Kj .
2: Q = O.
3: for i = d− 1 downto 0 do
4: Q = τQ
5: Q = Q+ [Kw−1,i, . . . , K1,i,K0,i]τP = Q+ T∑w−1

j=0 Kj,i2
j

6: end for
7: return Q

4 Implementation Results

In this section, we are detailing the implementation of the τ -comb multiplication
algorithm and contrast its performance to the reference implementations of the
WTNAF method and the conventional comb method.

4.1 Implementation Details

We have implemented the NIST-recommended elliptic curves K-163, K-233,

K-283, K-409 and K-571 [5] in Java. We are using fast reductions for the un-
derlying binary fields and long-arrays for values thereof, which are in polyno-
mial representation. We perform squarings in linear time complexity using table
lookups [16] and multiplications using the windowed left-to-right comb multi-
plier, which works with precomputed multiplication lookup tables and is also
due to Lim and Lee (cf. [12,6]). For field multiplications, we use windows of size
w = 4 and cache these lookup tables for recurring intermediate values in the ad-
dition/doubling formulas. Furthermore, we use partial reductions to derive the
unsigned τ -adic representations (see Section 2.2).

We use López-Dahab coordinates [11] with the fast formulas given by Lange
and Doche in [9,4] as well as Higuchi and Takagi in [7] and perform mixed
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additions in all implementations. Using this coordinate type, mixed additions
take 8M+ 5S, where the multiplication lookup tables for two intermediate values
can be used twice, lowering the costs to 6M+ 2m+ 5S. The evaluation of τ takes
3S and point doublings take 3M + 5S, which are necessary for the conventional
comb methods.

Finally, we emphasize that the implementation of the τ -comb method is
straight-forward and requires only little effort, which makes it a good alternative
to other fixed-base multiplication methods.

4.2 Estimated Costs and Timings

Here, we present rough estimates for the scalar multiplication costs of the dis-
cussed scalar multiplication algorithms and the corresponding timings of our
software implementations. As test platform served an Intel Core i5-2540M run-
ning Ubuntu Linux 12.10/amd64 and OpenJDK 7u15/amd64 in server mode.

Table 1 lists the costs of squarings and multiplications with already precom-
puted lookup tables in relation to the costs of multiplications on the test plat-
form. Thus, on the test platform, we get at most A = 8.2M, D = 3.5M and T = 0.3M
per mixed addition, per doubling and per evaluation of τ , respectively.

Table 1. Costs of squarings in relation to multiplications, where S denotes the cost
of one squaring, M the cost of a multiplication and m the cost of a multiplication using
cached precomputation tables of window size w = 4

F2163 F2233 F2283 F2409 F2571

1S = 0.094M 0.080M 0.077M 0.061M 0.055M

1m = 0.643M 0.717M 0.761M 0.829M 0.939M

In the following, we give some rough estimates of point multiplication costs
of the WTNAF and the τ -comb method based on the relative costs given in
Table 1. So, for instance, on curve K-233 with w = 7 the WTNAF method has
expected costs of 284.09M, whereas the τ -comb method has expected costs of
264.36M giving an advantage of 7.46%. For w = 8, the expected runtime of the
WTNAF method on K-283 is 314.00M, whereas the τ -comb method requires only
283.72M resulting in a performance gain of 10.67%. For w = 9 and curve K-233,
we have 238.45M compared to 201.45M resulting in a speed-up of 18.37% and on
curve K-409 with w = 9 we get 400.53M compared to 365.85M giving a speed-up
of 9.48%.

Table 2 compares the timings of one fixed-base scalar multiplication of the
τ -comb method with the WTNAF method and the conventional comb method.
As Table 2 shows, in the former case, we achieve performance improvements of
up to 25% and in the latter case improvements of up to 42%.
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Table 2. Comparison of the multiplication timings of the comb, the τ -comb and the
WTNAF methods

Curve Window Comb τ-Comb WTNAF Speedup Speedup
size [μs] [μs] [μs] w.r.t Comb w.r.t WTNAF

K-163
w=6 276.50 209.06 241.77 1.32x 1.16x
w=7 237.03 196.51 208.73 1.21x 1.06x
w=8 211.65 168.13 194.55 1.26x 1.16x
w=9 192.83 152.97 187.38 1.26x 1.22x

K-233
w=6 511.96 398.87 405.49 1.28x 1.02x
w=7 455.76 341.16 386.22 1.34x 1.13x
w=8 383.59 299.29 356.87 1.28x 1.19x
w=9 343.87 266.21 332.61 1.29x 1.25x

K-283
w=6 738.62 544.43 583.54 1.36x 1.07x
w=7 653.78 489.27 527.23 1.34x 1.08x
w=8 582.79 430.37 509.92 1.35x 1.18x
w=9 508.49 393.47 448.91 1.29x 1.14x

K-409
w=6 1581.53 1113.97 1284.27 1.42x 1.15x
w=7 1383.75 1024.39 1110.81 1.35x 1.08x
w=8 1203.60 889.96 1077.14 1.35x 1.21x
w=9 1060.99 807.13 938.07 1.31x 1.16x

K-571
w=6 3026.80 2135.81 2280.14 1.42x 1.07x
w=7 2627.00 1903.24 2061.80 1.38x 1.08x
w=8 2336.93 1675.88 1865.80 1.39x 1.11x
w=9 2048.58 1581.32 1816.99 1.30x 1.15x

5 Conclusions

In this paper we have presented a modification to the fixed-base comb method,
which allows us to benefit from speedups available on Koblitz curves, i.e., the
possibility of replacing point doublings with applications of the far more efficient
Frobenius endomorphism τ . In order to do so, one has to perform scalar recoding
from base 2 to an unsigned base τ representation, for which we presented the re-
spective algorithm. We have implemented the findings in Java, which allowed us
to draw a detailed performance comparison. The implementation timings showed
a speedup of up to 42% for single scalar multiplications over the conventional
comb method and of up to 25% over the WTNAF method. Finally, we emphasize
that the implementation of the τ -comb method is straight-forward and requires
only little effort. All in all, this makes it a good alternative to other fixed-base
multiplication methods.

5.1 Related and Future Work

The authors of [2] showed how τ -adic representations can be optimized using tele-
scopic sums in combination with a single point halving operation giving a speed-
up of ≈ 12.5% over the conventional TNAF method. Later on, this approach was
refined in [3] resulting in about 25% less group operations. In [1], the authors
study how the Frobenius endomorphism τ can be efficiently combined with the
GLV-method by using powers of τ . This way, they are able to decompose scalars
and apply interleaved point multiplication on the decomposed smaller scalars,
setting new speed records using a low-level implementation. Implementing the
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aforementioned approaches and drawing comparisons to the method proposed
in this paper are issues for future work.

The authors of [15] proposed a new, fast fixed-base comb method, which com-
bines theLim-Lee and theTsaur-Choumethod [19]. Futurework includes adapting
this new fixed-base comb multiplier to work with the Frobenius endomorphism.
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Abstract. Cloud Computing has huge impact on IT systems. It offers
advantages like flexibility and reduced costs. Privacy and security issues,
however, remain a major drawback. While data can be secured against
external threats using standard techniques, service providers themselves
have to be trusted to ensure privacy.

In this paper, we present a novel technique for secure database out-
sourcing. We provide the security notion Ind-ICP that focuses on hiding
relations between values. We prove the security of our approach and
present benchmarks showing the practicability of this solution. Further-
more, we developed a plug-in for a persistence layer. Our plug-in de- and
encrypts sensitive data transparently to the client application. By using
encrypted indices, queries can still be executed efficiently.

1 Introduction

Cloud Computing enables a more efficient use of storage and computing resources
by sharing them between multiple applications and clients. Outsourcing and pay-
per-use payment models cause reduced cost for IT infrastructures. Also, the risk
of fatal data loss is minimized due to specialization of the individual providers.

Huge impediments for the adoption of Cloud Computing, however, are security
concerns. A client using a cloud service, loses control over his data. He cannot
control whether its data is copied or misused. A malicious system administrator
may copy sensitive data and sell it to e.g. competitors. Providers may even be
required by law to disclose the data of their clients to government agencies.

Current security measures of Cloud Computing providers focus on external
adversaries. Authentication and authorization mechanisms prohibit access for
unauthorized clients. Measures against internal adversaries mostly try to restrict
physical access to servers to authorized staff. Examples like Wikileaks, however,
show that legal insiders also have to be taken into account.

In this paper, we present a novel approach to secure database outsourcing.
Intuitively, our scheme hides associations like Alice ↔ Bob rather than hiding
the values Alice and Bob themselves. In order to achieve security as well as
efficiency, we use a combination of encryption and index generation. We provide
the security notion Ind-ICP that informally hides relations between data values.
Furthermore, we prove that our approach fulfills this new security notion.
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In order to demonstrate the practicability of our approach, we provide
Cumulus4j [1], an implementation of our approach for data objects. We im-
plemented Cumulus4j as a plug-in for DataNucleus [2]. DataNucleus is an open-
source database abstraction layer that implements the latest versions of JPA [4]
and JDO [3]. Our plug-in transparently encrypts data before it is stored in the
database back-end, while providing provable security. The overhead introduced
by Cumulus4j depends on the query type and the data structure. We define the
overhead as the fraction time with Cumulus4j over time without Cumulus4j. Our
benchmarks show that Cumulus4j has no impact on select and update queries
but takes 5 times longer for inserts. Cumulus4j is open source under the GNU
Affero General Public License, and can be downloaded from [1].

This paper is structured as follows: In Section 2, we will discuss related work.
We present the data model used by Cumulus4j in Section 3 and the architecture
in Section 4. In Section 5, we prove the security of Cumulus4j. We present and
discuss benchmark results in Section 6. Section 7 concludes.

2 Related Work

The problem of secure database outsourcing emerged early in 2002 [13]. Conse-
quently, there is a rich body of research on this problem. Most of the approaches
rely either on indices or on fragmentation.

There are also well-known cryptographic schemes, that could be used to im-
plement secure database outsourcing, namely secure multi party computations
and fully homomorphic encryption [11,10]. While providing provable security, the
huge overhead of these schemes would cancel out the benefits of outsourcing.

More practical approaches try to find a trade-off between security, perfor-
mance, and efficient support for as many query types as possible. An efficient
and practical database outsourcing scheme should provide support for sub-linear
query execution time in the size of the database [16].

To our knowledge, the first practical approach to the problem of secure
database outsourcing was presented by Hacigümüs et. al. in [13]. Based on this
approach, additional solutions have been suggested [12,8,14].

The idea of these solutions is to create indices in order to support efficient query
processing. These indices are coarse-grained. They contain keywords, ranges, or
other identifiers and row ids of the rows in the database where the keywords occur.
An adapter handles query transformation and sorts out false positives. Depending
on the indices and the queries this can lead to a large overhead. Furthermore, it
is unclear what level of security these approaches provide for realistic scenarios.

Another idea found in literature is to achieve privacy by data partitioning.
The approaches in [7,9,20] introduce privacy constraints that can be fulfilled
by fragmenting or encrypting the data [7,9] or fragmentation and addition of
dummy data [20]. In [18], Nergiz et. al. use the Anatomy approach [21] to achieve
privacy in a database outsourcing scenario. The level of privacy achieved by these
partition-based approaches depends on the actual data and user defined privacy
constraints. They do not provide any security notion beyond that.
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Different to the approaches described above is CryptDB [19]. It does not rely
on explicit indices or fragmentation. It uses the interesting concept of onions of
encryptions. CryptDB proposes to encrypt the database attribute wise. Further-
more, it uses different encryption schemes that for example allow for exact match
or for range queries of encrypted values. These encryptions are nested with the
clear text in the middle. If a query cannot be executed because of the current
encryption level of an attribute, the database removes the outermost layer of all
entries of this attribute. Therefore, the security of this approach depends on how
the database is used (i.e. what type of queries are issued to the database). The
CryptDB approach does not provide any security notion.

3 Data Model

In order to store data objects securely in a database, we need to transform them.
In this section, we describe the data model of Cumulus4j, the transformation and
encryption of data objects, as well as retrieval of stored data.

A difference between relational data and objects is that objects can hold refer-
ences to other objects. In order to serialize objects we serialize these references.
We also need to serialize references for the indices we create. We will explain
this process in the next subsection.

3.1 Serializing References

In contrast to plain fields such as int, char or boolean, references to other objects
cannot be encrypted directly. They need to be serialized first. Therefore, we
replace the reference with a field containing the id of the referenced object.
Consider Figure 1(a). There are two objects, each with an unique id. These ids
are provided by DataNucleus as specified in JDO and JPA. The object A has a
reference to object B. Cumulus4j replaces this reference with an additional field
in object A′ containing the object id of object B.

A

id = 1

B

id = 2
relation

(a)

A’

id = 1
relation = 2

B

id = 2

(b)

Fig. 1. Two objects A and B (a). Each object has a unique id. Object A has a reference
relation to object B. In Figure (b), the reference has been replaced. A′ contains an
additional field with the id of object B.

Encrypting this field prevents an adversary from learning the relation of object
A to object B. With the encryption key Cumulus4j can, however, reconstruct
the original object A from the object A′.

Note that this procedure can also be recursively applied to more complex data
structures.
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3.2 The Cumulus4j Transformation

Cumulus4j transforms data objects into the data structure depicted in Figure 2.
This transformation is done in three steps:

1. Data object transformation and encryption
Cumulus4j serializes data objects, encrypts the serialization, and stores it
in wrapper objects of the type DataEntry. References to other objects are
serialized by replacing them with their wrapper objects’ IDs.

2. Meta data class creation
For each data object class a ClassMeta object and for each field of each class
a FieldMeta object is created. These objects contain metadata such as the
name of the class/field. Additionally ClassMeta objects contain references
to their FieldMeta objects.

3. Index generation
For each field in a data object, an IndexEntry object is created. This ob-
ject contains the value of the field together with serialized (cf. Section 3.1)
and encrypted references to those DataEntry wrapper objects containing the
indexed field value. There are different types of IndexEntry classes. For ex-
ample an IndexEntryDouble objects contains a double value, while an Index-
EntryString object contains a string value. Each IndexEntry object contains
a reference to its FieldMeta object.

FieldMeta ClassMeta

DataEntryIndexEntry

. . .IndexEntryDoubleIndexEntryString

Fig. 2. The Cumulus4j data model stored in the back-end. The dashed arrow repre-
sents a serialized and encrypted reference. The DataEntry classes contain encrypted
serializations of data objects.

After this transformation, due to the encrypted references in the IndexEn-
try objects and the encrypted data objects, an adversary only learns the field
values of the original objects, but not which values occurred in the same ob-
ject. Cumulus4j, however, can reconstruct the original objects. Note, that this
transformation can also be applied to relational data interpreted as data objects
(cf. Section 5.1). We use this in our security proof in Section 5.3.

For increased security, the index generation step can be suppressed with anno-
tations in data object classes. In this case no index will be generated. Cumulus4j
allows for suppression of index generation on field level. This has implications for
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security as well as performance. Not generating an index results in faster writes
and increased security. This is an option for fields that are confidential by itself,
and will not be part of conditions in queries (e.g. credit card numbers).

3.3 Data Retrieval

In the last section, we described the transformation that is used in order to
store data objects. In this section, we describe the retrieval of data objects. This
is done by the Cumulus4j plug-in that intercepts issued queries and rewrites
them. The transformation of data retrieval queries is depicted as pseudocode in
Figure 3.

Data: retrieval query q with conditions C and boolean operators OP
Result: result set S
exp = {} ; /* empty expression of algebra of sets */
foreach ci ∈ C do

ind ← retrieve and decrypt IndexEntry objects with matching condition ci;
if i = 1 then exp = ind;
else exp = exp opi−1 ind;

end
ids = evaluate exp ; /* set of ids */
data ← retrieve and decrypt DataEntry objects with ids in ids;
S ← q(data) ; /* remaining evaluation of q with data */
return S;

Fig. 3. Pseudocode for data retrieval queries in Cumulus4j

Consider the following example selection query for objects of a class
C: σA=x opB<y(C), where A and B are attributes, x and y are attribute val-
ues from the domain of A and B, respectively, and op is a boolean operator.
In order to execute this query, Cumulus4j issues queries to the IndexEntries for
indices of Class C and field A with value x and for field B with value < y. This
procedure can be parallelized. Then Cumulus4j decrypts the indices and applies
the boolean operator op to the decrypted sets of indices. The result is the set
of indices of DataEntries that satisfies the query. After retrieval and decryp-
tion of these DataEntries, Cumulus4j returns them. If the issued query contains
an aggregation (e.g. count), we use in memory evaluation before returning the
result.

4 Architecture

We implemented Cumulus4j as a plug-in for the database abstraction layer
DataNucleus. Cumulus4j integrates into DataNucleus as an OSGi plug-in. Con-
sider the architecture depicted in Figure 4. The application component accesses
DataNucleus and DataNucleus accesses the underlying database. Cumulus4j en-
hances DataNucleus.
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The integration of our plug-in, and therefore the encryption of the underlying
database, is fully transparent to the application (except for a minimum of Cu-
mulus4j API calls controlling the key management). Thus, existing applications
using DataNucleus can be easily enhanced with Cumulus4j.

In one database, thousands or more different keys are used to encrypt different
records. During a database operation, only those encryption keys are in the
memory of the server Cumulus4j is deployed to which are needed for the current
operation. Therefore, an attacker taking a memory dump can only compromise
a subset of the keys and thus decrypt only a part of the database.

Application

DataNucleusCumulus4j Database

Fig. 4. Coarse architecture of DataNucleus with Cumulus4j. The integration of Cumu-
lus4j as a plug-in for DataNucleus is transparent for the application.

Cumulus4j requires a key server that manages encryption keys. Cumulus4j
supports deployment of the key server on the client as well as deployment of the
key server on a separate server.

Key Server Deployed on the Client. In order to communicate with the
server, the client establishes a communication channel with the server. Without
a dedicated key server, the client will initiate a second communication channel.
This channel is dedicated for key requests issued by the server and responses
from the client (cf. Figure 5(a)). Key requests are issued by the server whenever
it has to encrypt or decrypt data and therefore needs access to certain keys.

Dedicated Key Server. Alternatively to holding the keys on every client, it
is possible to run a dedicated key-server (cf. Figure 5(b)). Then, clients need
to establish crypto sessions with the key server. Since the keys are password
protected, the key server only sends issued keys to the server if there is a corre-
sponding crypto session with a client.

To increase security, the presence of a crypto-session (i.e. an authenticated
user) is not sufficient for the key server to respond to key requests. Only, if the
client is currently expecting the application server to perform database opera-
tions on his behalf, access to the key server is granted. This is done by temporar-
ily unlocking the current crypto-session. It is locked again immediately after the
application server finished its database operation. Therefore, a user does not need
to log out in order to deny access to the keys on his behalf. His crypto-session
is always locked whenever the user is not actively using the application.
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Fig. 5. Key management for different deployment Scenarios: Without a dedicated key
server (a) clients handle key management. With a dedicated key-server (b) clients
establish a crypto session with the key server.

5 Security of Cumulus4j

In this section, we introduce a novel security notion for outsourced databases,
called Ind-ICP (Indistinguishability under Independent Column Permutation).
Informally, this notion hides relations between attribute values. Furthermore, we
argue that the Cumulus4j transformation we presented in Section 3.2 adheres
this security notion. In order to do so, we interpret objects as rows in a table
with a scheme defined by the class of the object.

5.1 Interpretation of Objects as Relational Data

Data objects contain either primitive values (e.g. int, boolean, char) or references
to other objects. In order to prove the security of Cumulus4j, we interpret objects
as rows in tables of a relational database. The representation we choose is as fol-
lows: Tables represent classes, attributes represent fields of classes, and attribute
values represent field values of objects. Therefore, an object is represented by a
row in the table of its class. Consider for example Figures 6(a) and 6(b).

Alice:Person

name = Alice
surname = Smith

Bob:Person

name = Bob
surname = Smith

friends with

(a)

id name surname friends with

1 Alice Smith 2
2 Bob Smith 1

(b)

Fig. 6. An example of two objects of type Person (a) and a tabular representation (b)
of these objects

Figure 6(a) depicts two objects of the class Person. These objects have the
field name, surname and a friends with reference to each other.
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These objects can be represented by rows in the table depicted in figure 6(b).
Each row has a unique id. The references are replaced with the ids of the objects
or rather rows.

Note, that the mapping of data objects to relational data is bijective. There-
fore, a proof of security properties of objects represented this way, also applies
to the objects itself.

5.2 A Security Notion for Outsourced Databases: Ind-ICP

In this section, we will present Ind-ICP, a security notion applicable to secure
database outsourcing. We already introduced Ind-ICP in [15]. In this paper, we
will do this more formally. We do not distinguish between a table and a database,
since a (finite) set of tables always can be normalized to a universal relation. For
the definition of our security notion, we define a database as a multiset of tuples:

Definition 1. A database d = {t1, t2, . . . , tn} is a multiset of tuples with at-
tributes A1, A2, . . . , Am. We denote the value of attribute Ai in tuple tj as di,j.
We call the set of all i-th elements of each tuple in d the i-th column of d. We
call the set of all databases DB.

Throughout this paper, we use the terms tuple and row interchangeably. When
interpreting objects as rows of a database, the Cumulus4j transformation pre-
sented in Section 3.2 takes databases as input and outputs also databases. We
define this process as a database transformation:

Definition 2. A database transformation is a transformation f : DB → DB.
We call F the set of all database transformations. If f is a function, we call f
a database function.

Note that not all database transformations are functions. Consider for example
transformations that involve probabilistic processes. In order to define a security
notion for database outsourcing, we define a relation for databases that should
be indistinguishable after the Cumulus4j transformation. This relation is implied
by the following database function:

Definition 3. Let Π ⊂ F be the set of database functions p : DB → DB such
that each p ∈ Π independently permutes the entries within each column of a
database. We call p an independent column permutation (ICP).

α a a
β b b
γ c c

(a)

γ c a
β a b
α b c

(b)

Fig. 7. An example for a database before (a) and after (b) an independent column
permutation
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Consider for example the databases depicted in Figure 7. The right database (b)
is the result of applying the independent column permutation p = (p1, p2, p3) with
p1 = (13), p2 = (123), and p3 = id to the one (a).

Based on Definition 3, we define the following experiment:

Definition 4. Let d ∈ DB be a database, f ∈ F a database transformation,
p ∈ Π a independent column permutation, A an adversary and i ∈ {0, 1}. We
define the experiment Ind-ICP i

A as follows:

Ind-ICP i
A(d):

d0 ← f(d)
d1 ← f(p(d))
b ← A(di)
return b

In this experiment, an adversary A guesses whether an ICP p has been applied
to a database d before applying f . Now, we can define our security notion:

Definition 5. For a database transformation f , Indistinguishability under In-
dependent Column Permutation (Ind-ICP) holds iff for each polynomially re-
stricted adversary A, for each database d ∈ DB, and each ICP p ∈ Π the
following holds:

AdvInd-ICP
A (d) :=∣∣Pr[Ind-ICP 1

A(d) = 1]− Pr[Ind-ICP 0
A(d) = 1]

∣∣
is negligible.

Informally, a database transformation fulfills Ind-ICP if, given the transformed
database, an adversary cannot infer the relations of the attribute values of the
original database, since the relations are destroyed by independent column per-
mutations. This security notion is weaker than classical cryptographic security
notion (e.g. Ind-CCA). It, however, allows for schemes that support efficient
execution of queries on the encrypted data.

Please note, that Ind-ICP does not compose with background knowledge.
According to the No-Free-Lunch Theorem [17], this is not possible for an scheme
that maintains some utility. Because of this, in our implementation we introduced
annotations that allow for suppression of index generation.

5.3 Cumulus4j Fulfills Ind-ICP

In Section 5.1, we argued that data objects also can be interpreted as relational
data. In this section, we apply the Cumulus4j transformation to arbitrary rela-
tional data and prove that it adheres Ind-ICP. For this proof, we assume that
all tables are sorted lexicographically and that the adversary has no background
knowledge about the database.

Consider Figure 8: Figure 8(a) depicts an arbitrary table with attributes ai
and attribute values vi,j . Figure 8(b) depicts the table from Figure 8(a) after
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applying an arbitrary independent column permutation (cf. Section 5.2). We
now apply the Cumulus4j transformation to these two tables and show, that the
results are indistinguishable for any polynomial time adversary. Thus, proving
that the Cumulus4j transformation fulfills Ind-ICP.

a1 a2 . . .

v1,1 v2,1 . . .
v1,2 v2,2 . . .
. . . . . . . . .

(a)

a1 a2 . . .

v1,π1(1) v2,π2(1) . . .
v1,π1(2) v2,π2(2) . . .
. . . . . . . . .

(b)

Fig. 8. A table with attributes ai and values vi,j (a) and the same table after applying
an independent column permutation (b). Not depicted: The meta data associated with
the tables and its attributes.

Interpreting the tables in Figure 8 as objects, applying the Cumulus4j trans-
formation (cf. Section 3.2) and reinterpreting the result as relational data yields
tables depicted in Figures 9 and 10. For the sake of simplicity and w.l.o.g., we
assume each attribute value to be unique.

fID cID metadata

1 1 fm1,1

2 1 fm1,2

. . . . . . . . .

(a) FieldMeta

cID metadata

1 cm1

(b) ClassMeta

key fID IDlist

v1,1 1 E(1)
v1,2 2 E(2)
v2,1 1 E(1)
v2,2 2 E(2)
. . . . . . . . .

(c) IndexEntry

id cID data

1 1 E(v1,1, v2,1, . . . )
2 1 E(v1,2, v2,2, . . . )
. . . . . . . . .

(d) DataEntry

Fig. 9. A relational representation of the result of the application of the Cumulus4j
transformation (cf. Section 3.2) to the table in Figure 8(a) assuming the attribute
values vi,j are different

fID cID metadata

1 1 fm1,1

2 1 fm1,2

. . . . . . . . .

(a) FieldMeta

cID metadata

1 cm1

(b) ClassMeta

key fID IDlist

v1,1 1 E(π1(1))
v1,2 2 E(π1(2))
v2,1 1 E(π2(1))
v2,2 2 E(π2(2))
. . . . . . . . .

(c) IndexEntry

id cID data

1 1 E(v1,π1(1), v2,π2(1), . . . )
2 1 E(v1,π1(2), v2,π2(2), . . . )
. . . . . . . . .

(d) DataEntry

Fig. 10. The result of the application of the Cumulus4j transformation to the table in
Figure 8(b) assuming the attribute values vi,j are different

Cumulus4j encrypts each row of the original table (DataEntry), generates
indices (IndexEntry) with encrypted keys for every attribute value, and generates
the meta data tables. The meta data tables contain keys, meta data about the
original table, as well as meta data about attributes.

The tables in Figures 9 and 10 are identical except for the encrypted entries.
Therefore, breaking the Ind-ICP property of Cumulus4j implies breaking the
underlying encryption scheme.
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6 Performance

In order to predict the performance of an application after migrating to Cumu-
lus4j, we measure the performance with a generic benchmark suite. For this, we
use the open-source database benchmark suite PolePosition [5], which can be
easily used with DataNucleus. We compare two engines: DataNucleus without
Cumulus4j and DataNucleus with Cumulus4j. The benchmark is run multiple
times for each engine and averaged. This way, effects of the OS and the Java
garbage collection are minimized. Different scenarios (called circuits) are con-
sidered in order to better understand the impact on a complex application later.
The full source code – including the benchmarks – can be downloaded at [1]. We
measure the time for four different circuits (for details cf. [6]):

– Complex uses a deep object graph of different classes with an inheritance
hierarchy of five levels.

– Flatobject uses simple flat objects with indexed fields.
– Inheritancehierarchy operates on objects of a class hierarchy with a depth

of five levels.
– Nestetdlists uses a deep graph of lists for traversing.

We describe the operations performed in the different circuits:

– write stores all objects into an initially empty database.
– read loads all attached objects into memory and traverses them, by calcu-

lating a checksum over all objects.
– query queries for instances over an indexed field.
– update traverses all objects, updates a field in each object.
– delete traverses all objects and deletes each object individually.
– queryIndexedString simulates querying for a number of flat objects by an

indexed string member.
– queryIndexedInt simulates querying for a number of flat objects by an

indexed int member.

DataNucleus translates all above queries into rapidly processable exact match
queries (attr = param).

The setup is as follows: The benchmark is run on an application and bench-
mark server (Intel Core i7-2700K, 3.5 GHz, 16 GB RAM). A database server
(AMD Phenom II X6, 0.8 GHz, 8 GB RAM) hosts the MySQL 5.5 database.
They are connected via Gigabit Ethernet. The setup divides the servers into two
zones: The trusted zone running the DataNucleus+Cumulus4j middleware and
the untrusted storage back-end.

The results are shown in Figure 11 in appendix A. In oder to cope with out-
liers, the mean time for all operations is shown on a logarithmic scale in order to
cope with outliers. The introduction of the Cumulus4j plug-in makes the creation
of the initial datasets more complex, thus consuming more time. Data encryption
and the creation of indices result in an overhead of factor 5. MySQL does not
use any indices per default. But due to the implicit use of indices in Cumulus4j,
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query operations run faster on the Cumulus4j engine for all circuits. Updates
take almost the same amount of time while deletes are marginally slower with
Cumulus4j. It is currently unknown why the read operations in the Inheritance-
hierarchy are much slower than without Cumulus4j.

We can confer that the use of the Cumulus4j plug-in in DataNucleus does not
introduce high overhead in any scenario. It is best suited for applications with
many read and few write queries, but it can be used in every scenario.

When using Cumulus4j in web application, the user would probably not notice
any slowdown at all, because the overall response time is only marginally affected
by Cumulus4j.

7 Conclusion and Future Work

In this paper, we introduced a new approach for securing outsourced databases.
While taking insider-attacks into account, we focused on privacy – a major con-
cern when dealing with Cloud Computing.

We presented Cumulus4j, a plug-in for the database abstraction layer DataNu-
cleus. It serializes and encrypts data objects and generates meta data that en-
ables fast query processing. Cumulus4j handles encryption, decryption and query
translation transparently and requires only minimal changes to the original ap-
plication. We defined a novel security notion, Ind-ICP, which informally is ful-
filled if relations between attribute values are hidden. We proved that Cumulus4j
achieves this kind of security. Finally, we showed that the solution is practical
by comparing it with an unsecured database in several benchmark scenarios.

Planned future improvements are optimizations of the index structure as well
as additional annotations in order to allow for even faster queries execution.
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Fig. 11. Benchmark of circuit (a) Complex, (b) Flatobject, (c) Inheritancehierarchy,
and (d) Nestedlists of JDO/DataNucleus without (light gray) and with the Cumulus4j
plug-in (dark gray)
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Abstract. We introduce Multi Tree XMSS (XMSSMT ), a hash-based
signature scheme that can be used to sign a virtually unlimited number
of messages. It is provably forward and hence EU-CMA secure in the
standard model and improves key and signature generation times com-
pared to previous schemes. XMSSMT has — like all practical hash-based
signature schemes — a lot of parameters that control different trade-offs
between security, runtimes and sizes. Using linear optimization, we show
how to select provably optimal parameter sets for different use cases.

Keywords: hash-based signatures, parameter selection, linear optimiza-
tion, forward secure signatures, implementation.

1 Introduction

Digital signatures are among the most important cryptographic primitives in
practice. They are used to secure communication protocols like SSL/TLS and
SSH, software updates, or to replace handwritten signatures. Hash-based signa-
ture schemes are an interesting alternative to the signature schemes used today.
Not only because they are assumed to resist quantum computer aided attacks,
but also because of their fast signature generation and verification times as well
as their strong security guarantees. The latest hash-based signature schemes [3,9]
come with a standard model security proof and outperform RSA in many set-
tings regarding runtimes.

Practical hash-based signature schemes have a lot of parameters that control
several trade-offs between runtimes and sizes. Hence, an important open problem
on the way of making hash-based signatures practical is parameter selection. In
previous works [3, 4, 6, 7, 9] it was shown how to select secure parameters using
the exact security reductions, but this still leaves too many possible parameter
choices to apply a brute-force search. Even applying reasonable restrictions on
the parameters, the search space can easily grow to the order of 280 and more.
In this work we introduce Multi Tree XMSS (XMSSMT ), a new hash-based
signature scheme that contains the latest hash-based signature schemes XMSS
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and XMSS+ as special cases and propose a systematic way to select the optimal
parameter set for a given scenario for XMSSMT .

XMSSMT improves XMSS in a way, that it allows for a virtually unlimited
number of signatures, while it preserves its desirable properties. XMSSMT has
minimal security requirements, i.e. it can be proven EU-CMA secure in the
standard model, when instantiated with a pseudorandom function family and a
second preimage resistant hash function. Moreover, XMSSMT is forward secure
[1] and introduces a new trade-off between signature and key generation time on
the one hand and signature size on the other hand. XMSSMT can be viewed as
applying the tree chaining idea introduced in [6] to XMSS and combine it with
the improved distributed signature generation proposed in [9].

For XMSSMT , we show how to model the parameter selection problem as a
linear optimization problem. A straight forward approach would lead many non-
linear constraints. To overcome this problem, we use the generalized lambda
method [13] for linearization. The resulting model can then be solved using the
Simplex algorithm [8]. As the general lambda method is exact, the Simplex al-
gorithm outputs a provably optimal solution under the given constraints. We
made the model flexible, such that it can be used for different use cases with
different requirements using different inputs. We present results for demonstra-
tive use cases and compare them to possible parameter choices from previous
work. However, the code is available on the corresponding authors home page
and can be used to select optimal parameters for other use cases. Linear opti-
mization was used before in [4] to find optimal parameters. Unfortunately, the
results given there do not carry over to the new hash-based signature schemes,
as less parameters were taken into account and the authors of [4] do not provide
details about how to model the problem.

Organization.We start with an introduction to XMSSMT in Section 2, where
we also discuss theoretical runtimes and parameter sizes as well as security and
correctness of the scheme. In Section 3 we show how to model the parameter
selection problem for XMSSMT as a linear optimization problem and present
optimal parameters for exemplary use cases in Section 4. We discuss our results
and draw a conclusion in Section 5.

2 Multi Tree XMSS - XMSSMT

In this section we introduce XMSSMT . For a better understanding, we first give
a brief description of the scheme. A hash-based signature scheme starts with
a one-time signature scheme (OTS). To obtain a many time signature scheme,
many instances of the OTS are used and their public key are authenticated using
a binary hash tree, called Merkle-Tree. The root of the tree is the public key of
the scheme and the secret key is the seed of a pseudorandom generator that is
used to generate the OTS secret keys. A signature contains an index, the OTS
signature, and the so called authentication path which contains the siblings of
the nodes on the way from the used OTS key pair to the root. For XMSSMT we
extend this using many layers of trees. The trees on the lowest layer are used to
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sign the messages and the trees on higher layers are used to sign the roots of the
trees on the layer below. The public key contains only the root of the tree on
the top layer. A signature consists of all the signatures on the way to the highest
tree. A graphical representation of the scheme can be found in Appendix E. In
the following we describe the construction in detail, starting with the description
of some building blocks. Afterwards we describe the algorithms of the scheme
and present an theoretical analysis of its performance, security and correctness.

Parameters.For security parametern ∈ N, the basic building blocks of XMSSMT

are a pseudorandom function family Fn = {FK : {0, 1}n → {0, 1}n|K ∈ {0, 1}n},
and a second preimage resistant hash functionH : {0, 1}2n → {0, 1}n. Further pa-
rameters are the number of layers d ∈ N, the binary message length m and one
parameter set per layer. For a layer 0 ≤ i ≤ d−1 a parameter set contains the tree
height hi ∈ N, the so called BDS parameter ki ∈ N with the restrictions ki < hi

and hi − ki is even and the Winternitz parameter wi ∈ N, wi ≥ 2. To enable im-
proved distributed signature generation we require (hi+1−ki+1+6)/2 ≤ 2hi−ki+1

for 0 ≤ i < d − 1, as well as (h0 − k0)/2 ≥ d − 1. A XMSSMT key pair can be

used to sign h =
∑d−1

i=0 hi messages of m bits. The remaining parameters define
the various trade-offs explained below. These parameters are publicly known.

Winternitz OTS. XMSSMT uses the Winternitz-OTS (W-OTS)
from [2]. W-OTS uses the function family Fn and a value X ∈ {0, 1}n that
is chosen during XMSS key generation. Besides message length m and Winter-
nitz parameter w it has another parameter � = �(m,w) that is a function of
m and w. The W-OTS secret key, public key and signatures consist of � bit
strings of length n. An important property of W-OTS is that the public key
can be computed from a valid signature. The sizes of signature, public, and se-
cret key are �n bits. The runtimes for key generation, signature generation and
signature verification are all bounded by �(w − 1) evaluations of elements from
Fn. The Winternitz parameter w controls a time - space trade-off, as � shrinks
logarithmically in w. For more detailed information see Appendix A.

XMSS Tree. XMSSMT uses the XMSS tree construction, originally proposed
in [7]. An XMSS tree of height h is a binary tree with h + 1 levels. The leaves
are on level 0, the root on level h. The nodes on level j, are denoted by Ni,j ,
for 0 ≤ i < 2h−j , 0 ≤ j ≤ h. To construct the tree, h bit masks Bj ∈ {0, 1}2n,
0 < j ≤ h and the hash function H, are used. Ni,j , for 0 < j ≤ h, is computed
as Ni,j = H((N2i,j−1||N2i+1,j−1)⊕ Bj).

Leaf Construction. The leaves of a XMSS tree are the hash values of W-OTS
public keys. To avoid the need of a collision resistant hash function, another
XMSS tree is used, called L-tree. The � leaves of an L-tree are the � bit strings
(pk0, . . . , pk�) from the corresponding public key. If � is not a power of 2, a
left node that has no right sibling is lifted to a higher level of the L-tree until it
becomes the right sibling of another node. For the L-tree, the same hash function
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as above but �log �' new bitmasks are used. These bitmasks are the same for all
L-trees.

Pseudorandom Generator. The W-OTS key pairs belonging to one XMSS
tree are generated using two pseudorandom generators (PRG) build using F .
The stateful forward secure PRG FsGen : {0, 1}n → {0, 1}n×{0, 1}n is used to
generate one seed value per W-OTS keypair. Then the seed is expanded to the �
W-OTS secret key bit strings using Fn. FsGen starts from a uniformly random

state S0
$←− {0, 1}n. On input of a state Si, FsGen generates a new state Si+1

and a pseudorandom output Ri: FsGen(Si) = (Si+1||Ri) = (FSi(0)||FSi(1)).
The output Ri is used to generate the ith W-OTS secret key (sk1, . . . , sk�) as
skj = FRi(j − 1), 1 ≤ j ≤ �.

Tree Traversal - The BDS Algorithm. To compute the authentication paths
for the W-OTS key pairs of one XMSS tree, XMSSMT uses the BDS algo-
rithm [5]. The choice of this algorithm is already a time - memory trade-off.
Instead of computing every node of the authentication path when needed, BDS

uses some storage to decrease the worst case runtime. The BDS algorithm uses
the TreeHash algorithm (see Algorithm 1) as a subroutine. The BDS algorithm
reduces the worst case signing time from 2h − 1 to (h − k)/2 leaf computations
and evaluations of TreeHash. More specifically, the BDS algorithm does three
things. First, it uses the fact that a node that is a left child can be computed
from values that occurred in an authentication path before, spending only one
evaluation of H. Second, it stores the right nodes from the top k levels of the
tree during key generation. Third, it distributes the computations for right child
nodes among previous authentication path computations. It schedules one in-
stance of TreeHash per tree level. The computation of the next right node on
a level starts, when the last computed right node becomes part of the authen-
tication path. BDS uses a state StateBDS of 2(h − k) states of FsGen and at
most

(
3h+

⌊
h
2

⌋
− 3k − 2 + 2k

)
tree nodes that is initialized during key genera-

tion. To compute the authentication paths, the BDS algorithm spends (h−k)/2
leaf computations and evaluations of TreeHash as well as (h− k) calls to F to
update its state per signature. For more details see [5].

Algorithm 1. TreeHash

Input: Stack Stack, node N1

Output: Updated stack Stack

1. While top node on Stack has same height as N1 do
(a) t ←− N1.height() + 1
(b) N1 ←− H ((Stack.pop()||N1)⊕Bt)

2. Stack.push(N1)
3. Return Stack
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Key Generation. The XMSSMT key generation algorithm takes as input all of
the above parameters. First, the max0≤i≤d−1{hi + �log �i'} bitmasks and X are
chosen uniformly at random. The same bitmasks and X are used for all layers.
Then, the root of the first XMSS tree on each layer is computed. This is done
in an ordered way, starting from layer 0. For the tree Treei on layer i the
initial state of FsGen, S0,i is chosen uniformly at random and a copy of it is
stored as part of the secret key SK. The tree is constructed using the TreeHash

algorithm above. Starting with an empty stack Stacki and S0,i, all 2
hi leaves are

successively generated and used as input to the TreeHash algorithm to update
Stacki. This is done updating Si and generating the W-OTS key pairs using
its output. The W-OTS public key is then used to compute the corresponding
leaf using an L-tree which in turn is used to update the current Stacki using
TreeHash. Then the W-OTS key pair is deleted. After all 2hi leaves were
processed by TreeHash, the only value on Stacki is the root Rooti of Treei.
When Rooti 0 ≤ i < d− 1, is computed, it is signed using the first W-OTS key
pair of Treei+1, which is computed next. This signature σi+1 can be extracted
while Treei is generated and hence does not need any additional computation.
Then σi+1 is stored as part of SK. If the highest layer d− 1 is reached, Rootd−1

is stored in the public key PK. During the computation of Rooti, the state of
the BDS algorithm StateBDS,i is initialized. For details see [5].

Finally, the data structures for the next trees are initialized: For the next tree
Nexti on each layer 0 ≤ i < d − 1 a FsGen state Sn,i is chosen uniformly at
random and a new TreeHash stack Stacknext,i is initialized. Summing up, SK
consists of the states (S0,i, StateBDS,i), 0 ≤ i ≤ d− 1 and the d− 1 signatures σi,
0 < i ≤ d−1. Additionally, it contains d−1 FsGen states Sn,i, d−1 TreeHash

stacks Stacknext,i and d− 1 BDS states StateBDS,n,i for the next trees Nexti on
layer 0 ≤ i < d− 1. The public key PK consists of the max0≤i≤d−1{hi+ �log �i'}
bitmasks, the value X and Rootd−1.

Signature generation. The signature generation algorithm takes as input a
m bit message M , the secret key SK, and the index i, indicating that this
is the ith message signed with this keypair. The signature generation algo-
rithm consists of two phases. First, M is signed. A XMSSMT signature Σ =
(i, σ0,Auth0, σ1,Auth1, . . . , σd,Authd) contains the index i, the W-OTS signature
σ0 on the message M , the corresponding authentication path for Tree0 and the
W-OTS signatures on the roots of the currently used trees together with the
corresponding authentication paths. The only thing that has to be computed is
σ0 — the W-OTS signature on message M using the ith W-OTS key pair on
the lowest layer. All authentications paths and the W-OTS signatures on higher
layers are already part of the current secret key.

The second phase is used to update the secret key. Therefor BDS is initialized
with StateBDS,0 and receives (h0 − k0)/2 updates. If not all of these updates are
needed to update StateBDS,0, i.e. all scheduled TreeHash instances are finished
and there are still updates left, the remaining updates are used for the upper
trees. On the upper layers, not only the BDS state has to be updated, but
while one leaf is used, one leaf in the next tree must be computed and hi − ki
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FsGen states must be updated. This means that remaining updates from layer
zero are first used to update StateBDS,1. If all scheduled TreeHash instances
in StateBDS,1 are finished, one update is used to compute a new leaf for Next1

and to update Stacknext,1 afterwards. The next update is used to for the FsGen

states. If layer 1 does not need anymore updates, the remaining updates are
forwarded to layer 2 and so on, until either all updates are used or all tasks
are done. Finally, one leaf of the next tree is computed and used as input for
TreeHash to update Stacknext,0.

A special case occurs if i mod 2h0 = 2h0 − 1. In this case, the last W-OTS
key pair of the current Tree0 was used. This means that for the next signature
a new tree is needed on every layer j with i mod 2hj = 2hj − 1. For all these
layers, Stacknext,j already contains the root of Nextj . So, Treej+1 is used to
sign Rootj . Each signature is counted as one update. In case not all updates
are needed, remaining updates are forwarded to the first layer that did not get
a new tree. In SK, StateBDS,j , Sj , and Σj are replaced by the newly computed
data. Afterwards, new data structures for the next tree on layer j are initialized
and used to replace the ones in SK. Finally, the signature SIG, the updated secret
key SK and i+ 1 are returned.

Signature verification. The signature verification algorithm takes as input a sig-
natureΣ = (i, σ0,Auth0, σ1,Auth1, . . . , σd,Authd), the messageM and the public
key PK. To verify the signature, σ0 and M are used to compute the correspond-
ing W-OTS public key. The corresponding leaf N0,j of Tree0 is constructed
and used together with Auth0 to compute the path (P0, . . . , Ph0) to the root of
Tree0, where P0 = N0,j , j = i mod 2h0 and

Pc =

{
H((Pc−1||Authc−1,0)⊕ Bc), if &j/2c� ≡ 0 mod 2
H((Authc−1,0||Pc−1)⊕ Bc), if &j/2c� ≡ 1 mod 2

for 0 ≤ c ≤ h0. This process is then iterated for 1 ≤ a ≤ d−1, using the output of

the last iteration Pha−1 = Roota−1 as message, σa, Autha and j =
⌊
i/2

∑a−1
b=0 hb

⌋
mod 2ha. If the output of the last iteration Phd−1

equals the root value contained
in PK, Rootd−1, the signature is assumed to be valid and the algorithm returns
1. In any other case it returns 0.

2.1 Analysis

In the following we provide an analysis of XMSSMT . A discussion of correctness
and security can be found in appendices B, C and D. In the following we discuss
key and signature sizes and the runtimes of the algorithms.

First we look at the sizes. A signature contains the index and d pairs of W-OTS
signature and authentication path. Hence a signature takes 24+n ·

∑d−1
i=0 (�i+hi)

bits, assuming we reserve three bytes for the index. The public key contains the
bitmasks, X and Rootd−1. Thus, the public key size is n · (max0≤i≤d−1{hi +
�log �i'}+2) bits. The secret key contains one FsGen state and one BDS state
consisting of 2(hi−ki) FsGen states and no more than (3hi+&hi

2 �−3ki−2+2ki)
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tree nodes [5] per currently used tree Treei. In addition it contains the d − 1

W-OTS signatures σ1, . . . , σd−1 which have a total size of n·
∑d−1

i=1 �i bits and the
structures for upcoming trees. As observed by the authors of [9], these structures
do not require a full BDS state, as some of the structures are not filled during
initialization and the space to store the k top levels of nodes can be shared with
the current tree. Thus, these structures require only (hi − ki + 1) FsGen states
(one for building the tree and the remaining as storage for the BDS state) and
no more than 3hi − ki + 1 tree nodes per Treei, 0 ≤ i < d − 1. The secret key
size is

n ·
(

d−1∑
i=0

[(
5hi +

⌊
hi

2

⌋
− 5ki − 2 + 2ki

)
+ 1

]
+

d−2∑
i=0

(�i+1 + 4hi − 2ki + 2)

)

bits. For the runtimes we only look at the worst case times and get the following.
During key generation, the first tree on each layer has to be computed. This
means, that each of the 2h W-OTS key pairs has to be generated, including the
execution of the PRGs. Further, the leaves of the trees have to be computed and
all internal nodes of the tree, to obtain the root. If key generation generates the
trees in order, starting from the first one, the W-OTS signatures on the roots of
lower trees need no additional computation, as the signature can be extracted
while the corresponding W-OTS key pair is generated. The key generation time
is

tKg ≤ tH

(
d−1∑
i=0

(
2hi(�i + 1)

))
+ tF

(
d−1∑
i=1

(
2hi(2 + �i(wi + 1))

))
,

where tH and tF denote the runtimes of one evaluation of H and F, respectively.
During one call to Sign, a W-OTS signature on the message must be generated,
including generation of the key (tF(2+ �0(w0+1))), the BDS algorithm receives
(h0 − k0)/2 updates, one leaf of the next tree on layer 0 must be computed and
the BDS algorithm updates h0 − k0 upcoming seeds (tF(h0 − k0)). The worst
case signing time is bounded by

tSign ≤ max
i∈[0,d−1]

{
tH
(
h0−k0+2

2 · (hi − ki + �i) + h0

)
+tF

(
h0−k0+4

2 · (�i(wi + 1)) + h0 − k0
)}

Signature verification consists of computing d W-OTS public keys and the cor-
responding leafs plus hashing to the root. Summing up verification takes tVf ≤∑d−1

i=0 (tH (�i + hi) + tF (�iwi)) in the worst case.

3 Optimization

Given the theoretical formulas for runtimes and sizes from the last section, we
now show how to use them to model the parameter selection problem as linear
optimization problem. There are parameters which control different trade-offs.
The BDS parameters ki ∈ N control a trade-off between signature time and
secret key size, the Winternitz parameters wi ∈ N control a trade-off between
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runtimes and signature size and the number of layers d determines a trade-off
between key generation and signature time on the one hand and signature size
on the other hand. Moreover there are the different tree heights hi that do not
define any obvious trade-off, but influence the security as well as the performance
of the scheme. The goal of the optimization is to choose these parameters. The
function families Fn and H can be instantiated, either using a cryptographic
hash function or a block cipher. Hence the security parameter n is restricted to
the output size of such functions. We choose 128 and 256 bit corresponding to
AES and SHA-2 for our optimization, respectively.

Optimization Model. To find good parameter choices, we use linear optimization.
In the following we discuss how we model the problem of optimal parameter
choices as a linear optimization problem. As objective function of our problem
we chose a weighted sum of all runtimes and sizes that should be minimized.
Using the weights it is possible to control the importance of minimizing a certain
parameter and thereby using the model for different scenarios. We further allow
to apply absolute bounds on the runtimes and sizes. The formulas for runtimes
and sizes are modeled as constraints as well as the parameter restrictions and
the formula for bit security (see Appendix D). The input to the model are the
runtimes of F and H for n = 128 and n = 256, the overall height h, the message
length m and a value b as lower bound on the bit security.

As many of our initial constraints are not linear, we have to linearize all
functions and restrictions. This is done using the generalized lambda method [13].
In addition, we split the problem into sub problems each having some decision
variables fixed. The optimization problem contains the parameters of the scheme
(d, n, the hi, ki, wi for all layer) as decisions variables which are determined
by solving the optimization. Further the message length mi on each layer has
to be modelled as a decision variable. Since solving the optimization problem
takes much time and memory, we split the problem into sub problems by fixing
the decision variables n and d. Therefore, we receive one sub problem for each
combination of possible values of n and d. The resulting sub problems are solved
independently and the best of their solutions is chosen as global solution of the
original optimization problem.

The next step is to linearize the remaining sub problems by using the gen-
eralized lambda method. Therefore, we introduce a grid point for each possible
combination of the remaining variables h, k, w and m on each layer i. For each
grid point we have a binary variable λh,k,w,m,i which takes value 1 if the com-
bination of h, k, w,m is chosen on layer i. Otherwise, it takes value 0. Since we
need one choice of h, k, w,m for each i ∈ [0, d− 1], d λ’s must be chosen.

We use those lambdas to calculate the functions describing the problem. Thus,
before optimizing we determine the values of the functions for each possible val-
ues of their variables. To make this feasible, we have to introduce bounds on the
decision variables. We bound the tree height per layer layer by 24. As k ≤ h
this bound also applies to k. For w we chose 255. These bounds are reasonable
for the scenarios of the next section. For different scenarios they might have to
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be changed. Then, to model the needed space of signatures
∑d−1

i=0 (�i + hi) · n,
we formulate the constraint

SpaceSig ==

d−1∑
i=0

24∑
h=1

24∑
k=1

512∑
w=2

∑
m∈{128,256}

λh,k,w,m,i · fSpaceSig(w, h,m)︸ ︷︷ ︸
pre−calculated

in the optimizing model, where fSpaceSig(w, h,m) = (� + h)n. Thus, SpaceSig
gives the exact value of the needed space of signatures for the choice of lambda’s
and can be used in constraints and objective function.

To linearize a condition containing the maximum of some terms, such as
the public key size n · (max0≤i≤d−1{hi + �log �i'} + 2), we write the following
constraint:

∀i ∈ {1, ..., T }

SpacePK ≥
24∑
h=1

24∑
k=1

512∑
w=2

∑
m∈{128,256}

λh,k,w,m,i · (flog ��(w,m)︸ ︷︷ ︸
pre−calculated

+h+ 2)n

Hence, SpacePK gives the public key size for the choice of lambda’s. This con-
straint pushes the value of SpacePK up high and due to the objective function
the value will be pushed down as low as possible, so that in the end it takes the
exact value.

4 Optimization Results

In this section we present optimal parameters for two exemplary use cases. More
results will be included in the full version of this paper. To solve the optimiza-
tion problem, we used the IBM Cplex solver [10], that implements the Simplex
algorithm [8] with some improvements. The linearization described in the last
section is exact. Thus, there is no loss of information or error. Therefore, it can
be proven that the solution found by linear optimization based on the Simplex
algorithm is the best possible solution. In the following we present the results
and compare them with the results for parameter sets proposed in [3] and [9]. We
choose a message length of 256 bits for all use cases assuming that the message
is the output of a collision resistant hash function. Moreover we use 80 bits as
lower bound for the provable bit security. This seems reasonable, as the used bit
security represents a provable lower bound on the security of the scheme and
is not related to any known attacks. We used the instantiations for F and H
proposed in [3] with AES and SHA2 for n = 128 and n = 256, respectively and
measured the resulting runtimes on a Laptop with Intel(R) Core(TM) i5-2520M
CPU @2.5 GHz and 8 GB RAM. We got tF = 0.000225ms and tH = 0.00045ms
for n = 128 as well as tF = 0.00169ms and tH = 0.000845ms for n = 256.

The first use case we look at meets the requirements of a document or
code signature. We assume that the most important parameters are signature
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size and verification time and try to minimize them, while keeping reasonable
bounds on the remaining parameters. We used the bounds tSign < 1000ms, tVf <
1000ms, tKg < 60s, sk < 25kB, pk < 1.25kB, σ < 100kB and the weights
tSign = 0.00000001, tVf = 0.00090000, tKg = 0.00000001, sk = 0.00000001, σ =
0.99909996, pk = 0.00000001 for h = 20. We chose different weights for tVf and
σ, because the optimization internally counts in bits and milliseconds. We set the
weights such that 1ms costs the same as 1000 bit. The remaining weights are not
set to zero but to 1.0e−8, the smallest possible value that we allow. This is neces-
sary to ensure that our implementation of inequalities in the model works. This
also ensures that within the optimal solutions regarding tVf and σ, the best one
regarding the remaining parameters is chosen. It turns out, that the optimization
can be solved for d ≥ 2. For d = 1 the bound on the key generation time cannot
be achieved for the required height. If we relax this bound to be tKg < 600s, i.e.
10 minutes, the problem can be solved for n = 128 using AES. For d ≥ 2 this
relaxation does not change the results. The optimal parameters for this setting
are n = 128, d = 2, h0 = 17, k0 = 5, w0 = 5 and h1 = 3, k1 = 3, w1 = 22.
For comparison we use a parameter set from [9] that matches the bound on the
bit security (n = 128, d = 2, h0 = h1 = 10, k0 = k1 = 4, w0 = w1 = 4). The
resulting runtimes and sizes are shown in Table 1. The results show that it is
possible to reduce the signature size by almost one kilo byte, changing the other
parameters within their bounds and increasing the second important parameter,
the verification time, by 0.08 milliseconds.

As a second use case we take a total tree height of 80 and aim for a balanced
performance over all parameters. This use cases corresponds to the use in a
communication protocol. Again, we choose the weights such that 1ms costs the
same as 1000 bit, but this time we use the same weights for all runtimes and for
all sizes. For comparison we use parameters from [4] (d = 4, h0 = h1 = h2 =
h3 = 20, w0 = 5, w1 = w2 = w3 = 8, k0 = k1 = k2 = k3 = 4). As they do not use
a BDS parameter, we choose k = 4 on all layers. To make a fair comparison, we
limited our optimization also to four layers. The optimal parameters returned by
the optimization are h0 = h1 = h2 = h3 = 20, w0 = 14, w1 = w2 = w3 = 24 and
k0 = k1 = k2 = 4, k3 = 2. The results are shown in Table 1. It turns out, that
again, by trading some runtime, the signature size can be significantly reduced.

Table 1. Runtimes and sizes for optimized parameters and parameters proposed in
previous works

Runtimes (ms) Sizes (bit)
Use case tKg tSign tVf σ PK SK
UC1 optimal 27251 1.65 0.36 21376 6144 25472
UC1 from [9] 326 1.00 0.28 28288 4608 25856
UC2 optimal 166min 25.55 9.13 83968 13824 209152
UC2 from [4] 98min 14.53 5.01 119040 13824 233472
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5 Conclusion

With XMSSMT we presented a new hash-based signature scheme, that allows
to use a key pair for 280 signatures, which is a virtually unlimited number of
signatures in practice. The new scheme is highly flexible and can be parame-
terized to meet the requirements of any use case for digital signatures. In order
to get the maximum benefit from this parameterization, we showed how to use
linear optimization to obtain provably optimal parameter sets. We have shown
the strength and functionality of our approach by presenting the parameter sets
for two different use cases. Comparing our results to parameter sets from other
works, it turns out that there is a lot of space for optimization.
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A Winternitz OTS

XMSSMT uses the Winternitz-OTS (W-OTS) from [2]. W-OTS uses the function
family Fn and a value X ∈ {0, 1}n that is chosen during XMSS key generation.
For K,X ∈ {0, 1}n, e ∈ N, and FK ∈ Fn we define F

e
K(X) as follows. We set

F
0
K(X) = K and for e > 0 we define K ′ = F

e−1
K (X) and F

e
K(X) = FK′(X).

Also, define

�1 =

⌈
m

log(w)

⌉
, �2 =

⌊
log(�1(w − 1))

log(w)

⌋
+ 1, � = �1 + �2.

The secret signature key of W-OTS consists of � n-bit strings ski, 1 ≤ i ≤ �.
The generation of the ski will be explained later. The public verification key is
computed as

pk = (pk1, . . . , pk�) = (Fw−1
sk1

(X), . . . ,Fw−1
sk�

(X)),

with F
w−1 as defined above. W-OTS signs messages of binary length m. They

are processed in base w representation. They are of the form M = (M1 . . .M�1),

Mi ∈ {0, . . . , w − 1}. The checksum C =
∑�1

i=1(w − 1−Mi) in base w represen-
tation is appended to M . It is of length �2. The result is a sequence of � base w
numbers, denoted by (T1, . . . , T�). The signature of M is

σ = (σ1, . . . , σ�) = (FT1

sk1
(X), . . . ,FT�

sk�
(X)).

It is verified by constructing (T1 . . . , T�) and checking

(Fw−1−T1
σ1

(X), . . . ,Fw−1−T�
σ�

(X))
?
= (pk1, . . . , pk�).

The sizes of signature, public, and secret key are �n bits. The runtimes for key
generation, signature generation and signature verification are all bounded by
�(w− 1) evaluations of elements from Fn. The Winternitz parameter w controls
a time - space trade-off, as � shrinks logarithmically in w. For more detailed
information see [2].

B Correctness

In the following we argue that the BDS state on every layer receives its (h−k)/2
updates between two signatures. The authors of [9] showed that there is a gap
between the updates a XMSS key pair receives over its lifetime and the up-
dates it really uses. Namely, for 2 ≤ k ≤ h there are 2h−k+1 unused updates.
For every tree on a layer other than 0, h − k + 3 updates are needed. The first
h− k updates are needed to update the TreeHash instances in the BDS state.
Further one update is needed to compute a node in the next tree, to update
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the FsGen states in the BDS state and to sign the root of the next tree on
the lower layer, respectively. Between two signatures of a tree on layer i + 1, a
whole tree on layer i is used, so if we ensure that (hi+1 −ki+1+6)/2 ≤ 2hi−ki+1,
as we do, the (hi − ki)/2 updates Treei receives over its lifetime leave enough
unused updates such that Treei+1 receives the required updates. There would
still occur a problem, if the number of updates per signature would be smaller
than d−1. The reason is, that this would mean that the roots of the new trees on
different layers could not always be signed using the updates of the last signature
before the change. In this case the private storage would grow, as we would need
some intermediate storage for the new signatures. This is the reason why the
second condition ((h0 − k0)/2 ≥ d− 1) is needed.

C Security

For the security, the argument is similar to that of [9]. In [3], an exact proof is
given which shows that XMSS is forward secure, if F is a pseudorandom func-
tion family and H a second preimage resistant hash function family. The tree
chaining technique corresponds to the product composition from [12]. In [12] the
authors give an exact proof for the forward security of the product composition
if the underlying signature schemes are forward secure. It is straight forward to
combine both security proofs to obtain an exact proof for the forward security
of XMSSMT . In contrast to the case of XMSS+, for XMSSMT the product com-
position is applied not only once, but d − 1 times. As forward security implies
EU-CMA security, this also shows that XMSSMT is EU-CMA secure.

D Security Level

We compute the security level in the sense of [11]. This allows a comparison
of the security of XMSSMT with the security of a symmetric primitive like a
block cipher for given security parameters. Following [11], we say that XMSSMT

has security level b if a successful attack on the scheme can be expected to
require approximately 2b−1 evaluations of functions from Fn and Hn. Following
the reasoning in [11], we only take into account generic attacks on Hn and
Fn. A lower bound for the security level of XMSS was computed in [3]. For
XMSSMT , we combined the exact security proofs from [3] and [12]. Following
the computation in [3], we can lower bound the security level b by

b ≥ min
0≤i≤d−1

⎧⎨⎩n− 4 − wi − 2log(�iwi) −
d−1∑
j=i

hj

⎫⎬⎭
for the used parameter sets.
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E XMSSMT in Graphics

Here we included some graphics for a better understanding of XMSSMT .
Figure 1 shows the construction of the XMSS tree. An authentication path is
shown in Figure 2. And finally Figure 3 shows a schematic representation of a
XMSSMT instance with four layers.

Ni,j

H

||

XOR Bj

N2i,j-1 N2i+1,j-1

j = h

j = 0

Fig. 1. The XMSS tree construction

j = h

j = 0
i

Fig. 2. The authentication path for a leaf i
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Fig. 3. A schematic representation of a XMSSMT instance with four layers
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Abstract. Ranked elections are used in many places across the world,
and a number of end-to-end verifiable voting systems have been proposed
to handle these elections recently. One example is the vVote system de-
signed for the Victorian State Election, Australia. In this system, many
voters will give a full ranking of up to 38 candidates. The easiest way to
do this is to ask each voter to reorder ciphertexts representing the differ-
ent candidates, so that the ciphertext ordering represents the candidate
ranking. But this requires sending 38 ciphertexts per voter through the
mixnets, which will take a long time. In this paper, we explore how to
“pack” multiple candidate preferences into a single ciphertext, so that
these preferences can be represented in the least number of ciphertexts
possible, while maintaining efficient decryption. Both the packing and
the unpacking procedure are performed publicly: we still provide 38 ci-
phertexts, but they are combined appropriately before they enter the
mixnets, and after decryption, a meet-in-the-middle algorithm can be
used to recover the full candidate preferences despite the discrete loga-
rithm problem.

1 Introduction

Ranked elections are currently used in various elections across the world. For ex-
ample, they can be found in some local government elections in the US, Scotland,
Northern Ireland, New Zealand and Malta. Also, they are used to elect the lower
house of parliament in some territories in Australia. Recently, several end-to-end
verifiable (e2e) voting systems have been proposed to handle ranked elections.
One example is the vVote system [7], [6], which is designed for the Victorian
State Election, Australia. In this election, there are around 10 parties and up to
38 candidates. The ballot form consists of two parts: the Above-The-Line (ATL)
part lists the parties and the Below-The-Line (BTL) part lists the candidates.
The voter can cast her vote using either the ATL part or the BTL part. If a
voter chooses to use the ATL part, she simply selects a single party and her vote
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will be interpreted according to this party’s pre-published candidate ranking. If
this voter does not agree on any pre-published candidate ranking, she can cast
her vote by expressing a full ranking of the candidates in the BTL part. After
all votes are received, the election result will be tallied using the Single Transfer-
able Vote (STV) method. According to the historical data, among the 430,000
voters in that election, about 95% of them will cast ATL votes and the others
will cast BTL votes. To design an e2e voting solution for the vVote system, both
situations need to be considered. In theory, the ATL votes can be tallied simply
using the homomorphic property [9], [10]. However, since the BTL vote contains
a full ranking of a very large number of candidates, how to tally these votes in
an efficient manner is not so straightforward, and this has been overlooked in
many existing schemes.

1.1 Design Decisions in the vVote System

The vVote system [7], [6] is not designed as some theoretical concept, but it aims
to be used in the real elections in the State of Victoria, Australia. Hence not
only security issues but also efficiency and usability issues have been considered.
Here, we review some of the design decisions in the vVote system and briefly
explain why they have been made.

– Prêt à Voter style ballot form: the voters will cast their votes using
the Prêt à Voter [8], [21], [20] style ballot form. The main reason for this
design decision is that in Prêt à Voter, the vote casting and the ballot au-
diting are nicely separated, and the ballots can be audited without the vote
choices being given. Compared with some other e2e schemes, e.g. the Be-
naloh scheme [4], Helios [1] and Wombat [24], in which voters need to fill in
their choices before deciding whether to audit the ballots or to cast them,
the Prêt à Voter approach is more appropriate in this case because the voter
will only need to give a full ranking of 38 candidates once.

– Italian attack: if the election consists of a large number of candidates,
a very large number of possible candidate rankings exist. Adversaries can
force voters to cast their votes using specific orderings, and check whether
ballots with these unique orderings appear among the cast ballots. This
has been referred to as the Italian attack in the literature. Recently, existing
techniques [23], [5] have been introduced to solve the Italian attack. However,
these techniques are computationally expensive and are not practical to be
used in large scale elections. Hence, some compromise needs to be made
between security and efficiency: the vVote system has decided not to address
the Italian attack.

– Mixnets vs. homomorphic encryption in e2e voting schemes, the vote
tally phase is normally designed either using mixnets [22], [17], [13] or homo-
morphic encryption [3], [10], [2]. However, when the election is tallied using
the STV method, votes may need to be transferred during the vote tally
phase. Thus, each vote has to be kept separated from the other ones. To
hide the voter-vote relationships, mixnets are used to shuffle the received
votes.
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– ElGamal encryption vs. Paillier encryption ElGamal [12] has been
selected in the system design. The main reason for this design decision is
that compared with Paillier [18], ElGamal is not only more computation-
ally efficient but also easier to implement. For example, in order to achieve
the 128-bit security level1, 4096-bit p and 256-bit q are normally used in
ElGamal, while in Paillier, the size of n is normally chosen to be 4096 bits.
Therefore, in ElGamal and Paillier, the size of exponentiation is 256 bits
and 4096 bits respectively, and the size of modulus is 4096 bits and 8192
bits respectively. Therefore, when using ElGamal, the re-encryption compu-
tation in the shuffle will be several dozen times quicker than using Paillier.
Moreover, the implementation of distributed key generation and threshold
decryption in ElGamal is much more straightforward than those in Paillier.

1.2 Our Contribution

Based on the above design decisions, the BTL vote will be handled using the
Prêt à Voter style ballot form. The “onions” in the ballot form are encrypted
using ElGamal encryption. The received votes are shuffled using mixnets in the
vote tally phase. However, if the Prêt à Voter scheme is used in ranked elections,
the candidate ordering on the ballot form needs to be randomly permuted rather
than just be cyclicly shifted. Otherwise, if the adversaries know who is the voter’s
most/least preferred candidate, they can find out the rest of this voter’s ranking
just by accessing her receipt. A simple method to design the randomly permuted
candidate ordering is to assign a ciphertext next to each candidate. The voter’s
ranking will be used to reorder these ciphertexts (this is demonstrated in Figure
1). But this means that for each ballot, a 38-ciphertext tuple will be inserted into
the mixnets, and after the shuffle, each of the ciphertext needs to be decrypted.
Obviously, this will take a long time.

Fig. 1. The ciphertext ranking represents the candidate ordering

1 Considering that the encrypted votes will be published on the web bulletin board.
Some people argue that 128-bit security level is not enough since the votes may need
to be protected far into the future. Here, the 128-bit security level is only used as
an example.
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If multiple candidate references can be packed into one ciphertext before the
shuffle, fewer ciphertexts will be sent to the mixnets, and fewer ciphertexts need
to be decrypted after the shuffle. To make this idea work, we need to use the
additive homomorphic property when packing the ciphertexts. This requires us
to use the exponential ElGamal encryption. However, because of the discrete
logarithm problem, there does not exist an efficient algorithm to retrieve the
voter’s rankings after the ciphertext is decrypted.

In this paper, we investigate how to pack the sequence of 38 ciphertexts into
the least number of ciphertexts possible, so that they can be mixed and decrypted
more efficiently. We also introduce a meet-in-the-middle algorithm that enables
the full candidate preferences to be recovered despite the discrete logarithm
problem. Note that although our technique is developed using the vVote system
as an example, it is applicable to many other ranked elections with a large
number of candidates.

1.3 Structure of the Paper

In Section 2, we briefly review the meet-in-the-middle techniques, especially
the Baby-Step-Giant-Step algorithm. This is followed by describing the system
parameters in Section 3. Our method to recover the candidate preferences despite
the discrete logarithm problem will be introduced in Section 4. We then provide
some discussions in Section 5 before concluding in Section 6.

2 Meet-in-the-middle Review

In the literature, many meet-in-the-middle methods have been introduced. A
common property of these methods is that trade-off can be made between time
and memory. The benefit is that the search time can be dramatically reduced at
the cost of extra storage. For example, because of the meet-in-the-middle attack,
double DES is not more secure than the standard DES although its keysize is
doubled [11]. Triple DES with two keys is also unable to improve security over
the standard DES when considering the chosen plaintext attack [16].

Another famous example of the meet-in-the-middle method is Shank’s Baby-
Step-Giant-Step (BSGS) algorithm, which is used to solve the discrete logarithm
problem. Since it shares some similarities with our proposed technique, we briefly
review this algorithm here. In BSGS, the discrete logarithm x = loggy is repre-
sented as follows:

x = xα · γ + xβ where 0 ≤ xα, xβ < γ

The value γ is chosen to be the size of the square root of the group order �
√

|G|'.
This ensures that the value x will span across the entire group. Now, if we denote
T = gx = gxα·γ+xβ , the above equation can be re-written as follows:

T · (g−γ)xα = gxβ
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Thus, in order to find x ∈ G, we need to find a pair (xα, xβ) that satisfies the
above equation. To achieve this, we first build a lookup table that stores all
possible mappings from gxβ to xβ , where 0 ≤ xβ < γ. Note that the size of this

table is
√

|G|. Then, we can try all possible xα values in the range 0 ≤ xα < γ,
until we find a hit in the lookup table that satisfies T · (g−γ)xα = gxβ . If we find
such a pair, x can be calculated as x = xα · γ + xβ .

When using the brute force search to solve the discrete logarithm problem,
the computational cost is |G|. By using the Baby-Step-Giant-Step algorithm,
the cost can be reduced to

√
|G|, and the extra cost is to build a lookup table

of size
√

|G|.

3 System Parameters

All these parameters are selected publicly before the election.

Crypto parameters: Let p, q be two large primes such that q|p−1. We denote
Gq as the subgroup of Z∗

p of order q. Let g be a generator of Gq. The public
key pk is (p, q, g, y), where y = gx (mod p) and the secret key x is threshold
shared among a number of parties [19], [14]. In order to achieve the 128-bit
security level, p and q are suggested to be chosen as 4096 and 256 bits
respectively2.

Candidate parameters: Following the idea in [9], [2], we choose a value M
which is larger than the number of candidates. Hence in our case, if there
are n = 38 candidates, M can be chosen as n+ 1 = 39. After the candidates
are sorted into the canonical order, the first candidate will be assigned value
M0 (mod q), the second candidateM1 (mod q), and so on. If we generalise
this, the i-th candidate will be assigned the value Mi−1 (mod q).

Encryption The exponential ElGamal cipher [12] will be used for encryption
thanks to its additive homomorphic property, i.e. for two messages m1,m2 ∈
Zq, their ciphertexts can be denoted as Epk(m1) = (gm1yr1 , gr1),Epk(m2) =
(gm2yr2 , gr2) respectively3, andwe have the property thatEpk(m1)·Epk(m2) =
Epk(m1+m2 (mod q)). For the candidates in the canonical order, the cipher-
text assigned to the first candidate is C1 = Epk(M

0), the ciphertext assigned
to the second candidate is C2 = Epk(M

1), and so on. If we generalise this, the
ciphertext assigned for the i-th candidate is Ci = Epk(M

i−1).

4 Ciphertext Packing

To make the explanation clear, we describe the “ciphertext packing” technique
step by step, where each step improves its previous step.

2 For more information about the recommended key length by NIST and ECRYPT
II, please refer to http://www.keylength.com/

3 In this document, we assume all arithmetic to be modulo p where applicable, unless
otherwise stated.

http://www.keylength.com/
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4.1 Packing All 38 Ciphertexts into 1 Ciphertext

Theoretically, it is possible to pack all the 38 ciphertexts as well as the voter’s
rankings into a single ciphertext. For example, we first sort the ciphertexts of
a received vote based on its rankings, and the result can be represented as
{Cπ(1), Cπ(2), . . . , Cπ(38)}, where π(i) denotes the i-th candidate in the voter’s
rankings. Then the set of ciphertexts can be packed as

Ĉ =

n∏
i=1

Cπ(i)
i

When the above ciphertext is decrypted, wewill get the plaintext as g
∑n

i=1 i·Mπ(i)−1

.
However, because of the discrete logarithm problem, there is no efficient method
to retrieve

∑n
i=1 i ·Mπ(i)−1 (mod q) from the decrypted plaintext. One method

is to build a lookup table to store all the possible mappings from gρ to ρ. In our
case, the 38 candidates can be ranked in any order. Thus, there will be n! = 38! ≈
2148 possible ρ values. Obviously, it is not feasible to build such a lookup table in
practice.

Example 1. Suppose there are 5 candidates, and the voter’s ranking is 〈4, 5, 2, 1, 3〉
(so that π(1) = 4, π(2) = 5 and so on). Then the packing becomes

Epk(M
3)1 · Epk(M

4)2 · Epk(M
1)3 · Epk(M

0)4 · Epk(M
2)5

= Epk(1 · M3 + 2 ·M4 + 3 ·M1 + 4 ·M0 + 5 · M2)

4.2 Packing Every α Ciphertexts into 1 Ciphertext

Alternatively, once we have the ciphertext list {Cπ(1), Cπ(2), . . . , Cπ(38)} sorted
according to the voter’s ranking, starting from the first ciphertext, we can make
every α ciphertexts as a group

{(Cπ(1), Cπ(2), . . . , Cπ(α)), (Cπ(α+1), Cπ(α+2), . . . , Cπ(2α)), . . .}

For each group of α ciphertexts, we treat their rankings as values from 1 to
α, and we pack these α ciphertexts into one as

Ĉj =
α∏

i=1

Cπ(jα+i)
i

where j = 0, 1, . . . , �n
α' - 1. When the ciphertext Ĉj is decrypted, the plain-

text is g
∑α

i=1 i·Mπ(jα+i)−1

. Similarly, we need to build a lookup table to retrieve∑α
i=1 i ·Mπ(jα+i)−1 (mod q) from the decrypted plaintext. In this case, the size

of the lookup table is n!/(n − α)! which is smaller than n!. Hence by selecting
different value α, we can adjust not only the packing ratio (how many cipher-
texts to be packed into one) but also the size of the lookup table: to increase the
value α, both the packing ratio and the size of the lookup table increase, and
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the reverse is true as well. For example, if there are 38 candidates and α = 6,
all 38 ciphertexts in a ballot can be packed into � 38

6 ' = 7 ciphertexts, and the
size of the lookup table will be 38!/(38 − 6)! ≈ 231. Since the lookup table can
be generated in advance (e.g. before the election) and it only needs to be gener-
ated once, the construction of such a lookup table is within the computational
capacity of modern computers.

Example 2. Suppose there are 6 candidates and α = 3. The voter’s ranking is
〈4, 5, 2, 1, 3, 6〉. The packing becomes

〈(Epk(M
3)1 · Epk(M

4)2 · Epk(M
1)3), (Epk(M

0)1 · Epk(M
2)2 · Epk(M

5)3)〉
= 〈Epk(1 ·M3 + 2 ·M4 + 3 ·M1), Epk(1 ·M0 + 2 ·M2 + 3 ·M5)〉

4.3 Packing Every α + β Ciphertexts into 1 Ciphertext

Now, we improve the above packing method a step further: we show how the
packing ratio can be increased without increasing the size of the lookup ta-
ble. Similar to the existing meet-in-the-middle methods, our search method
is also a trade-off between time and memory. Suppose the ciphertext list
{Cπ(1), Cπ(2), . . . , Cπ(38)} has been sorted according to the voter’s ranking. Start-
ing from the first ciphertext, we make every α+ β ciphertexts as a group

{(Cπ(1), . . . , Cπ(α), Cπ(α+1), . . . , Cπ(α+β)), (Cπ(α+β+1), . . . , Cπ(2α+β), Cπ(2α+β+1), . . . , Cπ(2α+2β)) . . .}

For each group of α+ β ciphertexts, we treat their rankings as values from 1 to
α+ β, and we can pack these α+ β ciphertexts into one ciphertext as

Ĉj =

α+β∏
i=1

Cπ(j(α+β)+i)
i =

α∏
s=1

Cπ(j(α+β)+s)
s ·

α+β∏
t=α+1

Cπ(j(α+β)+t)
t

where j = 0, 1, . . . , � n
α+β '−1. When the ciphertext Ĉj is decrypted, the plaintext

is

g
∑α+β

i=1 i·Mπ(j(α+β)+i)−1

= g
∑α

s=1 s·Mπ(j(α+β)+s)−1 · g
∑α+β

t=α+1 t·Mπ(j(α+β)+t)−1

where we have

α∑
s=1

s·Mπ(j(α+β)+s)−1 =

α+β∑
i=1

i·Mπ(j(α+β)+i)−1−
α+β∑

t=α+1

t·Mπ(j(α+β)+t)−1 (mod q)

Now we build up two lookup tables: the α-table stores all the possible mappings
from gρ to ρ, where ρ is in the form:

ρ =

α∑
i=1

i · Mπ(i)−1 (mod q)
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and the β-table stores all the possible mappings from gδ to δ, where δ is in the
form:

δ = −
α+β∑

j=α+1

j ·Mπ(j)−1 (mod q)

Hence to retrieve the exponent value from the decrypted plaintext

m = g
∑α+β

i=1 i·Mπ(j(α+β)+i)−1

we can try m · gδ for all the possible δ values in the β-table until the result is in
the α-table. In this case, suppose the particular values in the α-table and β-table
are ρ′ and δ′ respectively, we will have m = gρ

′−δ′ . Hence, ρ′ − δ′ (mod q) is
the desired exponent value of the decrypted plaintext m.

For an election with n = 38 candidates, if we use α = 6 and β = 4, we can pack
every 10 ciphertexts into one ciphertext. The size of the α-table is n!/(n−α)! =
38!/(38−6)! ≈ 231 and the size of the β-table is n!/(n−β)! = 38!/(38−4)! ≈ 221.
And both tables can be generated in advance before the election. After the
shuffle, when decrypting a ciphertext and extracting its exponent, we need to
try m · gδ roughly for half of the possible values in the β-table until the result is
in the α-table. Hence we need to repeat the test roughly 220 times.

5 Discussion

5.1 Shrink the α-table

When p and q are chosen as 4096 bit and 256 bit respectively, for both the
α-table and β-table, each row consists of a 256-bit value and a 4096-bit value.
Hence the data size for a row is 544 bytes, which is roughly 0.5 KB. If α = 6
and β = 4, the α-table contains 231 rows and its total size is roughly 1 TB. The
β-table contains 221 rows where its total size is roughly 1 GB.

Note that in the β-table, we will use the gδ value in the calculation m · gδ.
Thus we have to keep this value intact. However, we can shrink the gρ value in
the α-table by keeping its last κ bits. The only requirement is that the remaining
κ bits of each value is still unique. To check whether m · gδ is in the α-table, we
only need to check whether its last κ bits are in the α-table. In practice, we can
shrink the gρ value in the α-table by keeping removing its leading bit when its
remaining bits are still unique across the table. Since the size of the α-table is
231, according to the birthday paradox, if κ = 62, there is a 50% chance that
every remaining value is unique. In this case, the data size for a row is 40 bytes,
and the data size for the entire α-table can shrunk to 80 GB.

5.2 Shrink the β-table

Although we mentioned earlier that each value in the β-table has to be kept
intact, we can shrink the β-table by reducing the number of rows rather than
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reducing the size of each row. This can be achieved by applying the Steinhaus-

Johnson-Trotter (SJT) algorithm [15] as follows: denote Δi,j,l = gi∗M
l+j∗Ml+1

for i, j = −β, . . . , 0, . . . , β and l = 0, 1, . . . , n− 1. The mappings between (i, j, l)
and Δi,j,l are stored in the β-table. By multiplying with a single element Δi,j,l

of this table, we can execute an adjacent transposition in the exponent. Thus,
starting from any gδ, we can generate the next possible sequence using a single
multiplication. Hence the running time of this approach remains the same, but
the number of rows in the β-table has been reduced from n!/(n−β!) to (2β)2 ∗n.
In case where there are 38 candidates and β = 4, the number of rows have been
reduced from 221 to 2432 which is negligible.

5.3 What if (α + β) � | n?
Previously, we deliberately ignored the case that (α + β) � | n. However, this is
an issue we should consider in practice. There are two methods to address this
issue: one with padding and one without padding.

Method with Padding. We can simply append the ciphertext list by repeating
the list from the left side until it exactly divides α + β. For example, suppose
the sorted ciphertext list is {Cπ(1), Cπ(2), . . . , Cπ(38)}, where α = 6 and β = 4.
In this case, we treat every 10 ciphertexts as a group and pack them into one
ciphertext. If we copy the first two ciphertexts and append them to the end of
the list, all the groups will have exactly 10 ciphertexts. After decryption, the
repeated candidate preferences can be removed. This method is very simple,
and it always works if the number of candidates is larger than α + β. Next, we
introduce another method without using padding.

Method without Padding. Denote the number of candidates n = k(α+β)+r
for some integer k. We now discuss the following various situations:

– When r = α: after every (α + β) ciphertexts have been packed, there will
be exactly α ciphertexts remaining, and they will be packed into a single
ciphertext. After this packed ciphertext is decrypted, we can use the α-table
to retrieve the exponent part of its plaintext.

– When 0 < r < α: after every (α+β) ciphertexts have been packed, there will
be less than α ciphertexts remaining, and they will be packed into a single
ciphertext. After this packed ciphertext is decrypted, neither the α-table nor
the β-table can be used to retrieve the exponent part of the plaintext. To
solve this problem, we need to build another lookup table, called α′-table,
which stores all the possible mappings from gρ

′
to ρ′. And there will be∑α−1

i=1 n!/(n−i)! number of possible ρ′ values. In case there are 38 candidates
and α = 6, the α′-table will contain roughly 226 rows, and the size of the α′-
table is roughly 2.5 GB. Note that the technique introduced in the previous
section can be used to shrink the α′-table.

– When α < r < α + β: after every (α + β) ciphertexts have been packed,
there will be more than α ciphertexts remaining, and they will be packed
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into a single ciphertext. After this packed ciphertext is decrypted, we need
to build another lookup table, called β′-table, and use this table along with
the α-table to retrieve the exponent part of the plaintext. The β′-table stores
all the possible mappings from gδ

′
to δ′, and there will be

∑β−1
i=1 n!/(n− i)!

number of possible δ′ values. To retrieve the exponent part of the plaintext
m, we test m · gδ′ for all the possible δ′ values in the β′-table until the result
is in the α-table. In case there are 38 candidates and β = 4, the β′-table
contains roughly 216 rows, and the size of the β′-table is roughly 32 MB.
Note that the SJT algorithm introduced above also can be applied here to
further reduce the β′-table.

5.4 Constructing the Tables

It is possible to construct the tables without requiring a large number of ex-
ponentiations. Here, we only informally describe how to build the α-table. The
other tables can be built similarly.

Firstly, we build a temporary table of values of the form gj·M
i

where 0 ≤ i < n
and 1 ≤ j ≤ α. Then, building the α-table requires α − 1 group multiplications
from these values. This removes the need for many unnecessary exponentiations.
By using a recursive algorithm to build the table, the computational cost can be
reduced even further:

1. Set r = 1 (the group identity element) and s = α (the packing ratio), the
candidate set C = {1, 2, . . . , n}, and the preference set P = {1, 2, . . . , α}.

2. For each candidate i ∈ C:
(a) Remove i from C and compute s = s− 1.
(b) For each preference j ∈ P:

i. Remove j from P.
ii. Set r ← r · gj·Mi−1

.
iii. If s > 0, recursively run from step 2; otherwise:

A. Output r.
B. Restore r and s to values at previous recursive step.
C. Add j back to P.
D. Add i back to C.

We have written a program to build the α-table in Java using a standard
laptop (Intel i7 processor with 4 cores at 2.7GHz, 8 GB memory, and 64-bit
Windows 7). Our assumption is that there are 38 candidates and α = 6. Our
test shows that the time spent to build the table is just under 10 hours, and it
costs slightly more than 3 hours to sort the table (this is a necessary step for
binary search). The total size of the table is 100.8GB, and an average search in
the table takes 49ms.

5.5 Related Work

As described in Section 2, the BSGS algorithm is an important technique to solve
the discrete logarithm problem. Our introduced method shares some similarities



Solving the Discrete Logarithm Problem for Packing Candidate Preferences 219

with BSGS. However, there are also some differences between them. Firstly,
BSGS searches the entire group, while our method makes use of the structure of
the plaintext and only searches a much smaller subgroup. Thus our method will
be quicker when used in unpacking candidate preferences. Secondly, compared
with BSGS, our method is more flexible since the sizes of the two lookup tables
can be easily adjusted according to different cases.

Packing different votes in the homomorphic fashion was first introduced in [9],
and our method follows this approach. Later, it was briefly mentioned in [10] that
the meet-in-the-middle trick can be used to solve the discrete logarithm problem
if votes are packed homomorphicly using the exponential ElGamal encryption.
However, no technical detail was given about how this can be done. Moreover,
in both these works, the ciphertext packing technique was only designed for the
First-Past-The-Post (FPTP) elections, while ranked elections were not consid-
ered. Our work in this paper can be considered as some extension to these two
existing works.

6 Conclusion

In this paper, we have explored the details to “pack” multiple candidate prefer-
ences into the least number of ciphertext. The benefit is that fewer ciphertexts
need to be shuffled and decrypted. After decryption, the full candidate prefer-
ences can be retrieved using a meet-in-the-middle algorithm despite the discrete
logarithm problem. The vVote system was used as an example, and the param-
eters were carefully chosen accordingly. But the method present here is generic
in nature and it has the potential to be applied in many other ranked elections
with a large number of candidates.
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Abstract. The MIST algorithm is a randomized version of the divi-
sion chain exponentiation algorithm and is a side-channel countermea-
sure. When analyzing the MIST algorithm by ordinary simple power
analysis (with only one square-multiply sequence obtained), an attacker
cannot retrieve the secret exponent due to the ambiguous relationship be-
tween the square-multiply sequence and the computation. We point out
the MIST algorithm is still vulnerable to simple power analysis observ-
ing multiple power consumption traces and propose a practical method
with detailed steps to deduce the secret exponent from multiple square-
multiply sequences. Further countermeasures such as exponent blinding
are required to prevent the analysis proposed in this paper.

Keywords: division chain, exponentiation, MIST algorithm, side-channel
analysis, simple power analysis.

1 Introduction

Exponentiation evaluation is a fundamental computation in most public-key
cryptography. Conventional exponentiation algorithms are vulnerable to simple
power analysis (SPA) [3], differential power analysis (DPA) [3] and other side-
channel attacks, which break a cryptosystem by analyzing side-channel leakages
from their implementation. SPA assumes that an attacker can distinguish power
consumption patterns generated by different operations. When analyzing expo-
nentiation computation, if a fast squaring algorithm is adopted, the attacker can
distinguish the power consumption pattern of a squaring from that of a multi-
plication and then obtain a computational sequence composed of squarings and
multiplications (abbreviated to “SM sequence”). Since a multiplication indicates
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a nonzero bit in the exponent, an attacker can deduce the secret exponent or
partial information about the secret exponent from the SM sequence.

Many research results of countermeasures against side-channel attacks can
be found in the literature. The square-and-multiply-always algorithm [2] is a
well-known method against SPA. It performs a dummy multiplication when the
corresponding bit of the exponent is zero, i.e., there are always a squaring and
a multiplication in each iteration. An attacker cannot retrieve any information
about the secret exponent from a regular SM sequence.

The MIST algorithm [4] proposed by Walter is an efficient exponentiation
algorithm and also a countermeasure against side-channel attacks. Conventional
exponentiation algorithms have exponents in binary and scan one or more bits
per iteration. In contrast, the MIST algorithm represents exponents in mixed-
radix. Mixed-radix representation means that the radix varies from position to
position. An application of mixed-radix is the representation of dates and times,
for example, 18429 seconds can be represented as (0100011111111101)2 in binary
or as (524760960), 5 hours 7 minutes 9 seconds in the mixed-radix clock system.
The radixes in the MIST algorithm are randomly selected from small integers,
and the radixes {2, 3, 5} are used in [4]. Side-channel attacks which average
a number of power consumption traces (e.g., DPA) are infeasible because the
computation varies among each exponentiation evaluation.

The MIST algorithm is also immune to ordinary SPA due to the ambiguous
relationship between an observed SM sequence and the computation. For ex-
ample, the pattern SM (a squaring followed by a multiplication) in a sequence
corresponds to either 12 (digit 1 with radix 2) or 03 (digit 0 with radix 3). While
analyzing an SM sequence of the MIST algorithm with the exponent smaller
than 2n, the average number of exponents which may possibly generate this
sequence is about 23n/5 [6], i.e., there are 23n/5 candidates of the exponent. A
unique candidate might be deduced from multiple SM sequences, but it is infea-
sible to find the intersection of sets of 23n/5 candidates. Walter claimed analyzing
multiple sequences is an open problem, and Okeya [5] also observed that a small
portion of the exponent reveals when analyzing multiple sequences. Besides the
analysis by Walter, Oswald pointed out the security margin provided in [6] is
wrong (might be lower) [8]. Sim et al. [9] also analyzed the MIST algorithm with
an additional assumption which is similar to the doubling attack [7].

This paper presents a multi-sequence SPA on the MIST algorithm. We assume
that an attacker can collect multiple power consumption traces generated by the
MIST algorithm with the same exponent and then obtain SM sequences by the
same technique used in ordinary SPA. In contrast with finding the intersection of
sets of candidates after analyzing all sequences individually, the proposed method
simultaneously analyzes multiple sequences and finds candidates satisfying all
sequences. The proposed analysis employs the residue class operations and is a
practical method to deduce the exponent directly from multiple SM sequences.
Our implementation results show that around 25 sequences are sufficient to
deduce a 1024-bit exponent in less than two hours by using a modern desktop
PC in 2012.
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The remaining parts of this paper are organized as follows. We review the
MIST algorithm as well as some operations of residue class in Sect. 2. Section 3
describes our analysis, a theoretical attack with one SM sequence, followed by
the extended attack exploiting multiple sequences. Section 4 provides the im-
plementation results and also some tricks to reduce the memory requirement.
Finally, Sect. 5 concludes this paper.

2 Preliminary and Background

2.1 MIST Exponentiation Algorithm

In 1998, Walter proposed an algorithm – exponentiation using division chain [1]
which is a predecessor of the MIST exponentiation algorithm. In both algo-

rithms, an exponentiation xe is decomposed into x(e mod d) ×
(
xd
)� e

d � where d

is a small positive integer. The two small exponentiations x(e mod d) and xd are
computed by using a computational sequence {x, x2, · · · , xd} in which the expo-
nents {1, 2, · · · , d} form an addition sequence containing (e mod d) and d, i.e.,
x(e mod d) can be obtained during the evaluation of xd without any cost. By
repeating the above procedure, we have

xe = Ai × xi
qi = (Ai × xi

ri) ×
(
xi

di
)� qi

di
�

(1)

= Ai+1 × xi+1
qi+1 = · · ·

with the base number xi+1 = xi
di initialized by x1 = x; the accumulator Ai+1 =

Ai × xi
ri initialized by A1 = 1; the quotient qi+1 = & qi

di
� initialized by q1 = e;

and the remainder ri = qi mod di. The quotient qi is the remaining exponent
in the i-th iteration of the computation, and we have qi =

(
(rMSB)dMSB

· · · (ri)di

)
in mixed-radix representation. The divisors di are small integers. The MIST
algorithm in [4] selects di from {2, 3, 5} randomly and is a randomized version
of its predecessor (exponentiation using division chain).

INPUT: x and e
OUTPUT: xe

01 A = 1, X = x, Q = e
02 while (Q > 0)
03 Randomly choose d from {2, 3, 5}
04 r = Q mod d

05 Compute A = A× Xr and X = Xd together†

06 Q = �Q/d�
07 return A

†Referring to Fig.2 for the detailed computational sequence

Fig. 1. The MIST exponentiation algorithm
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Figure 1 is the sketch of the MIST algorithm, and Fig. 2 provides the de-
tailed computation of the MIST algorithm for various divisor-remainder pairs
(abbreviated to “DR pair”). In the column of register sequence, X and A are the
two variables used in the algorithm in Fig. 1, and T is the temporary variable.
The computation XX→T denotes that the result of the multiplication (squaring)
X × X is stored in T. The addition sequence and the square-multiply pattern
(abbreviated to “SM pattern”) generated by the computation are also provided.

DR pair (di, ri) Addition sequence Register sequence SM pattern

(2, 0) 12 XX→X S

(2, 1) 12 XX→T, XA→A, (T→X)
SM

(3, 0) 123 XX→T, XT→X

(3, 1) 123 XX→T, XA→A, XT→X

SMM(3, 2) 123 XX→T, TA→A, XT→X

(5, 0) 1235 XX→T, XT→X, XT→X

(5, 1) 1235 XX→T, XA→A, XT→X, XT→X

SMMM(5, 2) 1235 XX→T, TA→A, XT→X, XT→X

(5, 3) 1235 XX→T, XT→X, XA→A, XT→X

(5, 4) 1245 XX→T, TT→T, TA→A, XT→X SSMM

Fig. 2. Computation in the MIST algorithm

Since the MIST algorithm selects the divisors di randomly, it is naturally
immune to power analysis which averages over a number of power consump-
tion traces, e.g., differential power analysis. Simple power analysis is the other
category of power analysis which assumes the power consumption trace of multi-
plications is distinguishable from that of squarings. However, an attacker cannot
uniquely determine the secret exponent by analyzing one SM sequence of the
MIST algorithm due to the ambiguous relationship between an observed SM
pattern and the exact computation. As shown in Fig. 2, each of the patterns
SM, SMM, SMMM corresponds to two or three DR pairs, and the pattern SSMM cor-
responds to either the DR pair (5, 4) or a squaring (S) followed by the pattern
SMM. In [6], Walter pointed out that on average 23n/5 candidates will remain for
an n-bit exponent after analyzing one SM sequence.

2.2 Operations of Residue Class

The proposed analysis represents the candidates of the exponent as a collection
of residue classes, which is much more efficient than enumerating and storing
all candidates. In this paper, a residue class 〈M,N〉 denotes a set consisting of
nonnegative integers congruent to the nonnegative integerN modulo the positive
integer M (0 ≤ N < M), i.e., 〈M,N〉 = {kM +N |k ∈ Z, k ≥ 0}. The following
operations are used in the proposed analysis.



226 C.-N. Chen, J.-H. Tu, and S.-M. Yen

The first operation is split which splits a residue class 〈M,N〉 into ε subsets by
expanding the modulus M to εM . Since kM +N = &k

ε �εM +(k mod ε)M +N ,
〈M,N〉 can be split into the collection of distinct subsets

〈M,N〉 =
ε−1⋃
δ=0

〈εM, δM +N〉 ,

and split (〈M,N〉 , ε, δ) = 〈εM, δM +N〉 is defined as the δ-th subset of 〈M,N〉.
The second operation is integer division, i.e., dividing all numbers in a residue

class 〈M,N〉 by a given divisor d and obtaining the integer quotients. Suppose
εM = lcm(M,d), the least common multiple of M and d. Since &kM+N

d � =

& (k′ε+δ)M+N
d � = k′( εMd ) + & δM+N

d � where k′ = &k
ε � and δ = k mod ε, we have

〈M,N〉 ÷ d =

{
&kM +N

d
�
∣∣∣∣k = 1, 2, · · ·

}
=

ε−1⋃
i=0

〈
εM

d
, & iM +N

d
�
〉
.

For example, 〈10, 7〉 represents integers {7, 17, 27, · · · }. When dividing by 6,
〈10, 7〉 will be split to a collection 〈30, 7〉 ∪ 〈30, 17〉 ∪ 〈30, 27〉, and then we have
〈10, 7〉 ÷ 6 = 〈5, 1〉 ∪ 〈5, 2〉 ∪ 〈5, 4〉 which represents integers {1, 2, 4, 6, 7, 9, · · ·}.

The last two operations are to find union and intersection1 of two residue
classes. Before finding union or intersection, the moduli of the two sets should
be expanded to their least common multiple by using the first operation. For
example, 〈2, 1〉 = 〈6, 1〉 ∪ 〈6, 3〉 ∪ 〈6, 5〉 and 〈3, 2〉 = 〈6, 2〉 ∪ 〈6, 5〉, and we have
〈2, 1〉 ∪ 〈3, 2〉 = 〈6, 1〉 ∪ 〈6, 2〉 ∪ 〈6, 3〉 ∪ 〈6, 5〉 as well as 〈2, 1〉 ∩ 〈3, 2〉 = 〈6, 5〉.

3 Analysis to MIST by Using Residue Class

The MIST algorithm with a given exponent can generate various SM sequences
due to its randomness. These SM sequences are the potential SM sequences as-
sociated with the given exponent, and one of them will be generated during
each computation. On the other hand, an SM sequence generated by the MIST
algorithm is associated with more than one exponents due to the ambiguous re-
lationship between the SM pattern and the computation. The MIST algorithm
with these exponents may possibly generate this SM sequence. When an SM
sequence is observed by SPA, all these exponents associated with this observed
SM sequence are candidates of the secret exponent, and we say these candi-
dates satisfy this SM sequence. The proposed analysis will find the candidates
simultaneously satisfying multiple SM sequences.

The observed SM sequences should be decomposed into small blocks before
the analysis. Each block contains one SM pattern listed in Fig. 2 and corre-
sponds to one iteration of the MIST algorithm. However, the pattern SSMM can

1 The intersection operation is similar to solving the simultaneous congruences in the
Chinese remainder theorem. However, in the proposed analysis, the moduli may not
be relatively prime.
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be interpreted as either an atomic pattern or two patterns S-SMM. It should be
identified as a special block prior to other SM patterns. The proposed analysis
deals with one block per iteration from the first to the last block of each SM
sequence. Since there will be some special blocks SSMM, the block number in the
proposed analysis is different from the iteration number in the MIST algorithm.

In the first step, the proposed analysis will find candidates of the exponent
simultaneously satisfying the first block of every observed SM sequence.2 These
candidates can be divided into one or more residue classes, and each residue
class is a candidate set. After analyzing the first i blocks of the observed SM
sequences and obtaining the candidate sets satisfying the first i blocks, we inspect
the subsets of each candidate set and then obtain the candidate sets satisfying
the first (i + 1) blocks. After analyzing from the first to the last block of the
observed SM sequences, we obtain the candidates of the exponent satisfying
whole blocks of the observed SM sequences.

The candidates of the exponent in the proposed analysis are organized into
one or more candidate sets (represented by using residue class) instead of enu-
merating all of them. A candidate set will contain more than one candidates
when its modulus M is smaller than the upper limit of the exponent of the cryp-
tosystem. The number of candidate sets does not indicate how much exhaustive
search required, for example, we can use only one residue class 〈1, 0〉 to represent
all exponents smaller than the upper limit.

The details of the analysis is provided in the following subsections. The theo-
retical analysis with one SM sequence is introduced in Sect. 3.1, and the practical
analysis of exploiting multiple SM sequences is presented in Sect. 3.2.

3.1 Single-sequence Analysis to MIST

Referring to the equation (1), the computation of the MIST algorithm is con-
trolled by the DR pairs (di, ri). The potential DR pairs associated with the block
of SM patterns S, SM, SMM, SMMM are listed in Fig. 2, and the DR pairs associated
with the special block SSMM are (5, 4), (6, 2), (6, 4), and (10, 0).3 The variable for
the potential DR pair as well as some other variables is defined below.

Definition 1. Let DRi
(γ) = (di

(γ), ri
(γ)) be the γ-th potential DR pair associ-

ated with the i-th block of the SM sequence.

Definition 2. Let ei
(α) =

〈
Mi

(α), Ni
(α)
〉
be the α-th candidate set of the expo-

nent satisfying the first (i − 1) blocks of the SM sequence.

2 A candidate of the exponent satisfying the first i blocks of an observed SM sequence
means there is at least one potential SM sequence associated with this candidate, of
which the first i blocks are identical to the first i blocks of the observed SM sequence.

3 The DR pair (5, 4) is associated with the atomic pattern SSMM. In contrast, when a
block SSMM is composed of two patterns S-SMM, the remaining exponent will satisfy
qi mod 2 = 0 as well as one of the three equations qi

2
mod 3 = 1, qi

2
mod 3 = 2, and

qi
2
mod 5 = 0. The DR pairs associated with S-SMM are (6, 2), (6, 4), and (10, 0).
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If the exponent belongs to a candidate set ei
(α), the remaining exponent qi in the

i-th iteration will belong to ei
(α) ÷ (d1

(γ1) · · · di−1
(γi−1)) for all enumerations of

products (d1
(γ1) · · · di−1

(γi−1)). These potential values ei
(α)÷(d1

(γ1) · · · di−1
(γi−1))

can be divided into several residue classes, and each one is a candidate set of the
remaining exponent.

Definition 3. Let qi
(α-β) =

〈
mi

(α-β), ni
(α-β)〉 be the β-th candidate set of the

remaining exponent in the i-th iteration, associated with ei
(α).

The superscript, (γ), (α), (α-β), in variables indicates a specified DR pair or
candidate set. We also use (∗) to indicate an arbitrary one among these DR
pairs or candidate sets. For example, qi

(∗-∗) is an arbitrary candidate set of qi,
and qi

(α-∗) is an arbitrary one associated with ei
(α).

The following is an example of the proposed analysis. Suppose the first few
operations of an SM sequence are SSMSMMS. The initial candidate set of the
exponent and that of the remaining exponent associated are

e1
(1) = 〈1, 0〉 and q1

(1-1) = 〈1, 0〉 .

The DR pair associated with the first block S is (d1
(1), r1

(1)) = (2, 0), and

we have the expansion factor ε1,1 = 2 when finding q1
(1-1) ÷ d1

(1). Since only

split(q1
(1-1), 2, 0)

⋂〈
d1

(1), r1
(1)
〉
= 〈2, 0〉 is nonempty, the candidate sets of the

exponent and the associated remaining exponent satisfying the first block are

e2
(1) = split(e1

(1), 2, 0) = 〈2, 0〉 , q2(1-1) = split(q1
(1-1), 2, 0)÷ d1

(1) = 〈1, 0〉 .

When analyzing the second block SM, the potential DR pairs are (d2
(1), r2

(1)) =

(2, 1) and (d2
(2), r2

(2)) = (3, 0). We have ε2,1 = 6, and e2
(1) will be split into six

subsets. Four of these subsets will satisfy the first two blocks, and they are

e3
(1) = split(e2

(1), 6, 0) = 〈12, 0〉 , q3(1-1) = split(q2
(1-1), 6, 0)÷ 3 = 〈2, 0〉 ;

e3
(2) = split(e2

(1), 6, 1) = 〈12, 2〉 , q3(2-1) = split(q2
(1-1), 6, 1)÷ 2 = 〈3, 0〉 ;

e3
(3) = split(e2

(1), 6, 3) = 〈12, 6〉 ,
{
q3

(3-1) = split(q2
(1-1), 6, 3)÷ 2 = 〈3, 1〉

q3
(3-2) = split(q2

(1-1), 6, 3)÷ 3 = 〈2, 1〉 ;

e3
(4) = split(e2

(1), 6, 5) = 〈12, 10〉 , q3(4-1) = split(q2
(1-1), 6, 5)÷ 2 = 〈3, 2〉 .

When analyzing the third block SMM, the potential DR pairs are (3, 1), (3, 2), and
(5, 0). The sets e3

(1), e3
(2), e3

(3), e3
(4) will be split into ε3,1 = 15, ε3,2 = 5, ε3,3 =

15, ε3,4 = 5 subsets, and 11, 1, 15, 5 subsets will satisfy the first three blocks,
respectively. We only demonstrate how to inspect the subset split(e3

(2), 5, 0) of
e3

(2) and the fourth subset split(e3
(3), 15, 3) of e3

(3). Since split(q3
(2-1), 5, 0) =

〈15, 0〉 ⊂ 〈5, 0〉, we have

e4
(12) = split(e3

(2), 5, 0) = 〈60, 2〉 , q4(12-1) = split(q3
(2-1), 5, 0)÷ 5 = 〈3, 0〉 .
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Since split(q3
(3-1), 15, 3) = 〈45, 10〉 ⊂ 〈3, 1〉, 〈45, 10〉 ⊂ 〈5, 0〉, and

split(q3
(3-2), 15, 3) = 〈30, 7〉 ⊂ 〈3, 1〉, we have

e4
(16) = split(e3

(3), 15, 3) = 〈180, 42〉 ,

⎧⎨⎩
q4

(16-1) = 〈45, 10〉 ÷ 3 = 〈15, 3〉
q4

(16-2) = 〈45, 10〉 ÷ 5 = 〈9, 2〉
q4

(16-3) = 〈30, 7〉 ÷ 3 = 〈10, 2〉
.

Fig. 3. Candidate sets satisfying the SM sequence SSMSMMS

Figure 3 sketches the relationship between the candidate sets in the above
example, which forms a tree. Each child node is a subset of its parent node
and will satisfy one more block of the SM sequence than its parent node. The
proposed analysis is a breadth-first search, starting from the root e1

(1). Suppose
we have obtained all ei

(∗) as well as all qi
(α-∗) associated with each ei

(α). We
can find all ei+1

(∗) as well as all qi+1
(∗-∗) by the following steps.

Step 1. Select one ei
(∗)

Step 2. Suppose ei
(α) is selected. Find the smallest positive integer εi,α satisfy-

ing di
(γ) | εi,αmi

(α-β) for all γ and β (i.e., for all DRi
(∗) and qi

(α-∗). Split ei(α)

and all qi
(α-∗) by the factor εi,α.

Step 3. Select one subset of ei
(α), i.e., select an integer δ ∈ [0, εi,α−1] and then

compute split(ei
(α), εi,α, δ) =

〈
εi,αMi

(α), δMi
(α) +Ni

(α)
〉
.

Step 4. Inspect whether the selected split(ei
(α), εi,α, δ) satisfies the first i blocks

of the SM sequence (i.e., whether it is a valid ei+1
(∗)).

If
⋃

β,γ

(
split(qi

(α-β), εi,α, δ)
⋂〈

di
(γ), ri

(γ)
〉)

�= ∅, then split(ei
(α), εi,α, δ) is one

ei+1
(∗), and

⋃
β,γ

((
split(qi

(α-β), εi,α, δ)
⋂〈

di
(γ), ri

(γ)
〉)

÷ di
(γ)
)
represents all

qi+1
(∗-∗) associated with split(ei

(α), εi,α, δ). Otherwise, discard split(ei
(α), εi,α, δ).

Step 5. Select another subset of ei
(α) and go back to step 4 until all subsets are

processed.

Step 6. Select another ei
(∗) and go back to step 2 until all ei

(∗) are processed.

Each ei
(∗) is split into several subsets in step 2, and whether each subset is a

valid ei+1
(∗) is inspected in step 4. Since the remaining exponent should satisfy
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qi mod di = ri, a subset split(ei
(α), εi,α, δ) is one ei+1

(∗) if and only if we can find

at least one qi
(α-β) (i.e., ∃β) satisfying split(qi

(α-β), εi,α, δ) ⊂
⋃

γ

〈
di

(γ), ri
(γ)
〉
.

When s subset split(qi
(α-β), εi,α, δ) ⊂

〈
di

(γ), ri
(γ)
〉
, split(qi

(α-β), εi,α, δ) ÷ di
(γ)

is one qi+1
(∗-∗) associated with split(ei

(α), εi,α, δ).
The candidate sets eend+1

(∗) satisfying the whole SM sequence can be obtained
by repeating the above steps. In the last few iterations of the analysis, the
modulus Mi

(∗) of each ei
(∗) will be greater than the upper limit of the exponent,

and each ei
(∗) can be simplified by ei

(α) = Ni
(α) because (δMi

(α) +Ni
(α)) with

δ ≥ 1 is not a valid exponent. The associated qi
(∗-∗) can be also simplified by

qi
(α-β) = ni

(α-β). In the last iteration, the DR pair (dend
(∗), rend(∗)) should further

satisfy rend
(∗) �= 0 because of qend = dendqend+1 + rend �= 0 and qend+1 = 0. After

analyzing the whole SM sequence, we have the candidates
⋃

α Nend+1
(α) of the

exponent.
The proposed analysis assumes the attacker can distinguish squaring and mul-

tiplication in a power consumption trace. However, some operations might not be
identified exactly. Ambiguous SM patterns will be isolated and processed by the
method similar to that analyzing the special pattern SSMM. For example, when
an SM sequence is SSMS?MS, the fourth to sixth operations S?M will be isolated,
and they are either SMM or SSM. The potential DR pairs are (3, 1), (3, 2), (5, 0)
for the first case and (4, 2), (6, 0) for the second case.

Some exponentiation algorithms employ uniform computation for both squar-
ings and multiplications to prevent SPA, e.g., the side-channel atomicity [10].
However, the divisions qi = & qi−1

di−1
� in the MIST algorithm still reveal infor-

mation. If the divisions are evaluated during the computation and the power
consumption trace of divisions can be recognized, the SM patterns S, SM, and
SMM can be determined by the number of squarings/multiplications between two
divisions. In addition, some special chosen messages will cause revelation of com-
putational sequence [11], e.g., −1 ≡ n − 1 (mod n) and faulty elliptic curve
points of small orders [12]. If the exponent is an odd integer and the input
message (base number) is −1, referring to Fig. 2, there are only two types of
computation, 1 × 1 = 1 and 1 × (−1) = (−1). The computations XA→A and
TA→A can be identified because A is always equal to −1. The analysis based
on the observation of divisions or the special chosen message is similar to the
proposed analysis.

The proposed analysis is an implementation of the exhaustive search in [6,
Section 8]. In the next subsection, we will introduce how to exploit multiple SM
sequences simultaneously.

3.2 Multi-sequence Analysis to MIST

The straightforward method to exploit multiple SM sequences is to find the can-
didates satisfying each SM sequence individually and then find the intersection
of these candidates. In contrast, the proposed method directly finds the can-
didates satisfying all observed SM sequences. Since multiple SM sequences are
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handled simultaneously, the additional subscript j is employed to indicate vari-
ables associated with the j-th SM sequence. Some variables are redefined below,
and the steps 2 and 4 of the analysis in Sec. 3.1 are also modified.

Definition 4. When analyzing the i-th block of the j-th SM sequence, let
DRj,i

(γ) = (dj,i
(γ), rj,i

(γ)) be the γ-th potential DR pair; qj,i be the remaining ex-
ponent; qj,i

(α-β) =
〈
mj,i

(α-β), nj,i
(α-β)〉 be the β-th candidate set of qj,i associated

with ei
(α).

Step 2. Suppose ei
(α) is selected. Find the smallest positive integer εi,α satis-

fying dj,i
(γ)|εi,αmj,i

(α-β) for all DR∗,i(∗) and q∗,i(α-∗) and for all SM sequences
(i.e. ∀j, γ, β). Split ei(α) and all q∗,i(α-∗) by the factor εi,α.

Step 4. Inspect whether the selected split(ei
(α), εi,α, δ) satisfies the first i blocks

of all SM sequences (i.e., whether it is one ei+1
(∗)).

If
⋃

β,γ

(
split(qj,i

(α-β), εi,α, δ)
⋂〈

dj,i
(γ), rj,i

(γ)
〉)

�= ∅ for all j (i.e., for all SM

sequences), then split(ei
(α), εi,α, δ) is one ei+1

(∗), and⋃
β,γ

((
split(qj,i

(α-β), εi,α, δ)
⋂〈

dj,i
(γ), rj,i

(γ)
〉)

÷dj,i
(γ)
)
represents all qj,i+1

(∗-∗)

associated with split(ei
(α), εi,α, δ) for the j-th SM sequence.

Otherwise, discard split(ei
(α), εi,α, δ).

Since each ei
(∗) should satisfy all SM sequences, in the modified step 2, all

candidate sets are split with the same factor εi,α instead of various factors for
each SM sequence. In the modified step 4, split(ei

(α), εi,α, δ) is one ei+1
(∗) if the

candidate set of remaining exponent qj,i+1
(α-∗) exists for every SM sequence.

According to [6, Theorem 9], the expected number of exponents satisfying
a given SM sequence is about 23n/5 for an n-bit exponent, i.e., an arbitrary
exponent will satisfy a given SM sequence with the probability 2−0.4n. Three
to five SM sequences might be sufficient to obtain a unique candidate of the
exponent. In the next section, we will provide some implementation results and
discuss the feasibility.

4 Results and Discussions

The proposed analysis is implemented in C++ and executes on PC with 3.1GHz
CPU and 8GB RAM. It uses the list container of Standard Template Library to
store candidate sets. Each candidate set of exponent ei

(α) is associated with one
or more candidate sets of remaining exponent qj,i

(α-∗) for every SM sequence j.
For a candidate set, the modulus M in the residue class 〈M,N〉 is represented
as the form 2a3b5c, and the remainder N is represented by 240-base number
system. Figure 4 sketches the data structure in our implementation.

Figure 5 provides three results of finding 256-bit exponent by analyzing five
SM sequences. Each time, we randomly generate a 256-bit exponent, and then
the MIST algorithm executes five times to collect five SM sequences associated
with this exponent. The figure illustrates the number of the candidate sets ei

(∗)
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Fig. 4. Data structure for storing candidate sets
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Fig. 5. Results of finding 256-bit exponent with 5 SM sequences

in each iteration, where the x-axis indicates the iteration i, and the logarithmic-
scale y-axis indicates the number of ei

(∗). The execution time (single thread
execution) and peak memory usage are also provided. Figure 6 provides results
with various numbers of SM sequences. We collect ten SM sequences associated
with a 256-bit exponent and then perform analysis with 6/8/10 SM sequences.

The number of candidate sets during the analysis is determined by two fac-
tors, the ratio Ei of expansion in step 2 and the ratio Fi of filtering in step 4. The
product Ei × Fi is the ratio between the number of ei

(∗) and ei+1
(∗). However,

the implementation results show that the number of candidate sets in each iter-
ation is irregular and depends on combination of observed SM sequences. There
is no obvious trend of the number, except after nearly the 160th iteration, it de-
creases continually because expansion is not required when the modulus Mi

(∗)

in each ei
(∗) is greater than the upper limit of the exponent. Exploiting more

SM sequences will remove more subsets in step 4, i.e., Fi gets smaller, but also
generate more subsets in step 2, i.e., Ei gets larger. For example, between the
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Fig. 6. Results of finding 256-bit exponent with 6/8/10 SM sequences

130th and 140th iteration of Fig. 6, there are more candidate sets in the analysis
with 10 SM sequences than with 6 or 8 SM sequences.

The execution time depends on the total number of candidate sets during
the analysis, and the peak memory usage depends on the maximum number
of candidate sets in an iteration. When the exponent is 1024-bit or longer, the
analysis program might spend too much memory and also extreme long time.
In order to reduce the number of candidate sets, we can employ supplement SM
sequences to inspect candidate sets. Unlike ordinary SM sequences, supplement
SM sequences do not allow to split candidate sets of the exponent, i.e., they only
reduce the filter factor Fi but not increase the expansion factor Ei. Suppose the
i-th iteration of the analysis with the ordinary SM sequences has finished. For
each ei

(α), we initialize qsup,1
(α-1) = ei

(α) and find all qsup,2
(α-∗), . . . , qsup,i′ (α-∗)

relating to a supplement SM sequence until splitting is required (i.e., εi′+1,α �= 1
in step 2) to find qsup,i′+1

(α-∗). A candidate set ei
(α) is valid if there is at least

one qsup,i′
(α-∗), i.e., ei(α) satisfies the first (i − 1) blocks of the supplement SM

sequence. After inspecting all candidate sets ei
(∗) by a supplement SM sequence,

we can filter them again by another supplement SM sequence. Since qsup,i′
(∗-∗)

are not stored after analyzing a supplement SM sequence, exploiting supplement
SM sequences only slightly increases the memory requirement.

According to our implementation results, five ordinary SM sequences and
twenty supplement SM sequences are enough to deduce a 1024-bit exponent.
We start to exploit supplement SM sequences when the number of candidate
sets is more than 10, 000 and until it is less than 5, 000. These supplement SM
sequences are circularly reused during the analysis. In the ten implementation
results, the average execution time is 3,353 seconds (between 1,386 seconds and
5,719 seconds), and the average peak memory usage is 415 MB (between 214
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MB and 872 MB). Exploiting more supplement SM sequences definitely reduces
the number of candidate sets, but it might increase the execution time.

The proposed analysis is a breadth-first search (referring to Fig. 3). The
breadth-first search requires a queue to store all nodes of a level, and the peak
memory usage is determined by the maximum number of nodes of a level. The
memory usage can be reduced by converting the proposed analysis to a depth-
first search. When traversing to a child node, we only need to store its parent
node and the index of the child node, i.e., storing ei

(α) and δ when traversing to
split(ei

(α), εi,α, δ). The maximum number of nodes stored is equal to the maxi-
mum number of blocks of SM sequences, and the execution time is roughly the
same as the original method.

5 Conclusions

When designing an exponentiation algorithm with immunity to SPA, remov-
ing the explicit relationship between the computational sequence and the secret
exponent is a widely used method. However, an attacker can still obtain par-
tial information about the secret exponent from a computational sequence. He
might be able to integrate information collected from several computations if
the algorithm is nondeterministic, i.e., randomized.

This paper proposes the first practical multi-sequence SPA against the MIST
algorithm. Further countermeasures such as exponent blinding are required to
prevent the attacker from collecting multiple SM sequences corresponding to
the same exponent. The proposed method is an example that a randomized
algorithm with immunity to single-sequence SPA might be vulnerable to multi-
sequence SPA due to its randomness. Randomized exponentiation algorithms is
not an elixir of preventing side-channel attacks.
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Abstract. Cyberspace is a borderless new universe in which all actors,
including States, share information and communications technologies,
now indispensable to the modern lifestyle. Starting from the beginning
of the 21st century, the ability to leverage the cyberspace has become
the most important source of power. Due to the proliferation of ICT
systems into all aspects of life, the importance of information for political
matters has increased awfully. State and non-State actors can use this
power to achieve objectives into cyberspace and physical world. Low cost
and high potential impact make cyber-power attractive to all actors. In
fact, cyber threats have grown exponentially with the proliferation of
the cyberspace infrastructures. Consequently, cyberspace has become a
war-fighting domain with the potential to destroy or make useless logical,
physical, technical, and virtual infrastructure, damaging in fact critical
National capabilities.

This scenario forces all national institutions to a review of their de-
fense strategies, because of the difficulties to identify the actors of a
cyber-attack. It then becomes necessary to gain a broader view of the
problem to acquire more detailed information, useful to identify such
sources of cyber-attacks. This new point of view can be achieved by us-
ing the analytical method developed by the authors and applied to data
streams flowing across the cyberspace. In this way we can collect, detect,
isolate and analyze the behavior of those malware that are acting as cy-
ber weapons, through the implementation of an honeypot-based system
such as the one presented in this paper.
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1 Introduction

Cyberspace is a unique domain that does not occupy a physical space. It does,
however, depend on physical nodes, servers, and terminals that are located in
Nations that exert control and sometimes ownership, as described by the defini-
tion of the U.S. Department of Defense: “Cyber-space is a global domain within
the broader universe of information, and consists of a network of interdependent
infrastructures, including telecommunications networks, computer systems, pro-
cessors, and embedded controllers” [1]. This definition let to discern between the
place cyberspace and the activities that occur within it. This means that cy-
berspace, unlike the well-known physical space, has no national boundaries. In
fact, while it is possible to isolate or disable one or more parts of a compromised
network, its functions and data continue to exist. This unique feature of the
cyberspace influences any defensive strategy we want to implement [2]. In such
a scenario, cyber threats have grown exponentially. Consequently, cyberspace
has become a war-fighting domain with the potential to destroy or make use-
less logical, physical, and virtual infrastructure, and to damage critical national
capabilities [3].

Threats within cyberspace are disparate, diffuse, and some may also be dispro-
portionate in the harm they could cause: this means that the correct description
of cyber weapons becomes primarily important to assess, on the one hand the
level of threat from cyber-attacks, and on the other hand the most appropriate
countermeasures to adopt, for both preventive and defensive purposes. Weapons
in general are instruments through which, within a specific context, a person
can bring harm to another person or object, or defend themselves from attacks.
Attacks made by means of cyber weapons, in the same way as conflicts of con-
ventional type, are designed to cause damage only to a specific opponent, often
in a situation of tension or crisis already underway or about to be born, in order
to obtain some kind of advantage [4].

In this paper we develop a method based on the extrapolation of the digital
behavior from data streams flowing over the Internet [5]. The entire tests are
carried out by implementing a set of virtual honeypots, specifically configured
with different known vulnerabilities. The purpose is to collect log files, detect
malware, and finally isolate those one that are acting as cyber weapons through
the application of the obtained information. The purpose of the tests is to obtain
valuable information about the actors of a cyber conflict, giving in real-time the
vision of possible attack situations and the ability to implement an effective
system of cyber defense that is pre-configurable on specific threats that are to
be contrasted.

Clearly, the problem of containing large-scale malware and worms over the
Internet has been addressed by several works, some of one by using a coopera-
tive distribution of traffic filtering policies [6], others by using automatic secu-
rity assessment [7]. Moreover, a part of the literature considers as a best prac-
tice to adopt audit-based access control [8] or use network anomaly detection
methods [9], [10].
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Section 2 shows the scenario in which we operate, the cyberspace, its unique
characteristics, with respect to the proposed analytical method, while Section 3
briefly describes the method of analysis with its components: the study of the
characteristics of cyber weapons, the analysis of their lifetime in cyberspace, the
problems of a cyber defense, and the implementation of the filters. Section 4
introduces the experimental tests and Section 5 explains how to construct the
profile of an attacker. Finally, in Section 6 are drawn the conclusions.

2 Profiling the Cyberspace

One of the biggest problems of cyber defense is represented by its anonymity
with the resulting non-imputability that cyberspace can offer to the responsible
of a cyber threat. In that case, it is difficult, if not impossible, to identify the
enemy, because many of the challenges of traditional warfare are highlighted and
amplified into cyberspace. One of the most important aspect is the challenge of
situational awareness, which is defined as “the continuous extraction of environ-
mental information, the integration of this information with previous knowledge
to form a coherent mental picture, and the use of that picture in directing further
perception and anticipating future event.” [11]. It is therefore essential to gain
the view that allows to acquire those information. This can be achieved by using
the method of analysis proposed in several studies about the Digital Profiling
paradigm [12], [13], [14], that gives a more detailed description of a threat in the
cyberspace. This approach is based on the assessments made by the behavioral
analysis of the cyber threat’s main actors. We extrapolate their characteristics,
in relation to their lifetime in the cyberspace. This action is made starting from
two points of view: the ICT one, which analyzes software properties, and the
strategic one, which reveals the strategic/military use of them as real weapons
of offense. The union of the two aspects allows us to reveal new additional prop-
erties. The analysis of these new properties, together with the old ones, allow
us to extrapolate the behavior of a cyber weapon. Therefore, the results of the
cyber-profile are composed by a series of information that can be used as “fil-
ters” for the monitoring and the analysis of data streams [5], [15], in order to
have a more efficient identification of the actors of a cyber conflict. In fact, this
type of profile allows a real-time awareness of possible situations of attack and
facilitate the implementation of an effective dynamic system of cyber defense.

3 The Method of Analysis

The method to extrapolate the behavior of a cyber weapon consists of the fol-
lowing four steps. The first one is to analyze the properties of a cyber weapon,
which provides detailed features. This is followed by the analysis of the time-
line of a cyber-attack. It uses the features resulted from the previous step to
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extrapolate comprehensive information that help to delineate the behavioral pat-
tern of an attack. The third step is to analyze the cyber defense, considering the
information gathered in the second step. Finally, the fourth step is the imple-
mentation of filters for monitoring and analysis of cyber threats, through the
profile obtained from all the previous steps.

3.1 Analysis of Properties of a Cyber Weapon

The study of the characteristics of cyber weapons is based on the properties
coming from an evaluation performed by using two different points of view. The
ICT point of view, which describes the malware as any set of computer instruc-
tions designed to unlawfully damage a computer system. The cyber weapons are
in fact an evolution of malware with all their properties. The strategic/military
point of view that reveals the impact of cyber-attacks and the expected damages
brought at the enemy target. This perspective adds further information about
targets, such as critical infrastructures, data or programs contained therein or
pertaining thereto, by using the common methods of military strategy.

A cyber weapon is a set of instructions compiled into a programming language,
and thus can be disassembled, analyzed and modified. Unlike the common mal-
ware that affects either any computer system, without any type of control or
advantage, it is specially customized for the characteristics of the systems to
hit, with the aim to reach a specific advantage. The program code of the cyber
weapons differs for each attack and is able to deal with different form of attacks
simultaneously.

The impact of the caused damage is publicly revealed with a lag: similarly
to all crimes, the victim is not willing to reveal his vulnerability. Furthermore,
source and path are difficult to find, because their authors can take advantage
of the anonymity offered by the Internet architecture. A cyber weapon can de-
stroy itself after the attack, leaving no traces in the infected system. Any trace
eventually left after the attack can easily be created ad hoc for deceiving any
attempt to identify it.

Cyber weapons are often used as part of a larger conventional attack in sup-
port of it within a conflict, to gain more advantage over the enemy. They may
act at a certain time, remaining “silent” until the right moment for the actions
of attack comes, adapting themselves to the state of the systems in which it is in-
troduced, and changing in response to the variables that meets. These properties
make them intelligent agents, similar to “fire and forget” weapons [16]. Usually,
they have a very short life, just the duration of the attack. Its discovery decrees
an immediate reaction to correct any exploited vulnerability. For such a reason,
cyber weapons should not be reused at a later time without substantial changes.
The implementation of a cyber weapon is a very complex task. Differently from
a common malware that can be created and launched by a single individual, it
requires a C4ISTAR command & control (C&C) structure [1] such those one
present in some advanced botnet architectures [17].
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3.2 Analysis of Lifetime of a Cyber Weapon

The above features make possible to describe in detail when a cyber weapon
was introduced in the wild. Analyzing the following six steps, we can exploit the
actions that characterize the cyber weapon’s lifetime.

Target Choice. Often the design of a cyber-attack takes place in a strategic
way, from the originating motivations to the management of the entire attack.
Initially, the choice of the targets is related to the enemy structure and its crit-
icality as well as it is closely linked to the reasons of attack. It can be possible
to describe the targets choice with the answer to the following four questions.
Where is physical location of the target? What is the target functions? Who
are the owner and the users of the target? Why such attack is performed? In
this respect, it can be determined the type of damage to cause, which can be
digital with the unauthorized access to confidential data, delay or interruption
of service, modification, damage or destruction of a computer code or physical
with the destruction of the devices and the equipment. In addition, the dam-
age is measured in terms of severity of the effects caused by attack [18] and of
the persistence of the effects that can be permanent, temporary or transient [19].

Acquisition of Information. The phase related to the acquisition of information
about the chosen target is essential for the construction of the weapon itself,
since its ability to effectively hit a specific target is proportional to the nature
and quality of the collected information. Such information can be derived mainly
from the intelligence point of view (e.g., information on choosing the target, its
location, any access road, systems of physical protection, best time for attack,
etc.) or from the technical point of view (e.g., technical characteristics of the
selected target, its vulnerability and protection systems hardware and software).

Source Code Analysis. The majority of cyber weapons are specifically built for
their purpose: more and more often we find specific cyber weapons for specific
targets to hit. This makes a cyber weapon more effective. In fact, when a cyber
weapon is discovered, specific defensive countermeasures are taken. This makes
it no longer able to act also if the quality of the cyber weapon was high. The
code that composes it is implemented by considering the type of intrusion, which
can be:

– direct : connection to the target system with a device that transmits it (USB
mass storage, CDROM, etc.);

– semi-direct : sent over the network from a non-critical location;
– indirect : sent through cyberspace.

In addition, this “armed code” must implement those properties that distin-
guish it from a common malware and make it an effective weapon, anonymous
and difficult to detect. Namely, an effective implementation of a good cyber
weapon having the above characteristics should consider when it have to be
launched (immediately, delayed or repeated) and should adapt itself to the con-
ditions of the targeted system, including a mechanism of self-destruction and the



Cyber Threats Monitoring: Experimental Analysis of Malware Behavior 241

possibility to connect to a C&C server. In addition, no unwanted and uncontrol-
lable collateral damages as well as no traces are left on the attacked system and
in the cyberspace.

Simulation and Testing. A cyber-attack must succeed at the first attempt, oth-
erwise it can be easily neutralized. Its realization must include, as with any other
software, a test phase, before the real attack. Initially it takes place in a virtual
environment, in order to test the functionalities of the implemented code, but it
then needs to be tested into the cyberspace, to correct any eventual error, and
especially to adapt it to the changes that may have occurred in the configura-
tion of the security measures taken by the target system. The aim is to gain
information on the effectiveness of the penetration methods and on the intended
damages, in order to ensure the success of the attack against the real target. At
this stage the type of attack is similar to a real one. In fact, the target system
is composed of a set of systems similar to the chosen one.

Attacks. The most important phase in the timeline analysis is the attack, in
which all the prepared actions, tested in the previous stages, are implemented.
The aim is to effectively hit the chosen target and get a response as close as
possible to the expected result in the prescribed manner and time, avoiding any
unwanted side-effect.

Results Evaluation. The last phase consist on evaluating, both in the actual state
and in the near future, the success of the attack by comparing the expected re-
sults against the real obtained ones. The first step verifies the successful reaching
of the intended target, followed by the assessment of the time of the attack, the
type, the duration, and costs of caused damage on the target system. Later on,
have been also considered the effects of damage on the infected system, the build-
ing that houses it, and any impact in the short, medium and long term, such
as side effects inside and outside the target system, impact of the attack (mil-
itary/political/social), and the eventual countermeasures (active/passive). The
assessments in the above paragraphs lead to an overall evaluation of the attack
in terms of analysis of cost/benefit as well as in term of real gained advantages.

3.3 Cyber Defense Analysis

In order to have a more comprehensive analysis of cyber-attacks, the evalua-
tion of its characteristics from the point of view of the structure responsible for
the defense is of fundamental importance. The study of known cyber weapons
(from the DDoS attacks in Estonia up to the Stuxnet worm) [20], [21], [22], [23],
confirmed that the weapon computer is mostly often used as part of a larger
conventional attack in support of it. This observation leads to the creation of a
monitoring system that can be useful to extrapolate those indicators that show
the possibility of a cyber-attack on critical infrastructures, through the analysis
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of available information from different type of sources. Such sources can be open,
if publicly available (such as national reports coming from companies producing
antivirus, national and international newspapers, websites dealing with political,
economical and social analysis), semi-open when consist on websites of hackers’
groups, antagonists, extremists, fundamentalists, and closed when it is part of a
strategic/military documentation.

The obtained information should be able to answer to the following seven
questions:

– who: the identification of possible attackers;
– why: the reasons of the attack;
– where: the identification of critical infrastructures that are possible targets;
– how : the intrusion mode;
– what : the damage type;
– when: the attack time;
– results : the damage extent and possible disadvantage;
– reaction: response actions.

3.4 Implementation of Filters to Monitor Data Flow

The information obtained from the above-mentioned analysis constitutes a first
set of filters applicable in the analysis of data streams to detect those signals
that indicate the possibility of a cyber-attack in the near future. The main step
consists on detecting the presence of a cyber weapon through the analysis of
characteristics of its behavior, which distinguish it from a common malware.
The possible identification of targets may be exploited detecting properties in
common among different malware. In particular, the possible targets are: limited
in number and restricted to a particular type, geographically distributed, with
similar processes or critical data, with the same OS, with similar policy and
security systems and, finally, with the same vulnerabilities.

In Table 1 are listed the behavioral characteristics of the malware detected
by the analysis that reveals the activity of cyber weapons. Furthermore, the real
target (according to the properties of the cyber weapons) undergoes the highest
number of attacks, is repeatedly attacked in different times, can be identified in a
later time upon an intrusion or an attack, reveals stepwise refinements in the mal-
ware code and is related to the reasons of tensions/crisis/conflicts/antagonisms,
either national or international.

The information obtained upon analyzing the content of its source code, can
provide the profile of the detected cyber weapon. The indicators that can be
extracted from it, can be used as filters for the recognition of a cyber-attack
that is in progress or about to be launched. Such filters can be applied to the
log files related to the attempts of intrusion into the domain of interest.
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Table 1. The meaning of each detected feature in the malware behavior

Feature Meaning

Incomplete code - developing code

Simultaneous diffusion of
the same code in a limited
number of objectives

- malware test on a controllable number of objective
similar to target
- refine tuning of malware code
- deception
- reduction of target reaction response time

Repeated attacks over time
for the same purposes

- code corrections
- deception

More attacks on the chosen
target

- customize code on actual configuration of real target

No major damage caused as
a results of the intrusion or
attack

- decrease the possibility of detection by antivirus soft-
wares
- reduction of target reaction response time

4 The Experiments

The main goal of the experiments is to illustrate the application of the method
introduced in the previous sections. This will be used to implement a system to
monitor and analyze data streams flowing through Internet. The experiments
were conducted on a small-scale only from a technical point of view, applying
those filters derived from the information extracted from the analysis of the
characteristics of the detected cyber-attacks. To develop the experiments, we
implemented a network of honeypot (called honeynet) through which collect,
detect, extract and analyze malicious codes launched against it. A honeypot
is a machine connected to a network that emulates system vulnerabilities in
order to attract, capture and analyze cyber-attacks. If a connection occurs, it
can be, at best an accidental connection or, more likely, an attempt to attack
the machine. Briefly, we can classify honeypots firstly into two groups, based on
their deployment. The production honeypots are used in a company’s internal
network to improve the security of the whole network. In addition, the research
honeypots are more complex of the production ones, and provide a detailed
information about the attacks and are used by research, military and government
organizations.

The second criterion classifies honeypots based on their design criteria. The
pure honeypots are full production systems, so no other software needs to be
installed. The high-interaction honeypots use non-emulated OSes with multiple
services which can be exploited by the attacker. Also, the low-interaction hon-
eypots emulate the part of the system and services most frequently used [24].

4.1 Honeypots Implementation

We used the tools contained into the “Mercury Live DVD” [25]. It comprises
valuable tools for digital forensics, data recovery, network monitoring, spoofing,
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reverse engineering, and four different type of honeypots: Honeyd, Nephentes,
Dionaea, and Kippo. In particular, Honeyd is a low-interaction honeypot that
comprises several components (see Figure 1(a)): configuration database, a central
packet dispatcher, protocol handlers and a personality engine. Incoming packets
first go through the central packet dispatcher. It is able of dealing with three
protocols, TCP, UDP and ICMP. The dispatcher queries the configuration cor-
responding to the destination address. Then it passes the packet to the protocol-
specific handler. On receiving a TCP or UDP packet, the handler manages the
connections to different services. The framework checks if a specific packet is part
of an already started service application. If so, all packets are redirected to the
service, otherwise a new service is started. The handler also helps in connections’
redirection. Then the packet is sent to the personality engine which manipulates
its content to make it appear similar to the one originated from the network
stack. Through Honeyd we implemented a network with three routers and four
simulated hosts, as in Figure 1(b). The Honeyd implementation also includes
two hosts configured with two different versions of Microsoft Windows, one as a
server and the other as a client. What follows is an example of configuration.

(a) Honeyd components (b) the implemented honeynet

Fig. 1. Architectural sketch of the Honeyd components (a) and the scheme of the
implemented honeynet (b)

# Windows 2000 Server SP3 WebServer
create windows2000
set windows2000 personality "Microsoft Windows 2000 Server SP3"
add windows2000 tcp port 80 "perl scripts/iis-0.95/iisemul8.pl"
add windows2000 tcp port 139 open
add windows2000 tcp port 137 open
add windows2000 udp port 137 open
add windows2000 udp port 135 open
set windows2000 default tcp action reset
set windows2000 default udp action reset
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To improve the reality of the implemented honeynet, Honeyd allows to simu-
late all the standard devices connected to a network, such as “Cisco” routers as
shown in the following example:

# Cisco Router
create routerCisco
set routerCisco personality "Cisco IOS 11.3 - 12.0(11)"
set routerCisco default tcp action reset
set routerCisco default udp action reset
add routerCisco tcp port 23 "/usr/bin/perl scripts/router-telnet.pl"
set routerCisco uid 32767 gid 32767
set routerCisco uptime 1327650

All configurations are contained in a simple text file (name.conf) that must be
read by the program, and according to which all details of the simulated network
are created. This is in fact a sort of false digital profile offered to the attackers,
to increase the realism of the honeypots. This concept is similar to the one of
the false digital alibi in which it is shown how simple is to setup false digital
evidence on different systems (such as Mac OS X [26], Android devices [27], and
different flavor of the Microsoft Windows OSes [28], [29], [30]) in order to claim
a false alibi to be used in several scenarios. In the case of the honeynet, since
the attackers often try to remotely fingerprint OSes by using tools like nmap or
X probe, Honeyd takes the same fingerprint database used by nmap to spoof the
response of any OS it is emulating by providing false evidence about the running
OS.

In order to present simple but effective experimental results, we focuses our
attention on the study of the behavior of malicious attacks performed against
the SSH service. Also, the experiments let to inspect the activities performed by
the attackers once they gain access to the system and try to progress in their
intrusion [31], configuring the machine to record the password along with the
account name that was used in the login attempt [32], [33]. In order to better
analyze the behavior of the attacks, we implemented two identical honeypots,
into two different subnets, with two different SSH user account configurations, in
order to obtain two different profiles of the same attack to compare. In the first
one (see Figure 2(a)) there exist 8 user accounts and their relatives passwords
composed by very common words, in order to offer a high level of vulnerability.
On the contrary, the second one ((see Figure 2(b))) also contains the same 8
user accounts, but with 8 complex passwords, composed by letters, digits, and
special symbols, to resemble to a more protected system.

Here we present the results of the analysis of captured data in the two hon-
eypots during 30 days, focusing in particular on the log files containing the au-
thentication requests to the SSH server: date, time, the IP address from which
the login attempt originated, the result of the request (failure or success), the
account name and the password used for the authentication request as follows:

Jan 16 03:36:45 basta sshd[2308]: PW-ATTEMPT: 1234
Jan 16 03:36:45 basta sshd[2308]: Failed password for root from 10.0.160.14 port 39529 ssh2
Jan 16 03:17:11 basta sshd[2310]: Illegal user password from 10.0.160.14
Jan 16 03:17:11 basta sshd[2308]: PW-ATTEMPT: password
Jan 16 03:17:11 basta sshd[2308]: Failed password for illegal user password from 10.0.160.14 port 40444 ssh2
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honeypot1

Account Name Password

root root

admin 1234

user 0000

guest password

password 123456

test qwerty

administrator 654321

webmaster abc123

(a) weak account names and passwords

honeypot2

Account Name Password

root JotCR4E->

admin mC3bum@:

user ZR?s25{
guest k6r@bPr6

password [Ea˜Kˆ#

test {Q};Dced

administrator :3h!t>VD

webmaster c)isWAr?

(b) weak account names with strong pass-
words

Fig. 2. Configurations of the SSH service on honeypot1 (a) and on honeypot2 (b)

4.2 Experimental Results: Statistical Aspects and Analysis

In this section are presented the results of our experiments, that start with a
statistical overview of the activities observed on the two honeypots continuing
with the analysis of the activities performed after the intrusions.

In the examined period of 30 days, the two honeypots were contacted by 237
different IP addresses. They recorded 74201 login attempts on SSH, capturing
in total 2548 different account names and 4231 passwords. We processed the
raw data in order to use it as filters to extract relevant information. Such data
range from usernames and passwords, the attack types and also the activities
performed after the intrusion. As stated above, honeypot1 contained weak ac-
counts names and passwords, while honeypot2 contained weak accounts names
but complex passwords. Referring to the SSH login account of the honeypot1,
the first success occurred with the same username and password: “root”, after
only 23 attempts by only one attack. Thus the remaining 7 accounts were all
detected and used to access the machine after about 50-100 attempts. In relation
to honeypot2, only one account was successfully detected after 4452 attempts,
the one with username “root” and password JotCR4E->.

Regarding the date and time of the connections, considering the database
of the 74201 login attempts on SSH, filtering them by date, we analyzed the
distribution of the attacks in the 30 days (see Fig. 3), in which we observed
that honeypot1 was hit with 57457 login attempts with a rate of 1915 attempt
per day (with an increasing trend), while for honeypot2 there were 16744 login
attempts with a rate of 558 attempt per day (showing an initial increase, followed
by a decrease, probably due to the complexity of passwords).

Analyzing duration and frequency of the attempts, we can split them into two
separate groups. The first one comprises attacks performed without interruptions
for a period of time (days), with an high frequency and the same interval of time
among them. In addition, the second one is composed by attacks realized from
time to time, with a low frequency and different intervals of time among them.
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Fig. 3. Trend of access attempts on the two honeypots along the 30 days timeline

Regarding the location (i.e., the IP address) of the attacker, during the ex-
amined period of 30 days, the two honeypots were contacted by 437 different
IP addresses. All of them attacked the honeypot1, but only 76 attempted to
access the honeypot2. Using the tool GeoIP, we could geographically locate the
machines performing the attacks, not necessary the real origin of them. We real-
ized that the intrusion tentatives come from several countries, that is 21% from
USA, 19% from China, 15% from Netherlands 11% from Romania, 9% from the
United Kingdom, 7% from Germany, and so on.

Analyzing the total number of login attempts, we recognized from one side
a 9% of real-time intrusions, recognized by their behavior, processing username
and password in a slow way with different breaks, containing also some typing
errors, while on the other site, the 91% were performed by dictionary attacks.
Applying “IP addresses” and “honeypot1” as filters to the list of dictionary
attacks, we found that 106 of their attempts had these characteristics, which let
us to recognize them as performed by automatic scripts. In fact, such connections
were only targeted against port 22, thousands of usernames and passwords were
processed in a very short time, no pauses were found between attempts and weak
usernames and passwords were found in a very short time. The login attempts
against the honeypot2 were performed from 76 IP addresses, which used 233
dictionary attacks, 17 real-time intrusions, and 52 scanning activities. Referring
to honeypot1, only 8 real-time attacks, performed by two different IP addresses,
were able to compromise the system, while all the 106 dictionary attacks violated
the machine.

4.3 Analysis of the Activities Performed after the Intrusions

After a successful intrusion, a series of activities were performed by the attackers
on the violated host. The attackers first of all change the password of the hacked
account and try to acquire the root privileges. After that, start exploring the
filesystem and start downloading files by means of the commands wget and
sftp. Also, create and hide new directories where to store malicious software
that usually is used to scan the networks and to create backdoors. Often, such
software includes an IRC client to join a botnets and some tools useful to execute
lot of scanning activities.
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5 On the Construction of a Profile of Attack

Upon performing the analysis of the attacks, it is possible to extract lot of inter-
esting features that can be useful to start constructing the profile of the attack.
First of all, the IP address of the attacker machine and the associated “owner”
of such IP together with the geographical location of the attacker machine are
extracted. Clearly, the type of attack can be a real-time attack or one based on a
dictionary. All the temporal information, such as attack lifetime, duration of the
attack with the complete hour and day time are easily calculated since the hon-
eypots have been synchronized with a trusted external source of time. From such
temporal data it is possible to have the frequency of the attempts of intrusion
giving an idea of its regularity and occurrence. Analyzing whether the attack
was successful or not, it can be seen the activities performed after the intrusion
that may range from (internal/external) network scan, download of files, system
exploration, directory creation, malicious software upload and installation. At
last but not least, it can be analyzed the type of installed malicious software,
the activities performed by the malicious software and, more importantly, the
traces and evidence left on the attacked host.

The information extracted from above-mentioned features allow us to build
the profile of the attack. First of all, we recognized two main groups: real-time or
automatic attacks. We want here to focus attention on the second group, to which
we applied, as filters, the following features: high frequency attacks, fast guessing
of usernames and passwords, network scanning, creation of new directories/files,
successful passwords guessing, upload of files, no errors encountered, success of
the intrusion and no traces left.

5.1 Profile Analysis to Detect the Presence of a Cyber Threat

The obtained results brought to our attention one intruder, the only one able
to compromise the honeypot2. Its IP origin seems to be in Shaoxing, located in
the province of Zhejiang, China. Here we show a detailed timeline of its activity:

– Jan 6 2013, 02:00 A.M.: the attacker machine launched a dictionary attack
against honeypot1, breaking one login account in 21 minutes (username:
test password: 0000).

– Jan 6 2013, 02:22 A.M.: it changed the password in N!ka@mikk@2112, then
it closed the connection.

– Jan 7 2013, 02:00 A.M.: the same machine entered the system with its new
account and began to scan the network finding honeypot2 and its open port
22.

– Jan 7 2013, 02:07 A.M.: It began a dictionary attack to SSH login account
on the honeypot2, finding the username root in about 10 minutes.

– Jan 7 2013, 02:18 A.M. it continued its attack against the password, pro-
cessing thousands of words in a very fast way with high frequency attempts,
and stopped at 5:00.

– Jan 8 2013, 01:00 A.M.: it resumed its attack stopping it at 5:00.
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He attacked the system in a continuous way for 11 days, from 0:00 to 6:00
A.M. until the right password JotCR4E-> was guessed. After the intrusion, it
did not changed the password, but created into the home directory a new di-
rectory named “MY OLD DOCS”, in which a file named “11022012doc old.pdf”
was uploaded before stopping the connection. We did not detected other any
other connection until the end of the experimentation on the two honeypots.
Submitting that file (named “11022012doc old.pdf”) to a forensic analysis,
we extracted the MD5 (0xD1E7C8A8D857E097EEF8922F41074E80), the SHA-
1 (0xA1339C48B7D8A9F8C7358DA6C3C620F63BE25A51) and filesize (253.952
bytes). This allow us to discover that it was a known cyber threat, named
IXESHE [34], that is a backdoor/trojan born in China. This malware com-
municates with remote servers and receives instructions, acting as in a botnet.
It may download and run other malware. The Trend Micro reported [35] that
such a trojan is often attached to email messages as a simple PDF file, coming
from a compromised or spoofed account. Once opened, the PDF either displays
a blank or dummy page, but the code inside it starts the malware. Once in-
stalled, IXESHE starts communicating with compromised machines hosted on
previously infiltrated networks. Such a dangerous backdoor is the trojan horse
named IXESHE, hidden into a PDF file with a very common name capable to
connect to a remote C&C server [36] to transmit and receive information to be
used during future attacks. It is worth to highlight that very often PDF files
are used to convey different kind of malware. The reader can find an interesting
study on some security issues that can be exploited by means of PDF files in [37].

Although this type of malware is almost sent by email messages as attachment,
here we saw that it was uploaded, but not executed, into a directory with a very
ordinary name, probably for several reasons. In fact, spreading such a malware
in the ordinary way may not be effective because it could be easily detected by
antivirus checking emails and attachments. Also, the attacker did not started
the malware immediately for several reasons: to observe how long it will remain
undetected, to wait for some user to open such file resulting in the malware
installation, or to test a new infection method on some compromised machines
to improve it and use at a later time on different targeted systems. Moreover,
due to the massive spread of mobile devices and its ubiquitous nature, particular
attention should be also paid in protecting such mobile equipment from malware
attacks [38], [39].

6 Conclusions

In this paper, we have presented the application of an analytical method to
monitor the data streams flowing in cyberspace. The experimental tests were
performed by implementing an honeynet system. The results have been obtained
from tests conducted for 30 days by using two honeypots, configured to trap SSH
intrusion attempts in two different ways. This let us to analyze the behavior of
the attacks, step by step, from login attempts to the activities after the intru-
sion. Clearly, this represents a simple scenario that can be expanded in further
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researches. However, these tests, although small, allowed us to detect, extract,
and analyze the behavior of one cyber-attack used to compromise systems that
are well protected, in a very little time by means of a dictionary-based attack
against the SSH service, acting only during the night in a increasing way to stay
inconspicuous.

It is important to highlight that, in order to study attacks against a predeter-
mined system, it could be also useful to use tools and methods that record all the
packet traffic going to the system under attack [40]. Any way, such approach could
not be useful when there is the need of a broader point of view. The information
deriving from the use of our method can be used to implement a series of effec-
tive countermeasures for the protection and the prevention of cyber-attacks, by
improving the physical protection of critical infrastructures, as well as the reso-
lution of digital vulnerabilities of critical systems and the implementation of new
security policies for protecting critical data. From a defensive point of view, the
possibility to be aware, in real-time, of the presence of forthcoming attacks allows
the implementation of an effective system of cyber defense in a dynamic way.
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Abstract. The Internet is now a critical infrastructure for the modern,
information-based, e-Society. Stability and survivability of the Internet
are thus important, especially in presence of catastrophic events which
carry heavy societal and financial impacts. In this work, we analyze the
stability of the inter-domain routing system during several large-scale
catastrophic events that affected the connectivity of massive parts of
the address space, with the objective of acquiring information about
degradation of service and recovery capabilities.

Results show that the Internet has maintained good responsiveness:
service disruption has been contained and recovery times have been fast,
even after catastrophic events. However, combining the view provided
by the routing table and the view originated by the analysis of the BGP
updates is not a trivial task, as such phenomena need to be analyzed at
multiple time scales.

Keywords: Internet Resilience, BGP, Disasters, Critical Infrastructures,
Catastrophic Events.

1 Introduction

Much of the social life is now reliant on interactions carried out remotely, and a
significant fraction of these interactions happen over the Internet that assumes
the role of a critical infrastructure for the modern information-based e-Society.
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This is also true for money-involving applications such as financial transactions,
which make heavy use of the Internet infrastructures. Disruption of service on the
Internet would carry catastrophic consequences over these activities: therefore,
resilience and survivability of the Internet are now extremely important aspects,
both at the business level and the government one.

The impact of an Internet outage on essential economic sectors may in fact
be devastating for an entire country. Furthermore, to respond to emergencies in
an effective and timely manner, availability of accurate information and ability
to disseminate it are critical factors that both depend on the correct functioning
of a communication infrastructure. The term survivability is generally referred
to the ability, in the aftermath of a disruptive event, to recover and quickly
return to service levels offered before. While the Internet has become a critical
infrastructure, there is no comprehensive knowledge about its expected behavior
during crises, particularly in terms of its survivability in presence of large-scale
disruptions or failures over its fundamental transport infrastructure. Due to the
distributed architecture of the Internet, there are many exchange points around
the globe, owned by consortia of service providers who share costs and capac-
ity, where a number of transmission links converge in order to connect networks
operated by different organizations. In addition, there are critical connections
such as undersea links, forming an essential part of the global Internet. These
points and links assume the role of critical assets for the overall Internet cover-
age and operations, since their failure, due to fiber damage or power outages,
may wreak havoc on connectivity of significant portions of the Internet. Fiber
damages and power outages may be either due to natural phenomena, such as
earthquakes, typhoons, and floods, or man-made disasters consequent to war or
terrorist actions. Other service disruptions may originate from malware (e.g.,
worms) devouring all communication resources during their spread throughout
the Internet.

In order to achieve a better understanding of the fundamental dynamics gov-
erning the Internet behavior, one must study historical data, recorded over the
last decade, that describe the state and evolution of network reachability in-
formation, and correlate such data with knowledge about the events occurred
at the time data were registered. With this in mind, we analyze the stability
and behavior of the routing infrastructure, whose fundamental glue is the inter-
domain routing system, empowered by the Border Gateway Protocol (BGP),
during several large-scale catastrophic events that affected the connectivity of
large regions within the Internet, in order to acquire some information about its
fundamental service degradation properties and fault recovery capabilities.

In this work we limit our study to catastrophic events originated by physi-
cal causes, disregarding any kind of malicious network/traffic activity that can
adversely affect the Internet operations on a large scale. We are interested in
analyzing the entity of damage to Internet connectivity, its distribution across
the globe, and the time needed to recover together with the effects perceived
on global reachability from several observation points scattered throughout the
world.
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2 Related Work

Several experiences available in literature focus their attention on the analysis of
the Internet behavior in presence of large scale infrastructure failures due to both
natural or human-driven causes, such as catastrophic events or worm/malware
outbreaks. The study presented in [1] carefully analyzed the BGP system dy-
namics, during a power outage that affected the connectivity of 3,175 networks
in a large number of cities in the eastern United States and Canada. The 2006
earthquake in Taiwan has been extensively analyzed from the BGP point of view
in [2], largely focusing on an AS-based perspective. Similarly, in [3] a characteri-
zation is presented of BGP recovery times under large-scale failure scenarios as-
sociated to disasters or man-made events, resulting in substantial recovery times
in presence of massive failures. In addition, the work in [4] evaluates the poten-
tiality of BGP-compliant recovery schemes exploiting route diversity in order to
recover from large-scale Internet failures. A survey on the security issues related
to disasters, with emphasis on maintaining network access, is presented in [5].
From a more theoretical point of view, the contribution presented in [6] studied
the stability of the Internet, as a scale free network with respect to crashes, such
as random removal of sites, according to a percolation theory-driven approach.
The effects of other kind of events, such as large worm outbreaks on Internet
stability has been analyzed in [7].

3 Routing, BGP, and Stability

The number of services running on the Internet continually increases, and so
does the network size. This continued growth challenges the capability of the
routing layer to produce a stable, coherent, and reasonably efficient view of the
topological structure of all portions of the network. This is an essential condition
for continued delivery of packets to their destination addresses.

3.1 BGP

Adjacent Autonomous Systems (ASes) [8] exchange reachability information
about destination Internet address blocks, so that routers can reach a consistent
topological view of the network. In turn, this allows consistent routing decisions
to be taken, without generating undesirable situations such as conflicts or loops.
The de-facto standard protocol for inter-domain routing is the Border Gateway
Protocol (BGP). A BGP announcement (BGP UPDATE message) concerns a
route, and carries a set of attributes. A mandatory attribute is the AS-PATH,
indicating the sequence of ASes to be traversed to reach the listed destinations.
A BGP-speaking router within an AS, passing an announcement originated at
another BGP peer, prepends its own AS number to the AS-PATH. Each AS
makes its own routing decisions based on several factors, including financial
considerations or various agreements with other ASes: the chosen route is not
necessarily the shortest one, but it is the more convenient. BGP also provides



256 F. Palmieri et al.

network administrators with means to influence the routing selection process at
other places. A comprehensive source of information about BGP and the network
prefixes advertised and withdrawn can be found in the CIDR Report [9].

3.2 Routing Instability

Routing instability can be informally defined as the continuous, and sometimes
rapid, change of topological information, so that network reachability fluctu-
ates and cannot be controlled by network administrators: routes become un-
predictable. While a small percentage of changes can be expected over all the
network — due to normal building and maintenance operations as well as failures
— instability may be localized or distributed. When a single router repeatedly
withdraws some routes and re-announces them soon after, instability is localized
and is then called route flapping. Here, we are considering distributed instabil-
ity, measured at global or at least regional scale. To measure Internet instability,
BGP routing statistics provide important data to work with. BGP statistics
describe two aspects: the (global) routing table, i.e., the list of all reachable pre-
fixes, and the number, and rates of change, of the routing information updates,
i.e., prefix announcements and withdrawals in BGP UPDATE messages. Each
of these aspects, if studied alone offers useful information to quantify instability.
Analyzing both aspects in combination can provide additional insights.

– The size of the global routing table gives an overall measure of the reachabil-
ity in terms of network prefixes that are announced. Keeping in mind that
aggregated prefixes will still be announced even if more specific ones are no
longer reachable, reachability of specific prefixes is a more reliable indicator
of instability than it is reachability of aggregated prefixes.

– The number of BGP updates sent out and received per time unit is a fun-
damental metric in observing the dynamics of BGP, also providing an in-
dication of whether BGP peers need to exchange fresh information or not,
perhaps as a result of changes in reachability of their connected networks
or of communication problems between the routers themselves. Sudden in-
creases in the number of BGP updates per time unit indicate an increased
signaling activity and this, in turn, suggests that something is happening
which is worth investigating. BGP update message may bring two different
kinds of routing information: prefix announcements and withdrawals. An an-
nouncement is a network reachability message, specifying the presence of a
new network (identified by its own prefix) that becomes reachable through
a specific route. Each time an available route/path for a particular network
changes, eventually also due to traffic engineering/management activities,
a new announcement is issued from the node ensuring the reachability for
that network and propagated through BGP so far. On the other hand, with-
drawals happen when a given path for reaching a particular prefix is no
longer preferred or available. When a route fails, in absence of other paths,
the BGP peer notifies other peers that the path is no longer valid. Although
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backup systems or redundant routes/paths are commonly used within the
Internet, we expect that a severe outage will have caused some networks to
become unreachable due to the sustained nature of the outage, extending
beyond backup capabilities or redundancies. BGP sessions that involve net-
works affected by the outage can thus be broken. When BGP routers peering
with BGP routers from affected networks send out explicit withdrawals to
notify other BGP routers, it will result in many withdrawal updates. The
number of networks affected during the blackout directly affects the number
of withdrawal updates.

– The average AS-PATH length over the whole Internet is another interesting
metric that can be useful to depict the degree of interconnection at the global
level. Due to the basic BGP route selection criterion based on preferring the
“shortest AS path”, when BGP determines the path connecting two different
ASes it will select the one going through the least number of hops. Hence
as the degree of interconnection between ASes grows, the average AS path
tends to become shorter.

While the first two metrics (routing table size and updates count) are related,
they do not necessarily agree. Misalignment may result from the superposition
of the effects of different events happening simultaneously or from the different
frequency of data collection.

4 Analyzing the Internet Stability Dynamics

The simplest way of understanding the fundamental dynamics characterizing the
Internet routing system during critical situations, comes from the careful obser-
vation of BGP activities, by spotting its resilience and capacity of reacting to
adverse conditions. In this study, BGP data collected by the Routing Information
Service (RIS) project1 from RIPE NCC have been used. The aim of RIS is pro-
viding Internet operators information about the global routing system current
state and its evolution. Routing information is gathered by means of monitoring
points. The RIPE RIS project maintains seventeen monitoring points (Remote
Route Collectors) in major exchange points across the world. Ten monitoring
points are in Europe, four in the US, one in Brazil, one in Japan, and one in
Russia. Each monitoring point is basically a BGP-speaking router that makes
no announcement of its own but listens to (and records) announcements from
its peers. Both BGP updates and routing table dumps are collected and stored.
Recall that routing decisions stem from the combination of several factors, which
are dependent of the geographical location, the ASes involved, their relationships
with other ASes and Tier-1 providers, and financial agreements. Thus, having
more than one monitoring point means being able to observe a multifaceted
phenomenon (the routing system) from different perspectives and situations.
Analysis of routing information collected at each BGP monitoring point can

1 https://labs.ripe.net/datarepository/data-sets/routing-information-

service-ris-raw-data-set

https://labs.ripe.net/datarepository/data-sets/routing-information-service-ris-raw-data-set
https://labs.ripe.net/datarepository/data-sets/routing-information-service-ris-raw-data-set
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provide a great deal of information about the view that organizations at the
collection point have of the Internet. By studying how this information evolves
over time, insights can be obtained on the dynamics of path change, spotting
trends, cyclic behavior, and periods of instability. In particular, we are inter-
ested in detecting, in correspondence of well-documented catastrophic events,
compatibly long periods of growth and decay in the routing table dimensions
and prefix announcement/withdrawal rates across multiple observation points,
indicating a significant and widespread degradation in the overall connectivity
and functional behavior of large sections of the Internet.

The advantage of having the monitoring point at a peering point is that the
views of all the participants to peering may be observed and combined together.
In particular, routing instabilities, even of considerable extent, that are localized
to a single AS can be isolated from global failures that affect large portions of the
Internet. The updates are collected with an interval of 5 minutes. The routing
tables are instantaneous snapshots of the routing tables saved every 8 hours.
The amount of data collected in a single monitoring point ranges from about 30
MByte/day for the updates to about 30-60 MByte/day for the routing tables.

It is useful to have a unified view of both the routing tables and the updates
with the same sampling interval. Updates have thus been aggregated over the
same interval of the routing tables, i.e., 8 hours. A side effect of this aggregation
is that the effects of transient phenomena tend to be diluted, since these phe-
nomena are unlikely to span over 8 hours or a significant fraction of that time.
Occasional router malfunctions, data losses, link saturation, or router reloads
affecting either the BGP speakers or the monitoring point, may in fact produce
sudden apparent increases or decreases in the number of updates, thus raising
false signals of instability that are unrelated to the disruptive effects of the events
under observation. The smoothing effect of aggregation will reduce the influence
of short-lived glitches, privileging large-scale changes. In addition, observing on
a larger time scale will also reduce the effects of time synchronization issues. Un-
fortunately, in global-scale BGP analysis the observations are aggregated over
all networks, and when the amount of BGP updates associated to the event of
interest is only a very limited part of the whole baseline update activity prop-
agating throughout the Internet, the statistical variations in the overall update
rate introduced by the event of interest may be difficult to appreciate. In this
case, in order to pinpoint the specific update activities related to the prefixes
really affected from the event, refocusing out attention by restricting the analysis
only on the prefixes of interest, to observe the BGP behavior at the individual
prefix level, becomes of fundamental importance. This can be accomplished by
geographically referencing the update data and observing them on a contextual-
ized scale. That is, the updates have been mapped, depending on their prefixes,
on a worldwide map to allow an observation of the involved phenomena based
on geographical localization criteria. In order to refine our observations, we an-
alyzed the BGP activity data collected before, during, and after the events of
interest, so that the observations before the event can be used as a baseline of
the assumed normal behavior. That is, routing tables and updates were collected
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for analysis over a time window starting three days before the day the critical
event occurred and ending three days after. This allows an enough long time to
observe the smoothing recovery. Since data have been collected also before criti-
cal events, by averaging over three days, it is possible to obtain a more smoothed
baseline depicting the state of the network immediately before the event, to be
compared with the one visible after the event. So the extent to which the situ-
ation returned to normality and the speed of this process can be evaluated. For
each event, thus, 21 snapshots of the routing table (i.e., 7 days) and 2016 files
containing updates have been analyzed.

4.1 The Events of Interest

The catastrophic events analyzed are different in nature, amplitude of the af-
fected region, duration, and presence/absence of alternate routes. For example,
a long-lasting blackout determines the outage of large areas and their address
blocks, while a cable failure only involves the connected endpoints and the mu-
tual reachability of networks that were using that connection, provided that no
other path existed between them. The events analyzed are reported in Table 1.
The significance of discussing two events of the same type (earthquakes) is that
in one case the effects were more limited, because there were alternative routes
available for many networks. Availability of Internet connection had indeed been,
in that circumstance, an important factor for speeding up and coordinating res-
cue efforts to aid people who were affected in the disaster.

Table 1. The considered events

Type Location Date

Earthquake Taiwan 27 Dec 2006
Earthquake Japan 11 Mar 2011
Blackout USA 08 Sep 2011

5 Results and Discussion

5.1 Earthquake in Taiwan

An earthquake off the southern coast of Taiwan, approximately 22.8 km south-
west of Hengchun, struck on December 26, 2006 at 12:25 UTC (20:25 local time).
The earthquake, of magnitude 7.1 on the Richter scale, damaged undersea ca-
bles, catastrophically disrupting communications across east Asia, affecting, in
addition to Taiwan, also Malaysia, Singapore, Thailand and Hong Kong. Tele-
phone and Internet problems were reported in Taiwan, South Korea, China and
Japan. Eight submarine cables (see Fig. 1) were severed after the earthquake
and its aftershocks, all of which were above magnitude 5 of the Richter scale.
Some of the submarine networks affected had backup paths that helped limit the
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Fig. 1. Earthquake in Taiwan: Affected undersea cables [10]

extent of damage. The diversion of all traffic over the backup links caused con-
gestion on these links, with a perceptible slowdown of communications. Links to
Europe, in particular the FLAG Europe Asia link, had no such backup available.
Communications over that links were thus interrupted and a significant part of
Asia near Taiwan and China went back into the pre-Internet era. The effects
of these phenomena have been immediately observed on the whole Internet in
terms of both BGP update activity and reduction of the available number of
prefixes in the routing table (see Figures 2 and 3). After all the strong after-
shocks, the number of routes plummeted by about 800 in NY (Fig. 2(a)) and
1500 in Moscow (Fig. 2(b)).

Fig. 4 displays the number of IP addresses that became unreachable and their
geographical location. A yellow tint on a country indicates the loss of a small
number of IP addresses originating from that country; orange means a moderate
loss, and red a significant loss. The number of IP addresses shown in Fig. 4 are
measured from a monitoring point in Europe.

Looking in detail at Fig. 4, one may observe how a noticeable number of IP ad-
dresses from India became unreachable from Europe, as well as some from other
countries along the FLAG Europe Asia cable. A large number of IP addresses
lost came from the US. This can be explained because the coloring reflects the
absolute, not the relative entity of loss. This, combined with the higher number
of addresses originating from the US as compared with other countries, suggests
that the US can be expected to exhibit a intense shade in the graphs.
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(a) RRC11 - New York

(b) RRC13 - Moscow

Fig. 2. Earthquake in Taiwan: Routing Table Sizes from NY (a) and Moscow (b)
collectors

Finally, we remark that, interestingly, the average AS-PATH length has stayed
steadily at the value 5 across all the analyzed time span. Looking at data more
closely, the average AS-PATH length had been equal to 4 (instead of 5) for two
8-hour intervals (24/12/2006-2355 and 25/12/2006-0755), but these intervals
preceded the earthquake. In conclusion, the global degree of network intercon-
nection, as seen at the monitoring point, has undergone no significant variation.

5.2 Earthquake in Japan

On March 11, 2011, a tsunami, unleashed by one of the strongest earthquakes
ever measured (magnitude 9.0), devastated the eastern coast of Honshu island,
in Japan. Waves as high as 11 meters slammed the coastline and surged inland
for several kilometers before retreating back to the sea carrying huge amounts
of debris. The wave raced forward at speeds up to 800 km/h and was felt on the
other side of the Pacific Ocean.
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(a) Route Announcements

(b) Route Withdrawals

Fig. 3. Earthquake in Taiwan: updates from NY collector: Announcements (a) and
Withdrawals (b)

Casualties and property damage were, unfortunately, dramatic. However, from
BGP data one may see that most of the local and transit connections to the
Internet stayed stable. In particular, observing the routing table size from most
of the collectors no significant falls in the number of routes can be observed
in correspondence with the earthquake (see the Amsterdam collector data in
Fig. 5(b) as an example). In this case, Internet availability might well have been
a factor that facilitated rescue operations. The seas around Japan are a major
hub for undersea telecom cables, and a lot of redundant paths are available
for the connections attaining to such area. While some undersea cables were
damaged, other links stayed active. Though overloaded, those links provided
Internet connectivity between the strained Japan and the rest of the world.
However, 1969 distinct routes were withdrawn soon after the event, but within
the next 8 hours they became available again, and this effect had only been
appreciable on the NY collector (Fig. 5(a)).
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Fig. 4. Earthquake in Taiwan: IP addresses unreachable from the monitoring point

While our analysis shows that in some places of the world route reachability
metrics were not affected in a perceivable way during the event, a significant
BGP update activity, in particular in terms of BGP announcements, mainly
due to network engineering/rerouting operations has been observed (see Fig. 6).
The number of announcements (Fig. 6(a)) grows much more than the number of
withdrawals (Fig. 6(b)). There are two reasons for that. The first reason is that
the only cancellations that give raise to withdrawals are those where no alternate
path is available, whereas in the other case the backup path is simply advertised
for the original prefix, thus substituting the previous route. The other reason
is that network engineering activities aimed at restoring connectivity, started
soon after the disaster had been detected and spanning the following hours, may
have created new paths by temporarily relaxing policy-based constraints. This
behavior is similar to the other monitoring points. Graphs displaying withdrawals
have been omitted to save space.

By analyzing Figure 7(a), one can see that the number of IP addresses that
became unreachable was massive. Japan was heavily struck, with 13,4 million IP
addresses through 72 routes unreachable from the monitoring point. Note, how-
ever, that the monitoring point for Fig. 7(a) is located in the US, while the one
for Fig. 4 is in Europe. Therefore the absolute values are not directly comparable.
As confirmation of the hypothesis that the climb in the number of routes imme-
diately following the disaster was due to traffic engineering activities, Fig. 7(b)
depicts the number of IP addresses reachable through freshly announced routes
in the 8 hours following the tsunami. The green shade indicates a large number
of IP addresses recovered for a single country. As one can see, Fig. 7(a) and
Fig. 7(b) are fairly complementary. The noticeable difference is in a fraction
of Japanese addresses that stayed unreachable during the 8 hours immediately
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(a) RRC11 - New York

(b) RRC00 - Amsterdam

Fig. 5. Earthquake in Japan: Routing Table Sizes from NY (a) and Amsterdam (b)
collectors

after the catastrophe, probably due to the structural damages provoked by the
tsunami.

5.3 Blackout in the US

The last event that has been selected for the analysis is the blackout that hit
Southern California, USA, on September 8, 2011. The reason why the blackout
was chosen is that it represents an event of different nature. It is thus interest-
ing to study its effects and the similarities and differences with respect to the
earthquakes discussed above. The massive power outage left more than 8 million
citizens without power, also disabling the telephone system, and most wireless
phone service, putting people at a severe informational disadvantage [11]. San
Diego Gas & Electric claimed that the replacement of faulty equipment at a
power substation in Arizona triggered a chain of events that eventually shut
down Southwest Powerlink, one of the two major transmission links that con-
nect the San Diego area to the electrical grid for the western United States.
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(a) Route Announcements

(b) Route Withdrawals

Fig. 6. Earthquake in Japan: updates from NY collector: Announcements (a) and
Withdrawals (b)

(a) Unreachable addresses (b) Announced addresses

Fig. 7. Earthquake in Japan: IP addresses unreachable (a) and announced (b) at/from
the monitoring point
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(a) RRC11 - New York

(b) RRC13 - Moscow

Fig. 8. Blackout in the US: Routing Table Sizes from NY (a) and Moscow (b) collectors

Looking at Fig. 8, a plunge of about 2000 routes is evident. In addition,
the loss is gradual, especially as compared with the sudden declines visible in
Figures 2 and 5. Possibly, this behavior is due to portions of the network turning
unreachable only after the exhaustion of backup power systems, therefore not
immediately after the outage but some hours later. As it has been said earlier,
analysis of the updates remarkably shows substantially similar results for all the
events under consideration. From Fig. 9, it is clearly evident that at the time
of the event, the number of withdrawals undergoes a sharp increase, which is
unsurprising. However, another peak preceded the event and some oscillatory
behavior is visible after it. This suggests that other failures, possibly originated
elsewhere in the world, were present at the same time.

Also in this case, the average AS-PATH length has not been affected at all by
the event, indicating the absence of global degradation in the Internet connec-
tivity within the interested area.



Analyzing the Internet Stability in Presence of Disasters 267

(a) Route Announcements

(b) Route Withdrawals

Fig. 9. Blackout in the US - updates from Moscow collector: Announcements (a) and
Withdrawals (b)

6 Conclusions and Future Work

An analysis of Internet routing statistics when disasters occur, and immediately
after, has been performed in this work. Catastrophic events have been selected for
study because they are well documented, and usually there is a wealth of infor-
mation related to their effects. After gathering BGP statistics and preprocessing
data, the number of routes and geo-localization of IP addresses that became
unreachable have been studied. Data show how catastrophic events impact on
the reachability of network prefixes, the extent of damages to the Internet global
connectivity, the geographical location of the most heavily struck addresses, and
the time needed to recover.

Directions for future research include investigation on the degree of correla-
tion, for the same event, between measurements taken at different monitoring
points. Moreover, an evaluation of the behavior of BGP updates observed at
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several time scales would provide interesting insights about the dynamics of the
update process.
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Abstract. Critical infrastructure (CI) services (like electricity, telecom-
munication or transport) are constantly consumed by the society and are
not expected to fail. A common definition states that CIs are so vital to
our society that a disruption would have a severe impact on both the so-
ciety and the economy. CI security modelling was introduced in previous
work to enable on-line risk monitoring in CIs that depend on each other
by exchanging on-line risk alerts expressed in terms of a breach of Con-
fidentiality, a breach of Integrity and degrading Availability (CIA). One
important aspect for the accuracy of the model is the decomposition of
CIs into CI security modelling elements (CI services, base measurements
and dependencies). To assist in CI decomposition and provide more accu-
rate results a methodology based on dependency analysis was presented
in previous work.

In this work a proof-of-concept validation of the CI decomposition
methodology is presented. We conduct a case study in the context of
the Grid’5000 project, an academic computing grid with clusters dis-
tributed at several locations in France and Luxembourg. We show how
a CI security model can be established by following the proposed CI de-
composition methodology and we provide a discussion of the resulting
model as well as experiences during the case study.

Keywords: Critical infrastructures, dependency analysis, risk monitor-
ing, security modelling.

1 Introduction

Critical infrastructures (CIs) are complex interacting systems on a nationwide or
even international level that provide services to society and economy. More im-
portantly, those infrastructures are so vital to society and economy that a failure
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in service delivery or a degradation of quality-of-service would have severe conse-
quences.

CIs face a multitude of risks due to for example technical faults, human error
or deliberate attacks. Furthermore, dependencies to services provided by other
CIs can cascade risks from one CI to another which makes risk monitoring in CI
services even more complex. In recent years, research on CI security modelling
tried to evaluate on-line risks (breach of Confidentiality, breach of Integrity and
degrading Availability - CIA) in complex systems like CIs on the CI service level.
The basic idea of CI security modelling is to estimate the current risk of a CI
service by observing the system state of the components that are used to provide
the service as well as by observing the risk experienced by dependencies. The
main components of the model are CI services (services provided to customers
or internal services utilized to provide services to customers), base measurements
(system measurements defining the state of a service) and dependencies among
CI services. For each CI service, risk is derived from the observations using a
Bayesian network based approach.

A crucial part for accuracy of risk estimates is a well performed analysis of
a CI and its dependencies to be able to represent it as a CI security model. In
complex systems like CIs, possibly operated on a national or even international
level, this can be problematic. To assist with the decomposition necessary for the
CI security model, a methodology based on dependency analysis was proposed
in [1]. The main idea of this approach is to use a socio-technological approach
of analysing a complex system, meaning that all possible information sources,
reaching from written technical documentation or contracts to interviews with
employees on all organizational levels of a CI are utilized to get a holistic view of
the complex systems and its complex dependencies. Another important aspect
of this methodology is a graphical representation of the findings to get a visual
feedback of the analysis.

In this work we present a proof-of-concept validation of the dependency anal-
ysis methodology based on a case study conducted within the framework of the
Grid’5000 platform. We show that we can decompose parts of the Grid’5000 plat-
form into CI services, base measurements and dependencies and thus build a CI
security model. To simplify our work, we only take availability risk into account.
The Grid’5000 project maintains an academic computing grid with clusters dis-
tributed at several locations in France and Luxembourg to perform large-scale
scientific experiments that require substantial processing power and/or stor-
age. The sites of Grid’5000 are geographically distributed and connected via a
dedicated high-speed network connection operated by an independent provider,
which makes this case study especially interesting for validation of the CI se-
curity model since being able to model dependencies to external providers is a
major goal of the CI security model. While Grid’5000 is not a CI in the narrow
sense, because it lacks its importance to society and economy, it is similar to
CIs of the computing or telecommunication sector in technical as well as orga-
nizational realization. Therefore the Grid’5000 project is an ideal candidate for
validating research related to CIs having in mind that it is hard to get access
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to data coming from actual CIs. Furthermore, as a second contribution of this
work, we provide an analysis of our case study experiences and we detail positive
as well as negative aspects.

The remainder of the paper is organized as follows: Section 2 discusses re-
lated work. Section 3 introduces the previously proposed dependency analysis
methodology as well as the CI security model. Section 4 presents the dependency
analysis case study and Section 5 discusses case study results. Finally, Section 6
concludes the paper and gives an outlook on future work.

2 Related Work

Dependency analysis in CIs is a complex task. In [2] Rinaldi et al. provide an
excellent introduction to the problem of CI (inter)dependency and its associated
problems. Some authors propose CI models that focus on the interdependencies
between CIs (e.g. [3], [4]), the main goal of those methods is to integrate CI
sector-specific behaviour models with each other, whereas in CI security mod-
elling we try to establish a CI model that uses model parameters (CI services and
CIA risk) that are valid for each CI sector and thus allows to establish a cross-
sector model. The first step of establishing such a model is to analyse the CIs and
their dependencies to achieve an abstract representation of CIs as a modelling
basis. In this work we use PROTOS-MATINE method for dependency analy-
sis developed by OUSPG (Oulu University Secure Programming Group). The
method was originally developed for identifying protocol dependencies [5] and
is based on analysis of all available information sources to get a holistic picture
of dependencies. The method has proven to be especially useful in combination
with the semantic tool Graphingwiki [6] which allows to graphically represent
the dependency model and refine the model whenever new information arrives.
The PROTOS-MATINE method has furthermore been used to analyse critical
dependencies in the context of antivirus software [7] and the socio-technical de-
pendencies of a VoIP infrastructure [8]. In [1] the PROTOS-MATINE method
was adapted to be used in the context of the CI security model [9], [10], [11].

The goal of CI security modelling is to propose a risk-based cross-sector CI
model to be used for on-line risk monitoring. The model parameters are CI
services, dependencies between CI services and base measurements (observable
measures that define a CI service state). The model output is CI service risk,
where risk is seen as a breach of Confidentiality, a breach of Integrity or degrading
Availability (CIA). In [12] a Bayesian network based risk estimation methodology
was introduced to the CI security model which provides a more sophisticated way
of estimating risk as well as some advanced features like risk prediction. Some
advantages of the CI security model compared to other CI models (e.g. [13], [14])
or CI risk models [15], [16] is the flexibility of the approach that allows to model
CI systems to the desired level of detail, the comparability of different CI sectors
due to abstraction to common, risk related indicators, and the ability to include
dependent service risk in CI risk estimation.
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3 CI Dependency Analysis

The dependency analysis method presented in [1] is used to find the modelling
entities of the CI security model, the CI services, base measurements and depen-
dencies. The core idea of the approach is to find a suitable model by combining
information gathered from all available information sources at different organi-
zational levels in a CI (preparedness and business continuity level, process level
and technical level). The combination of internal (e.g. contracts, policies, expert
interviews, manuals) and external (e.g. news, vulnerability feeds, laws/regula-
tions) information sources provides a holistic view on the analysed system.

After gathering the information sources, the dependency analysis is carried
out in an iterative manner. The first step is to generate a high level model
of the system, finding the high level services and dependencies that define the
system. In the next steps, the model is refined and detailed low level services/de-
pendencies and base measurements are identified. During the process of better
understanding the system by adding more detail, it is expected that the high
level system model will be refined as well. It is expected that the high level sys-
tem model will be mainly composed of services and dependencies, since the base
measurements (e.g. sensor outputs), are expected to be rather available on the
process level/ technical level than on the preparedness and business continuity
level.

One important aspect of the proposed CI dependency analysis method is
the graphical representation of the CI model. In order to facilitate discussion
and expert input, the model has to be presented in a clear and intuitive way
so that errors and wrong assumptions in the model are easier to identify. In
this work the model is represented as a graph, where the CI services and base
measurements represent nodes (CI services are visualized as elliptic shapes and
base measurements as rectangle shapes) and the dependencies among services
as well as among services and base measurements are represented as edges.

3.1 Bayesian Network Based CI Security Model

Since the publication of the CI dependency analysis method in [1], the CI secu-
rity model was refined by adding a Bayesian network based component for risk
estimation in [12]. The core concept of CI dependency analysis (identification
of services, dependencies and base measurements) does not change compared to
the original proposal, but the concept of how service risk is derived from de-
pendent service risk and base measurement observations did change, therefore
the integration of the Bayesian network based CI security model with the CI
dependency analysis methodology is presented in this Section.

In the original proposal of the CI security model in [9], [10], [11], the service
risk is calculated using a weighted sum method for which each dependency of
a service (another CI service or a base measurement) is weighted by an expert
based on the assumed importance to the service. In the Bayesian network based
CI security model, service risk is estimated based on the state of dependen-
cies, which is represented by the conditional probability table (CPT) of a node.
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Fig. 1. Network backbone interconnection between the sites of the Grid’5000 platform

For each state combination of the dependencies of a service, the most probable
service risk is estimated. Those probabilities can be learned from data records
as well as estimated by experts where learning is not possible.

During the CI dependency analysis process, the Bayesian network based se-
curity model requires identification of following parameters:

– Normalization values for base measurements based on classification of nor-
mal operation/ allowed deviation from normal operation. To avoid state
explosion, the CI security model requires that all base measurements are
normalized to 5 discrete values, where 1 characterizes a base measurement
value during normal operation and 5 the maximum allowed deviation. The
classification of the boundaries is assumed to be done using technical speci-
fications and expert estimation.

– For each service, the service risk has to be estimated for incidents that hap-
pened during the time period that is used to learn the risk probabilities from
data. This is necessary since service risk is an abstract concept that can not
be directly measured. Estimating service risk for past incidents will allow to
learn the most probable service risk for each dependency state combination.

– In situations where service risk probabilities can not be learned from data
due to missing data records or insufficient data, expert estimation is required
to estimate the service risk probabilities for each missing dependency state
combination.

In this case study we will, besides identifying the CI services, base measure-
ments and dependencies, also describe the normalization process for each iden-
tified base measurement.
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4 Grid’5000 Case Study

In this Section, the CI dependency analysis methodology is validated using the
Grid’5000 platform1 which provides the users with a fully customizable testbed
to perform advanced experiments in all areas of computer science related to
parallel, large-scale or distributed computing and networking. Grid’5000 is a
distributed computing platform featuring clusters located in nine geographical
sites – eight in France (Bordeaux, Grenoble, Lille, Lyon, Nancy, Reims, Rennes,
Sophia, Toulouse) and one in Luxembourg. The interconnect backbone between
all sites is illustrated in Figure 1. In addition, international connections to Brazil,
Japan and the Netherlands operated via the site of Grenoble are available.

4.1 High-level Grid’5000 Security Model

The resulting CI security model of the highest decomposition level of Grid’5000
can be seen in Figure 2. The infrastructure is divided into two providers, the
Grid’5000 provider and the Network provider, since those infrastructures are
operated by separate companies and therefore the organizational structure and
day-to-day operation of the infrastructures differ greatly from each other.
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Network Luxembourg-NancySite
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Network Nancy-ParisSite
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Network Lille-Paris

Site
Lille
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Fig. 2. Grid’5000 high level CI security model for availability risk indicator

Each site of Grid’5000 is represented as as service2 that will aggregate service
risk from the lower-level model described in the following Sections. The Grid’5000
1 http://www.grid5000.fr
2 The Sites represented by dotted lines in Figure 2 are part of the Grid’5000 project, but

currently offline.

http://www.grid5000.fr
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provider depends on all sites which allows to produce a global risk estimate for
Grid’5000, taking the risk of the individual sites into account.

The network provider is modelled by defining each network link between two
sites as a service. The risk estimate of each link aggregated from lower-level model
of the network provider can be used at this decomposition level to estimate a
risk for each network segment as well as a global risk estimate for the Network
provider. Therefore, each service characterizing a network segment is modelled
as a dependency of the Network provider. This representation was used since it
follows the geographical structure of the network and it provides a good basis
to model the lower decomposition levels as shown in the following Sections.

The dependencies between the network provider and the Grid’5000 provider
were modelled in a way that each site physically connected to a network seg-
ment, depends on this network segment. In this way a changed risk in a network
segment can be easily included in the risk estimation of the site that depends
on this segment.

The main information sources to gather the information used at this decom-
position level are the internal Grid’5000 documentation containing information
about the high-level structure of Grid’5000, like the network backbone shown in
Figure 1 and expert knowledge about Grid’5000 to account for the most recent
changes in the the structure of Grid’5000.

4.2 The Network Backbone

Every network segment of the backbone presented in the Figure 1 is characterized
by connection points within the dark fibre infrastructure provided by Renater3
which allocates dedicated 10Gbit/s "lambdas" on a DWDM (Dense Wavelength
Division Multiplexing) infrastructure for the Grid’5000 platform. Grid’5000 sites
see each other inside the same VLAN at 10Gbps. A few bottleneck still exists,
like the Lyon to Paris link, where the 10Gbps are shared between all the sites
above Lyon and all the sites under Lyon.

Connection Point Nancy

Network Luxembourg-Nancy

Renater Tickets
Connection Point Nancy

Packet Loss
Nancy-Esch-sur-Alzette

Link status
Nancy-Esch-sur-Alzette

Connection Point Luxembourg

Renater Tickets
Connection Point Luxembourg

Packet Loss
Luxembourg-Esch-sur-Alzette

Link status
Luxembourg-Esch-sur-Alzette

Connection Point Esch-sur-Alzette

Renater Tickets
Connection Point Esch-sur-Alzette

Packet Loss
Esch-sur-Alzette-Nancy

Link status
Esch-sur-Alzette-Nancy

Packet Loss
Esch-sur-Alzette-Luxembourg

Link status
Esch-sur-Alzette-Luxembourg

Fig. 3. CI security model for availability risk indicator of network segment
Luxembourg-Nancy

Each network segment can be observed by incident monitoring as well as net-
work performance measures, both of them performed by the backbone provider
(Renater in France and Restena in Luxembourg). The incident monitoring takes
the form of tickets which can be accessed by Grid’5000 administrators in real-
time and are one of the following:
3 http://www.renater.fr/

http://www.renater.fr/
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– incident : a sudden IP service disruption occurs on the network.
– maintenance : an operation will be performed on a network equipment that

will (or not) interrupt the IP service.

Regarding backbone performance, Grid’5000 offers 3 different types of moni-
toring information: The link status (up or down), the packet count (reported by
the SNMP counters of Renater/Restena switches) and the packet loss (PL) oc-
curring on the link. Packet Loss can be caused by the saturation of a link. When
router or switch buffers are unable to store packets, the packets are dropped. It
may also be caused by a faulty equipment or a flapping link (link up/down/up/-
down...).

4.3 The Network Backbone CI Security Model

The resulting CI security model for the network link Luxembourg-Nancy is pre-
sented in Figure 3. To account for space constraints in a publication, only the
detailed decomposition of one network segment is presented in this work, but it
should be noted here that the decomposition of all network segments follows a
similar structure.

The network connection between the sites Luxembourg and Nancy is char-
acterized by the three main connection points in Luxembourg, Esch-sur-Alzette
and Nancy. In Figure 3 those are represented as services that are character-
ized by the measurements collected at the level of the routers at those locations
(performance measures) and Restena tickets.

Normalization of base measurements according to the CI security model for
Restena tickets is done following the information presented in Table 1. No ticket
means normal operation or normalization level 1. A maintenance ticket is char-
acterized as normalization level 3, since it will not interrupt the service, but a
degradation in service can occur. An incident ticket is characterized as normal-
ization level 5, since it implies an interruption of service.

From the performance measures presented in the previous Section, only link
status and packet loss are taken into account, since they fully characterize the
service availability status. Link status, as specified in Table 2a can be see as a
binary base measurement where link up represents the normalized level 1 and link
down represents level 5. The Packet loss measurement is normalized according
to the boundaries presented in Table 2b, with rather restrictive bounds to reach
level 1 or level 5.

Table 1. Base measurement normalization for Renater/Restina tickets

Level Description
1 Normal
3 maintenance ticket for the link is pending
5 incident ticket for the link is pending
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Table 2. (a): Base measurement normalization for link status. (b): Base measurement
normalization for packet loss.

Level Description
1 Link up
5 Link down

(a)

Level Description
1 Normal: PL = 0%
2 Degraded: 0 < PL ≤ 33%
3 Really Degraded: 33% < PL ≤ 66%
4 Hightly Degraded: 66% < PL ≤ 99%
5 PL > 99%

(b)

The main information sources at this level of decomposition were Grid’5000
as well as Restena network documentation (as far as available to the Grid’5000
project), manuals and documentation of the used monitoring tools (Passilo)
and expert knowledge, especially to define the base measurement normalization
bounds.

4.4 Grid’5000 Site Infrastructure

Each site of Grid’5000 holds one or several computing clusters. The hardware
configuration of each site is depicted in Figure 4a and is typically organized in
the following way:

– An access server which serves as an isolated user frontend to access the
resources of the site;

– one or several adminfront server(s) holding a set of virtual machines dedi-
cated to platform services.

– the computing nodes, split among one or more clusters (depending on the
site capacity).

– an NFS server (together with its associated disk enclosure) that act as a
centralized and shared storage area for the site.

– the site router which interconnects all site components and enables commu-
nication to other sites of Grid’5000.

– a local interconnect switch, which provides an isolated network for the site
internal components.

Apart from the general structure, Grid’5000 consists of several elements cru-
cial for operation, especially in the context of availability: The Puppet infrastruc-
ture4 (responsible for the configuration and the deployment of all grid services
within Grid’5000), the Platform Monitoring infrastructure (a set of monitor-
ing tools such as Nagios5 or Ganglia [17]), OAR [18] (the resource manager of
Grid’5000) and Kadeploy6 (piloting the deployment of the computing nodes) as
well as the technical committee (engineers responsible for the maintenance and
the development of the platform) and the users of Grid’5000.
4 http://puppetlabs.com/
5 http://www.nagios.org/
6 http://kadeploy.gforge.inria.fr/

http://puppetlabs.com/
http://www.nagios.org/
http://kadeploy.gforge.inria.fr/
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Fig. 4. (a): General overview of the hardware organization of each site. (b): General
Puppet Workflow.

The Puppet Infrastructure. Puppet is an IT automation software based
on a master/slave approach that helps system administrators to manage their
infrastructure throughout its life cycle, from provisioning and configuration to
patch management and compliance. Using Puppet, it is easy to automate repet-
itive tasks, quickly deploy critical applications, and pro-actively manage change
in a scalable way. Puppet uses a declarative, model-based approach to IT au-
tomation. In particular, the desired state of the infrastructure’s configuration
is defined using Puppet’s declarative configuration language. After a Puppet
configuration is deployed, a Puppet agent is run on each node to automatically
enforce the desired node state, correcting any configuration drift. As illustrated
in Figure 4b, the Puppet agent of a node sends Facts, or data about its state,
to the Puppet Master which compiles a Catalog, or detailed data about how
the node should be configured, and sends this back to the Puppet agent. After
making any changes to return to the desired state, the Puppet agent sends a
complete Report back to the Puppet Master. In this work we propose to use the
Puppet agent exit codes to classify the status of a given service. The exit codes
are reported every time the Puppet agent is executed, which is every 30 minutes
by default.

The Platform Monitoring Infrastructure. Many monitoring tools are used
to reflect the status of the platform. The main one is Nagios which evaluates at
the moment of writing 160 hosts and more than 629 service status. The different
services currently monitored by Nagios plugins are summarized in Table 3.

Each service is checked by the Nagios daemon, either at regular intervals
or On-demand as needed for predictive service dependency checks (such checks
help to ensure that the dependency logic is as accurate as possible.) Services
that are checked can be in one of four different states (OK, WARNING, UNKNOWN or
CRITICAL).
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Table 3. Nagios services monitored on Grid’5000

ID Service ID Service ID Service ID Service
N1 APT N6 /home usage N11 LDAP N16 NTP
N2 Conman consoles server N7 Ganglia N12 Load usage N17 OAR
N3 Dhcp-proxy N8 HTTP N13 Mail server N18 PING
N4 DNS N9 Kadeploy N14 MySQL N19 Squid
N5 Filesystem usage N10 KaVLAN server N15 Nagios N20 SSH

The OAR and Kadeploy Infrastructure. OAR is a versatile resource and
task manager (also called a batch scheduler) for clusters and other computing
infrastructures which is used in particular on Grid’5000 and provides a simple
and flexible exploitation of a cluster. Its design is based on high level tools,
more precisely a relational database engine (MySQL or PostgreSQL), a scripting
language (Perl), a confinement system mechanism based on a feature proposed
by recent (2.6) Linux kernels called cpuset and a scalable administrative tool
(component of the Taktuk framework). It is composed of modules which interact
only with the database and are executed as independent programs. Whereas the
OAR service is managed by Puppet on Grid’5000, it integrates a set of internal
checks of the computing nodes it pilots such that from the node status reported
by OAR, it is possible to get information on the current status of the node.

For node deployment OAR is coupled with the Kadeploy middleware. Kadeploy
belongs to the category of disk imaging and cloning tools and is used to install and
customize servers. Users are able to deploy a new environment and customize com-
puting nodes during their reservations. In parallel, other tools have been designed
internally to qualify the good status of the computing nodes and detect altered
environments. Among them, phoenix analyses the production environment de-
ployed after user reservation and restarts the full deployment process up to 3 times
if errors are detected (bad disk formatting, unhealthy system etc.), which can be
used as measurement to determine the status of computing nodes.

4.5 Grid’5000 Site Infrastructure CI Security Model

For each site of Grid’5000 we identified 4 main factors that contribute to the
availability risk of the site:

– Cluster: The hardware and software components that form a computing
cluster.

– Network connection: The network interconnection between computing
sites, as detailed in Section 4.2.

– Environmental factors: The supporting infrastructure needed to operate
the computing cluster.
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Fig. 5. Site Luxembourg CI security model for availability risk indicator

– Human factor: This describes how humans can influence the availability of
the infrastructure. In Grid’5000, two types of human interaction was iden-
tified, by the staff operating and maintaining the grid and the users that
can influence availability since they are granted substantial user rights to
operate the grid.

The main information sources at this decomposition level were structural as
well as organizational documentation of Grid’5000 as well as interviews with
Grid’5000 administrators.

Each site of Grid’5000 follows the same basic structure, but further decompo-
sition reveals differences in implementation details, for example different hard-
ware components that allow different levels of monitoring as well as differences
in the number of employed staff. In this work we illustrate the decomposition
of the site Luxembourg and while the basic structure of the CI security model
remains the same for each site, the outcome of the model depends on the actual
implementation of the site.

The resulting CI security model for site Luxembourg can be seen in Figure 5.
In the first level of decomposition, the node Server Room represents the environ-
mental factors of the site, the Site staff and the Site Users represent the human
factor, the Network Luxembourg-Nancy represents the network connection and
the Cluster represents the actual computing cluster.

The main part of the site Luxembourg is the Cluster which can be fur-
ther de-composed into the 5 major components (as illustrated in Figure 4a),
the Interconnect (local interconnect to other institutions within site) and the
Fast Interconnect (interconnect for site internal components), the Computing
Nodes, the Shared Storage and the Service Nodes (a summation of supporting
services like OAR, Puppet, Kadeploy, supervision or site access server, as listed
in Figure 4a). The service state of the Interconnect and Fast Interconnect can be
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described by the the state of services they are composed of, monitored by nagios
plugins N18 and N20 (Interconnect) and N18 (Fast Interconnect). The Shared
Storage state can be characterized by the output of the puppet configuration
status for shared storage and the state of the services monitored by nagios plugins
N1-N5 and N11-N20. The state of the computing nodes can be described by the
output of Kadeploy phoenix status, the node status as monitored by OAR7 and
the state of the services monitored by nagios plugins N1-N7, N9 and N11-N20.
The Service Nodes state can be characterized by the puppet configuration status
for each service node8 as well as the status of the services monitored by the nagios
plugins N1-N20.

The base measurement normalization for the output of the nagios plugins
(N1-N20) is listed in Table 4a. The nagios plugins report 4 different states for
the services they monitor which can be translated to normalization levels. Since
only 4 states are available, normalization level 4 was omitted.

Puppet configuration, reports exit codes which are translated into normaliza-
tion levels as illustrated in Table 4b.

Table 4. (a): Base measurement normalization for Nagios service checks. (b): Base
measurement normalization for Puppet-managed services.

Level Description
1 OK
2 WARNING
3 UNKNOWN
4 n/a
5 CRITICAL

(a)

Level Description
1 Normal: exit code 0
2 Configuration changes: exit code 2
3 Puppet master is unreachable
4 Failures during the transaction: exit code 4
5 Configuration changes and failures

during the transaction: exit code 6

(b)

The node status reported by OAR is translated into normalization levels ac-
cording to Table 5a and Kadeploy phoenix node status is normalized according
to Table 6a.

The main information sources to obtain the structure of the Cluster were
structural documentation of Grid’5000 clusters, the technical documentations as
well as log output of the platform monitoring tools to determine base measure-
ments and base measurement normalization and expert interviews to verify the
information.

7 Each available computing node has a seperate Kadeploy phoenox as well as OAR
status base measurement. To maintain readability of Figure 5, those base measure-
ments are summarized by “Kadeploy phoenix status” and “OAR status”.

8 A puppet status base measurement for each monitored service is available. To main-
tain readability of Figure 5, only a single base measurement, “Puppet status Service
Nodes” was introduced.
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The second important aspect of each site are the environmental factors. The ba-
sic idea of this decomposition is to capture data from the environment the site is
located in to be able to monitor not only the Cluster itself, but also be able to re-
act to a changing environment that can influence the operation of the cluster (like
for example fires or power shortage). At the site Luxembourg the main place to
capture environmental factors is the Server Room the cluster is located in. We
identified three main elements which would be Cooling of computing equipment,
the Fire Extinction System and the Electricity Supply. The Electricity Supply of
the Site Luxembourg is composed of the main public electricity supply as well as
backup energy supply by a Diesel generator. The state of the electricity supply can
on the one hand be determined by the output of Struxureware software9, a tool that
monitors several sensors and aggregates a risk level which is presented to the op-
erator. On the other hand, additional information about the availability status of
the public electricity provider as well as a backup diesel generator can be given by
monitoring notifications about planned interruptions of public electricity supply as
well as the diesel generator fuel level. The base measurement normalization of the
Stuxureware risk levels can be found in Table 5b. The provided risk levels of low,
medium and high are mapped to the normalization values 1, 3 and 5 respectively.
The base measurement normalization for the planned public electricity supply can
is presented in Table 6b. The normalization bounds result from the analysis of the
electricity supply: For up to 5 minutes, batteries guarantee operation of the cluster
and the backup diesel generator should provide backup electricity supply for up to
30 minutes. The base measurement normalization for the diesel generator fuel level
can be seen in Table 7a. Unfortunately, the generator does not report fine grained
fuel level status, but only full or not full. The cooling system status can be deter-
mined by Stuxureware alerts. The base measurement normalization is identical to
the electricity supply status and can be seen in Table 5b. The fire extinction system
status can be determined by the smoke detector status, each smoke detector can
have three different states: no alert, defect or alert. The base measurement normal-
ization for the smoke detector status can be found in Table 7b.

Table 5. (a): Base measurement normalization for OAR based node status checks. (b):
Base measurement normalization for Struxureware monitored services.

Level Description
1 Free: the node is unused and powered
2 Reserved: at least one job is running
3 Standby: the node is ready to wake up
4 Suspected
5 Down

(a)

Level Description
1 Low Risk Assessment
3 Medium Risk Assessment
5 High Risk Assessment

(b)

9 http://www.apc.com/.

http://www.apc.com/
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Table 6. (a): Base measurement normalization for Kadeploy phoenix status. (b): Base
measurement normalization for planned electricity supply interruption.

Level Description
1 Node deployed without error
2 Node is re-deployed after error
3 Node is re-deployed a second time after error
4 Node is re-deployed a third time after error
5 Node is down

(a)

Level Description
1 No interruption
2 0-5 Minutes
3 6-15 Minutes
4 16-30 Minutes
5 30 Minutes and more

(b)

The main information sources regarding identification of environmental fac-
tors were interviews with personal working in the server room as well as technical
documentation of the server rack and the fire extinction system.

The human factor in a complex system is generally hard to quantify. In this
case study, there are two separate groups that can influence the availability of
the site Luxembourg: The Site Staff and the Site Users. We have identified
that the main factor concerning availability in the Site Luxembourg caused by
Site Staff is absence due to vacation or sick leave. Collecting and monitoring
the availability of each staff member within Grid’5000 is performed via a time
tracking system (TTS). Another interesting tool that help to monitor the staff
presence is the Grid’5000 Jabber service (a messaging service similar to MSN
or Skype). Monitoring the Jabber online status can add additional information
about availability of site staff since in the computing sector personal can be
available and resolve possible problems without physical presence.

The base measurement normalization of the Jabber and TTS status can be
found in Tables 7c and 8a. Each member of the site staff will have a base mea-
surement for “Jabber status” and “Time Tracking System (TTS) status”, even
though in Figure 5 only one of each base measurements is introduced for the
sake of readability.

Table 7. (a): Base measurement normalization for diesel generator fuel level. (b):
Base measurement normalization for smoke detector status. (c): Base measurement
normalization for Jabber status.

Level Description
1 Full
5 Not full

(a)

Level Description
1 No alert
3 Defect
5 Alert

(b)

Level Description
1 Online
5 Offline

(c)
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The influence of Site Users to the availability of site Luxembourg is hard
to determine. On the one hand, due to the infrastructure-as-a-service approach
of Grid’5000, site users have quite substantial rights to interact with Grid’5000
infrastructure. On the other hand, due to the academic nature of Grid’5000 there
are not many tools in place to monitor user actions. One factor we could identify
is User charter compliance measured by a script designed to check on a regular
basis the compliance of the user behaviour with the user charter. The user charter
compliance measurement normalization can be found in Table 8b. User charter
compliance is measured for each user, but for readability reasons only one base
measurement “User Charter Compliance” was introduced in Figure 5.

Table 8. (a): Base measurement normalization for Time Tracking System status. (b):
Base measurement normalization for user charter compliance.

Level Description
1 Available
5 Not Available

(a)

Level Description
1 No violations of user charter compliance
2 1 violation of user charter compliance
3 2-3 violations of user charter compliance
4 4-5 violations of user charter compliance
5 5 or more violations of user charter compliance

(b)

5 Results and Discussion

In this Section we would like to discuss the observations made during the case
study in more detail. We want to highlight which parts of the case study provided
the expected results according to the proposed dependency analysis methodol-
ogy, but we also want to highlight some problems and unexpected obstacles we
experienced during the case study. At the end we want to summarize our findings
and draw a conclusion regarding the feasibility of the proposed methodology.

On the positive side, by conducting this case study we have shown that it is
possible to represent a complex system like Grid’5000 using the abstract elements
of the CI security model (CI services, base measurements and dependencies) by
following the steps of the presented dependency analysis methodology. We have
successfully established a model that includes the socio-technical structure of
Grid’5000 and takes technical as well as human and environmental components
into account allowing us to provide a holistic view on the availability risk of CI
services at different organizational levels. We have also shown that hierarchical
decomposition in this context is possible by decomposing higher level services
into sub-components and treating them as services they provide to higher level
services. We have shown that we can identify base measurements within the CI
systems to be able to observe the system state. And finally, we could show that we
could identify enough information sources within Grid’5000 (e.g. documentation
or expert interviews) or from external sources (e.g. manuals) to establish the
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CI security model. It was experienced that expert interviews are a very valuable
source of information, especially on the higher levels of decomposition. The lower,
more technical levels are usually well described by documentation/manuals. In
any case it was experienced that, as expected, the graphical representation of
the CI security model is a very useful tool to discuss the model structure and
find flaws in the representation.

Aside from the positive aspects, some observations were made during the
course of the case study that could have a negative implication on the outcome
of future case studies. One major observation was that not all information can
be made available due to confidentiality or privacy reasons. This was even expe-
rienced in this case study (e.g. employee records due to privacy concerns) in an
academic environment which is usually more open than a commercial operator.
If the CI security model should be applied in a more competitive commercial en-
vironment, restricted access to information due to confidentiality reasons could
pose a problem. Even though risk alerts are abstract metrics and should help to
maintain source confidentiality, providers might be reluctant to provide the nec-
essary structural information (CI services and dependencies) to business partners
and possibly competitors.

Another observation made during the case study was that information gather-
ing was generally more difficult and time consuming than expected. One problem
contributing to this observation were for example the organizational structure
of some of the sites. For example, the server room in one site was the respon-
sibility of the universities maintenance department and the administration of
the cluster is done by research personnel. Information requests regarding server
room equipment and actual hardware caused substantial delays because those
requests were treated with different urgency by the maintenance department for
mainly two reasons: a) The employees were already overworked with other, more
important tasks and b) since the maintenance department and research person-
nel of the university are organized in different branches of the organizational
hierarchy, there is no direct authority which would give requests for informa-
tion more urgency. Although this scenario was specific to this case study, similar
challenges are expected to be experienced in other big companies or complex
infrastructures.

The last observation that was made during the case study was that base mea-
surements, although available and observable, are not always recorded. Before
the case study it was assumed that sensor data is recorded for a certain time
period. In the CI security model, recorded sensor data can be used to learn risk
probabilities from events that happened in the past, but without data records
learning is not possible. In this case, risk probabilities need to be estimated by
experts which makes the estimates more inaccurate and error prone.

To conclude this Section, we want to state that this case study has shown
that it is possible to represent complex infrastructures as CI security model, but
it requires some effort and dedication by the operators to achieve the goal. We
also recognize that every complex infrastructure is different and that one case
study can not proof or disproof the validity of our approach, but we could make
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some general positive as well as negative observations that can serve as a basis
for future discussions and case studies.

6 Conclusion and Future Work

In this work we presented a case study to provide a proof-of-concept validation
of a CI dependency analysis methodology in the context of CI security mod-
elling. CI security modelling provides a framework for on-line risk monitoring
of CI services, taking into account the service state as well as the risk state of
dependencies. A crucial part for the success of the model is a well performed CI
analysis to identify the elements forming the CI security model, which are CI ser-
vices (services provided to customers or internal services utilized to provide the
service to the customer), base measurements (measurements to determine the
state of a CI services) and dependencies between those elements. The presented
case study was performed in the context of Grid’5000, a distributed academic
computing grid operated by several universities in France and other countries
like Luxembourg. The sites of the grid are connected by a dedicated high-speed
fibre optic network connection. As a result of the case study, we have shown
that, following the proposed dependency analysis methodology, it is possible to
analyse a complex infrastructure and represent it as a CI security model. We
have also seen that it is not trivial to gather the necessary information due to
for example organizational reasons. Though it is not possible to provide a final
verdict on the general feasibility of the methodology since every CI is different,
the results suggest that the methodology will also work in other CI environments.

In future work, Bayesian network based risk estimation within the Grid’5000
CI security model as well as risk simulation based on attack or failure scenarios
will be conducted. For this purpose a tool is currently implemented that allows
risk estimation as well as risk simulation/emulation in the context of the CI secu-
rity model. Given the opportunity, we also plan to conduct further case studies to
validate the dependency analysis methodology as well as the CI security model
in a broader context.
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Abstract. According to the Basel II Accord for banks and Solvency II for the
insurance industry, not only should the market and financial risks for the institu-
tions be determined, also the operational risks (opRisk). In recent decades, Value
at Risk (VaR) has prevailed for market and financial risks as a basis for assessing
the present risks. Occasionally, there are suggestions as to how the VaR is to be
determined in the field of operational risk. However, existing proposals can only
be applied to an IT infrastructure to a certain extent, or to parts of them e.g. such
as VoIP telephony. In this article, a proposal is discussed to calculate a technical
Value at Risk (t-VaR). This proposal is based on risk scenario technology and
uses the conditional probability of the Bayes theorem. The vulnerabilities have
been determined empirically for an insurance company in 2012. To determine the
threats, attack trees and threat actors are used. The attack trees are weighted by
a function that is called the criminal energy. To verify this approach the t-VaR
was calculated for VoIP telephony for an insurance company. It turns out that
this method achieves good and sufficient results for the IT infrastructure as an
effective method to meet the Solvency II’s requirements.

Keywords: Conditional probability, Bayes theorem, attack trees, threat actor,
crime function, risk scenario technology.

1 Introduction

In the early days of protecting IT, i.e. in the early 90s, the focus was purely on tech-
nical security, because it was recognized that the IT is vulnerable. These often expen-
sive safeguarding measures were not always bound by economic considerations and
only a rudimentary relationship to the business processes was established. Therefore
the Basel II Accord in 2004 represents a cornerstone, because it placed the operational
risk (opRisk) equal to the market and financial risks. In the implementation of Basel II /
Solvency II requirements for operational risks, it was recognized immediately that they
should be treated differently than the market and financial risks. For while the market
and financial risks can reference historical data, this is not possible for operational risk
due to lack of data. Thus many projects have failed that tried to create a loss database in
order to provide a database for operational risk. Additionally, for the operational risks,
attempts have been made in several theoretical models to determine appropriate param-
eters for the VaR, which have never prevailed in practice. Consequently, the qualitative
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and the quantitative risk procedures developed that still stand side by side today. The
German Baseline Protection Manual, with his hazard analysis, can be considered a rep-
resentative of the qualitative method and, to name a few examples for the quantitative
method, there is the standard ISO 27005 or the standard ISO 31000. What the methods
above have in common is that these do not calculate a VaR or similar parameter that is
compatible with the parameters of the market and financial risks.

An important feature in the calculation of risk between the market and financial
risks on the one hand and the operational risks on the other hand is the fact that the
area of operational risk, the IT infrastructures are dominated by threats and existing
vulnerabilities. Thus in the market and financial risks, the widespread approach of a
Monte Carlo simulation to determine the probability distribution leads to unsatisfactory
results when used for operational risks.

In general, the risk analysis is the consideration of two distributions. The first distri-
bution describes the occurrence probability of risk events, and the second distribution
represents the impact or outcome (consequence) of the risk event, if the risk is faced.
Then the two distributions are convolved. This convolved distribution is a new distribu-
tion, the distribution of risk. If, for example, a 5% quantile (α - quantile as a confidence
level) of this risk distribution is defined as the expected loss, the VaR is determined. But
the question remains, how realistic input distributions are found. Furthermore, the type
of the input distribution determines a specific part of the operational risk. The Basel
II framework includes the operational risk (opRisk) and defines opRisk as the risk of
losses resulting from inadequate or failed internal processes, people and systems, or
external events. In this definition, legal risk is included. Strategic and reputational risks
are excluded. Without entering into details, the main difference with market and credit
risk is that, for opRisk, we only have losses, as P. Embrecht et al. argued in his paper [1].

The contribution of this paper is the development of a VaR for the system, or in
detail, for the technical infrastructure, the t-VaR, that considers the characteristics of an
IT infrastructure and is part of the opRisk, but is placed on a par with the VaR for the
market and financial risks.

The rest of the article is organized as follows. In the next section, the underlying
model is discussed. In section 3, the data collection for the identification of vulnerabil-
ities, threats, and the application of the model to calculate the t-VaR is discussed using
the VoIP telephony of an insurance company. The result is discussed in section 4, the
relevant literature is discussed in section 5. The article concludes in section 6 with a
brief summary, continuing considerations and proposals for further studies.

2 The Model

2.1 Basic Equations

Starting from the general linear relationship between the risk (R), the probability (Pr)
and the monetary outcome (impact) (I), as expressed in the equation 2.1,

R = Pr × I [R], (2.1)

which is not directly used in this paper. We use instead 2.1 the loss distribution approach
and the Lower Partial Moment, cf. Fig. 2, as expressed for a system Ψ in equation 2.2.
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Because only the negative result for a system is considered, the Loss [R−], as is typical
in the area of operational risk (see [1]).

R =
(
PrE × L

)
[R−] �→ Ψ (2.2)

In 2.2 for the probability (Pr) of an event (E) instead the most frequent probability is,
the conditional probability (PrE) in accordance with Bayes’ Theorem is used.

According to the Bayesian statistics, a hypothesis is created that says here, that a
vulnerability only can be exploited on the condition (|) if a threat exist with a matching
threat agent. Or vice versa, that a threat with a threat agent can develop only if a corre-
sponding vulnerability exists. The threat is indicated by (Thr) and the vulnerability by
(Vul). Thus the equation 2.2 can be transformed into the equation 2.3.

R =
(
PrE (Vul | Thr) × L

)
[R−] �→ Ψ (2.3)

Thus, the conditional probability that an existing vulnerability is exploited by a threat
with a matching threat agent is described in equation 2.4

PrE(Vul | Thr) =
PrE (Thr ∩ Vul)

PrE (Thr)
. (2.4)

Hence the numerator describes in the equation 2.4 the intersection between the set of
threats and set of vulnerabilities in the plane of the probability PrE (cf. Fig. 1). In this
context, the vulnerability, the following definition is used.

Definition 2.1.01 (Vulnerabilities) are real (existing) and represent a weakness of an
asset or represent a point at which the asset (component, system, process, employee)
is technically or organizationally vulnerable. Vulnerability is a property of an asset
and the security services of assets can be changed, circumvented or deceived (cf. ISO
27000:2012, p. 11).

Definition 2.1.02 (Threats) are not real (hypothetically) and aim at an asset (system
or component) to exploit one or more weaknesses or vulnerabilities to a loss of data
integrity, liability, confidentiality or availability. Threats can interact with an asset ac-
tively or passively (cf. ISO 27000:2012, p. 10).

The Figure 1 shows the conditional probability on a two dimensional level and the set
of threats and vulnerabilities as well as their intersection. If now the equation (2.4) is
used in the Def 2.2, the following equation (2.5) results for the systemΨ . Equation (2.5)
states that the risk (R) to face a loss (L [R−]) depends of the event (E), and a conditional
probability (Pr) for the occurrence of the intersection of vulnerability (Vul) and threat
(Thr) for the system Ψ .

R =
(

PrE (Thr ∩ Vul)
PrE (Thr)

)
× L [R−] �→ Ψ. (2.5)

From equation (2.5) individual risk scenarios R = {Rsz1, ...,Rszn} the Loss (L =
{l1, ..., ln}) can be developed for different systems Ψ = {ψ1, ..., ψn}, such as shown by
the following equations (2.6) to (2.9).
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PrE

Thr VulThr  Vul

Fig. 1. Section and intersection of the set of threats and the set of vulnerabilities

Rsz1 = PrEp1(Vul1 | Thr1) · l1 �→ ψ1 (2.6)

Rsz2 = PrEp2(Vul2 | Thr1) · l2 �→ ψ2 (2.7)

Rsz3 = PrEp3(Vul2 | Thr2) · l3 �→ ψ2 (2.8)

...

Rszn = PrEpn(Vul j | Thrk) · ln �→ ψn (2.9)

Summing up risk scenarios Rsz1, ...,Rszn for an infinitely long period of time gives the
maximum possible loss, such as the equation (2.10) expresses. For shorter periods e.g.
for a fiscal year (T ) a summation does not make sense; the risks must be aggregated as
discussed in section 5.

n∑

i=1

Rszi = PrEpi

⎛⎜⎜⎜⎜⎜⎜⎜⎝
n∑

Vulk=1

|
n∑

Thr j=1

⎞⎟⎟⎟⎟⎟⎟⎟⎠ · li (2.10)

While vulnerabilities are real, threats are hypothetical. To obtain a quantitative assess-
ment of the risk situation of a company, it is necessary to analyze the threats more
accurately, because not every threat has an immediate and direct effect. It also assumes
that behind every active threat, an actor must be present. Historically, the concept of the
threat tree was first discussed in 1991 by J.D. Weis [2]. This concept is based on the
theory of fault trees (Fault Tree Analysis, Event Tree Analysis FTA and ETA).

With risk (2.3) as a measure, it is associated as a universal measure of a probabil-
ity space and is strongly related to the Loss Distribution Approach (LDA). The Loss
Distribution Approach has been widely used in the financial and insurance industry for
several decades and is as used for share portfolios. Thus it is natural to use this loss
approach in the area of operational risk, but not for an equity portfolio, but for the value
chain (production). In the literature, the topic is widely studied; significant work in this
area has been performed by P. Embrecht et al. [1], M. Leipold and P. Vanini [3] and K.
Böcker and C. Klüppelberg [4].

2.2 LDA Approach

The Loss Distribution Approach (LDA) refers to the bottom (marked in gray) part of
Figure 2, which is the lower partial moment (LPM). For risk analysis, this means that
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two distributions are determined for a time period (T). First is the distribution of losses
(Loss (T), cf. 2.2) and second is the probability distribution of events (PrE(T), cf. 2.2)
which were mathematically composited in the grey dashed line in Figure 2 and is a
joint distribution of risk according to the equations (2.6) to (2.9). The joint distribution
is interpreted, which lead more often to minor losses and rarely major losses. This
distribution is required to determine the VaR and the confidence level.

In the article by K. Böcker and C. Klüppelberg [4], a general summary of the standard
LDA approach is given on page 6/7, which we follow here roughly.

1. The severities process (lk)k ∈N are positive independent and identically distributed
(iid) random variables describing the magnitude of each loss event.

2. The number N(x) of loss events (li) in the time interval [t1, t2] for t2 ≥ t1 is random
(see Fig. 2). The resulting counting process (N(x)t2 ≥ t1 ), is generated by a sequence
of points (xn)t n≥ 1 of non-negativ random variables, and

3. The severity process and the frequency process are assumed to be independent.
4. The aggregate loss process

The aggregate loss L(x) up to time T constitutes a process

L(T ) =
N(x)∑

i=1

li, x ≥ 0. (2.11)

2.3 Value at Risk

Illustrated in the equation 2.2, the risk represents the Lower Partial Moment (LPM),
which as a downside risk measure only refers to a part of the total probability density
(see Fig. 2). This covers only the negative deviations from a target size (e.g. a plan value
of the reachability of the insurance company for their customers in a time interval) and
evaluates all of the information of the probability distribution (up to the theoretically
possible maximum outage). The random variable in the example in Figure 2 presents
the reachability of the insurance company for their costumers in the unit of time. The
reachability varies only in a small range 1 − α for the planned insurance service and
is shown as a random variable (X) for the period t1, t2. Figure 2 shows the normal
distribution of the exogenous density function that results from the random variable
(X). For this discrete random variable (X), the values xi, i =, 1, 2, 3 and xi � x j for i � j.
The expected value (ET

w) is defined for the discrete random variable (X) as the sum of
their possible values, weighted by the respective probability. In the example of Figure
2, for the time period t1 ≤ T ≤ t2, this is represented by probability 1→ ∞ with

ET
w =

∞∑

i=1

xi · Pr (X − xi). (2.12)

For the random variable (X) as a placeholder, we can use the three protection goals
of information security. These are defined e.g. in the standard ISO/IEC 27001:2005 as
confidentiality (C), integrity (I), availability (A) [5]. Often referred to as the CIA Triad.
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Fig. 2. Expected value of random variable (X), opVaR and opES

The statistical spread (σ) is the expectation of (Ew) expressed in the discrete case
with the variance (Var), as shown in equation 2.13

Var(X) = σ2
X =

∞∑

i=1

(
xi − Ew(X)

)2 · Pr (X = xi). (2.13)

The variance (Var) represents the average of the squared deviations from the mean of
the random variable (X). The standard deviation is defined as the square root of the
variance. The Discrete result values in the time interval T have been approximated by a
normal distribution, so that in the Figure 2, the continuous course of the random variable
is shown with density f (x), so the expected value is obtained in this case ET

w , as shown
in equation 2.14

ET
w =

+∞∫

−∞
x · f (x) dx. (2.14)

In Fig. 2, the opVaRT
α(X) and the opES T

α (X) have been illustrated. This is where a VaR
is a α-quantile. The α-quantile qα of a distribution function F(x) is the value of the
α% below the mass of the probability mass that separates the upper 1 − α% from the
probability mass. The random variable (X) with probability α then takes on a value less
than or equal to qα.

The formal definition of the α-quantile is shown as in infimum function in equation
2.15 with

qα = F−1(α). (2.15)

F−1 it is the inverse function of the distribution function.
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The Value at Risk, VaR is thus the α-quantile of a loss distribution. If a random
variable (X)is given, the OpVaR for a time interval T is shown in the following equation
2.16

opVaRT
α(X) = in f {x ∈ R | P [X > x] ≤ 1 − α}. (2.16)

opVaRT
α(X) expresses that the smallest loss (for the example it would be the availability

of the VoIP telephony of the insurance company) that corresponds to a lower limit and
exceeds the loss with a probability of (1 − α). Hence the crucial probability for the
calculation of (opVaRT

α(X)) is determined by the α confidence level.

2.4 Expected Shortfall

The Expected Shortfall (ES ), often referred to as the Conditional VaR, (CVaR), as a
coherent risk measure, was already addressed in 1997 by Artzner et al. [6]. The ES is
defined as the expected loss in the event that the VaR is actually exceded. Thus, this is
the probability-weighted average of all losses that are higher than the VaR. For Figure
2, the OpES for the random variable (X) with probability α for a time interval T is given
in the equation 2.17.

opES T
α (X) = ET

w [X | X ≥ opVaRT
α(X)] (2.17)

The expected value ET
w for the time period T shown in Equation 2.17 corresponds to a

conditional expectation of the random variable (X), for the case that X ≥ opVaRT
α(X)

occurs. A risk scenario is understood under the conditional expectation of the random
variable (X). For the very rare deviations of the extreme values of ET

w a control circuit
based Business Continuity Management System (BCMS) is used.

A major difference between the analysis of financial and market risks and operational
risks, is that there are, firstly, no security protection concepts concerning the protection
goals exist in the field of finance and mark risks, and secondly, there are no manage-
ment systems that can respond to exogenous disturbances. Only the approach of H.
Markowitz [7] in 1959 suggesting a risk diversification of a portfolio could, therefore,
be considered as a measure to protect the invested capital (availability of capital), but
for operational risks it would only be helpful in rare situations.

In the previous sections, the VaR and the OpVaR have been discussed along with ap-
plication scenarios. The argument here, however, is that these considerations of VaR and
the OpVaR could be transferred to information technology and information processing,
but not easily, if at all.

One of the main differences is that the information technology of a company is ex-
posed to, among other technical damage, passive and active threats, vulnerabilities and
attacks. The literature in the field of OpVaR has barely considered these facts at all.
Against this background, a technical VaR is proposed (t-VaR), which addresses the con-
cerns of information technology and information processing as well as the demonstrated
passive and active threats, vulnerabilities and attacks. This is based on the definition of
risk, according to equation (2.2).
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2.5 Attack Trees and Threat Agent

Equation (2.5) illustrated the Baysian view of a risk situation for a systemΨ . Exogenous
knowledge is required for the intersection of vulnerability (Vul) and threat (Thr) for the
Bayesian statistics. This required exogenous knowledge is filled with the attack trees,
attack actors and a crime function. With this exogenous knowledge makes it possible to
estimate the conditional probability of the intersection, as we will show in this section.

The idea of the attack trees goes back to the article by Weis in 1991 [2]. In this
article he describes threat logical trees. Generally, attacks are modelled with graphical,
mathematical, decision trees. A few years later, the idea of the threat trees was taken
up by B. Schneier, among others, and developed [8]. This work by B. Schneier led to
extensive additions and improvements to this technology, such as that published by A.P.
Moore et al. [9]. Several tools have been developed and published; representative here
of the work is [10, 11]; the authors provide an overview of the techniques and tools.
The contribution of S. Mauw and M. Oostdijk [12] in 2005 formalize the concepts
informally introduced by Schneier [8]. This formalization clarifies which manipulations
of attack trees are allowed under which conditions. The commonality of attack trees
and game theory has been elaborated on in 2010 by Kordy et al. [13]. Thus, a similar
approach for the threat scenarios and threat agent are performed using the game theory.

In this work, we expand the idea of T. R. Ingoldsby [11] with conditional probability
and the t-VaR. Threat trees generally have a root or target. Different branches (nodes)
can lead to this target that are to be regarded as parts of goals and each start of a leaf.
Each leaf is initiated by an attacker with different motives. The leaves and branches are
weighted and equipped with an actor [12]. The weighting corresponds to the criminal
energy (Criminal power, Cp), and contain three functions. The assessment of these three
functions reflect the exogenous knowledge which is required in the Bayesian statistics
(see equation (2.4)).

Already in 1985, A. Mosleh et al. pointed out the two main distributions for a risk
analysis on the Bayesian statistic [14]. On the one hand, it is the probability distribution
of the event occurring. Since these are rare events, the Poisson distribution is proposed
here, which is later used by many other authors. The one-parameter Poisson distribu-
tion does a good job of providing the assessment, that small deviations occur more
frequently than larger deviations, such as is expressed in Figure 2 with the lower partial
moment (LPM). The challenge now is to get a good estimation of the parameters of
the distribution. This assessment is made in this paper on the threats and attack trees in
combination with the function of the criminal energy.

On the other hand, in the article by A. Mosleh et al. [14], the loss distribution is
approximated by the log normal distribution. This distribution also corresponded to the
idea that small losses occur more frequently than large losses for a long time. This idea
has been revised by the Black Swan Theory [15] (extreme value theory) and is now
often replaced by a Generalized Pareto Distribution (GPD).

Often, the loss distribution is easier to determine than the frequency distribution, if
the loss is related to the value chain.

The function of the criminal energy (Cp), which in turn is composed of three additive
functions, represents the expert knowledge for the Bayesian risk analysis (see equation
(2.6 - 2.9)). The criminal energy is represented by the cost function (cost of attack cf.
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Fig. 3), the technical feasibility function (technical function, Fig. 4) and the noticeabil-
ity function, cf. Fig. 5. The three functions are mentioned by T. R. Ingoldsby [11] and
have to be adjusted to the relevant inspection. The following Figures 3 - 5 describe the
exogenous knowledge that focuses on the objective of VoIP telephony. This exogenous
knowledge is important for the Bayesian approach.

Fig. 3 states that a threat agent (actor) for an attack on the VoIP telephony of the
insurance company is willing to spend money on tools. This willingness varies between
0 - 1 (axis of ordinates) and decreases with increasing costs (axis of abscissae). This
can be explained simply because on the internet there are a number of free tools that are
all well-suited to threaten a VoIP telephony.
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Fig. 3. Cost function

Figure 4 indicates how the tools are used and the technical possibilities that exist.
It is a statement about the complexity of the tools and the willingness to make use of
this complexity. The curve indicates that the greater the technical possibilities and the
complexity of the tools, the more the willingness drops. I.e. it simple tools are preferred
with simple operation.

Figure 5 shows the noticeability function expressing how an actor wants to disguise
his attack, so that he could not be discovered. From of these three functions, the threat
of an attack is determined more precisely. This is called the criminal energy. These
functions must be adapted to each situation and reflect the exogenous knowledge again,
which is necessary for the conditional probability.

As an example, we can estimate the technical ability rating of 5 (out of 10), and
expose the miscreant at a 0.3 noticeability.
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Fig. 5. Noticeability function

Using the utility functions shown, we discover that

fcost (25) = 0.9 (2.18)

ftech ability (05) = 0.9 (2.19)

fnoticeabiity (0.3) = 0.85 (2.20)
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and therefore the criminal energy with

Cp = fcost · ftech ability · fnoticeabiity (2.21)

Cp = 0.6885 = 0.9 · 0.9 · 0.85 (2.22)

With this function of the criminal energy, we could estimate the threat profile in con-
junction with a specific threat agent (actor). The three functions of Figures 3 - 5 do
not explain anything about the motivation and benefit of the threat agent, but the threat
agent’s motivation is correlated to attack benefits. These must also be taken into account
in order to understand how desirable an attack appears to an adversary. The discussion
of the motivation and benefits of a threat agent is not really covered in this article, due
to lack of space. But, typically the largest benefit of the threat agent is associated with
achieving the tree’s root node, or with side benefits occurring at the various intermedi-
ate nodes. Different threat scenarios run through different paths among leaf nodes and
root node (cfg Fig. 7). The threat agent’s benefits may differ considerably depending on
the threat scenario used. We will discuss different threat scenarios and different paths
between leaf nodes and root in the next section.

3 Data Acquisition

According to the model (cf section 2), data acquisition regarding vulnerabilities is han-
dled in this section and matched to the attack-tree with the associated threat agent (ac-
tor) and analyzed to develop risk scenarios according to the equations 2.6 to 2.9. Here,
ψ represents the VoIP telephony. Other systems are not investigated and consequently
Ψ = ψ. This means that in this real-world case study, all the vulnerabilities, threats and
risk scenarios relate to ψ = VoIP telephony of the insurance company.

Figure 6 is a rough sketch of the VoIP telephony of the insurance company. There
are two locations indicated with A and B. The two locations (A, B) are connected to
a non-public network (MPLS cloud) and the switch at the location A and B are both
used for data traffic as well as for voice traffic. This means that two locations are not
connected to the internet. The MPLS cloud is maintained by a service provider which
supplies the insurance company in addition to other customers in its MPLS cloud. The
customers (the insured) of the insurance company choose from outside the softphone to
get in touch with the employees. In addition to uptime (availability), the confidentiality
of the conversations is a security objective for the insurance company.

3.1 Vulnerability Analysis

The empirical study in 2012 for the insurance company had to analyze the current target
vulnerabilities within the scope of VoIP telephony. These weaknesses are discussed as
an example in this section to show the procedure of the model. This analysis was carried
out in two steps. In the first step, the VoIP module (B 4.7) of the baseline protection
manual from the BSI was used [16, 17]. The technical department was interviewed. In
the second step, a white box penetration testing was conducted to verify the statements
and to find other vulnerabilities. It is worth mentioning that there is no connection
between the VoIP telephony and the Internet.
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Fig. 6. VoIP Architecture

In our investigation in 2012 it was recognized, inter alia, that the voice data (RTP
stream) transmitted without encryption and the ports at the Softphones and patch socket
in the premises were not secured against unauthorized use (IEEE 802.1x, Port Based
Network Control PBNC). Furthermore, we identified that there was no firewall between
the MPLS network and the LAN of the insurance company and also the voice data was
transmitted unecrypted in the MPLS network.

Based on these findings, the following threat analysis was performed.

3.2 Threat Analysis

The threat analysis is based on the identified vulnerabilities and contains three elements:
the threat scenarios, the matching threat agent and the function of the criminal energy.

In our threat analysis, we show as an example, how the protection target – in this
case, the confidentiality of VoIP Telephony – is given in the current threat situation for
the insurance company. Confidentiality for VoIP telephony means that the phone calls
between the employees of the insurance company and its insured cannot be intercepted.
Similarly, the phone calls between sites A and B will be kept confidential, because the
interception could have negative implications for the insurance company.

Figure 7 shows the potential threat paths for the insurance company from the leaf to
the root. Between the paths are either "or" or "and" connections. The "and" connection
means that the two paths connected with the "and" must be met in order to reach the
next sub-goal. Between the sub-goals the function of the criminal energy will change.
The individual leaves represents the threat agent and the root represents the target of the
attack (interception of voice traffic). The numbers represent the function of the criminal
energy and therefore the exogenous knowledge. The index (I) = Impossible and (P) =
Possible differentiates possible paths that are possible or not possible due to policies
or structural circumstances. The equations 2.18 - 2.20 were determined for each threat
attack and different threat agent with a specific crime function (cf. 2.21). Inserting a set
of risk scenarios for the VoIP-Telephony in the given situation into the set of equations
2.6 - 2.9 created equations 3.1 - 3.4.
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Fig. 7. Attack tree with the criminal energy

The actual risks of wiretapping the voice traffic in the real-world case study was es-
timated with risk scenarios (cf equations 3.1 - 3.4) according to the Bayesian statistics,
with the attack trees, the threat agent and the criminal function (Cp). As a threat agent,
an intruder from the inside the insurance company was postulated, because the unen-
crypted voice traffic is only in the LAN of the insurance company and is also transmitted
unencrypted in the cloud provider’s MPLS. However, no Internet connection exists for
voice traffic to the insurance company and the MPLS cloud is also not connected to the
Internet. Thus, as insiders only someone from the insurance company is eligible out of
the environment (priviledged person) of the MPLS cloud providers.

The threat was assumed to be the interception (Thr1) of sensitive voice data of the
insurance company that could be performed by an internal perpetrator (threat agent).
Likewise, the threat agent could also be represented by service personnel (Thr2) or
a trespasser (Thr3). For each threat tree and threat agent a separate criminal function
from Fig. 3, Fig. 4 and Fig. 5 is estimated with the equation 2.21. The leaves in Figure 7
represent the different threat agents. The behavior of insiders has already been addressed
in a number of published articles, representative here is the article by I. J. Martinez-
Moyano et al. [18]. ψ1 denotes the VoIP infrastructure and refers to the vulnerability of
the non-encrypted voice data with Vul1.

The possible damage resulting for insurance company caused by insiders is the as-
sociated reputational damage if the intercepted voice data is given to the public. Given
to the reputational damage for the voice data scenario, we made an assumption that 25
customers terminate their contract in the current year. The loss by termination is in-
dicated with l25c. The loss of 25 insurance contracts in a one-year period is also well
above the normal turnover rate between 8 - 11 (l8c − l11c) contracts per year (T) and
hence higher than the expected value of ET

w (cf Eq. II.12).
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We can use the equations 2.6 - 2.9 to express the risk scenarios Rsz1 − Rszn (3.1 -
3.4) with the potential loss of 25 contracts (l25c) under consideration of Eq. 2.21 for the
threat agents and the attack trees for our real-world case study of ψ = VoIP telephony
of the insurance company:

Rsz1 = PrEp1(Vul1 | Thr1) · l25c �→ VoIP-Telephony (3.1)

Rsz2 = PrEp2(Vul1 | Thr2) · l25c �→ VoIP-Telephony (3.2)

Rsz3 = PrEp3(Vul1 | Thr3) · l25c �→ VoIP-Telephony (3.3)

...

Rszn = PrEpn(Vuln | Thrn) · l25c �→ VoIP-Telephony (3.4)

The probability PrEp1 − PrEpn is estimated as described above with the conditional
probability of 2.4.

In addition to safeguarding the confidentiality and the risk scenarios as described
with Rsz1 − Rszn (3.1 - 3.4), we also worked out the risk scenarios for the other two pro-
tection goals: the availability and integrity. Thus, for the protection of target availability
and integrity, analogous threat trees were developed with appropriate threat agents and
criminal functions in order to then determine the conditional probability and therefore
the risk scenarios. Due to space limitations in this article, these analogous considera-
tions will not be pursued further.

4 Results

In this section, we will discuss the results from the VoIP-Telephony investigation for
our real-world case study.

The business success of a insurance company can be determined, inter alia, by the
amount of insurance policies (|C|). The number of insurance policies (ci ∈ C) fluc-
tuates with 8 to 11 policy terminations. The target is expected to lose no more than 8
insurance policies per year, however, if the loss of 11 insurance policies occurs, this is
also acceptable and the α value is achieved. Thus, the expected value of ET

w(C) for one
year is 8 insurance policies and corresponds to the target value "1" in Figure 8. The
period is one year (T ).

The equation4.1 describes the negative variation around the target value of 1 ((lc8 =

8 lost contracts). The possible new customers per year are not considered in our real-
world case study. For this reason, only the lower distribution (LPM) is considered. The
scattering width is 3 contracts and partly achieves the loss of 11 contracts per year.
The equation 4.1 now describes the influence of the technical infrastructure with the
control objectives (Confidentiality, Integrity, Availability) to the cardinality of the set of
contracts |C|.

t-Var(C) = σ2
C =

|C|∑

i=1

(
ci − ET

w(C)
)2 · Pr (C = ci). (4.1)

This experience of the turnover is derived from observations from the last 10 years.
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For the insurance company, availability for your customers is very important. If cus-
tomers cannot express their concerns over the phone, they are angry and are ready to
switch to another insurance company in the current year.

The loss of confidentiality creates reputational damage for the insurance company
and a number of customers cancel. There is an internal investigation of the insurance
company, which proves this fact. This is one of reasons why the risk analysis was per-
formed. It has been shown that, due to the risk scenarios in our real-world case study,
there is the possibility losing a lot more contracts than expected. Figure 9 shows the
distribution of the LPM in a different presentation. This presentation is done very of-
ten for loss considerations instead of Figure 8. These are the discrete values of the risk
scenarios that have been analyzed in our real-world case study. It can be shown that the
expected loss of 8 to 11 insurance polices has been clearly exceeded. It is therefore an
unexpected loss.
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Fig. 8. Technical Value at Risk for the insured contracts

In conclusion, it can be said for our real-world case study that the insurance company
has decided to take appropriate countermeasures in the field of encryption in the LAN
and in the connection in the MPLS cloud. It was ensured that the cost of action does not
exceed the potential unexpected losses.

5 Related Work

The concept of risk and its various considerations is a discussion of the past few decades
in the literature as shown in the article 1980 of S. Kaplan and J. Garrick [19]. Also,
the authors distinguish between risk and hazard. While the risk (R) contains the three
items, the set of scenarios (S ), probability (p) and loss (x), in a linear combination
R = {〈S i, pi, xi〉}, the concept of hazard (H) contains only two items, the set of scenarios
(S ) and the loss (x) in a linear combination H = {〈S i, xi〉}. Furthermore, the authors [19]
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Expected Loss

Unexpected Loss

Fig. 9. Loss distribution for the contracts ci due to breaches of confidentiality of the VoIP-
Telephony

pointed out the difference between the probability according to the frequentist view of
Laplace and the conditional probability of the Bayesian theory. For both of these views,
there are a number of publications. Widespread is also the approach of Bayes. For this
view, there are different ideas, to name a few: [14, 20–22].

Representative of many contributions to the provision of operational risk is the work
of P. Embrecht et al. [1] or by K. Boecker and C. Klüppelberg [4]. The discussion
about the coherent version of VaR was initiated by P. Atzner et al. [6]. In the area of
operational risk, additional work should be mentioned that is related to this paper. Thus,
the present paper follows broadly the doctoral thesis from 2010 of N. Poolsappasit [22]
but expands on his idea, however, to the actor model and a weight function, which
represents the criminal energy. Finally, it can be summarized that one unique way does
not yet exist to satisfy answers to determine the operational risk.

6 Conclusion and Further Investigation

Over the past two decades the VaR and the coherent variant C-VaR have established
themselves as a value for determining the risks associated with market and financial
risks. According to BASEL II and/or Solvency II the operational risks should be deter-
mined in an appropriate manner. Once the standard approach to a loss database proved
infeasible and unsuccessful, many institutes and industrial companies tried to follow
BASEL II. However, the process of determining the VaR in the market and financial
risks cannot be directly transferred to the technical infrastructure. In our view, the oper-
ational risk of the individual VaR must be assembled for systems, processes, people and
external events. Therefore, in this article we present a method based on the Bayesian
statistics, vulnerabilities, attack trees, an actor model and the function of criminal en-
ergy, that determines a technical VaR that is an appropriate response to the specific
protection targets (confidentiality, integrity, availability) of an IT infrastructure. The
real-world case study of VoIP telephony in an insurance company verified t-VaR for
the protection target of confidentiality. As a result, it can be shown that the t-VaR is
an appropriate method to determine the VaR for the IT infrastructure under operational
risks. Other considerations now aim to determine a t-VaR for other areas of the IT in-
frastructure, and then conduct a risk aggregation to determine the overall risk in the
technical area.
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Abstract. Traditional testing techniques often reach their limits when
employed for the assessment of critical Machine Control Systems as they
contain a large amount of random and unpredictable components. The
probabilistic analysis approach can assist in their evaluation by providing
a subjective evidence of their safety and reliability. The synergy of proba-
bilistic analysis and expressiveness of higher-order logic theorem proving
results into convincing modelling and reasoning of several stringent safety
cases that contribute towards the certification of high-assurance systems.

1 Introduction

Software-controlled systems have become ubiquitous in day to day affairs. The
proliferation of software has spanned from transportation to industrial infor-
matics and from power generation to homeland defence. While our domestic
as well as defence activities increasingly depend on software-intensive systems,
the safety-critical, distributed, heterogeneous, dynamic and often unpredictable
nature of such systems produces several complex challenges.

The grand challenge of such systems is that their incorrect use or unsafe devel-
opment may lead to a compromise on homeland defence and security. We often
read such news related to cyber threats, unmanned aerial system crashes, and
vulnerability of power generation and chemical plants against terrorist attacks.

One of the integral systems responsible for homeland defence and security is a
Machine Control System (MCS). MCS is a device that manages, commands, di-
rects or regulates the behaviour of various processing units. As shown by Figure
1, a typical MCS is composed of some realtime Programmable Logic Controllers
(PLCs) and a non-realtime User Interface (UI) that helps interacting with PLCs.
PLCs, in turn, are of two types. First type contains some domain-specific com-
mands pertaining to the processing unit that control motors based on signals
from sensors and actuators. The other type is comprised of stringent safety reg-
ulations that need to be certified before being functional.

A. Cuzzocrea et al. (Eds.): CD-ARES 2013 Workshops, LNCS 8128, pp. 305–320, 2013.
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Fig. 1. A typical MCS

Besides threatening the homeland defence and security, a faulty MCS can
also result into a minor injury, irreversible severe injury, amputation or even
death. Although, we do not have detailed publicly available investigation reports
of accidents caused by disturbances in MCS performing safety functions, yet
some information is presented in [1]. The report is based on an analysis of 700
industrial incidents occurred between 1996-2002 in Poland alone. According to
the report, 41% of severe accidents were caused by improper functioning of the
system. Software faults were among the notable reasons.

Industrial incidents are not new phenomena. Standard techniques to avoid ac-
cidents [2] are in place since last several decades. However, with the proliferation
of software, industry saw a paradigm shift whenmechanical controls were replaced
by their software counterparts and along new technology came new challenges. As
software started becoming pervasive, it also became unprecedentedly complex.

Due to the critical nature of software components of MCS, there are numerous
properties in which they must exceed other software systems, such as resilience,
safety, security, and reliability. Such systems must also be certified. Certification,
as defined by the charter of Software Certification Consortium (SCC)1, demon-
strates the assurance that the system has met its relevant technical standards and
specifications, and it can be trusted to provide its services safely, securely and
effectively.

There are several approaches towards software certification, e.g., argument-
based, process-based and product-based. However, in the past few years,
argument-based safety case approach [3] is gaining popularity among regularity
regimes for the certification of software-intensive systems. It is also the explicit
part of U.K. MoD Defence Standard 00-56. A safety case, in fact, is an evidence
based on a convincing and valid argument that the designed system is adequately
safe for a given application in the given environment.

1 http://cps-vo.org/group/scc
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Formal methods are usually the part of most of the software certification tech-
niques. Their use is often recommended for the development of safety-critical
systems involving higher Safety Integrity Level (SIL), IEC 61508, and DO-178C
standards. Formal methods help specifying system requirements and properties
using mathematical and logical notations which are then amenable to correct-
ness. Correctness amounts to both verification, the practice where it is deter-
mined that product is being built correctly and meets its specification, and
validation, the practice where it is ensured that the product meets customers
requirements.

Standard verification and validation techniques are comprised of activities like
standard theorem proving, model checking, animation and simulation. Each of
these techniques has some inherent limitations and do not cope very well with
the posed challenges in the development of highly complex and safety-critical
MCS.

A standard method to guarantee the safety properties in a formal specification
is to show that the invariant, a logical representation of safety, is preserved. We
prove a theorem to satisfy the property. While adequate in most of the cases, less
so to justify the absence of component failures and emergence of potential haz-
ardous situations. In contrast to safety and deadlock-freedom, fairness and live-
ness proofs are not so straightforward. The techniques like animation, simulation,
model checking can provide help in such cases but only up to some extent.

The problem with the animation is that currently available animators have
strong limitations on the types of specifications they can animate. We have seen
how the class of executable specifications can be extended with the help of few
safe transformations [4]. Yet, there are some formal texts on which animators
fail [5]. For those texts, we propose to use simulation rather than animation; the
specification is translated into a program. But the problem with the translation
is that currently available translators are in infancy stages and have their own
weaknesses, such as expressiveness of the targeted languages. Approximation
using closest counterparts does not fulfil the true purpose.

Model checking involves the construction of a precise state-based mathemati-
cal model of the given system. The state-space model is then subjected to exhaus-
tive analysis to automatically verify that it satisfies a set of formally represented
properties. The problem of this approach is that it can only be used to analyse
systems that can be expressed as finite state machines. Another major limitation
is the state-space explosion. The state-space of a real-world MCS can be very
large, or sometimes even infinite and thus impossible to be explored completely
within the limited resources of time and memory.

Higher-order theorem proving, on the other hand, is very flexible in terms of
tackling a variety of systems, thanks to its expressiveness. However, this flexibil-
ity comes at the cost of enormous user efforts in terms of manual development
of system models and interactive verification due to the undecidable nature of
the underlying logic. Thus, developing realistic models of MCS, which usually
involve significant amount of continuous and non-deterministic elements, and
verifying them for all possible scenarios could be very tedious, if not impossible.
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Probabilistic analysis overcomes the above mentioned limitations. Rather than
ensuring absolute correctness, the main idea here is to ensure that the system
behaves in the desired manner with an acceptable probability. This not only
simplifies system modelling but also eases the verification task considerably.
Probabilistic analysis is often used as an evidence to justify the claim of safety
and reliability [3].

The main aim of this paper is to demonstrate how probabilistic analysis ap-
proach can provide a subjective evidence that can support the claim of system
safety and reliability. Rest of the paper is organized as following: An overview of
the existing formal analysis approaches is given in Section 2. Section 3 introduces
the main concepts used in this paper, i.e., safety cases and higher-order logic the-
orem proving. Section 4 describes how probabilistic algorithms can be formalized.
Section 5 presents the proposed formal probabilistic analysis approach. Section
6 applies the proposed approach to a simple case-study of multi-robot systems.
The paper is finally concluded in Section 7.

2 Related Work

In recent years, the use of argument-based safety case approach has emerged
as a popular technique for the certification of software-controlled critical sys-
tems. In [6], authors developed a conceptual model, based on the IEC 61508
standard, to characterize the chain of safety evidence that underlies safety ar-
guments about software. In [7] and [8], authors present approaches that extend
the border of safety case analysis towards general software properties. These
approaches, though rigorous, are not fully formal.

In [9], an approach is presented to show how a safety case analysis based on
SMT sovlers and infinite bounded model checkers can be used as a certification
argument for the adaptive systems. The work is then extended in [10] with the
proposition of a framework based on probabilistic analysis. The mathematics
presented in [10] is then formalized by probabilistic kernels-based mathematical
approach in [11]. The approach is illustrated using an example of a conflict
detection system for an aircraft. Our proposed approach, as compared to these
aforementioned works, is much more powerful in terms of handling a larger set of
problems, for instance MCS. Moreover, unlike our approach, the mathematical
framework of [11] has yet to be formalized in a theorem prover.

Probabilistic model checking [12,13] is the most widely used formal method
for probabilistic analysis of systems that can be modelled as Markov chains. Like
traditional model checking, it involves the construction of a precise state-based
mathematical model of the given probabilistic system, which is then subjected
to exhaustive analysis to verify if it satisfies a set of formally represented prob-
abilistic properties. Some notable probabilistic model checkers include PRISM
[14], Ymer [29] and VESTA [30].

Besides the accuracy of the results, the most promising feature of probabilis-
tic model checking is the ability to perform the analysis automatically. But it is
only limited to systems that can be expressed as Markov chains. Another major
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limitation of the probabilistic model checking approach is the state-space explo-
sion. The state-space of a probabilistic system can be very large, or sometimes
even infinite. Thus, at the outset, it is impossible to explore the entire state-
space with limited resources of time and memory. Thus, the probabilistic model
checking approach, even though capable of providing exact solutions, is quite
limited in terms of handling a variety of probabilistic analysis problems.

Similarly, some algorithms implemented in model checking tools are based
on numerical methods. For example, a well-known iterative method, the power
method, is often applied to compute the steady-state probabilities (or limiting
probabilities) of the Markov chain in PRISM . For this reason, most of the
stationary properties analysed in model checkers are time bounded. Moreover,
probabilistic model checking tools often utilize unverified algorithms and op-
timization techniques. Finally, probabilistic model checking cannot be used to
verify generic mathematical expressions corresponding to probabilistic and sta-
tistical properties. Thus, the verified properties involve values that are expressed
in a computer based notation, such as fixed or floating point numbers, which also
introduces some degree of approximation in the results.

The B [15] and Event-B [16] methods have also been extended to support
probabilistic analysis. The main idea here is either to use a probabilistic choice
operator to reason about termination conditions [17] or to use the semantics of
a Markov process to reason about the reliability or performance characteristics
of the given system [18]. But these extensions of the B-method cannot be used
to reason about generic mathematical expressions for probabilistic or statistical
properties. Similarly, such formalisms are not mature enough yet to model and
reason about all different kinds of continuous probability distributions. Due to
the continuous nature of the MCS, both the probabilistic model checking and
Event-B based techniques cannot be used to capture their true behaviour and
thus, to the best of our knowledge, the use of probabilistic and quantitative
assessment for the formal verification of MCS is almost non-existent.

The aforementioned limitations can be overcome by using higher-order logic
theorem proving for conducting the formal probabilistic analysis. We can capture
the true continuous and randomized behaviour of the given system in higher-
order logic by leveraging upon its expressiveness. Moreover, generic mathemat-
ical expressions corresponding to the probabilistic and statistical properties of
interest can be formally verified within the sound core of a theorem prover. Due
to the formal nature of the models and properties and the inherent soundness
of the theorem proving approach, probabilistic analysis carried out in this way
will be free from any approximation and precision issues. The foremost criteria
for conducting the formal probabilistic analysis of MCS in a theorem prover is
the availability of a formalized probability theory, which will in turn allow us to
express probabilistic notions in higher-order logic, and formal reasoning support
for the probability distribution and statistical properties of random variables in
a theorem prover.

Various higher-order-logic formalizations of probability theory can be found in
the literature, e.g., [19,20,21]. The formalizations by Mhamdi [20] and Hölzl [21]
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are based on extended real numbers (including ±∞) and also include the formal-
ization of Lebesgue integral for reasoning about statistical properties. This way,
they are more mature than Hurd’s [19] formalization of measure and probability
theories, which is based on simple real numbers and offers a limited support for
reasoning about statistical properties [22].

However, the former formalizations do not support a particular probability
space like the one presented in Hurd’s work. Due to this distinguishing feature,
Hurd’s formalization [19] has been utilized to verify sampling algorithms of a
number of commonly used discrete and continuous random variables based on
their probabilistic and statistical properties [22]. Since formalized random vari-
ables and their formally verified properties play a vital role in the probabilistic
analysis of MCS systems, as illustrated later in this paper, we propose to utilize
Hurd’s formalization of measure and probability theories. Hurd’s theories are
already available in the HOL4 theorem prover therefore the current work make
an extensive use of them.

3 Background

A brief introduction to safety cases and high-order logic theorem proving using
the HOL4 theorem prover is provided in this section to facilitate the understand-
ing of the paper.

3.1 Safety Case

A safety case, as described by [3], is an evidence that provides a convincing
and valid argument about the safety of a system in a given domain. The main
elements of a safety case are the claim about a property, its evidence, and its
argument.

A claim is usually about a system meeting certain properties, such as reliabil-
ity, availability, safety and accuracy. An evidence provides the basis of a safety
argument. This can be either facts, assumptions, or even sub-claims. Arguments
link an evidence to claims. An argument can either be deterministic, probabilis-
tic, or qualitative. The choice of the argument will depend upon the available
evidence and the type of claim. System reliability claims are often justified in
terms of probability of failure of its components. Arguments can be based on
the design of a system, its development process, or simulated and prior field
experiences.

3.2 HOL4 Theorem Prover

HOL4 is an interactive theorem prover that allows conducting proofs in higher-
order logic, which is implemented by using the simple type theory of Church [23]
along with Hindley-Milner polymorphism [24]. The logic in HOL4 is represented
by Meta Language (ML), which is a strongly-typed functional programming
language. The core of HOL4 consists of only 5 axioms and 8 inference rules.
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Building upon these foundations, HOL4 has been successfully used to formalize
many classical mathematical theories and verify a wide variety of software and
hardware systems.

HOL4 allows four kinds of terms, i.e., constants, variables, function applica-
tions, and lambda-expressions. It also supports polymorphism, i.e., types con-
taining type variables, which is a distinguishing feature of higher-order logic.
Semantically, types are denoted by sets and terms are denoted by memberships
of these sets. Formulas, sequents, axioms, and theorems are represented by terms
of Boolean types.

The formal definitions and theorems can be stored as a HOL4 theory file
in computers. These theories can then be reused by loading them in a HOL4
session. This kind of reusability feature is very helpful in reducing the human
interaction as we do not have to go through the tedious process of regenerating
already available proofs using the basic axioms and primitive inference rules.
Various classical mathematical results have been formalized and saved as HOL4
theories. The HOL4 theories that are of particular interest to the current work
include the theory of Booleans, lists, positive integers and real analysis, measure
and probability theory. One of the primary motivations of selecting the HOL4
theorem prover for our work was to benefit from these existing mathematical
theories.

The formal proofs in HOL4 can be conducted in both forward and backward
manner. In the forward proof method, the previously proven theorems are used
along with the inference rules to verify the desired theorem. The forward proof
method usually requires the exact details of a proof in advance and is thus not
very straightforward. In the backward proof method, ML functions called tactics
are used to break the main proof goals into simple sub-goals. Some of these
intermediate sub-goals can be discharged by matching axioms or assumptions
or by applying built-in automatic decision procedures. This process is repeated
until all the sub goals are discharged, which concludes the proof for the given
theorem.

4 Formalization of Probabilistic Algorithms

Building upon the recently developed measure-theoretic formalization of proba-
bility theory [19], we can conduct formal probabilistic analysis [25] in the sound
core of a higher-order logic theorem prover. The system can be modelled as a
probabilistic algorithm where its randomized components can be specified us-
ing appropriate random variables and its probabilistic and statistical properties
can be verified using the proven probability axioms. The ability of higher-order
logic to formalize continuous and randomized systems, and to verify all sorts of
probabilistic and statistical properties makes it the meritorious approach for the
formal probabilistic analysis of MCS.

The unpredictable components of a system can be modelled as higher-order
logic functions that make random choices by using the required number of bits
from an infinite sequence of random bits B∞. These functions return the result
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along with the remaining portion of the infinite Boolean sequence to be used by
other programs. Thus, the data type of a probabilistic algorithm that takes a
parameter of type α and returns a value of type β is:

F : α → B∞ → β × B∞

For illustration, consider the example of a Bernoulli( 12 ) random variable that
returns 1 or 0 with equal probability 1

2 . It can be formally modelled as follows:

, bit s = (if shd s then 1 else 0, stl s)

where variable s represents the infinite Boolean sequence and functions shd and
stl return the head and tail of their sequence argument, respectively. Proba-
bilistic algorithms can be expressed in a more compact way without explicitly
mentioning the Boolean sequence that is passed around by using more general
state-transforming monads where the states are the infinite Boolean sequences.

, ∀ a s. unit a s = (a,s)

, ∀ f g s. bind f g s = g (fst (f s))

(snd (f s))

The unit operator is used to lift values to the monad, and the bind is the
monadic analogue of function application. The function bit can be defined using
the monadic notation as:

, bit monad = bind sdest

(λb.if b then unit 1 else unit 0)

where sdest provides the head and tail of a sequence as a pair (shd s, stl s).
Hurd [19] constructed a probability space on infinite Boolean sequence and

formalized a measure theoretic formalization of probability theory in the higher-
order-logic theorem prover HOL. Building upon these foundations, we can verify
all the basic laws of probability as well as probabilistic properties of any algo-
rithm that is specified using the infinite Boolean sequence. For example, we can
verify the Probability Mass Function (PMF) of the function bit as:

, P {s | fst (bit s) = 1} = 1
2

where the HOL function fst selects the first component of a pair and P is the
probability function that maps sets of infinite Boolean sequences to real numbers
between 0 and 1 .

Just like the bit function, we can formalize and verify any random variable
using the above mentioned approach. For example, the Bernoulli and Uniform
random variables have been verified using the following PMF relations [19]:

Lemma 1: PMF of Bernoulli(p) Random Variable
, ∀p. 0 ≤ p ∧ p ≤ 1 ⇒

P {s | fst (bern rv p s)=1} = p
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Lemma 2: PMF of Uniform(m) Random Variable
, ∀m x. x < m ⇒

P {s | fst (unif rv m s) = x} = 1
m

The function ber rv models an experiment with two outcomes; 1 and 0, whereas
p represents the probability of obtaining a 1. Similarly, the function unif rv

assigns equal probability to each element in the set {0, 1, · · · , (m− 1)} and thus
ranges over a finite number of positive integers. Such pre-formalized random
variables and their proven properties greatly facilitate the analysis of MCS as,
in most cases, the unpredictable nature of its components can be expressed in
terms of well-known random variables.

Expectation theory also plays a vital role in probabilistic analysis as it is
lot easier to judge performance issues based on the average of a characteristic,
which is a single number, rather than its distribution function. The expectation
of a discrete random variable can be defined as a higher-order logic function as
follows [26]:

Definition 1: Expectation of Discrete Random Variables
, ∀R. expec R =

suminf (λn.n * P {s | fst (R s) = n})
where suminf represents the HOL formalization of the infinite summation of
a real sequence f , i.e., lim

k→∞
∑k

n=0 f(n). The function expec can be used to

verify the expectation of any discrete random variable that attains values in
positive integers. For example, the higher-order logic theorem corresponding to
the expectation of the Bernoulli random variable has been formally verified in
[26] as follows:

Lemma 3: Expectation of Bernoulli(p) Random Variable
, ∀p. 0 ≤ p ∧ p ≤ 1 ⇒

expec (λs.bern rv p s) = p

where (λx.t) represents a lambda abstraction function in HOL that maps its
argument x to t(x).

The continuous random variables can also be formalized by building upon
the above mentioned measure-theoretic formalization of probability theory. The
main idea behind their formalization is to transform a Standard Uniform random
variable to other continuous random variables based on the principles of the
non-uniform random number generation [22]. The Standard Uniform random
variable can be modeled by using the formalization approach for discrete random
variables and the formalization of the mathematical concept of limit of a real
sequence [27]:

lim
n→∞(λn.

n−1∑
k=0

(
1

2
)k+1Xk) (1)

where Xk denotes the outcome of the kth random bit; True or False repre-
sented as 1 or 0, respectively. This formalization [22] is used along with the for-
malization of the CDF function to formally verify the correctness of the Inverse
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Transform Method (ITM), i.e., a well known non-uniform random generation
technique for generating non-uniform random variables for continuous probabil-
ity distributions for which the inverse of the CDF can be represented in a closed
mathematical form. Formally, it can be verified for a random variable X with
CDF F using the Standard Uniform random variable U as follows [22].

Pr(F−1(U) ≤ x) = F (x) (2)

The formalized Standard Uniform random variable can now be used to for-
mally specify any continuous random variable for which the inverse of the CDF
can be expressed in a closed mathematical form as X = F−1(U). Whereas, its
CDF can be verified based on simple arithmetic reasoning, using the formally
verified ITM, given in Equation (2). This approach has been successfully utilized
to formalize and verify Exponential, Uniform, Rayleigh and Triangular random
variables [22].

The expectation for a continuous random variable X is defined on a proba-
bility space (Ω,Σ, P ) [22], is as follows:

E[X ] =

∫
Ω

XdP (3)

where the integral represents the Lebesgue integral. In order to facilitate the
formal reasoning about statistical properties of continuous random variables, the
following two alternate expressions for the expectation have been verified [22].
The first expression is for the case when the given continuous random variable
X is bounded in the positive interval [a, b]

E[X ] = lim
n→∞

2n−1∑
i=0

(a+
i

2n
(b− a))

P

{
a+

i

2n
(b− a) ≤ X < a+

i + 1

2n
(b− a)

} (4)

and the second one is for an unbounded positive random variable.

E[X ] = lim
n→∞

n2n−1∑
i=0

i

2n
P

{
i

2n
≤ X <

i+ 1

2n

}
+ nP(X ≥ n) (5)

Both of the above expressions do not involve any concepts from Lebesgue in-
tegration theory and are based on the well-known arithmetic operations like
summation, limit of a real sequence, etc. Thus, users can simply utilize them,
instead of Equation (3), to reason about the expectation properties of their ran-
dom variables and gain the benefits of the original Lebesgue based definition.
The formal verification details for these expressions are given in [22]. These ex-
pressions are further utilized to verify the expected values of Uniform, Triangular
and Exponential random variables [22].
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The above mentioned formalization plays a pivotal role for the formal prob-
abilistic analysis of MCS. In the next section, we illustrate the usefulness and
practical effectiveness of the foundational formalization, presented in this sec-
tion, by providing a step-wise approach for analyzing a MCS using HOL4.

5 The Triptych Analysis Approach

Figure 2 depicts the proposed triptych formal probabilistic analysis approach. It
primarily builds upon the existing formalization of probability theory (including
the infinite Boolean sequence space), and commonly used random variables and
their proved properties. The approach is as follows:

1. The first step is to formalize the true behaviour of the given MCS including
its unpredictable and continuous components in higher-order logic. The ran-
domized behaviours would be captured using appropriate discrete [19] and
continuous random variables [22] and the continuous aspects can be modeled
using the formalized real numbers [27].

2. The second step is to utilize the formally specified model, i.e., the higher-
order-logic function that represents the behavior of the given MCS, to for-
mally express desired system properties as higher-order logic proof goals. Due
to the random nature of the model, the properties are also either probabilis-
tic or statistical. For this purpose, the existing higher-order-logic functions
of probability [19], expectation and variance [22] can be utilized.

3. The third and final step is to formally verify the developed higher-order logic
proof goals using a theorem prover. The existing theorems corresponding to
probability distribution functions, expectation and variance of commonly
used random variables [19,22] greatly facilitate in minimizing the required
user interaction to prove these goals.

We now illustrate the utilization and practical effectiveness of this approach
by providing a simple case study.

6 Collision Detection in Multi-robot Systems: A Case
Study

Our case study is based on multi-robot systems described in [28]. The use of such
systems is on rise in the development of MCS. They offer numerous advantages
over single-robot systems, e.g., more spacial coverage, redundancy, reconfigura-
bility and throughput. However, the design of these robots involves many chal-
lenges due to their potentially unknown and dynamic environments. Moreover,
due to their autonomous nature, avoiding collisions with other robots of the sys-
tem is also a major challenge. The number of robots and the arena size is chosen
at the design time such that potential collisions are minimized. However, esti-
mating these parameters is not a straightforward task due to the unpredictable
nature of the potential collisions. Probabilistic techniques can help in this realm.
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Fig. 2. The triptych probabilistic analysis of MCS

We are interested in finding the average number of collisions for the given sys-
tem with k mobile robots moving in an arena of n distinct locations. A collision
happens when two or more robots are on the same location at the same time.
The randomized behavior of the collision can be modelled as a Bernoulli random
variable X with two outcomes, 1 or 0, as follows:

Xij =

{
1 if robot i and j are using the same location;
0 otherwise.

(6)

corresponding to each pair (i, j) of the k robots in the group such that 0 ≤ i ≤
j < k. We can reasonably assume that the location of any robot at any particular
time instant is uniformly and independently distributed among the n available
slots. Under these conditions, the total number of collisions can be computed as
follows:

k−1∑
i=0

k−1∑
j=i+1

Xij (7)

The formal probabilistic analysis of the above mentioned collision detection prob-
lem can now be done by following the triptych approach outlined in Figure 2.
The first step is to formalize the system in higher-order logic. The behaviour of
the given system can be expressed in terms of the Bernoulli and Uniform random
variables using the following recursive functions.
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Definition 2: Collision Detection in Multi-Robot System
, (∀ n. col detect helper 0 n = unit 0) ∧
(∀ k n. col detect helper(k+1) n =

bind (col detect helper k n)

(λa. bind (bern rv

(P{s | fst(unif rv n s) =

fst(unif rv n (snd (unif rv n s)))}))
(λb. unit (b + a))))

, (∀ n. col detect 0 n = unit 0) ∧
(∀ k n. col detect (k + 1) n =

bind (col detect k n)

(λa. bind

(col detect helper k n)

(λb. unit (b + a))))

The functions col detect helper and col detect model the inner and outer
summations of Equation (7), respectively. The variable bern rv models the ran-
domness given in Equation (6), with the probability of success equal to the
probability of the event when two independent Uniform(n) random variables
generate the same values. The two Uniform random variables in the above def-
inition correspond to the locations of two robots in the system based on the
above mentioned assumptions. The independence between the two Uniform(n)
random variables is ensured because of the fact that the second uniform random
variable on the right-hand-side of the equality utilizes the remaining portion of
the infinite Boolean sequence from the first Uniform(n) random variable that is
on the left-hand-side of the equality. Thus, the function col detect accepts two
parameters k and n, which represents the number of robots in the system and
the number of available locations in the areana, respectively, and it returns the
total number of pairs of robots having the same location at a given time, which
is the number of collisions.

The second step is to formalize the property of interest in higher-order logic.
We are interested in the average number of collisions and that can be expressed
using the expectation function, given in Definition 1, as follows:

Theorem 1: Average Number of Collisions
, ∀k n. 0 < n ∧ 2 ≤ k ⇒

expec (col detect k n) =
k(k−1)

2n

The assumptions in the above theorem ensure that the number of locations are
more than 0 and the population is at least 2 in order to have 1 pair at minimum.

The third step is to verify the proof goal in a theorem prover.We verify it using
the HOL4 theorem prover. The interactive reasoning process was primarily based
on performing induction on the variable k, Lemmas 1, 2 and 3, and some formally
verified probability theory laws like the linearity of expectation. The manually
developed proof script for this verification relied heavily on already existing
formalizations of probability theory [19] and random variables [22]. Theorem 1
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provides very useful insights into the collision detection in a multi-robot system.
It can be clearly observed that the expected number of collisions would be less
than 1 if k(k − 1) ≤ 2n. This means that if we have

√
2n+ 1 or more robots in

the system, then on average we can expect at least one collision.
The above example clearly demonstrates the effectiveness of the proposed

approach in analysing MCS. Due to the formal nature of the model and the
inherent soundness of higher-order logic theorem proving, we have been able to
verify the desired property with full precision. Same results could not be ob-
tained using simulation or animation techniques, neither the problem could be
described as a Markov chain and thus could not be analysed using a probabilistic
model checker. Another distinguishing feature of Theorem 1 is its generic nature
and the universal quantification on all the variables. Thus, the theorem can be
instantiated with any possible values to obtain the average number of collisions
for any specific system. Finally, the theorem explicitly provides all the assump-
tions under which it has been verified. This is usually not the case when we are
verifying theorems by hand using the traditional paper-and-pencil proof meth-
ods as mathematicians may forget to pen down all the required assumptions that
are required for the validity of their analysis. These missing assumptions may
lead to erroneous designs as well and thus the proposed approach overcomes this
problem.

These additional benefits have been gained at the cost of time and effort spent
while formalizing the system and formally reasoning about its properties, by the
user. But, the fact that we were building on top of already verified results in
the theorem prover helped significantly in this regard as the analysis, described
in this section, only consumed approximately 500 lines of HOL code and 30
man-hours by an expert HOL user.

7 Conclusion

We have presented a framework that enables us to unify the formal verification
technique with quantitative reasoning for the engineering of safe and reliable
MCS. The point is that in addition to analyse the absolute correctness, which at
times is not possible, a probabilistic analysis can provide a better insight about
the model. In this fashion, it is easier for stakeholders to obtain a probability
of occurrence of a hazard in terms of the likelihood of components failures. We
can now provide an evidence, as a certification argument, that the probability of
violation of a safety requirement is sufficiently and acceptably small. Moreover,
given the soundness of higher-order logic theorem proving, the analysis results
are completely reliable. Similarly, the high expressiveness of higher-order logic
enables us to analyse a wide range of MCS. Thus, the proposed approach can
be beneficial for the analysis of industrial MCS where safety and reliability are
coveted system traits.
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Event-B. In: Méry, D., Merz, S. (eds.) IFM 2010. LNCS, vol. 6396, pp. 275–289.
Springer, Heidelberg (2010)

19. Hurd, J.: Formal verification of probabilistic algorithms. PhD Thesis, University
of Cambridge, Cambridge, UK (2002)

20. Mhamdi, T., Hasan, O., Tahar, S.: Formalization of Entropy Measures in HOL. In:
van Eekelen, M., Geuvers, H., Schmaltz, J., Wiedijk, F. (eds.) ITP 2011. LNCS,
vol. 6898, pp. 233–248. Springer, Heidelberg (2011)

21. Hölzl, J., Heller, A.: Three Chapters of Measure Theory in Isabelle/HOL. In:
van Eekelen, M., Geuvers, H., Schmaltz, J., Wiedijk, F. (eds.) ITP 2011. LNCS,
vol. 6898, pp. 135–151. Springer, Heidelberg (2011)

22. Hasan, O., Tahar, S.: Formal Probabilistic Analysis: A Higher-order Logic based
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Abstract. In the practical use of security mechanisms such as CAPTCHAs and 
spam filters, attackers and defenders exchange ‘victories,’ each celebrating 
(temporary) success in breaking and defending.  While most of security me-
chanisms rely on a single algorithm as a defense mechanism, we propose an ap-
proach based on a set of algorithms as a defense mechanism. When studying 
sets of algorithms various issues arise about how to construct the algorithms and 
in which order or in which combination to release them. In this paper, we con-
sider the question of whether the order in which a set of defensive algorithms is 
released has a significant impact on the time taken by attackers to break the 
combined set of algorithms. The rationale behind our approach is that attackers 
learn from their attempts, and that the release schedule of defensive mechan-
isms can be adjusted so as to impair that learning process. This paper introduces 
this problem. We show that our hypothesis holds for an experiment using sever-
al simplified but representative spam filter algorithms—that is, the order in 
which spam filters are released has a statistically significant impact on the time 
attackers take to break all algorithms. 

Keywords: Release Order of Defensive Algorithms, learning, Experimentation, 
Security and Protection. 

1 Introduction  

Many security solutions are based on algorithms that aim to protect system resources 
from misuse. These algorithms encode a set of rules that aim to characterize and rec-
ognize attempts of misuse, and prevent any adverse effect on system resources.  
Examples of such algorithms include spam-filters, CAPTCHAs and Anti-Phishing 
solutions. As attackers interact with the system, they receive feedback that augments 
their knowledge of the rules used by the system to characterize misuse. Accordingly, 
they are able to adapt their future interactions in accordance with this augmented 
knowledge, increasing their ability to break the defensive algorithms, until eventually 
reaching the point where the security mechanism is broken: the spam-filter rules are 
overridden, the CAPTCHAs are automatically deciphered, etc.  
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Once a mechanism is broken, the security officer must deploy another one, which 
will eventually be in turn broken, leading the officer to deploy a new mechanism, and 
so on and so forth [7]. Deploying a defensive mechanism has a cost, for example, the 
cost of deploying a SPAM filter within a particular organization has been calculated 
at about fifteen thousand euro for the first year [22]. Furthermore, the security officer 
must usually work within a given budget constraint, and has therefore a limited num-
ber of defense mechanisms to deploy. This raises the question whether we can better 
plan the release of defensive algorithms, so as to extend the period for which the 
combined set of algorithms is effective? For instance, could it be useful to break up 
one defensive algorithm into multiple algorithms, and release them one by one? Or 
could it be useful to reorder the release of the various algorithms to maximize the 
overall time taken by the attacker to break all algorithms? 

In this paper, we are interested to address the following research question: “Does 
the order in which different defensive mechanisms are released impact the time an 
attacker needs to break each one of them?” The main reasoning behind considering 
this question may be answered affirmatively is that the time it takes an attacker to 
break a defensive algorithms may depend on what the attacker has learned from earli-
er successful attacks on similar algorithms. If that is true, one may be able to defend 
better against attacks by impairing the process of learning of attackers. There may be 
many ways in which one can try to achieve this, but in this paper we consider the 
most direct implication of this reasoning, namely that the order in which defensive 
algorithms are released may impact the learning process. 

We experimentally test the hypothesis that the release order matters. We conduct 
an experiment with simplified but representative spam filter algorithms, asking two 
groups of twenty subjects to break these algorithms. The algorithms are presented in a 
reversed order to the respective groups. By analyzing these groups, the order of re-
lease can have a statistically significance influence in the time required by an attacker 
to break a mechanism. In other words, there is potential to improve the security of a 
system by optimizing the order in which the defensive algorithms are released. 

The work presented here contributes to the effort captured recently in the term 
‘science of security’, to emphasize scientific and empirical studies for security mechan-
isms rather than designing a set of best practices. In this regard, an important contribu-
tion of this work is the method and protocol used to answer the research question. 

In addition, the effect of presentation orders on the learning mechanism is not new. 
Previous researches in the field of education and psychology provide several insights 
into the effect of presentation orders [15, 16, 17, 20]. However, to the best of our 
knowledge, we are the first to address this particular issue of the release order strate-
gy. There exists a considerable amount of related work considering the attack and 
defense interaction as a game-theoretic problem, but these formulations do not fit 
exactly with our approach.  We refer to Section 6 for a further discussion. 

The rest of this paper is organized as follows. Section 2 describes the problem as 
precise as possible through a detailed system model. Section 3 describes the experi-
mental study, and its results are presented in Section 4. The discussion is presented in 
Section 5. Section 6 discusses related work. Finally, we conclude with overall discus-
sions and future work in Section 7.  
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Security Layer. To maintain the security of the system, the security layer must be 
updated. Within this update, the algorithm used by the security layer is replaced by 
another algorithm from the pool to encapsulate a different set of rules such that re-
quests that are misusing system resources are no longer permitted to pass through the 
security layer. The attacker must repeat the process of knowledge acquisition in order 
to determine the new classification rules, such that he can continue sending requests 
to misuse system resources. This process of learning takes time and the overall aim of 
the algorithms is to maximize the time until all are broken. 

Algorithms. The selection of algorithm when updating the security layer determines 
the subsequent security of the system. In particular, a set of algorithms D, D = {d1, d2, 
..., dn}, n > 1, dn ∈ D, represents the security layer of the system. Each of these algo-
rithms has a specific robustness level dri ∈ DR. This robustness includes a number of 
rules dri = {r1, r2, …, rn}, n ≥ 1 to protect the system. Based on the rules of an algo-
rithm, a set of algorithm is classified into three types: overlapping rules, not overlap-
ping rules or mixed. In the first type, some of the algorithms are subset from each 
other dri ⊂ dri+1. The importance of this type can be in breaking up a secure algo-
rithm into a set of algorithm, and more details about this would be given latter. In the 
not overlapping rules type, all the algorithms are independent dri ≠ dri+1. The impor-
tance of this type can be in using variance algorithms. The third type is that using 
mixed overlapping rules and not overlapping rules algorithms dri ⊂ dri+1 and dri+1 ≠ 
dri+2. The importance of this type can be, in addition to the importance of the first and 
second type, releasing an independent algorithm between dependent algorithms may 
impair the attacker’s learning process. 

The order in which algorithms are released may thus be important. The longer it 
takes for the attacker to acquire the necessary knowledge regarding classification, the 
longer the system is protected from misuse. For instance, in the pool of algorithms 
that can be selected, there may exist algorithms that have some overlapping or similar 
rules. The question for the defender then is in what order to release these algorithms 
so that the time until all algorithms are broken is maximized. 

3 Experimental Study 

In order to test the hypothesis that the time spent on breaking a set of defensive algo-
rithms depends on the order in which these algorithms are released, we conducted a 
controlled laboratory experiment in which subjects were asked to break a set of three 
specifically created spam-filter algorithms.  The main hypothesis under test is: 

H1 – The time it takes to break a series of algorithms is dependent on the  
order in which the algorithms are released 

We like to point out that the objective of our experiment is not to say anything de-
finitive about spam filter algorithms. We designed bespoke spam filters that would fit 
the purposes of our experiment, although we have ventured to create an intuitively 
appealing experiment that has various elements in common with traditional spam 
filters. Further, an automated program can be used to break the algorithms. However, 
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a form of understanding of a human learning process can be seen clearly by sending 
e-mails to evade a spam filter, as automated approaches are abstractions of this human 
learning process that require encoding by human. 

3.1 Experiment Setup 

The experiment involves subjects to act as potential attackers carrying out attacks  
on a test system, within which a number of different security algorithms have been 
deployed. 

Experiment Design. In order to evaluate the time needed to break the algorithms, we 
decided to use a between-subjects design.  That is, we have two sets of subjects 
breaking a series of defensive algorithms where the order is different between the 
groups. This type of design ensures that the exact same algorithms are used in each 
experiment condition, and that there is no unnecessary confounding factor biasing the 
results (at the cost of recruiting relatively many participants). The main independent 
variable for this experiment is the algorithm order. The time consumed to break each 
algorithm and the numbers of trials are the dependent variables. 

The participants are randomly assigned to one of the following two experimental 
groups: 

• Group 1: The order of algorithms for this group was: A1, A2 then A3. 
• Group 2: The order of algorithms for this group was: A2, A1 then A3. 

Specifics about the algorithms will be given in the remainder of this section. 

Attackers. A nontrivial problem was to find potential attackers. The aim was attack-
ers that could be considered to be non-specialists. Whilst specialist attackers or securi-
ty experts could have been recruited, they would give us information mostly about 
where and how our particular algorithms needed to be improved and less about learn-
ing. Forty students were recruited for this experiment (34 male and 6 female,  
something we did not consider relevant for our experiment). The typical age range of 
subjects was 24-33 with 4 participants in the group 40+. The subjects of this experi-
ment were 40 master and PhD students from the School of computing science and 
other schools in Newcastle University. 37 subjects have technical backgrounds (ma-
joring in computer science and engineering), and the remaining 3 subjects non-
technical (in linguistics). It is important to note that because our aim was to recruit 
non-specialists attackers to observe the learning acquisition, the inconsistency-bias 
produced by attackers’ background is reduced. In addition, as stated in [15, 23] the 
learning process is achieved regardless the backgrounds. 

System. A challenge in designing the experiment is to design a system that can be 
breached by ordinary people in a matter of minutes. We found that spam filters could 
offer a very good model for our experimental requirements. Although as mentioned 
we do not claim or attempt to study and derive results for spam filters themselves, we 
do believe the simple spam filters we consider have enough similarities with reality to 
act as an example of the class of systems that we introduced in Section 2. 
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We developed a web-based system on which to perform the experiment. A Web 
application was developed, which enables each participant to perform a registration 
process (e.g. choosing a username, password and educational background), sign a 
consent form, and read a brief introductory page with necessary information (e.g. 
description of the experiment, experiment factors, the participant goal, applied me-
thod on how to defeat a content-based spam-filter). The participant can then begin the 
experimental process, interacting with the spam-filter algorithms. The main idea is 
that the participants try to send e-mails that pass through the spam filters—we de-
scribe this in more detail in Section 3.2. The system records all attempts and the time 
taken by each participant to break each algorithm in each session.  

Algorithms. The rationale behind the defensive spam-filter algorithms we con-
structed is as follows. A simple algorithm A1 acts as base algorithm and a more com-
plicated algorithm A2 extends the rules used by A1. In other words, the rules in A1 
are a subset of A2, which we believe is the first case to consider when one wants to 
test the hypothesis. The third algorithm A3 does not share any rule neither with A1 
nor with A2, and acts as a simple independent algorithm. Hence, we challenge our 
hypothesis H1 by the two following questions: 

Q1 – Do G1 and G2 break A1 and A2 within a similar amount of time?  

Q2 – Do G1 and G2 break A3 within a similar amount of time?2 

We will answer in Section 4 negatively to Q1 and positively to Q2. We now de-
scribe the specific algorithms A1, A2 and A3, as well as pseudo code describing their 
operation. Modern density-based spam filter [9] forms the base to implement the algo-
rithms. Note that some of the symbol names being used in the pseudo code are given 
in Table 1.  

Table 1. Symbols used in pseudo code and their values in the experiments 

Symbol Meaning Value 
D Spam threshold  100 
N Number of hash values for each email  100 
S1 Similarity threshold “Algorithm 1&3” 75% 
S2 Similarity threshold “Algorithm 2” 45% 

Algorithm 1 (A1). This algorithm is a simple implementation of the proposal of 
[9] where only the first part of the message is checked for similar hashes. Further, the 
similarity threshold is 75. The pseudo code of this is shown in Figure 2. 

Algorithm 2 (A2). This algorithm is similar to A1 except that before any calcula-
tion of the hash values, the message would go through word transformation that 

                                                           
2 We have an additional reason to consider this particular question, namely whether we can 

justify the use of a Markov decision model with a state space that simply keeps track of 
which algorithms are broken. The question corresponds to demonstrating the memoryless 
property of the Markov model with that state space. The Markov decision model itself is out-
side the scope of this paper, we refer to our work in [10] for more details. 
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would delete all redundant letters, white spaces, unify letters case, and transform 
common number shortcuts to their equivalent letters (e.g. 4 would become for). Those 
transformations would create a harder algorithm since it would detect any attempt of 
the attacker to trick the spam filter by using those word transformations. Furthermore, 
the similarity threshold is 45. In other words, this algorithm has more rules to increase 
the robustness level. The pseudo code of this is shown in Figure 3. 

Input:  T: Text of Mail 
           Var h: Hash value 
Output: R: result of detection 
New-Hash-DB-Candidate ← Make N Hash values from T 
For h in New-Hash-DB-Candidate do 
    For each first 25 hash in New-Hash-DB-Candidate do 
      If h

i
 in H1 is similar to h

j
 in H2 

      Then increment similarity, increment j and i=j 
          Else increment j 
          If H1 and H2 share S

1
 same hash value 

          Then R= detected; Update-Similar-Mail (Mail in Hash-DB pointed by h) 
    If No. of Similar Mail > D  
    Then Mark Hash-DB as “spam” 

          Else R= no similarity // If No Similar Entry exists in Hash DB 
   //Store-New-Mail (New-Hash-DB-Candidate) 
Return R; 

Fig. 2. Pseudo code of A1 

Algorithm A1 and A2 are the main two algorithms to test our hypothesis. We 
created a third algorithm A3 that both groups G1 and G2 are tasked to break after 
breaking A1 and A2. Any difference between the groups in the time to break A3 
would be very interesting, because it would suggest that the order in which A1 and 
A2 were broken in the past determines the success of breaking a future algorithm.   

 

Input:  T: Text of Mail 
            Var h: Hash value 
 Output: R: result of detection 
.// Remove all white spaces; make the whole text .lowercase 
.T’ = Normalise (T)    
 //Remove triple letters; convert some numbers to letters  (like 4 to for)   
 New-Hash-DB-Candidate ← Make N Hash values from T 
 For h in New-Hash-DB-Candidate do 
      For each first 25 hash in New-Hash-DB-Candidate do 
            If h

i
 in H1 is similar to h

j
 in H2 

            Then increment similarity, increment j and i=j 
            Else increment j 
            If H1 and H2 share S

2
 same hash value 

            Then R= detected; 
      Update-Similar-Mail (Mail in Hash-DB pointed by h) 
      If No. of Similar Mail > D  
      Then Mark Hash-DB as “spam” 

            Else R= no similarity// If No Similar Entry exists in Hash DB 
            //Store-New-Mail (New-Hash-DB-Candidate) 

 Return R; 

Fig. 3. Pseudo code of A2 

Algorithm 3 (A3). This algorithm is a simple implementation of the proposal of 
[9]; however the last part of the message is checked for similar hashes, and the simi-
larity threshold is 75. The pseudo code of this is shown in Figure 4. 

It is worthwhile to note that the reason behind using a different threshold is that we 
empirically found that the similarity threshold can play an important role in terms of 
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determining the difficulty of an algorithm. That is, in A1 and A3, the attacker needs to 
modify only 25% from the part that the algorithm is checking, while it is 55% in A2. 

Briefly, the symbols in Table 1 are explained in the following. As in [9], a hash-
based vector representation was used. That is, for each e-mail, hash values of each 
length 9 substring are calculated3, and then the first N of them are used as vector re-
presentation of the e-mail. To check a single e-mail, in order to find similar previous 
e-mail which share S% of the same hash values, the algorithm checks the database. 
As a result, an e-mail transferred more than D times is marked as spam. 

 

Input:  T: Text of Mail 
           Var h: Hash value 
Output: R: result of detection 
For read T until the last part 
New-Hash-DB-Candidate ← Make N Hash values from the last part of T 
For h in New-Hash-DB-Candidate do 
    For each first 25 hash in New-Hash-DB-Candidate do 
      If h

i
 in H1 is similar to h

j
 in H2 

      Then increment similarity, increment j and i=j 
          Else increment j 
          If H1 and H2 share S

1
 same hash value 

          Then R= detected; 
            Update-Similar-Mail (Mail in Hash-DB pointed by h) 

   If No. of Similar Mail > D  
   Then Mark Hash-DB as “spam” 

            Else R= no similarity 
 // If No Similar Entry exists in Hash DB 
 Store-New-Mail (New-Hash-DB-Candidate) 
Return R; 

Fig. 4. Pseudo code of A3 

Materials: Stimulus and Rational. The stimulus material provided to participants 
consisted of some default e-mail text. The subjects were asked to send this text to the 
server, as if it was a typical e-mail. The e-mail text was chosen to be 512 characters in 
length. Although real-life spammers may send messages that are shorter than this, the 
length of messages provides the subjects with sufficient text to utilize a range of dif-
ferent strategies to breach the spam-filter. 

The same e-mail text was assigned to all subjects, rather than allowing each subject 
to write his own e-mail. There were several reasons for this. First, self-written e-mails 
may be of different lengths, making the measurement and comparison of participant’s 
learning a difficult task. Second, self-written e-mails might be chosen because they 
are easy to type (or, in perverse cases, particularly hard to type). This would again 
introduce biases that are difficult to control. Third, the use of the same e-mail tem-
plate across all subjects means that each subject can be treated as an impostor for all 
the other subjects, putting testing on a firm foundation. Finally, using the same e-mail 
for everyone affected experimental control over unanticipated biases.  

3.2 Experimental Procedure 

In this section, the way we ran the experiment is explained, i.e., instructions to sub-
jects, procedures and the data collected. 
                                                           
3 We use the standard hash function provided in Java library. 
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Instructions to Subjects. Subjects were instructed to act as attackers whose target is 
to defeat the spam-filter algorithms by successfully passing the spam filter algorithms 
for 3 e-mails (where each e-mail is interpreted as a batch of 100). The subjects were 
instructed that to defeat an algorithm, they should introduce enough changes to the 
provided message template to trick the spam filter into thinking that the message be-
ing sent is genuine. The maximum number of changes they were allowed to introduce 
at each trial was 80. This makes it impossible for participants to write a completely 
different message. Moreover, the copy and paste functions were not activated to avoid 
sending completely different e-mail. 

Subjects were instructed that there are a number of candidate attacks that spam-
mers can enact to fool spam filter algorithms. For example [24]: Random addition, 
Thesaurus substitution, Perceptive substitution and Aimed addition. In this way we 
aimed at creating a level playing field for all participants. 

Subjects were told that if they needed a break; they were to do so after they had de-
feated all the algorithms. Subjects were able to gauge their progress by looking at a 
counter at the right of the screen which showed how many e-mails had been sent suc-
cessfully so far and how many yet remained. Subjects were admonished to focus on 
the task and to avoid distractions, such as talking with the experimenter, while the 
task was in progress. 

Procedures. The experiment was conducted in a controlled laboratory environment to 
avoid any distractions, and collect the desired data without any biases. As we men-
tioned, each group had an equal number of participants (i.e. 20 participants). Each 
participant was offered £5 for the participation. To motivate participants to do their 
best, like real attackers, an additional incentive to increase their motivation was of-
fered. The participant who got the highest score in each group was awarded £40 while 
the second ranked subject was awarded £20. The highest score is based on the time 
and number of trials consumed to complete the task. 

After every e-mail message send by the participant, the system gives information 
about the progress made: whether the spam attempt passes or fails, and once the algo-
rithms is considered defeated, a notice that the deployed algorithm of the system has 
been changed. At the end of the experiment, each participant was informed about the 
achieved score, the time taken and the number of trials. Finally, the participant was 
asked to fill a short survey/questionnaire about his or her experience.  

Collected Data. The time taken by each participant to defeat the algorithms in each 
session was recorded by the system. Further, the number of trials and the e-mails sent 
for each session were recorded as well (for later analysis). Additionally, the question-
naires were collected.  

4 Results and Analysis: Does Order Matter? 

In the experimental study, all the participants successfully completed their task. We 
first discuss in Section 4.1 the hypothesis with respect to the ordering of the algo-
rithms A1 and A2. We then discuss in Section 4.2 the hypothesis regarding the insen-
sitivity of the order of A1 and A2 with respect to the time used to defeat A3. Further, 
the impact of order on defeating all algorithms is presented in Section 4.3. 
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4.1 Testing Hypothesis If Order Matters 

The average time needed to break each algorithm in the two groups is shown in Fig-
ure 5. From the totals (the rightmost bar), we see that Group 1 took longer than Group 
2. This indicates there are implications to the ordering of the algorithm, but we will 
discuss this more precisely below. As expected, the ‘tougher’ algorithm A2 took more 
time to break than A1. In Group 2 it took on average 16.2 minutes and in Group 1, 
14.1 minutes. The time needed to break A1 is far less in Group 2, possibly because 
learning of the techniques to break A2 first, which is effectively a superset of A1, is 
enough to break A1. The statistical significance of this will be discussed now. 

 

Fig. 5. The average time (in minutes) for ‘attackers’ in each group to break the algorithms 

Table 2. Order matters of two algorithms A1 and A2 

Group 
Total time Total trials 

Avg. SD Max Min Avg. SD Max Min 
1 25.0 10.6 57.1 13.5 33.4 20.1 99.0 14.0 
2 20.1 4.3 26.0 10.8 26.1 8.3 40.0 11.0 

 

Table 2 compares the algorithms A1 and A2 in the two groups, with respect to time 
needed (middle column) as well as trials made (rightmost column). For both, we pro-
vide average (Avg.), standard decision (SD) and maximum (Max) and minimum 
(Min). With respect to average time, we find the following. Time needed for breaking 
A1 and A2 in Group 1 is 25.0 minutes, while it is 20.1 minutes in Group 2. A t-test 
yields a result of t=1.89, p<0.1, indicating that the difference between Group 1 and 
Group 2 is indeed statistically significant. 

We can therefore answer negatively to Q1 by observing that G2 break A1+A2 with 
significantly less time than G1. This result validates the hypothesis H1, since we exhi-
bit a case where the order of release has an impact on the time required to break an 
algorithm. 

With respect to the number of trials, we found a less significant difference. The av-
erage number of trials is 33.4 trials for Group 1 and 26.1 trials for Group 2. However, 
this difference is not statistically significant (t=1.55, p=0.139). The discrepancy be-
tween time and trials is interesting; we do not believe that this invalidates our claim 
that order matters but it shows that it is not always apparent (and, of course, as al-
ways, possibly not true). We discuss this a bit more at the end of this section. 
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Table 3. Breaking A1 for each group 

Group 
Total time A1 Total trials A1 

Avg. SD Max Min Avg. SD Max Min 
1 10.9 4.7 24.8 5.5 14.8 6.8 31 6 
2 3.8 1.3 6.5 0.86 4.3 1.87 8 2 

 

If we then look at A1 and A2 individually, we find that the difference in the total 
time/trials can be attributed particularly to the time/trials it takes to break A1. Com-
paring the time and trials to break A1 in the two groups in Table 3, a t-test yields a 
result of t=6.33, p<0.001, indicating that the time consumed to break A1 in Group 1 is 
significantly higher than that in Group 2. Also a statistically significant difference is 
found in the number of trials (t=6.62, p<0.005). 

Table 4. Breaking A2 for each group 

Group 
Total time A2 Total trials A2 

Avg. SD Max Min Avg. SD Max Min 
1 14.1 6.2 32.3 7.8 18.6 14.7 74 8 
2 16.2 3.4 21.3 8.9 21.7 7.2 34 9 

 

Likewise, we compare A2 in the two groups in Table 4. A t-test yields a result of 
t=-1.32, p=0.196, indicating that the time consumed to break A2 in Group 2 is not 
significantly higher than that in Group 1. The difference found in number of trials was 
not found a statistically significant (t=-0.86, p=0.399). In other words, the difference 
for A2 is less significant than that for A1. This suggests that attackers learn more 
from A2 than from A1, in terms of how much it speeds them up in attacking the other 
algorithm. 

It is worthwhile to note that previous research assumed, based on psychology stu-
dies, that interacting with a limited set of highly similar exemplars leads to more 
learning than when the instances are distributed and dissimilar [16]. Our order matters 
results appeared to confirm this assumption. The average time of breaking A1 in 
Group 2 was 3.8 minutes, and the maximum time was 6.5 compared to 10.9 minutes 
and the maximum time was 24.8 minutes in Group 1. On the contrary, the average 
time of breaking A2 in Group 2 was 16.2 minutes instead of 14.1 minutes in Group 1. 

4.2 The Influence of Order on Defeating Future Algorithms 

The negative answer to Q1 validates the hypothesis H1; however we also need to veri-
fy that the difference between in G1 and G2 comes indeed from the release order, and 
not from the fact that G2 contains more naturally talented attackers. To research this 
question, we added the third algorithm A3 at the end of each experiment. This allows 
us to check if the order of the previous algorithms has any effect on the time needed 
to defeat the subsequent algorithm A3. 
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Table 5. Breaking A3 for each group 

Group 
Total time A3 Total trials A3 

Avg. SD Max Min Avg. SD Max Min 
1 6.70 4.93 17 0.97 8.8 10.3 49 2 
2 6.5 4.4 16.3 0.56 6.05 4.4 20 2 

 

We compare A3 in the two groups in Table 5. A t-test yields a result of t=0.14, 
p=0.891, indicating that there is no statistically significant difference between the 
times needed to break A3 in Group 1 and Group 2, respectively. Also, no statistically 
significant difference was found in the number of trials (t=1.12, p=0.273). Hence, we 
can positively answer to Q2, by observing that G1 and G2 take a similar amount of 
time to break the independent algorithm A3.  

One needs to be careful to generalize this result: we do not claim here that any in-
dependent algorithm would require the same amount of time, regardless of the history 
of the attackers. It may be that if A3 was more closely related to A1 and A2, the re-
sults will be different. In addition, one would expect that aspects that influence the 
working of memory of the attacker may matter, such as the absolute time it takes to 
break algorithms. After all, it is not unlikely that attackers simply forget more of the 
knowledge gained from earlier attacks if the attack is longer in the past. So, we look 
at this experiment as an initial look at this issue.  

4.3 The Influence of Order on Defeating All Algorithms 

To complete our discussion, we revisit the influence of ordering for the time and ef-
fort it takes to break all three algorithms. 

Table 6. Breaking all algorithms for each group 

Group 
Total time Total trials 

Avg. SD Max Min Avg. SD Max Min 
1 31.7 10.8 59.4 17.4 42.3 23 112 16 
2 26.6 7.36 36.1 12.2 32.1 11 56 13 

 

We compare the effects of all algorithms in the two groups in Table 6. A t-test 
yields a result of t=1.76, p<0.1, indicating that the time needed to break the series of 
algorithms in Group 1 is significantly higher than in Group 2. The average number of 
trials is 42.3 trials in Group 1 compared to 32.1 trials in Group 2 and a t-test yields a 
result of t=1.78, p<0.1, indicating that the number of trials in Group 1 is statistically 
significantly higher than in Group 2. This is somewhat surprising, since the time to 
break A3 differs little between groups, and we showed in Section 4.1 that without 
algorithm A3 the difference in the total numbers of trials of the two groups is not 
statistically different. This may suggest that with respect to the number of trials 
needed the validity of our hypothesis is at the edge of statistical significance. 
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5 Discussion 

Our experimental study provides statistically significant evidence that the release 
order for a set of algorithms can increase the time needed to break a system’s security. 
In particular, as shown in Table 2, the time required by Group 1 to break the algo-
rithms was significantly higher than Group 2. So, we established the main objective of 
this paper, namely that ‘order matters’. 

Since A1 is a simplified version of A2, our experiments also indicate that the suc-
cess of attacks can be delayed by breaking up an algorithm in parts that are released in 
sequence. We have to be careful not to generalize that conclusion too quickly, but it is 
an interesting insight that would imply the intuitive reasoning that by breaking up an 
algorithm in subsets you ‘teach’ the attacker how to attack is less valid. 

It is important to point out that the value in testing the two conditions (i.e. A1 is dep-
loyed before A2 and A2 is deployed before A1) in which the defenses are overlapping 
was necessary to build our hypothesis on solid grounds before we conduct further expe-
riments. Even though several studies in the psychology and education filed indicated 
that the learning curves can be considerably increased by interacting with a limited set 
of highly similar exemplars [e.g. 15, 16], these studies were only focused on the effec-
tiveness of the presentation order on the categorization models. For this reason, in our 
experiment, even the trivial assumption (i.e. A2 is deployed before A1) is tested to 
avoid surprises. Hence, the experimental results achieved from these conditions can lead 
to a further experiment in which the algorithms order is, for instance, subset, indepen-
dent and superset or other orders, as will be highlighted in the following. 

Furthermore, based on the qualitative data, we found that the participants per-
formed the attacking process by strategies using skills gained. Among such wrongful 
direction is the believing that the algorithm is checking a different part of the e-mail. 
Interestingly, pervious research assumed, based on empirical results, that the attack-
ers’ skills would increase based on the knowledge acquired [5]. Our qualitative data 
appeared to confirm this assumption. 

The concatenation of A3 at the end of both Group 1 and Group 2 yielded an inter-
esting and important result. It showed that despite the knowledge gain at any point of 
the release chain, injecting a non-subset algorithm would force the attacker back to 
the learning phase. Accordingly, we investigated in [21] such orders, for examples, 
A1, A3 and A2 or A2, A3 and A1 that lead to more interesting results. Further, we 
also note that we used the insight that breaking A3 takes an equal amount of time for 
both group as a confirmation that a Markov model is an appropriate formalism for the 
problem at hand, as we shown in [10].  

As the results obtained in this paper are very encouraging, optimizing the release 
order of defensive algorithms is a problem worthwhile to study. The results in this 
paper are a first step, showing the validity of the problem and providing insights in 
where to invest future research. 

6 Related Work 

Attack Modeling. A quantitative analysis of attacker behavior based on empirical data 
collected from intrusion experiments was presented in [2]. Beside this, Ortalo et al.  
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described in [6] a technique where the states of the resulting Markov chain denote the 
enhanced privileges gained by an attacker as a result of series of atomic attacks on a sys-
tem. Furthermore, generic models have been developed that focus on evaluating security 
[3, 1]. In relation to the time taken for an attacker to compromise a system and misuse its 
resources, several studies proposed in [4, 5, 14] a model for estimating the time to com-
promise a system component that is visible to an attacker. Additionally, McQueen et al. 
suggested in [4, 5] that the attacker skill levels should be consideration when determining 
the mean time to compromise a system. With regard to adversarial machine learning, a 
recent study by Huang et al. explored in [19] that the limits of an adversary’s knowledge 
about the machine learning algorithm and the input data.  

Game Theoretic Security Approaches.  In traditional network security solutions, 
one of the first approaches for applying game theory to network security is discussed 
in [11]. Furthermore, Alpcan and Baser utilized in [12] Min-max Q learning to aid in 
the gradual improvement of the defender’s quality. This work can handle reactive 
defense actions, while in [13] proposes proactive defense measures. In addition, a 
study by Jiang et al. [18] focused on active defense using an approach to attack pre-
diction. Furthermore, a game theory approach has been adapted to attack modeling as 
a means for computing and therefore predicting the expected attacker strategy [8]. 
Recently, a comprehensive survey has been conducted by Roy et al. [25] concluded 
that most of the current games theoretic are based on static game, games with perfect 
information or games with complete information. Indeed, although a number of cur-
rent models involving dynamic games with incomplete and imperfect information 
exist, none of them considers learning and/or maximizing the duration of the game as 
the game’s objective.  

Effects of Information Order. The idea that the order in which information is re-
ceived could affect both the learning process and the ultimate knowledge representa-
tion is of course commonly studied in the fields such as education or psychology. 
Most of this literature focused on the similarity-based order. The similarity-based 
order that maximizes the adjacency of the training examples has investigated by nu-
merous studies [15, 16, 17]. An empirical non-linguistic experiment by Elio and  
Anderson evaluated in [15] the effects of information order and variance on schema 
abstraction. This research shown that the low-variance condition group performed 
better with regards to typicality ratings and accuracy than high-variance condition. 
Further, this study concluded that the manipulation of presentation orders is a poten-
tially useful tool for studying the mechanisms of learning. Mathy and Feldman  
recently showed in [20] that a rule-based presentation order (i.e. a small number of 
rule-learning assumptions) yields superior learning compared to the similarity-based 
order. Despite these studies provided some insights into presentation orders for inves-
tigating categorization processes concept, our study is clearly investigated the effects 
of presentation order on different concept type. 

7 Conclusion and Future Work 

This paper reports on experimental validation of the hypothesis that the order in 
which defensive algorithms are released impacts the success of the attacker. Our work 
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is based on the observation that attackers increase knowledge by learning from their 
attempted attacks, and on the intuition that the learning experience of attackers can be 
influenced by the order in which defensive algorithms are released.   

Through a between-subjects experiment with simplified but representative spam 
filter algorithms we were able to show that the order in which defensive algorithms 
are released indeed influences the time attacks take. This is a very encouraging result 
for this line of research, indicating that the problem merits study. The experiment also 
provides an indication that breaking up a defensive algorithm can be a beneficial tool 
in prolonging the overall attack time, but this issue need to be researched in much 
more detail before this conclusion can be drawn more widely. Furthermore, the expe-
riment shows that the success in breaking future algorithms does not depend on how 
that total amount of knowledge was gained.  

A number of potential issues for future research follow from our research. Some of 
the challenges are of technical nature, but the largest challenge may lie in gaining a 
deeper understanding of the way attackers collect knowledge (i.e., in the way they 
learn).  That would allow us to better estimate the time it takes to break a defensive 
algorithm under various levels of knowledge gained, and would allow us to determine 
an optimal strategy without conducting the time-consuming experiments carried out 
in this paper. Similarly, it will be of interest to investigate deeper if breaking up de-
fensive algorithms in ‘subsets’ indeed increases the speed at which attackers gain 
knowledge, as we found in the our experiments.  
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Abstract. In a wireless sensor network (WSN), in order to provide a secure 
communication environment for all the sensor nodes, we often securely 
authenticate network nodes and protect all the messages delivered among them. 
When a sensor node (or simply a node or a sensor) newly joins a WSN, it is 
required for the Key Distribution Server (KDS) to distribute those generated 
security keys to this node and all the existing nodes before they can securely 
communicate with each other. But due to the wireless nature, when a node 
broadcasts a message M, all its neighbors can receive M. To securely protect this 
message, a security mechanism is required. Therefore, in this paper we propose a 
Multiple-key Management Scheme (MMaS for short), in which a sensor N receives 
two sets of keys from the KDS when the system starts up. The first set, named 
communication keys, is used by N to securely communicate with its neighbor 
sensors; the other, called the individual key, is employed to encrypt messages 
delivered between N and the KDS. When N would like to communicate with 
another node, e.g., M, they exchange their IDs with each other so as to correctly 
identify their common keys (CKs), which are used to individually generate a shared 
key (SK) on both sides for encrypting/decrypting messages transmitted between 
them. When N leaves the underlying network, the CKs currently related to N can be 
reused by a newly joining sensor, e.g., M. However, when M joins the network, if 
no such used ID is available, M will be given a new ID and CKs by the KDS. The 
KDS will encrypt the CKs, that will be used by an existing node H to communicate 
with M, with the individual key of H so that only H rather than M can correctly 
decrypt the CKs, with which to securely communicate with M. The security 
analysis shows that the proposed system is secure. 

Keywords: Multi-key management scheme, Key distribution server, Newly 
joining node, Shared key, Wireless sensor network, An incrementally 
constructed system. 

1 Introduction 

Wireless sensor networks (WSNs) are envisioned to be widely applied to commercial 
and military applications [1], such as target tracking, health-care [2], environmental 
                                                           
* Corresponding author. 
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monitoring [3] and homeland security. However, some applications require certain 
security mechanisms to verify the source of a message and protect the integrity of 
transmitted data from being maliciously modified. In order to securely authenticate a 
network entity and deliver messages, a secure communication environment is required. 
To build a secure sensor network, Wuu et al.[4] proposed a Quorum-based Key 
Management Scheme. But it has a problem in sensor node addition since the number of 
sensor nodes (or simply sensors or nodes) must be odd. So each time at least two sensor 
nodes must be added. Furthermore, when two nodes are newly added to a sensor 
network, the shared keys (SKs) of some existing sensor nodes are changed. We will 
show this later. This may crash the normal operation of the whole system. 

Generally, an asymmetric cryptographic technique generates many large numbers to 
encrypt keys and delivered messages. But this is infeasible for WSNs, since sensor nodes 
are often powered by battery and provided with very limited processing capability. 
Therefore, to achieve high security and support sensor node addition functionality, by 
which extra nodes can be easily added to a sensor network, in this study we propose a 
symmetric cryptographic technique, named the Multi-key Management Scheme 
(MMaS), based on a n nkey matrix K, different parts of which are distributed among 
sensors. Further, due to the fast advancement of hardware technology, memory equipped 
in sensors is cheaper than before and the size of a WSN grows rapidly in recent years. 
This further makes MMaS feasible in practical applications. 

2 Related Works 

Various key pre-distribution schemes used to establish secure channels for wireless 
sensors have been proposed in literature [4][5].The key pre-distribution scheme of 
Cheng et al.[5] used a √n √nmatrix as a key matrix to assign keys to sensors, where 
n is the total number of sensors in the system.Fig.1 illustrates an example of a key 
matrix in which the intended network size is n. The scheme has two phases: the key 
pre-distribution phase and pair-wise key setup phase. At first, the KDS randomly 
selects n keys from its key pool, in which there are more than 2 distinct keys, and uses 
the n keys to construct an m x m key matrix K, where m √n. The KDS assigns an 
element of this matrix, e.g., Ki,j, as the sensor’s ID, and the other entries on the ith row 
and jth column as the sensor’s keys, implying that the matrix is indexed by the IDs of 
these involved sensors. It also means that this scheme provides the largest maximum 
supported network size since each element of the matrix represents one sensor node. 
When a sensor M would like to communicate with another sensor, e.g., N, it identifies 
the CK indexed by M and N and uses it to encrypt messages. 

 

Fig. 1. An example of a key matrix 
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As stated above, Wuu et al.[4] proposed a Quorum-based Key Management 
Scheme, in which the KDS as shown in Fig. 2generates a n 2⁄ nkey matrix K and 
establishes a quorum system S based on K, where each sensor, e.g., j, has the entire 
column j of matrix K and n 2⁄ other elements, each belonging to one of the n 2⁄  
columns after column j, meaning that each sensor has n 1elements, i.e.,K , , 1 in 2⁄ , and K ,   , 1 i n 2⁄ , 1 j n . As shown in Fig. 3,after the 
deployment of sensors, two arbitrary sensors, e.g., A and B, both can individually 
identify the CKs assigned to them so that they can mutually authenticate and 
communicate with each other. In this scheme, node addition is feasible only when some 
existing IDs that are not in use are available. Also, when two nodes A and B newly 
join the WSN, as shown in Fig. 4,the SKs of some nodes will be changed. For 
example, originally the CK of nodes 1 and 5 was K1,1. But after sensors A and B join the 
network, the CK of nodes 1 and 5 becomes K4,5. After that, the normal operations of 
the system will be destroyed. 

 

Fig. 3. Sensors A and B derive a common key 

 

Fig. 4. New sensor nodes A (node 8) and B (node 9) join the network 

Fig. 2. KDS assigns each sensor node two sets of keys (the shadowed parts) 
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3 The Proposed Scheme 

The MMaS consists of four working phases: the key pre-distribution, shared key 
establishment, key refreshment, and data transmission phases. In the key 
pre-distribution phase, the KDS generates a n nkey matrix, in which the keys are 
random numbers. After that, the KDS assigns these keys to sensors during the 
deployment of sensor nodes. Before communicating with each other, each pair of 
sensors needs to identify the other’s CKs and then generates the SK in the shared key 
establishment phase. When the sensor, e.g., M, joins the network, the KDS broadcasts 
the ID, i.e., M, and the related CKs, and the system enters its key refreshment phase, in 
which the receiving sensor accordingly updates its key information. In the data 
transmission phase, sensors transmit data to their neighbors, and check to see whether a 
received message is sent by a legal sensor or not. 

3.1 Key Pre-Distribution Phase 

Each sensor i has two sets of keys. The first set, named communication keys (row i and 
column i together are called key-cross i), is used to perform one-to-one communication 
between two sensors by using the computed SK. The other one, called individual key, 
e.g., k , , is the key employed by sensor i to communicate with the KDS whereK ,  is 
the ith element along the diagonal of the key matrix. The steps of the key 
pre-distribution phase are as follows: 

Step 1: the KDS generates  random numbers to establish the  key  
matrix K. 

Step 2: the KDS assigns an ID, e.g., i, which is also the index of key K , ,1 , 
and two common keys K ,  and K , see Fig. 5 , 1 i, j n,to a sensor. After that, 
sensors i and j can securely communicate with each other by encrypting those 
messages exchanged between them with the SK derived fromK , andK , . As stated 
above, the individual key of sensor i, i.e., K , ,0 , is used to encrypt messages 
delivered between sensor i and the KDS. 

 

Fig. 5. The KDS generates the n n key matrix K, in which K , , K , , , K , , , K , and K , , K , , , K , , , K ,  are assigned to sensor i 

3.2 Dynamic Shared Key Establishing Phase 

After the deployment of sensors, when sensor A would like to communicate with 
sensor B, it sends his own ID, i.e., A, to B. With the two IDs, both side can 
individually identify the CKsKA,B and KB,A, 1 A, B n. 
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Before authenticating node B (node A), node A (node B) generates an 
authentication message AuthA (AuthB) which contains the result of a hash function 
with the concatenation of the CK, i.e.,KA,B (KB,A), and a random number randA 
(randB) as its parameter where,  
   AuthA H KA,B||randA                         (1) 
 
and 
 AuthB H KB,A||randB                     (2) 
 

After that, A (B) delivers the message it generates, i.e., AuthA (AuthB), and randA 
(randB) to B (A). On receiving AuthB and randB, node A retrieves KB,A from its own 
common keys and invokes Eq. (2) with the concatenation of the retrieved KB,A and 
the received randB as its parameter to calculate AuthB, denoted by AuthBc, and then 
checks to see whether the received AuthB, denoted by AuthBr, is equal to AuthBc or 
not. If yes, meaning B is a legal one, it retrieves the common keys KA,B and KB,A 
from its own key array and generates the SK, where 
 SK KA,B KB,A                            (3) 
 

In fact, node B does similarly. But the invoked Equation is Eq. (1) and the checked 
equation is AuthA  AuthA . If they are equal, B generates SK also by invoking Eq. 
(3). 

3.3 Key Refreshment Phase 

There are two cases which call for key refreshment. One is when a sensor leaves or 
joins the network; the other is when CKs of two sensors have been used in 
communication over a threshold of number. 

When a sensor N leaves the network, the KDS broadcasts N to the remaining 
sensors. On receiving the information, a sensor will no longer communicate with N. In 
fact, this ID is now available and can be reused. When a sensor, e.g., M, newly joins the 
network, it faces two situations: with or without an available used ID in the underlying 
network. 

1. If the situation “with an available used ID” occurs, the KDS assigns the ID to M and 
generates CKs, denoted by KM,N and KN,M, used by M and an existing sensor N to 
communicate with each other, 1 M, N n, M N. 

2. If the situation “without an available used ID” occurs, the KDS will generate a new 
ID and the corresponding KM,N and KN,M. After that, the KDS broadcasts a message 
containing M’s ID and those generated KM,N and KN,M, 1 N n, to all sensors. In 
this message, the CKs deliverd to sensor N is encrypted by KN,N so that only sensor 
N can decrypt the CKs sent to it. In our scheme, the addition of M (maybe M n 1 or 1 M n) does not change those SKs currently used by existing 
sensors. 
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The format of this broadcasted message is shown in Fig. 6, in which a sensor ID, 
e.g., N, is followed by the common keys, i.e., KM,N and KN,M, needed to be updated by 
sensor N. Upon receiving this message, sensor N sequentially searches the ID field. 
When ID=N as the head field of sensor N is identified, sensor N decrypts the common 
keys conveyed in fields following the head field, and accordingly updates its key 
matrix. 

For example, if ID=1, the following two fields are K1,1⊕rand n+1,1 and K1,1⊕rand 

1,n+1 where randn+1,1is Kn+1,1and rand1,n+1is K1,n+1. Only the legal KDS has the right 
individual key to encrypt the two fields, and only the legal sensor, i.e., sensor 1, which 
has K , , is able to decrypt the two fields. Moreover, after obtaining rand ,  and rand , , sensor 1 compares the (rand , rand , ) generated by itself with the 
fourth field from the head field to see whether they are equal or not. If yes, the 
message is authenticated. 

 
ID=1 K1,1⊕randn+1,1, K1,1⊕rand1,n+1 randn+1,1⊕rand1,n+1 

 
ID=2 K2,2⊕randn+1,2 K2,2⊕rand2,n+1 randn+1,2⊕rand2,n+1 

… 

ID=n Kn,n⊕randn+1,n Kn,n⊕randn,n+1 randn+1,n⊕ randn,n+1 

Fig. 6. Format of the message containing sensor IDs, e.g., i, and the common Keys,randn+1,1, and 
rand1,n+1needed to be updated by sensor i 

When the number of communication between sensors A and B is over a predefined 
threshold, due to security consideration, A and B need to refresh the CK in their upper 
triangle of K, i.e., KA,B (without changing KB,A), by executing the following key 
refreshment steps under the assumption that A B. 

Step 1: Input the CK, i.e.,KA,B, which is in the upper triangle of the key matrix K, to a 
predefined hash function to produce a new key, e.g., K′A,B, where       K′A,B H KA,B                               (4) 

Step 2: Compute the new shared key SK’ where SK′ K′A,B KB,A                            (5) 

Step 3:Store the SK’ as the new shared key in its local variable. 

3.4 Data Transmission Phase 

After completing the authentication, two sensors can communicate with each other by 
sending a message, the format of which is shown in Fig. 7. 

 
ID msg⊕SK HMAC 

Fig. 7. The format of a data message 
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When receiving this message, a sensor computes the hash value HMACH ID||msg SK, SK and checks to see whether the value is equal to the one conveyed 
in the received message or not to ensure data integrity of the message where msg is the 
data that needs to be sent. Since only a legal sensor has the right SK to produce the 
correct hash value, if the two values are equal, the message is authenticated, meaning 
that the sensor sending this message is a legal one. 

4 Security Analysis 

By using shared keys and the unique individual key, K , , a sensor node and the KDS, 
or any two sensor nodes can mutually authenticate each other so as to defend attacks 
launched by hackers. In this section, we analyze three common attacks, including the 
eavesdropping, forgery KDS, and forgery sensor node attacks, and show that the 
MMaS can effectively defend these attacks. 

4.1 Eavesdropping Attack 

Due to the wireless nature, messages sent by sensor nodes and the KDS can be 
accessed by a sensor located within the communication area of the sender. As 
described above, since illegal users cannot decrypt messages protected by the multiple 
key, i.e., SK andK , , the messages delivered in the data transmission phase is secure. 
So the eavesdropping attack does not work. 

4.2 Forgery KDS Attack 

A forgery KDS may send fake messages intending to cheat sensors that some sensor 
nodes leave or newly join the network. This kind of attack can be prevented by the 
unique individual key, K , , which is only known to the individual sensor and the KDS, 
and is used to encrypt messages and authenticate the integrity of a message delivered 
between the node and KDS. Only the legal KDS has the rightK ,  and only the 
corresponding sensors can correctly use it to decrypt the messages issued by the KDS, 
meaning that the MMaS can effectively defend the forgery KDS attack. 

4.3 Forgery Sensor Node Attack 

If a hacker, e.g., B’, disguising itself as the legal sensor B, sends data messages more 
than the threshold number in order to falsely trigger CK refreshment between A and B’ 
so as to make the CKs between A and B inconsistent. He/she will be defeated by 
MMaS, since sensors need to authenticate each other before communication. But the 
faked node does not have the right CKs. The authentication will fail. Thus B’ is 
incapable of identifying the right SK for further interaction with sensor A. By this SK 
authentication mechanism, legal sensors will not respond to the faked one’s CK 
refreshment attempt used to falsely alter the keys, and the faked one cannot decrypt 
messages issued by a legal one because it does not own the right SK. 

5 Conclusions and Future Studies 

In this paper, we design and analyze a multiple key management scheme, with which 
to securely protect wireless sensor networks. To increase the resiliency of sensor 
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networks, our scheme supports an efficient sensor-node-addition mechanism to deal 
with the dilemma in which when a sensor network has no available used IDs, adding 
extra sensor nodes will change the SKs used by other nodes and may aggravate or 
even crash the whole system. We also analyze and show that the proposed system can 
effectively defend three common attacks. The system enhances the security and 
resiliency of the sensor networks without conducting tremendous amount of 
computation and complicated asymmetric cryptographic techniques.  

In the future, we would like to improve reliability and derive working models for 
the proposed system. To further enhance performance and reduce the size of a 
delivered message, we plan to devise an authentication function to substitute for the 
random number keys and authentication messages. In other words, we only need to 
invoke a function instead of issuing n authentication messages to authenticate 
messages. These constitute our future studies. 
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Abstract. Visualization is the essential part of Security Information and Event 
Management (SIEM) systems. The paper suggests a common framework for 
SIEM visualization which allows incorporating different visualization technol-
ogies and extending easily the application functionality. To illustrate the 
framework, we developed a SIEM visualization component VisSecAnalyzer. 
The paper demonstrates its possibilities for the tasks of attack modeling and se-
curity assessment. To increase the efficiency of the visualization techniques we 
applied the principles of the human information perception and interaction.  

Keywords: security information visualization, vulnerability analysis and coun-
termeasures, attack graph visualization, information perception and interaction. 

1 Introduction  

Visual analytics techniques can be efficiently applied when exploring large amounts of 
data as they can cope with enormous volumes of information and help to extract new 
knowledge from heterogeneous noisy data. The idea of visual analytics is to combine 
strengths of human visual system and computational power of automated data 
processing, making thus possible the development of highly interactive software that 
allows a user to dive into the data and implement comprehensive analysis in the most 
promising direction [13].Visual analytics techniques are widely used for security anal-
ysis of information systems. However, the most of security visualization tools have 
been focused largely on active network perimeter monitoring, determining different 
port scan patterns, detecting anomalies in the “network behavior” of users. Less effort 
has been done in visualization of the cyber security officer activity, including security 
assessment, intrusion prevention activity, reasoning and decision support.  

In this paper we present visual analytics tool VizSecAnalyzer designed to support 
the network security level assessment. Its goal is to reveal the most vulnerable nodes of 
the information system, to form attack patterns, depending on the initial attacker's posi-
tion and skills, and to adjust countermeasure plan according to the data. It could be 
used for analyzing software and hardware protection mechanisms used in computer 
networks and prevention of possible attacks. As the implementation of the preventive 
measures decreases the risks of security incidents the usage of the tool can increase the 
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overall efficiency of homeland defense activity. The visualization in VizSecAnalyzer 
consists of interactive graphs, treemaps and pie charts allowing exploration of large-
scale networks. Specifically, the contribution of this paper to the field of security vi-
sualization is a common framework and the visualization tool that supports security 
analysis of network “week” places (vulnerabilities, misconfigurations) in context of 
possible consequences of their exploitation. The paper is organized as follows. Sec-
tion 2 analyzes the visualization techniques used for network security assessment. Sec-
tion 3 describes the proposed visual models and interaction techniques implemented in 
the tool. Section 4 presents case study for network level assessment and countermea-
sure plan adjustment. Conclusion analyzes the paper results and provides insight into 
the future research.  

2 Related Work  

A lot of work has been done on graphic representation of output of security sensors 
such as IDS, firewalls, etc. [7, 12, 16 - 18, 27, 30]. However, the visualization of com-
plex security events generated by intrusion detection systems that process heterogene-
ous security information in large-scale architecture, such as presented for example in 
[6], is not studied extensively. As our tool is purposed to detect potential weaknesses 
of the network security measures we focus on the tools designed to support preventive 
activity of the security officer in this section. There has been much research in visuali-
zation of security policies and control resource access. Graph-based techniques are 
usually used to depict and explore control resource access rules [20, 21]. The graph 
nodes correspond to users, user groups, and resources. The links between nodes reflect 
user activities or resources the users accessed. The colors are used to highlight user 
role. Application of graph layouting techniques based on graph semantics can exposure 
users with similar behaviors, as well as allows detecting incorrect resource access rules 
or determining an insider threat.  

In [1, 2] a graph-based visualization technique is applied for assessing topology 
based policies used in social networks. They built a graph where the vertexes corres-
pond to the users’ profiles and the edges reflect access permissions between users. The 
color is used to display reachable and unreachable neighborhood regions of the se-
lected user. The visualization tool allows the user to analyze his/her profile from the 
view point of another user at his/her neighborhood. By clicking on the vertex of the 
selected user it is possible to get information about resources accessible for this user 
and a list of primitives that the selected user can initiate against the profile owner.  

Heitzmann et al. [10] suggested the visual representation of access control permis-
sions in a standard hierarchical file system in the form of treemaps. The colors are used 
to display the permissions. For each file or folder the associated node in the treemap is 
painted green, red, or gray, if the file’s permissions are weaker, stronger, or the same as 
those specified by the baseline which can take one of the values “no access”, “read”, 
“read&write”, and “full control”. The tool draws an orange border around treemap 
nodes associated with files or folders where inheritance is broken. 
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Another group of visualization tools purposed for assessing network security level 
visualizes firewall rules in order to enhance understanding and inspecting them. These 
tools exploit more sophisticated visual models. For example, Tran et al. [31] developed 
a tool called PolicyVis which maps firewall rules onto the 2D space in form of the 
rectangles. It uses three different rule fields to build the policy graph, two of which are 
used to define the vertical and horizontal coordinates of the rectangle and the third field 
is integrated into the visualization object. The color is used to encode different kinds of 
traffic (accepted or denied). Since the colors are set transparently, the overlapping rules 
can be effectively recognized. Overlapping of the rectangles can notify about a poten-
tial anomaly.  

Original approach for visual analysis of the firewall rules is suggested by Mans-
mann et al. [19]. It is based on hierarchical sunburst visualization technique [29], 
which puts a root node as a circle in the middle of the visualization and then recursive-
ly maps the elements of each hierarchy level onto ring segments. To be able to 
represent graphically firewall rules the authors proposed the following hierarchical 
structure. The first level after the root node for the rules visualization consists of the 
names of different access lists as shown in Fig. 1.  
 

 

Fig. 1. Starburst visualization of firewall rules [19] 

The second level contains the access privileges (“permit” or “deny”), the 3rd one - 
the protocol, followed by the source and destination dimensions. To make the explora-
tion process easier the authors established the following color scheme. The fixed colors 
are used for the most common keywords (e.g. “TCP”, “any”, “permit”, “deny”). Less 
common keywords and names are assigned repeating colors. Besides, the user can 
change the depth of the visible graph by establishing the depth level number. To im-
prove the visibility of a node and the readability of its label, the width of a segment can 
be changed interactively using the mouse wheel.  

Vulnerability analysis is a critical component in the evaluation of the network secu-
rity. Currently, the visualization techniques used to display vulnerability scanner re-
ports are limited to treemaps [9, 20]. For example, Nv tool [9] uses treemaps and 
linked histograms to allow security analysts and systems administrators to analyze 
vulnerabilities detected by the Nessus vulnerability scanner [23]. Apart from visualiza-
tion of the Nessus scans, it supports the analysis of sequential scans by showing which 
vulnerabilities have been fixed, remain open, or are newly discovered. Nv tool uses a 
semantic based color scheme where, for example, different colors are used for fixed 
vulnerabilities, new ones, and open vulnerabilities (Fig. 2).  
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Fig. 2. Using treemaps in the NV tool [9] 

Another powerful instrument for security assessment is attack graph generation. 
They are used to determine if designated goal states can be reached by attackers at-
tempting to penetrate computer networks from initial starting states. For this use, they 
consider the graphs in which the starting node represents an attacker initial position. 
Other nodes and edges represent actions the attacker takes and changes in the network 
state caused by these actions. Actions typically involve exploits or exploit steps that 
take advantage of vulnerabilities in software or protocols.  

Natural graphical representation of the attack graphs are graphs themselves [11, 24]. 
However in the standard exploit dependency representation, the attack graph complexi-
ty is O(scn2), for n machines in the attack graph. Here, s is the average number of ex-
ploits against a machine, independent of any particular attacking machine, and factor c 
is the average number of security conditions per machine.  

In order to reduce attack graph complexity several approaches based on attack graph 
aggregation were suggested. In [25] the graph complexity is achieved through interac-
tive visualization, which includes hierarchical aggregation of graph elements. Aggrega-
tion collapses recursively non-overlapping subgraphs of the attack graph to single 
graph vertices, reducing of attack graph complexity.  

In [24, 25] a matrix-based approach is suggested to visualize attack graphs. The at-
tack graph consisting of the n vertices is represented by the n × n adjacency matrix A, 
where element aij of A indicates the presence of an edge from vertex i to vertex j. As in 
attack graphs, it is possible to have multiple edges between a pair of vertices, for ex-
ample, multiple exploits between a pair of machines, the authors suggest either to 
record the actual number of edges, or simply to fix the presence of at least one edge. 
This visualization technique allows constructing attack patterns by reordering rows and 
columns of an adjacency matrix as these operations do not affect the structure of the 
attack graph.  
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Fig. 3. Attack reachability display [33] 

An alternative approach for visualizing the attack graph was proposed in [3,8,32, 
33]. It allows mapping the attack graph on the network topology. Separate treemaps 
are used to represent subnet groups. The inner subgroups are colored according to the 
selected subnet attribute, and the relative size of each is proportional to the number of 
hosts it comprises. The attack reachability display is shown in Fig. 3. The user is pro-
vided with the possibility to position and resize the subnets to form more intuitive 
layout. It is also possible to display either incoming or outcoming attack graph edges 
which are drawn to all nodes that can be reached from the selected node or reach it. 

3 VisSecAnalyzer Design  

The goal of the VisSecAnalyzer is to provide visual support for cyber security officer 
when evaluating general network security, analyzing severity of the detected vulnera-
bilities and assessing efficiency of possible countermeasures such as software up-
date/removal [26].  

The VisSecAnalyzer architecture consists of three layers: (1) User interface, (2) 
Controlling services middleware and (3) Graphical elements. The architecture struc-
ture is shown in Fig. 4. The arrows reflect information flows between different archi-
tecture elements. The separation of the user interface from the other services allows 
supporting the development of the front-end user forms of different types, beginning 
from a simple command line and finishing with the rich multi-window interface in-
cluding various dashboards. It is supposed that data, which are necessary to visualize, 
are transferred to the corresponding visualization service which returns the graphical 
result ready for displaying in application forms.  
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Fig. 4. VisSecAnalyzer architecture  

Such abstraction level makes indistinguishable whether input data are received 
from the user or from the service and who requested visualization – users or SIEM 
functional services. Thus, the controlling services middleware implements interaction 
between users and other elements of the model. According to the functional payload 
of the middleware services they could be divided into two groups – the graphical 
elements controller and the SIEM functional services manager.  

The graphical elements controller is responsible for graphical elements manage-
ment. It provides the standard interface to visualization pipelines: starts and stops 
visualization pipelines on the request coming from the user interface level or from the 
SIEM functional service manager.  

The SIEM functional services manager implements a plug-in mechanism for the 
services realizing functionality of various SIEM components. Such approach allows 
developing different functional components independently.  

The graphical elements level is a library of necessary graphic primitives – graphs, 
radar charts, histograms, treemaps, geographical maps, etc. Graphical elements im-
plement mapping of the input data to the visualization models, rendering and user 
interaction with the input data. Interactivity of the graphical items is an important 
feature of the visualization tool which helps the user with efficient and quick analysis 
of large data sets. That is why the principle “overview – filter – details on demand” 
needs to be considered when developing graphic elements. The interaction mechan-
isms should be used in conjunction with specific clustering algorithms that group data 
according to their properties and connectivity, thus the reduction of the data dimen-
sion can be achieved, and therefore the readability of the generated image is in-
creased. The graphical user interface (GUI) of the tool is designed in such way that it 
stimulates the exploration process of the user and enhances the understanding of the 
network “week” places origin and the consequences of their exploitation.  

The VisSecAnalyzer visualizes the results of the Attack Modeling and Security 
Evaluation Component (AMSEC) [15] that produces report on security level of  
the analyzed network. The AMSEC works as one of the SIEM functional services.  
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The architecture used allows plugging components for visualization security events 
generated by different security sensors such as firewalls and intrusion detection  
systems.  

3.1 Data  

The main input data for the AMSEC are network topology, host configuration data 
including software, hardware, user-defined criticality and veracity level, and network 
alerts. The AMSEC assesses the specified network producing a set of security metrics 
associated with the network itself and each host in particular. These metrics include, 
for example, Security Level, Risk Level, and Veracity Level. It also lists a set of vul-
nerabilities and exposures formed using the host configuration and a vulnerability 
database, such as NVD [22] or loaded from vulnerability scanner report if available 
for the specified network. Each vulnerability is described using CVE-code [4], securi-
ty score [5], brief description and data how it could be patched or mitigated.  

Apart from calculated security metrics the AMSEC outputs the attack graph for 
a given malefactor model [15]. Each node of the graph denotes a specific attack ac-
tion, and the attack action order reflects the sequence of malefactor actions. The nodes 
located on one level characterize actions that can be implemented simultaneously or 
independently from each other, while nodes located on different levels describe ac-
tions that are implemented in certain order. The attack action is characterized by its 
action type, access complexity, mortality, severity, vulnerabilities or exposures used, 
attacking host and target host.  

All this information is used when visualizing reports of the AMSEC as it could 
provide a clear understanding of the security problem existing in the system.  

3.2 Visualization and User Interactions  

The VisSecAnalyzer GUI consists of several views designed to efficiently support 
cyber security analysis process. The main window is divided into subviews (Fig. 5).  

The main view 1 shows the topology of the network, while view 2 reflects the 
structure of the network, depicting domains or specified user network groups.  

The user can configure each host and network using the Property View 3. It is 
possible to specify the predefined properties of the host such as IP address, host type 
(web server, ftp server, database server, router, firewall, etc.), installed software and 
hardware, user-defined host criticality. This property view is updated whenever a 
particular state node is selected. Thus user always has details at hand.  

The view 4 shows the security metrics calculated for the network itself: Security 
level, Risk Level, and Veracity level. Graphical elements corresponding to these  
security metrics are located on the main tool bar in order to attract user attention im-
mediately. As these metrics can have value from the predefined set of values {Low, 
Medium, Above Medium, High, Undefined}, they are presented in as a semaphore.  

We suppose that such dashboard design gives a general overview about security 
state of the network and communicate a lot of information in a glance. Thus, the user 
can analyze calculated host security metrics in the context of initial host configura-
tion; all information is available in different views, but on one dashboard panel.  
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The graph based techniques are used to represent network topology. Each network 
object is represented by an icon. The user has the possibility to define icons for each 
type of the network objects. The background color of the icon is used to encode val-
ues of the security metrics calculated for the given host, such as Criticality, Mortality, 
Risk Level. These metrics are chosen by the user from the predefined list. The brief 
information about each host is available via a tool tip which appears when the mouse 
hovers over the network object.  
 

 
Fig. 5. Main form of the VisSecAnalyzer  

In order to display large scale networks a simple geometric zooming and a seman-
tic zooming are used. Using the semantic zooming the nodes can be aggregated ac-
cording to their properties (belonging to the domain, group, etc.). This aggregation is 
done interactively - the user can collapse a part of the network or expand aggregated 
node by choosing corresponding menu item from the context menu of the node. 

We use interactive treemaps to present both a vulnerability report and a network 
security report (Fig. 6). Each nested rectangle displays a network host. The user has 
an option to choose host attributes (user-defined host criticality, number and severity 
of detected vulnerabilities and security level) defining rectangle size and color.  

By default the size is determined by the user-defined host criticality, and color is 
defined by security level (Fig. 6a) and vulnerability severity (Fig. 6b). Clicking on the 
frame of the rectangle denoting the network group (domain or user-defined group) 
zooms in or zooms out the selected part of the network, while clicking on the rectan-
gle itself updates Property View of the corresponding host.  
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To display security metrics we use traditional semantic based color scheme, rang-
ing between green and red. When mapping metrics value as green, colors usually 
notify about normal state, while red ones mean danger. But we avoid using green 
colors in the reporting about vulnerabilities as they could be confusing to the user. 
Instead we use yellow color to encode vulnerabilities with low severity level.  

 

 
(a) (b) 

Fig. 6. Security reports in form treemaps: (a) user-defined criticality vs. security level; (b) user-
defined criticality vs. vulnerability severity 

To depict the attack modeling results, we use graph based attack representation. 
The notations used to display attack graph are listed in Table 1. We use both color and 
shape to encode the type of the malefactor action. Such solution allows using color to 
display different security metrics calculated for each action.  

Table 1. Notation used to display elements of attack graph 

Notation Description 

 initial location of the malefactor 

 specific atomic attack action 

 scenario which does not exploit vulnerabilities 

 attack action that exploits a vulnerability 

 
Attack graphs help to investigate attack deployment in the analyzed network, fol-

lowing malefactor actions step by step (Fig. 7). We implemented two possible graph 
layouts: (1) tree layout (Fig. 7a) and (2) radial layout which gives more compact view 
(Fig. 7b).  

But network attack graphs can be both large and exhibit very dense connectivity 
making their analysis unfeasible task [24].  

In order to solve this problem we propose using the following interaction tech-
niques to make the analysis process easier and usage attack modeling techniques for 
security tasks more efficient.  
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Geometric zooming. It allows user to focus on a specific part of the attack graph and 
decrease the graph dense connectivity. The distance between graph nodes can be 
changed interactively using the mouse wheel.  

Layout reconfiguration. We propose using two graph layouts: tree and radial. Radial 
layout is more compact and allows user to view the whole graph.  

This view could be useful when using color encoding of the security metrics of the 
attack actions, providing general impression on the attack complexity or severity. The 
tree view is convenient when identifying the sequence of the malefactor actions. 
 

 
(a) 

 

 
(b) 

Fig. 7. Attack graph representation: (a) tree layout; (b) radial layout  

Semantic zooming (aggregation). We suggest applying semantic based aggregation 
techniques for reducing the complexity of the graph. Depending on such graph node 
properties as action type, host or node connectivity the graph vertexes could be re-
placed by one meta-node. The used aggregation rules are depicted in Fig. 8.  
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Fig. 8. Attack graph aggregation rules 

Details on demand. By clicking on the corresponding graph node the user gets detailed 
information shown in Property View. This information includes attack type, attacking 
host and targeted host, user criticality value, vulnerability specific information (metric, 
CVE code [3] and description), and host metrics if calculated (Mortality, Risk Level). 
This informational display is updated whenever a particular graph node is selected. 

Linking and Brushing. This effect can be applied in order to outline the path of the 
attack. When switched to this mode the user can select the attack action by clicking 
on it, this will make all subsequent and precedent nodes linked to the node of his/her 
interest remain colored while the rest will be drawn in grayscale (Fig. 9).  

The graph based attack views are good when studying the sequence of the malefac-
tor actions, but they do not provide an intuitive view on the compromised hosts in the 
network. We consider using treemaps as they can compactly represent the network. 
In this case the color of the rectangle reflects the state of the host (red - the host is 
reached by attacker, green - the attacker cannot get access to the host).  

In this case it is possible to use green color as it informs the user that the network 
hosts are secured and do not need deployment of new protection mechanisms.  
 

 

Fig. 9. Effect of linking and brushing  

4 Case Study and Usability Evaluation  

In order to assess the efficiency of the visualization mechanisms developed we 
created a test network with typical topology. It consisted of several servers (database 
server, mail server, internal and external web servers), firewall, IDS and more that 
100 workstations (internal users). On all hosts Microsoft SQL Server 3 was installed, 
DBMS Apache Derby 10.1 was used on database servers, mail server had Microsoft 
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Exchange Server 7 SP1 installed, while workstations were equipped with mail client 
Microsoft Outlook 2003 and Microsoft Office 2003.  

In order to assess security level of the analyzed network the NVD vulnerability da-
tabases were used. Then we calculated integrated security level for the network, and it 
turned to be a red one (very high criticality). The tool provided a possibility to high-
light the security level of nodes in order to determine the most critical ones. In our 
case the most critical hosts were firewall and mail server.  

By clicking on each critical host it was possible to see vulnerabilities grouped ac-
cording their severity level, thus it is possible to identify the most critical ones at 
ones. 

Thus for the mail server the most dangerous vulnerability turned to be CVE-2007-
3898, that allows remote attackers to spoof DNS replies, poison the DNS cache, and 
facilitate further attack vectors.  

Using treemap, the sizes of rectangles of which depend on user-defined criticality 
level and color is defined by security level, we could see that the mail server should 
be served in first turn and then firewall in order to increase the security level.  

Then we could analyze the consequences of the mail-server compromise. By set-
ting initial location to the mail server and constructing attack graph we could conduct 
reachability analysis.  

Fig. 10 illustrates the compromised and secured hosts presented in the form of 
treemap. It is clearly seen the malefactor could reach data base server, thus receiving 
access to the sensitive to organization information.  
 

(a) 
 

(b) 

Fig. 10. Reachability analysis using treemap: (a) the initial position of the attacker is set to mail 
server; (b) the initial position of the attacker is set to firewall, the mail server vulnerability is 
mitigated 

In order to mitigate the given problem it is possible to update software and use Mi-
crosoft Exchange Server 8 SP1. In this case we could see that the security level of the 
mail server became green, what corresponds to secured state of the host.  

To assess the usability of the designed GUI we used the requirements of the 
ISO/IEC 9126 standard purposed to evaluate the software quality [14]. When evaluat-
ing the GUI usability we mainly focused on metrics used to assess GUI attractiveness 
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as the goal of the developed tool is to enhance the operator efficiency through effec-
tive graphical presentation of the data and possibility to investigate them interactively. 
And it was important for us to receive a feedback about chosen visual models, imple-
mented interaction techniques, color scheme, etc. Additionally, we also included 
functional metrics describing functionality of the application such as a possibility to 
create, modify network configuration, detect critical hosts and implement experiments 
“what-if”. Table 2 shows an example of metrics included in questionnaire.  

In order to implement GUI usability assessment we invited specialists in informa-
tion security as well as experts in ergonomics and GUI design. It is worth noticing 
that we questioned both practitioners and scientific researchers.  

First they were given a short introductory course on the VizSecAnalyzer. After-
wards they were given a set of simple tasks such as creation of network model for 
a given network description or modification of existing configuration, detection of the 
critical nodes and a questionnaire to get acquainted with the tool and then the experts 
had to rank the metrics from 0 to 5, where the higher value means better implementa-
tion. Additionally they had to assess their own competence in the subject. Later the 
questionnaires were processed in order to elaborate averaged rank for each metrics.  

Table 2. Metrics used in questionnaire  

Name Description 
Visual metrics 

Information Architecture 
and Hierarchy 

addresses current screen layout and assesses conceptual struc-
ture of the information and its logical layout 

Ease of Navigation superscribes issues of navigation affecting data flow and user 
orientation, it is used to assess how user can navigate in the 
system in order to get necessary information 

Iconography evaluates current icon use per available user functions and data 
presentation (i.e. displaying types of network hosts, attack 
actions) 

Color scheme outlines current color scheme of text and graphic elements 
within the user interface to ease navigation, create emphasis, 
and warn users through the application 

Visual models assesses the use of visual models and interaction techniques 
associated with them for a given task 

Customization of GUI considers a proportion of the customizable elements in GUI 

Functional metrics 
Configuration of the 
network and its hosts 

assesses a possibility to configure network and software prop-
erties 

Downloading and saving 
of network configuration 
from/to file and database 

evaluates a possibility to download existing network configura-
tion form database (or file) and save changes in current confi-
gurations 

Implementation of the 
experiments “what-if” 

assesses a possibility to implement experiments “what-if” by 
specifying different malefactor models, initial location or ap-
plying patches for vulnerable hosts 
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According to the overall ranking the quality of the tool is good (rank 4 of 5). Most 
of the experts marked a good choice of visual models. Apart from this some experts 
gave useful comments on further elaboration of GUI such as a possibility to manage 
object properties by setting up their visibility in Property Editor View.  

We compared the VizSecAnalyzer with the tools described in Section 2 and im-
plement similar functionality: Nv [9], GARNET [33], NAVIGATOR [3]. We left out 
approach to attack graph visualization suggested in [24] as there is no implementation 
for it. The rest described tools deal with policy assessment. Nv tool is designed to 
visualize vulnerability scanner reports thus it implements only a part of the VizSecA-
nalyser functionality. The GARNET and NAVIGATOR is probably the closest to our 
approach. These tools are aimed to analyze the attack reachability by presenting net-
work domains using treemaps. The information detailing in these tools is limited to 
the domain level while in our tool the user can drill down to host level due to imple-
mented interaction techniques. The reachability display of the Navigator is better than 
in our tool as it shows the attack deployment, but this lack is compensated by graph-
based view of the VizSecAnalyzer and aggregation technique that allows aggregating 
network nodes to the domain level thus hiding excessive information. Though both 
tools provide a possibility to implement ”what-if” experiments, but our tool allows 
specifying the attacker model and provides more convenient interface for network 
configuring. Apart from this the VizSecAnalyser visualizes vulnerability reports hig-
hlighting the most critical assets. Among commercial tools the Network Vulnerability 
Manager of RedSeal company [28] exhibit the similar functionality. It also provides 
treemap-based view of vulnerability reports and allows identifying those vulnerabili-
ties that can be accessed from threat sources to isolate exposure to attacks. However it 
does not allow implementing ”what-if” experiments taking the attacker model into 
account and does not display calculated security metrics based on attack graph analy-
sis. The visualization of network traffic, e.g. [7, 12, 16-18, 27, 30], systems shows 
what is happening or has happened, but not the comparatively large set of what could 
happen.  

5 Conclusion 

In the paper we analyzed the visualization techniques used for network security as-
sessment, suggested a common framework for SIEM visualization and developed 
the SIEM visualization component VisSecAnalyzer.  

We described the proposed visual models and interaction techniques implemented 
in the VisSecAnalyzer, and presented case study for network level assessment and 
countermeasure plan adjustment. VisSecAnalyzer is intended for analyzing general 
security level, determining the most critical hosts and assessing consequences of ex-
ploitation of week places in security mechanisms. These data are used for prioritiza-
tion of the needed countermeasures. The paper demonstrated the VisSecAnalyzer 
possibilities for the tasks of attack modeling and security assessment. Usability evalu-
ation of the VisSecAnalyzer showed the quality of the tool is good.  

The future research will be devoted to further elaboration and experimental analy-
sis of suggested visualization techniques. We will evaluate the performance of pro-
posed visualization system and assess the usability of the graphical user interfaces.  
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Abstract. Mobile Network Operators (MNOs) keep a strict control over
users accessing the networks by means of the Subscriber Identity Module
(SIM). This module grants the user access to the network, by performing
the registration and authentication of the user’s device. Without a valid
Subscribe IdentityModule (SIM) module and a successful authentication,
mobile devices are not granted access and, hence, they are not allowed to
inject any traffic in the mobile infrastructure. Nevertheless, in this paper
we describe an attack to the security of amobile network allowing an unau-
thenticated malicious mobile device to inject traffic in the mobile oper-
ator’s infrastructure. We show that even with devices without any SIM
module it is possible to inject high levels of signaling traffic in the mobile
infrastructure, causing significant service degradation up to a full-fledged
Denial of Service (DoS) attack.

Keywords: Mobile Security, GSM, cellular networks security, DoS
attack.

1 Introduction

Mobile phones are one of the most pervasively deployed technology in the world
and cellular networks have reached worldwide coverage. On one hand, the evolu-
tion from early analog networks to recent 4G LTE solutions has allowed operators
to offer new services to their customers. On the other hand, the same evolution
has pushed new needs into the customers; such needs have evolved from simple
phone calls and SMS to internet connections and high speed access to streaming
data.

The availability of smartphones with wide touch-screen displays as well as the
always-on, high bandwidth IP connectivity have generated a growing set of ser-
vices and applications ranging from e-mail to remote banking, from e-shopping
to music streaming, from video on demand to geo-localized social networks. In
turn, the ease of use and the availability of a rich a set of functionalities have
instilled into users a growing familiarity and a sense of dependency. This depen-
dency does not exist only for leisurable activities, but has a definite onset also
in business and critical tasks. In particular, the last year has seen a significant
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penetration in govern agencies and public bodies. To this aim, we can cite the
recent security certification of Android smartphones by the US Department of
Defense [29] that allows the deployment of Dell hardware with Froyo (Android
OS v2.2) in the Pentagon. A second example is the adoption of tablet PCs (Ap-
ple iPad) by the Chicago hospital and the Loyola University Medical Center in
Maywood. Finally, several research projects are focusing on the deployment of
health-care services onto the tablet PC platform with widely goals from simple
access to medical records [14], to reminders for medication intake [30], to deci-
sion support systems [22], to automatic recognition of pathological states [25],
to systems for memory support [23]. For these reasons, mobile networks security
analysis should emphasize availability along with confidentiality and integrity.

However, the introduction of new technologies cannot be decoupled from the
support to legacy ones, since i) a high number of older terminals are still active,
and ii) some manufactures keep producing 2G-only phones to satisfy low-end
market. For these reasons, each new radio access technology has to be deployed
alongside existing ones, leading to hybrid architectures where some network com-
ponents are shared among different technological infrastructures. This condition
is driving operators toward single Radio Access Network solutions, causing a
cellular site to broadcast signals related to up to 3 different technologies in 5
different frequency bands. Such a composite network architecture co-exists with
a design traditionally focused on making mobile networks smarter and smarter,
while keeping devices crowding their cells as “dumb” as possible [18,28]. Today’s
smartphones are far more intelligent and powerful than their predecessors. How-
ever, networks still don’t profit from their enhanced processing power; on the
contrary they assume the lowest possible capability in order to maintain com-
patibility with older devices. This assumption results in higher signaling traffic
levels between network nodes1 and more complex system management.

The complexity of the network structure may hide both unknown and known
vulnerabilities. For an interesting survey on threats undermining the world of
mobile telecommunication, the reader can refer to [10]. For the case of known
vulnerabilities, the true impact on the mobile phone network may have not been
sufficiently assessed in a way that is similar to what happens in mobile OSes
[5]. To this aim, in this paper we extend the work by Khan et al. [21] focusing
on the attach phase of GSM protocol and we show that it is possible to mount
a complete attack even without hijacking or controlling a large number of user
IDs recognized by the network. To achieve our goal, we study the amount of
signalling traffic that a dedicated SIM-less device can inject into an operator’s
core network, by pushing air interface to its design limit. Such activity may
obviously disable the signalling capabilities of the cells under attack, causing a
local Denial of Service (DoS) similar to the one that can be achieved with a
radio jammer; however, to reach a very critical level of disruption, the generated
traffic may be targeted at the Home Location Register (HLR), i.e. the database
containing information on mobile subscribers. Since this database is a critical

1 http://connectedplanetonline.com/mss/4g-world/the-lte-signaling-

challenge-0919/ (accessed in May 2013).

http://connectedplanetonline.com/mss/4g-world/the-lte-signaling-challenge-0919/
http://connectedplanetonline.com/mss/4g-world/the-lte-signaling-challenge-0919/
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component of the core network, an outage of its functionality may cause an
interruption of other mobile services too, finally resulting in a mobile network
DoS. In our study, we leverage the HLR performance measurement conducted
by Traynor et al. [27], showing that it is possible to mount an attack without
any SIM module.

The remainder of this paper is structured as follow: in Section 2 we provide
a description of the architecture of GSM networks; in Section 3 we analyze the
state of the art in the field and we discuss the results obtained in previous related
works; in section 4 we describe how it is possible to launch a DoS attack with
a number of SIMless devices; finally, in section 5, we provide some concluding
remarks and we describe the future direction of our study.

2 GSM Network Description

Global System for Mobile Communications (GSM) standard (2G) was initially
designed to carry efficiently circuit switched voice communications in full du-
plex, with a main advantage over previous analog generation: all the processing
happens in the digital domain. The standard protocol set expanded over time
with addictions that, from Mobile Network Operators (MNOs) point of view, re-
quire just a software upgrade on already deployed hardware; consumers, instead,
need modern and more powerful devices to experiment newly offered services.
The first addiction to GSM has been General Packet Radio Service (GPRS)
that introduced data delivery alongside of voice communications, in both circuit
switched and —the more efficient— packet switched mode. Apart from calls
GPRS permits data connection throughputs roughly ranging in the 9–170kbps
interval; augmenting this modest numbers has been the main target of the second
GSM enhancement: Enhanced Data Rates for GSM Evolution (EDGE). EDGE
is a backward-compatible extension to GSM/GPRS network that introduce new
coding and transmission techniques thus allowing for data rates up to 470kbps.

A typical GSM Public Land Mobile Network (PLMN) consists at least of the
infrastructures depicted in figure 1. It is mainly split up in three different por-
tions: i) the Mobile Station (MS) or User Equipment (UE), ii) the GSM/EDGE
Radio Access Network (GERAN), iii) the Core Network (CN) or Network Switch-
ing Subsystem (NSS) with fully separated packet and circuit switched domains.

The MS may be a mobile phone or a mobile broadband modem with appro-
priate protocol stack and capabilities as defined by specifications. Nonetheless
whichever device is used to connect to the network, there will be a Subscribe
Identity Module (SIM) in it. SIMs are smart cards usually referred to as the
furthest extension of mobile operator’s network; it securely stores user identity,
represented by the International Mobile Subscriber Identity (IMSI), and its re-
lated secret key, as long as the algorithms needed during the Authentication and
Key Agreement (AKA) phase.
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Fig. 1. Representation of the main components of a standard GPRS network

MSs communicate over air interface with the Base Transceiver Station (BTS).
This is the first element composing the Radio Access Network (RAN), in GSM
it has minimum functionality in the sense that it just consists of a transceiver
that controls the physical layer transmission. A typical GSM BTS serves three
120° sectors —also called cells— by means of one or more antennas per sec-
tor; antennas are powered by amplifiers that gets their pilot signals from one
or more baseband modules which are finally connected to the transceiver. BTS
are grouped together in tens or hundreds and connected with Base Station Con-
trollers (BSCs), which are the devices accounting for radio resource management,
MSs mobility management functions and encryption of user data prior to trans-
mission over the air interface.

Each BSC has a couple of connections toward the core network: one link-
ing the Serving GPRS Support Node (SGSN) carrying packet switched data,
the other linking the Mobile Switching Center (MSC) and transporting circuit
switched informations. This division is due to the fact that the data delivery
capability of the GPRS has been a posthumous addendum to the NSS, so it has
been designed for deployment in environments where GSM core networks have
been already running. Both SGSN and MSC act as switching and end point for
end-to-end connections in their own domains; they manage hand-overs between
different BSCs as well as authentication checking and charging functions. The
most valuable operation of these equipments, however, is the mobility manage-
ment: they keep track of MS movements inside their service area and locate
it whenever required. To carry out this operation an auxiliary database called
Visitor Location Register (VLR) is used: it contains the user identity at the
BSC-level along with an indication of its current location and a pointer to the
main user record which is contained in another database called Home Location
Register (HLR). The HLR maintains a record for each mobile phone subscriber
with details like the telephone number, IMSI and a secret key (i.e. the same
contained in the SIM), call blocking and forwarding and a pointer to the most
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updated VLR the user is known to be roaming on. HLR is a core component
for the networks because it has to be queried for phone call and SMS delivery,
billing procedures and authentication: this latter function is supported by the
Authentication Center (AuC) which calculates challenges and responses that are
sent to the MSC/SGSN for actual user validation.

3 Related Works

Cellular networks seem unaffected by the same threats that, almost daily, came
up in the newspapers regarding other types of widely spread systems like the
Internet. Nonetheless, even if a large security outbreak has not already made its
way through the news, mobile operators’ network security has been studied in
the literature for quite a long time. Initially, most of the attention of researchers
was focused on confidentiality and integrity [8], [7], [12], [9] of data travelling
over the wireless portion of the system; however, in more recent works, the
problem of the actual availability of the services provided by the network, both
in the wireless segment and in the core network segment, has gained popularity,
becoming the focus of different studies.

The simplest way to prevent a mobile network from offering its services is using
a radio jammer. Moving from physical towards upper layers increases both the
complexity of the attack and the size of the involved network segment. In order
to be able to prove higher layer attacks possible, however, researchers have had
to wait for a device with extensible capabilities, a kind of device that made its
first market appearance in 2000 but actually had a significant deployment only
in 2007: the smartphone2. Until late 1990s mobile phones had only basic phone
features so the user had complete control over what the terminals were doing.
This fact, however, has been subverted by the first iPhone release in 2007 and,
more specifically, by the introduction of Apple App Store. The iPhone, in fact,
as all the smartphones marketed today, ran an operating system over which a
series of applications are executed. The advent of this application-enabled phones
and centralized software distribution systems attracted the attention both of
attackers3 and of security researchers. In particular, the research community
has proved that the open feature set nature of the smartphone makes it the
device capable of massive and distribute mobile network attacks [13].

Past Internet security studies prove that in order to mount a DoS attack a bot-
net is the tool that provides the most suitable characteristics; however, mobile
networks have constraints and peculiarities that should be taken into consid-
eration both during the infection phase [16] and in the setup of the command
and control mechanism [24] [11]. An attacker capable of controlling a botnet can
use infected devices for multiple purposes: spam delivery, sending calls or SMS
toward premium price services, spoofing user identity and remote wiretapping
become all straightforward for an attacker [18,15]. A malicious entity may also

2 en.wikipedia.org/wiki/Smartphone (accessed in May 2013).
3 http://arstechnica.com/security/2013/04/family-of-badnews-malware-in-

google-play-downloaded-up-to-9-million-times/ (accessed on May 2013).

en.wikipedia.org/wiki/Smartphone
http://arstechnica.com/security/2013/04/family-of-badnews-malware-in-google-play-downloaded-up-to-9-million-times/
http://arstechnica.com/security/2013/04/family-of-badnews-malware-in-google-play-downloaded-up-to-9-million-times/
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try to kick mobile network elements out of service. As an example, Guo et al.
[18] predicted that a few dozens of subverted smartphones, served by the same
base station, can jeopardize its availability by making no-answer calls and thus
saturating provisioned voice channels. If phones are not located in the same
place, authors outlined that it is still possible to put call aggregation points to a
halt by means of a distributed denial of service: the number of needed controlled
devices is indeed higher than the one needed in the previous case, but, due to
the fact that PSTN, cellular switches and call centers are designed for a limited
Busy Hour Call Attempts, the attack is still feasible.

Later studies still focusing on DoS attacks show that it is possible to achieve
the needed level of service degradation in a more efficient way: instead of con-
suming traffic (or user-plane) channels, an attacker may try to flood control
channels which are usually separated from traffic ones and significantly more
limited in terms of available bandwidth. One of the first work in this direction
is from Traynor et al. [26]. In a strict sense, the attack described here doesn’t
use a botnet but, in a broader sense, every mobile phone is an accomplice be-
cause what it has to do is just receiving incoming requests. They show how the
interconnection between the mobile network and the Internet via, for example,
on-line SMS delivery capabilities, may be exploited by an attacker continuously
sending text messages to an especially crafted hit-list of telephone numbers. Such
a data flood, estimated in roughly 580kbps, is enough to keep a control chan-
nel shared by voice and SMS busy, thus unavailable to accept or delivery new
voice calls. Another study from Traynor et al. [28] focuses on the GPRS network
and characterizes two different types of DoS attacks targeting data connection
setup and tear-down mechanisms. Tear-down mechanism affects only the data
portion of the network trying to keep reserved all Temporary Flow Identifiers
(TFIs) that distinguish different data flows. In the setup attack, instead, authors
moves the focus from resource exhaustion to control channel depletion, analysing
the Random Access Channel (RACH). They find out that, for the Manhattan
borough, 3Mbps of malicious traffic cause a data and voice connection blocking
probability of 65% and, along with that, they point out that, this time, attacking
data realm affects voice realm too, because of the single shared control channel.

A significant advancement in the analysis of mobile network security has
been achieved when researchers found a way to attack core network elements,
proving that network-wide service deterioration possible. Khan et al. and Kam-
bourakis et al. [21,20] examine UMTS security architecture finding some proto-
cols flaws that can be used to delete, modify or replay some unauthenticated or
not integrity protected messages. This flaws may permit revealing user identities
(IMSI), launching DoS attacks against both user phones and network nodes or
impersonating the network acting as a man-in-the-middle. These studies, how-
ever, do not detail the amount of resources needed to mount a successful DoS
attack. An attempt to evaluate the amount of resources needed can be found in
the work by Traynor et al. [27]. The first step is a performance characterization
of different HLR devices in different network deployments. The authors identify
the transaction most suitable to mount an HLR DoS attack, searching for a
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compromise between resource consumption and execution time. By means of a
simulation of the network behaviour they find that about 11750 infected devices
submitting an “insert call forwarding” every 4.7 seconds are sufficient to reduce
HLR throughput of legitimate traffic by more than 93%.

Concluding this summary of works related to DoS attacks in mobile cellular
networks, it is interesting to notice the “big picture” that [18] and [28] try to draw.
Currently studied mobile network DoS attacks roots their cause in the fact that
this networks were designed to manage traffic with highly predictable properties
but, once connected to the Internet, such constraints hold no more. The Internet
was designed with architectural assumptions that are in complete opposition from
the ones adopted for cellular networks; this creates a disparity in the effort spent to
set up and tear down a connection, necessarily leading to a bottle neck. Moreover
mobile terminals have been traditionally considered dumb because of their limited
battery life and computational power: this second assumption, however, holds no
more in the smartphone era and its underestimation both increases network design
complexity and forces core elements to early commit far more resources than those
needed by an unauthenticated device. In the following sections we show how it is
possible to leverage these facts to greatly reduce the amount of resources needed
to mount a successful DoS attack against cellular networks.

4 Squeezing Radio Access Protocols

When a mobile phone is switched on, GSM and UMTS protocols define what
operations should be performed in order to attach to the network. Despite dif-
ferences between the two technologies that derive from the fact that they use
different radio interfaces —GSM uses TDMA while UMTS uses WCDMA— a
high level description of these procedures can be described as follows: i) cell dis-
covery, ii) best server synchronization, iii) attachment request, iv) authentication
and key agreement (AKA) and v) temporary identity creation. The peculiarity of
this procedure is that it cannot leverage previously accrued knowledge as it must
accommodate for new devices of which there is no previous information. More-
over the design described in the introduction, i.e. the model of a smart-network
and of dumb terminals, requires the whole procedure to be computationally light
for the terminals and to delegate to the network most of the operations and re-
sources. Thus, the terminals do not have to commit significant resources but the
network does. These two facts are the basis of the vulnerability to DoS that is
present in the attach procedure; in fact, during the AKA step, an unauthenti-
cated device may force the core network to carry on computations that are more
resource consuming than the request itself. As described by Khan et al. work
[21], the way an attack could be mounted is straightforward: in a preliminary
phase an attacker builds a database of valid IMSIs, then, he floods the net-
work with attach requests each one carrying a different IMSI chosen from said
database. The cellular network forwards the requests to HLR/AuC where each
IMSI is validated and, being authentic, triggers the calculation of authentication
information that are sent to SGSN that, in turn, must submit the challenge back
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Fig. 2. HLR throughput for each transaction type with 500k subscribers [27]

to the mobile station and verify the reply correctness. As the attacker is not in
possess of the SIM corresponding to the IMSI used, he doesn’t know the correct
answer; however, has not need for it, in fact his goal is to exhaust HLR/AuC
computing resources thus he is already hitting the target with all the valid at-
tach requests he is injecting. Although authors describe this attack with UMTS
architecture in mind, it is important to notice that it can be performed, with
minimal changes, both to old GSM [19] and new LTE [1] networks.

Khan work, however, does not provide a value for the HLR/AuC performance,
thus it does not provide the number of terminals needed by an attacker in or-
der to considerably degrade HLR services, using the attack described above. A
partial analysis of this problem comes from Traynor et al. article [27]. In this
work they outline an attack targeting HLR, but they adopt a different approach
that leverages a botnet of authenticated devices, repeatedly injecting resource-
demanding transactions available only to already attached terminals. In order
to find the transaction that best suits their needs, the authors measure the av-
erage throughput —in transactions per second (TPS)— of an HLR setup, with
respect to different transaction types. Their results are presented in figure 2.
They choose the insert call forwarding procedure as the attack vector because
it offers the best trade-off between computational load and execution speed. As
the next step, authors simulate the effect of injecting attack traffic on an HLR
already serving a typical mix of transactions: doing so they found that injecting
2500TPS the HLR capability to handle legitimate requests —under low-traffic
assumptions— is reduced by 93%.
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From figure 2 it is possible to determine that the get access data procedure
is roughly 5 times faster than the insert call forwarding one, so, in order to
achieve the same level of service degradation, we assume that the attack traffic
must be multiplied by 5. This puts our target to 12500TPS, however, for the
attacker this is a worst case scenario: in fact Traynor’s tests focus only on the
HLR, disregarding the computations at the AuC that is needed to calculate
authentication information.

4.1 Regular Mobile Phones Are a Limiting Factor

To launch the attack Traynor needs a smartphone botnet for two reasons: first,
clients must be authenticated before submitting an insert call forwarding re-
quest; second, this very kind of procedure is a standard one, so it is possible
for an application to ask the underlying operating system to begin its execu-
tion. In our scenario, instead, regular phones are a limiting factor. First, from
a smartphone’s OS there’s no way to distinguish among the steps of the GSM
authentication procedure once it has been started: OSes control the modem
component via a Radio Interface Layer4 which converts high level actions such
“call number” or “send SMS” into AT commands that the modem logic can
understand [3]. Both high level actions and AT commands, however, are too
abstract for our needs because the only way to force the attach procedure would
be switching the radio off and on again. This operation is completely contained
inside the GSM protocol stack and operatively hidden inside the baseband mod-
ule itself, thus the module informs the OS only after the completion or failure
of the entire procedure. More in details, in a mobile phone the access to the
network can take only one of these three roads: 1) if the device has a valid
SIM module, then the attach procedure completes unless there is a failure on
the network side; 2) if the device has an invalid SIM module, then it initiate
the attach procedure, but the network rejects it without needing a significant
amount of resources; 3) if the device has no SIM module at all, then it does
not even initiate the attach procedure. The only way to use a standard phone
for performing multiple attach procedures is to equip it with a programmable
SIM card and instruct the card to return a different IMSI as well as a random
challenge response at each invocation. However, in this case too the solution is
definitely sub-optimal because of the phone itself. Built-in mobile protocol stack
is implemented strictly following 3GPP specifications which, in turn, are full of
transmission wait times, exponential backoffs, maximum re-transmission trials
and other artifices [2] designed with the precise purpose to induce a fair use of
the network resources. As a proof of this fact Traynor highlights that, during
his network behaviour measurements, he was forced to insert a 2s delay between
each request: its removal, otherwise, caused extended execution times. The very
goal of a DoS attack, on the contrary, is to unfairly squander the network re-
sources in order to prevent legitimate devices to access the service; furthermore

4 RIL specifications are available for Windows Mobile® http://msdn.microsoft.com/

en-us/library/aa920475.aspx (accessed on May 2013) and Android http://www.

kandroid.org/online-pdk/guide/telephony.html (accessed on May 2013).

http://msdn.microsoft.com/en-us/library/aa920475.aspx
http://msdn.microsoft.com/en-us/library/aa920475.aspx
http://www.kandroid.org/online-pdk/guide/telephony.html
http://www.kandroid.org/online-pdk/guide/telephony.html
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we want to reach the limits of the air interface in order to cut down the number
of attacking point. For these reasons we claim that the tool best suited to an
attacker needs is a dedicated device capable of accessing the network without
needing a valid SIM, and without the timing guards and the strict adherence to
the protocol that are normally introduced in components aimed at the consumer
market.

4.2 Analysing the Air Interface

We now analyze the peculiarities of GSM air interface protocol to evaluate its
limits in terms of number of attach requests sent to the base station per second.
In this process we suppose to be the only device communicating with the target
cell; this hypothesis is unrealistic, but is a direct consequence of the unfairness of
the attacking device: while legitimate mobile phones would backoff when facing a
traffic problem, our device actively works toward the consumption of all the cell’s
resources. Thus, most of the time a mobile phone tries to get access, it won’t be
served because of the high number of requests injected by the attacking device,
moreover, as soon as a legitimate request completes, the high number of requests
injected by the attacking device generates a high probability that the just freed
resources will be grabbed by the attacker and made unavailable to legitimate,
well behaved devices.

GSM Protocol. GSM attach procedure involves only three channels as de-
picted in figure 3: RACH, AGCH and SDCCH.

Channels are logical entities used to carry specific traffic types; they are laid
over GSM’s frequency and time division multiple access (FDMA / TDMA) tex-
ture. For each carrier frequency, the fundamental building block is the TDMA
frame that, in turn, is divided into 8 time slots, each during 577μs. Channel
are broadcast over the air interface time-multiplexed into the multiframe struc-
ture: we focus on control-type multiframes which are dedicated to signalling and
are made up of 51 frames, thus are repeating with periodicity 235.38ms. The
standard dictates the available configurations for control-type multiframes: they
differ for the number of available SDCCHs and, even if combined, it is possible
to have at most 12 SDCCHs. [19]

In order to evaluate the design limits of the GSM protocol, we need to analyse
each channel and to find out which one introduces the maximum bottleneck.
The RACH —the Random Access Channel— is the uplink channel used to carry
mobile phone’s access requests; in normal conditions, it is governed by the slotted
ALOHA protocol, so, in order to maximize its performances, protocol developer
designed RACH messages to fill just a single timeslot. We specified “normal
conditions” because, in our scenario, we don’t care about contention that may
be caused by other devices, thus, differently from the normal scenario, we do
not apply any backoff and we aim directly at the full channel consumption. In
such a scenario, a 12 SDCCHs configuration provides 27 RACH access slots each
multiframe and this means a capacity of:

ρRACH =
27

235.38ms
≈ 114.7 requests per second (1)
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MS BTS

SDCCH/I/MM
AUTH_RSP [SRES]

RACH/RR
CHAN_REQ [reason, refer.]

AGCH/RR
IMM_ASS_CMD [channel, refer., ]

SDCCH/SABM/MM
LOC_UPD_REQ [IMSI, ...]

SDCCH/I/RR CIPH_MOD_CMD [A5/X]

SDCCH/I/MM TMSI_REAL_COM [-/-]

SDCCH/I/MM IDENT_RSP [IMEI, ...]

SDCCH/I/MM IDENT_REQ [IMEI, ]

SDCCH/I/RR CIPH_MOD_COM [-/-]

SDCCH/I/MM TMSI_REAL_CMD [TMSI]

SDCCH/I/MM LOC_UPD_ACC [e.g. TMSI]

SDCCH/I/RR CHAN_REL [reason]

SDCCH/DISC (LAPDm)

SDCCH/UA (LAPDm)

SDCCH/UA/MM
LOC_UPD_REQ [IMSI, ]

SDCCH/I/MM
AUTH_REQ [CKSN, RAND]

Authentication and
key agreement

Dedicated channel
acquisition

Fig. 3. Messages exchanged between MS and BTS during the GSM attach procedure
[19]. The lighting on the left mark the message replaced during the attack.

This result is not fully consistent with the 80TPS calculated by [27] for the slotted
ALOHA instance: authors assume a multiframe entirely dedicated to RACH slots,
but this is not the case when 12 SDCCHs are deployed [19, page 99].

The Access Grant (AGCH) downlink channel is used to answer incoming
random access request; it carries the information needed by the mobile phone
to access the dedicated channel used for further communications. Messages over
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MS

RACH/RR
CHAN_REQ [reason, refer.]

AGCH/RR
IMM_ASS_CMD [channel, refer., ]

SDCCH/SABM/MM
LOC_UPD_REQ [IMSI, ...]

SDCCH/UA/MM
LOC_UPD_REQ [IMSI, ]

SDCCH/I/MM
AUTH_REQ [CKSN, RAND]

SDCCH/DISC (LAPDm)

SDCCH/UA (LAPDm)

BTS

Fig. 4. Messages exchanged between MS and BTS during the attack: our device solicits
an early disconnection right after receiving the AUTH REQ from the network

AGCH fills 4 consecutive time slots due to channel coding and interleaving; this
scheme allows the BSS to answer up to 3 RACH requests every multiframe5:

ρAGCH =
3

235.38ms
≈ 12.7 requests per second (2)

which represent a tighter limit than RACH.
The main part of the attach procedure is delivered via Standalone Dedicated

Control Channel (SDCCH) that is an bidirectional channel assigned to a mobile
terminal and is reserved to it until a special channel release message is issued
by the BSC. As we stated above, in our scenario we assume the presence of 12
SDCCHs; determining their occupation time, however, is quite tricky. Traynor
et al. [27] measured an average time of 3s to perform a complete attach where
0.5s are needed by the core network to contact HLR/AuC, calculate the authen-
tication information and receive data back. We prove that the remaining 2.5s
are spent to send messages back and forth between the mobile phone and the
BTS. A multiframe can carry just one message for each SDCCH in each direc-
tion, but, when the BTS requires information to the mobile phone, the latter one
can answer in the same multiframe: in fact the GSM protocol states a displace-
ment between downlink and uplink multiframes that allows the MS to compute
its reply. Given these two rules and assuming two multiframes needed for the

5 The BSS may use the extended version of the immediate assignment command that
allow channel assignment to two mobile phones simultaneously, thus doubling AGCH
capacity: we will see, however, that also in the more stringent case the AGCH is not
the attack bottleneck.
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RACH-AGCH exchange, we may conclude that completing the attach procedure
requires 11 multiframes, that is 11× 235.38ms = 2.6s that is almost exactly the
time obtained in Traynor’s measurements. Thus we say that, during message
exchange between the MS and the BTS, the only wait time is related to the
HLR/AuC interrogation; this, in turn, allows us to estimate SDCCH utilization
time during our attack. Message exchange will be modified just from authenti-
cation response message on, in the way depicted in figure 4. After receiving the
authentication request the device answers back with a LAPDm DISC message
that request BTS to terminate the multiple frame operation, releasing its Layer
2 connection [4]. We use this procedure instead of replying with a wrong SRES for
two reasons: first, it speeds up the SDCCH release cutting the number of needed
messages from 10 to 7; second, the authentication request message, containing
the challenge, already carries the proof that the HLR/AuC has been consulted.

Using the same rule, we now require 6 multiframes, 4 of which are carried
over SDCCH, leading to a channel holding time of 4× 235.38ms + 0.5s = 1.44s,
thus a 12 SDCCHs capacity of:

ρSDCCHs =
12

1.44s
≈ 8.3 requests per second (3)

Comparing each channel capacity and choosing the lower one, we argue that
GSM attacking capabilities are limited by the SDCCH channel at a rate of 8TPS.
This result tell us that a GSM-only attack can be mounted with 1563 SIMless
devices spread over the same number of cells. Furthermore, we have proved that
using SIMless devices is not only possible but, compared with the number of de-
vices required for a botnet based attack, allows reducing the amount of resources
of an order of magnitude. Finally, it is important to notice that the devices en-
rolled in a botnet are still positioned by their rightful owners, independently from
the attacker will. Thus, it is possible that an unusual clustering of users (e.g. an
event in a theatre or a concert) could produce a concentration of devices that
saturates the cell signalling bandwidth and prevents some of the botnets node
to fulfil their full attacking potential. On the contrary, the device we envision
is not owned by an unknowing user, it can be precisely placed by the attacker
and even remotely triggered to start the attack. All of these factors represents a
significant increase in the dangerousness of the described attack when compared
with the ones described in previous works.

5 Conclusions and Future Works

Cellular networks are one of the infrastructure designated as critical both in the
American and the European vision of the homeland security. This has lead to
a large number of studies that have analysed the architecture of the networks
to identify and possibly mend vulnerabilities that could be exploited to mount
attacks.

Each infrastructure has been deeply analysed and many possible sweet spots
for an attack have been neutralized; however, two new factors aggravate the com-
plexity in the infrastructure defence. The first of these factors is the appearance
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of programmable mobile phones; the second aggravating factor is, as it has been
already pinpointed in previous works [5] [6] the interplay between different well
known components: in this case coexisting different generations of networks. In
past works several ways to mount DoS attack leveraging the programmability
of modern smartphones have been described, however, these works described
methodologies that needed hijacking more than 10.000 smartphones with valid
SIM modules in order to mount a successful attack.

In this paper we have described a different approach, we have evaluated the
possibility to bypass the strict timings enforced by the cellular network proto-
cols by means of a dedicated radio device. This allowed us to prove that it is
possible to inject into the cellular networks signalling traffic without having the
control of valid SIM modules. The amount of resources that we can force the
infrastructure to squander through the network of a single generation (e.g. 2G,
the GSM network) is sufficient to produce a significant degradation of the ser-
vice although the number of needed devices is still very high. Nonetheless, this
result is very significant: first, the usage of a SIMless device allows gathering the
resources needed to mount the attack without interfering with users and running
the risk of being discovered; second, the usage of devices that are not in pos-
session of unknowing users allows optimal distribution of attacking devices and
removes the risk that the attack fails because of an incorrect placement of the
botnet nodes. The possibility to hit a single infrastructure component through
different generations of network, thus leveraging the interplay between network
generations in the cellular infrastructure, would allow reducing the number of
attacking devices need. In fact, combining the signalling bandwidth of GSM with
the one made available by the 3G (UMTS) let each attacking device to inject
more traffic into the network. The combination of this with what we presented
in this paper, though, is part of a broader study [17] which has been submitted
to the Journal of Ambient Intelligence and Humanized Computing.
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Abstract. In this paper, we introduce a new architecture for person-
alized services. The architecture separates access control using a user
own privacy policy from data storage for private information, and it
supports privacy policy management by users. We design a core mod-
ule, the Privacy Policy Manager (PPM). The module includes several
functionalities: ID management, privacy policy management, control of
information flows, and recording the flows.

1 Introduction

Personalized services have been successfully implemented in a variety of ser-
vices such as targeted advertisements, personalized searches, and location-based
services. Privacy breach has been a major concern for users of personalized ser-
vices, not only online web services but also offline real services. O2O (Online
to Offline) is a new direction for commercial services; however, privacy concerns
have become serious due to the expansion of service collaborations. Users have
been very concerned when diverted to services they were unaware of having any
relationship with. In fact, some research results [26,34] have suggested that In-
ternet ads personalized with private data leak users’ private information. On
the other hand, it has been suggested that the creation of privacy awareness can
assist users in dealing with context-aware services without harming their privacy
unintentionally [15].

Another issue is the burden of checking on and maintaining privacy policies[33].
Users must check the privacy policies of a service that is presented by a service
provider before using the service. Each service provider prepares a privacy policy
for each service, so users must often check on many privacy policies. Further-
more, it is troublesome that users cannot determine or customize the privacy
policies for themselves. If a user does not agree with the privacy policy of a
service, the user cannot use the service.

Solove suggested that the privacy self-management model cannot achieve the
goals demanded of it, and it has been pushed beyond its limits, while privacy
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law has been relying too heavily upon the privacy self-management model [43].
In his paper, issues involved in giving consent to a privacy policy are clarified
as: (1) developing a coherent approach to consent, one that accounts for social
science’s discoveries about how humans make decisions about personal data, and
(2) developing more substantive privacy rules. An experimental result [1] by Ac-
quisti and Grossklags shows a lack of knowledge about technological and legal
forms of privacy protection when confirming privacy policy. Their observations
suggest that several difficulties obstruct even concerned and motivated individ-
uals in attempts to protect their own private information. One article [41] also
suggested that users were not familiar with technical and legal terms related to
privacy. Moreover, it was suggested that users’ knowledge about privacy threats
and technologies that help to protect their privacy is quite inadequate [30].

The Platform for Privacy Preferences Project (P3P) [44,10] enables websites
to express their privacy practices in a standard format that can be retrieved
automatically and interpreted easily by user agents. The project provides user
agent modules that allow users to be informed of site practices and to automate
decision-making based on these practices when appropriate. However, in practice,
it is not used by online and offline services [40] due to complex policy definitions,
even though some browsers have a module for privacy matching. Furthermore,
it is only considered to implement the module on web browsers.

In this paper, we consider an architecture for personalized services, and so-
lutions to privacy problems related to personalized services. The architecture
separates data storage from access control based on a privacy policy, and it
supports privacy policy management by users. We design a core module named
Privacy Policy Manager (PPM) that provides two functionalities: ID manage-
ment and privacy policy management.

2 Towards Privacy-Preserving Personalized Services

In this section, we introduce the background of our study and clarify issues that
arise in designing the architecture.

2.1 Personal Data Service

A personal data vault has been presented as support for a user-transparent ar-
chitecture that can control information flow [19]. It is a secure container to which
only the individual has complete access. It decouples the capture and archiving
of personal data streams from the function for sharing that information. The
personal data vault would then facilitate the selective sharing of subsets of the
information with various services. There are some platforms that manage a per-
sonal data vault. An individual can execute functions in the personal data vault:
controlled push and informed pull. Each platform is managed by a company, so
individuals must trust the service provider of the platform. To solve this prob-
lem, the concept of Personal Data Service (PDS) has been presented, and some
research projects have provided tools for realizing individual-based management
of private information.
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The PDS is a platform that allows users to control their own information
by themselves. It is used for sharing personal data with friends and organiza-
tions that are trusted. The PDS holds an individual’s sensitive data such as
address, credit card, and employment and gives the user access control func-
tionality. The concept of the PDS is an individual-centric model, meaning that
centralized access control by each individual should be provided on their own
terminal. Both an access control mechanism and data stage for the sensitive
data are implemented in a program (such as a web browser) on the terminal.
By using the PDS, users are allowed to securely manage their own information
and control data flows of the information. Higgins [21] is a browser extension
including modules for PDS, and it supports PDS for browser interactions and
web client interactions. The project Danube [13] is another instance of PDS for
web services. The VRM project [42] is a research project that aims to provide a
platform and tools for realizing a personal data service. The project defines five
principles for customers who use privacy preserving services.

– Customers must enter relationships with vendors as independent actors.
– Customers must be the points of integration for their own data.
– Customers must have control of data they generate and gather. This means

they must be able to share data selectively and voluntarily.
– Customers must be able to assert their own terms of engagement.
– Customers must be free to express their demands and intentions outside of

any one company’s control.

On the other hand, there is a problem in that an individual must manage all
functionalities for protecting and controlling his/her private information. Thus,
a more user-friendly architecture is required. We will formalize issues for per-
sonalized services based on the above principles in the next subsection.

2.2 Issues for Personalized Services

There are some issues in existing services, handling of an individual’s private
information, when seen as a personal data service. The PDS solves some problems
outlined in this subsection, but some issues remain for constructing user-friendly
architecture. We should clarify the issues before designing an architecture for
personalized services. Four issues are summarized the following:

– Complexity. Current service providers issue their own privacy policies for
each service. Users must examine and accept a huge amount of information
in multiple policies before even beginning to use the services.

– Flexibility. Privacy policies are determined at the initiative of service
providers. Some conditions of privacy policies (including opt-out) may be
selected, but there is no guarantee that the conditions fit the user’s privacy
needs.

– Availability. Distribution of private information is restricted. Privacy related
information is useful for user-centric (personalized) services such as recom-
mendation services and support services. However, the service provider has
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appropriate methods for information distribution without privacy breach.
Each service provider presents its own privacy policy, and it only covers the
service from the service provider. Users hope to apply a common privacy
policy for all services.

– Assurance. Users are necessarily concerned about the management of private
information by the service provider. How to ensure the integrity of operations
and how to improve the credibility of service providers are important issues
as services using private information expand.

In this paper, we present an architecture that deals with the above issues.

3 Architecture for Personalized Services

In this section, we introduce an architecture for personalized services under a
new personal data service concept. To deal with the issues listed in the previous
section, we design an architecture that supports users in their effort to enforce
their common privacy policies and that reduces the complexity of operations on
the user side. The main features of the architecture are as follows;

– Separation of Access Control and Policy Management. We separate
the functionality of the personal data service into two parts: data storage
and access control. A trusted entity manages the access control portion to
support individuals in configuring appropriate privacy policies and control-
ling information flows based on those privacy policies. The construction of
data storage is beyond the scope of this paper; it is assumed that this is
managed by each individual or distributed into some domains. Privacy poli-
cies are managed in the trusted entity in order to apply common policies to
several services.

– Support for Policy Management. The architecture provides a mecha-
nism that supports management of user privacy policies. The mechanism
helps to create a common privacy policy of each user and optimize it based
on user suggestions.

– Interoperable Architecture. The architecture provides a function for ID
federation, and users delegate ID management for accessing several service
providers to the architecture side in conjunction with the common privacy
policy management.

– Log Management. The architecture has a proxy between users and service
providers. All communication is recorded into a trusted area of the architec-
ture. Thus, users can verify flows of private information.

Figure 1 shows the architecture. The main component of the architecture is a
Privacy Policy Manager (PPM). The PPM manages an individual’s privacy poli-
cies and controls flows of private information according to those privacy policies.
The PPM is built on a trusted entity in a domain, and each separate domain has
at least one PPM. Individuals register their privacy policy with a PPM located in
a domain to which the individual belongs, and configure the actions to be taken
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Fig. 1. Architecture for Privacy Policy Management

when a service provider requests private information whose delivery violates the
privacy policies. For example, the PPM asks an individual whether the private
information should be sent, when the act of sending the information is against
the privacy policy of the individual. Inter-communication between PPMs is con-
sidered in the architecture. If an individual moves to another area, it is expected
that the individual will access a PPM in the other area. In this situation, the
new PPM requests the PPM that has the individual’s privacy policy to transfer
the privacy policy or a notice of a judgment on whether private information can
be sent to a service provider.

Concept of Opt-In Domain. The “Opt-In Domain” is a concept for a com-
prehensive agreement on private information usage. Individuals generally have
been concerned about privacy breaches in many situations, because they think
that their private information may be used by unknown services or transferred to
other service providers. On the other hand, availability is a problem on the ser-
vice provider’s side, as discussed in the previous section. The “Opt-In Domain”
concept allows the use of private information not only by a service provider but
also by other service providers who are located in a certain area (same domain),
such as a local area, shopping mall, amusement park, small town, or university.
The use of private information is restricted within a boundary defined in physical
or virtual space1. In this concept, individuals define a privacy policy for a certain
domain and give service providers in the domain-permission to access the indi-
vidual’s private information that is gathered in the domain. Our framework fits
this concept because the PPM manages a comprehensive agreement on behalf of
service providers.

1 Note that a physical boundary is more acceptable to individuals, because it is an intu-
itive boundary, and individuals feel more confidence in this. Individual’s acceptance
of boundaries will be analyzed by an experiment in our future work.
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4 Privacy Policy Manager

The Privacy Policy Manager (PPM) is the core model for the architecture. Indi-
viduals are users of a PPM on their domain, and an individual’s privacy policy is
managed in the database of the PPM, and information flow is controlled based
on the privacy policies. The main role of the PPM is ID management, including
user authentication and privacy policy management. Figure 2 shows an overview
of the PPM. The PPM is similar to a proxy service including an access control
mechanism, and has the following functions;

– User authentication and ID Federation.
For user convenience, a single-sign-on scheme should be used. The PPM gen-
erates a pseudonym ID for each service provider and registers the pseudonym
IDs to service providers. Once a user logs into the PPM, the user uses ser-
vices provided by the service providers without additional login processes.
The PPM automatically translates the user’s original ID into the pseudonym
ID and notifies the login condition to a service provider, when the user uses
the service. The detailed mechanism of ID generation is explained in 4.2.

– Creation and Update of User Privacy Policy.
The PPM should provide a user-friendly GUI for creating a user’s privacy
policy. Furthermore, registered privacy policies should frequently be updated
based on records of service use. We define two functions fm and fw for privacy
policy management in later subsections.

– Privacy Policy Checking.
When a service provider requests that a user send private information, the



PPM: Privacy Policy Manager for Personalized Services 383

PPM should check the user’s privacy policy and decide whether to send the
private information.

– Storing Records of Service Use.
Visualization of flows transferring private information is an important role
of the PPM. All service access goes through the PPM. The PPM should hold
all logs of the information flow, and provide them to users. We consider a
concept called user consent log search, which is explained in 4.5

– Communication with other PPMs.
To support a roaming user who belongs to another PPM, the PPM should
have a communication function to ask for a privacy policy or a judgment
about privacy control. The protocols are summarized in 4.6.

– Anonymization and Obfuscation (Optional).
It is assumed that private information cannot be sent to a service provider
in the original form, but that it is possible to send it after anonymization
or obfuscation. For example, a user may allow the sending of approximate
location information instead of precise location information such as GPS
data. Thus, the PPM should have a function to modify private information
in order to satisfy the privacy policy of a user. We can use existing techniques
referred in section 5 for anonymization and obfuscation.

4.1 Procedure

The PPM has the role of a proxy that mediates communication between a user
and a service provider. A pseudonym ID is also provided by the PPM in order
to hide the user’s identity and avoid a privacy breach that would make the
user’s actions traceable across several services. The procedure in a sample case
of service use is as follows;

1. A user registers his/her privacy policy with the PPM before using services.
2. When a user registers with a service provider, the user first accesses the PPM

and requests a pseudonym ID with an identification of the service provider.
The PPM generates the pseudonym ID and sends it to the user.

3. When the user uses the service of the service provider, the user first logs in
with the PPM. The user accesses to the service provider using the pseudonym
ID. The service provider obtains authentication status from the PPM, then
provides the service to the user.

4. During service provision, the service provider requests that the user send
private information to the service provider via the PPM. The user sends
private information to the service provider via the PPM. The PPM checks
the privacy policy of the user and transfers the private information if allowed
by the privacy policy.

5. The PPM stores the logs of the transfer of the private information.
6. The PPM updates the privacy policy of the user, if needed.

An offline batch operation to update of a privacy policy may be allowed, when
updating would otherwise impose an excessive burden on the PPM.
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4.2 Pseudonym ID Generation and ID Management

When the same IDs are used to identify users for all services, there is a privacy
breach in that user activities on each service can be linked by their IDs. One
simple solution to this problem is to use different IDs for each service. Users’
activities then cannot be linked by their IDs even if service providers collude with
each other. However, using different IDs on each service means that the PPM
manages many IDs. We use a cryptographic technique for user ID generation
on the PPM in order to reduce the cost of ID management by the PPM. The
IDs that are used by service providers for user identification are generated from
the user login ID plus a user secret like his/her password to the PPM, using a
cryptographic technique.

A “pseudonym ID (pID)” is generated and used for each service in the ar-
chitecture. The relationship between the newly generated ID and the user login
ID (uID) is hidden in the pID itself. The PPM, which generated the ID, re-
tains a master key Km and does not have to maintain the relationship itself. An
encryption key Ks is generated as Ks = H(Km||user secret), where H(∗) is a
cryptographic hash function like SHA-256 and user secret is an input by the
user during the user authentication process. The symbol || denotes concatenation
of data. Note that the PPM does not hold Ks itself as a security requirement.
The ID generation scheme is shown below;

pID = EKs(uID||Sinfo)

where Sinfo represents any bit string that is different for each service provider,
such as the name of the service provider, and EKs(∗) is a symmetric key encryp-
tion algorithm with a secret key Ks. We use AES-256 (Advanced Encryption
Standard with a 256-bit key) as the encryption algorithm for ID generation.
The PPM dynamically generates the ID for each service provider and sends it
to the user. We assume an offline attacker who can access local files of the PPM
but cannot obtain any information from code that is executing on the PPM or
a physical memory of an environment running on the PPM. That means that
we assume an attack by a curious operator of the PPM. The PPM execution is
protected by using software tamper-resistant techniques and memory-protection
techniques; however, the curious operator (offline attacker) still has a chance
to examine local files. The pseudonym ID is generated from a user secret and
the master key Km securely embedded in the PPM. Thus, the offline attacker
cannot generate the pseudonym ID, and tracing the actions of a particular user
is impossible.

4.3 Privacy Policy Creation and Modification

The PPM has the function of creating and updating user privacy policies. It is
an essential task for a user to configure a precise privacy policy before service
use. In our architecture, the PPM provides two steps: initial creation of a privacy
policy and customization of the privacy policy.
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A hierarchical structure is used to define a privacy policy P in the PPM. Let
Pi ∈ P (0 ≤ i ≤ li) be the ith item in the policy, and Pi has sub-items Pij

(0 ≤ j ≤ lij). If P0 = A, then all items are allowed. In a similar fashion, Pij

has sub-items Pijk. If the parent item is A, then all child items are A. In the
initial policy creation, a user defines a policy for each top-level item such as
P1 = A,P2 = ¬A,P3 = ¬A, ..., where A denotes ”allowed to send”, and ¬A
denotes ”not allowed to send”. For example, if P1 is a policy governing location
information from the GPS of the user’s terminal, the location information can
be sent to all service providers. Thus, almost all items in the initial policy are
defined as ¬A.

When a user uses a location-based service, the PPM receives a request with
a permission description Dx (that is the same as a description of privacy policy
items) from the service provider, and checks the privacy policy governing location
information. For example, the permission description is denoted as ”Dx = P1433:
Brief location information (town level) for a trust level 3 service provider”. Let
bx be a feedback from the user for the permission description Dx. If the policy
governing location information says that P1 = ¬A, the PPM asks the user
whether the permission described is allowed (bx = 1) or not (bx = 0). If the
user grants permission, the location information is sent and the privacy policy is
updated to add the item P1433. Thus, the policy is modified as fm(P , Dx, bx) =
{P1 = ¬A,P14 = ¬A,P143 = ¬A,P1433 = A}, where fm(∗, ∗, ∗) is a modification
function of the privacy policy. Then other items such as P1432 are implicitly
configured as ¬A. For precise and usable privacy policy setting, we need to
define groups of service providers. The above example case includes ”trust level”
as an index for grouping. The trust level should be defined by a trusted entity
such as a rating agency selected by the users as trustworthy. Another case is to
define two groups: a group of service providers in the same domain and a group
of service providers out of the domain. This definition is reflected by ”opt-in
domain” explained in section 3.

We also consider a policy recommendation, which can be presented during
the initial policy creation. The PPM shows an individual an example privacy
policy of a user who has a similar profile as the individual, or a typical policy
setting. Furthermore, it is possible to recommend modification of the privacy
policy based on the privacy policies of similar users. Kelley et al. presented
a user-controllable policy learning approach that involves neighborhood users’
searches to explore incremental modifications of the user’s current policy [31] and
applied it to the people-finder [35]. We apply a similar technique to our policy
generation and modification to reduce the complexity of operations required of
users. Privacy policies should be encrypted by the master key Km and stored in
the user privacy policy database.

4.4 User-Friendly Interface for Privacy Policy

One problem with privacy policy management by the user is the complicated
descriptions required in a privacy policy. To realize user-friendly privacy policy
management, we should consider two technical issues: (1) the policy should be
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easy to configure, and (2) the policy should be easy to understand. Issue (1)
was discussed in the previous section, so we mainly discuss issue (2) in this
subsection.

To realize an easily-understood overview of a policy, a transforming function
fw(x, y, z) from the machine-friendly format to a user-friendly format is needed.
We consider the use of a layered view of a privacy policy. The initial view of the
privacy policy is the top level, and the relevant part of the second level of the pri-
vacy policy is shown when a user clicks a certain top level item. The item that
describes exceptions to items should be shown and other common items are dis-
played as one-paragraph descriptions. Let d be the level of description, and u be
a user preference for a view of a privacy policy. The function fw(∗, ∗, ∗) outputs a
privacy view Pview as fw(P , d, u) = Pview . For example, fw(P , d1, uk) = {P0 =
A,P1 = ¬A,P2 = ¬A, ..., Pli = ¬A}, where d1 is the top-level of the privacy
policy P , and uk is a preference of a user k. In the example case in the previous
subsection, fw(P , d4 = 143∗, uk = all) = {P1433 = A, others = ¬A}, because
common items are merged. The policy view is optimized for each user, by using
the user preference that is based on requirements and feedbacks input from users.

Another point is the description of each item; user-friendly description should
be used to indicate the item. One useful technique is to highlight critical parts
or unusual parts of the policy. For example, when items that many other users
agree to is also agreed to by the user, the items are indicated with green color,
and an item that includes critical private information or where many other users
disagree is indicated red when the user agrees to the unusual item. A detailed
design for privacy policy visualization is an open issue for our future research.

4.5 Log Management

The PPM stores records of private information flows that include pseudonym
ID, date and time, service provider name, and types of private information that
have a structure similar to those mentioned in the privacy policy definition, but
not include private information itself. The records are written into the service
log DB of the PPM. Users can search their own records using retrieval keys:
user ID and service provider name, user ID and type of private information, and
three keys of user ID, service provider name, and type of private information
within a given range of dates and times. The database should be encrypted and
protected against external attackers.

User Consent Log Search. The PPM cannot trace or search user logs without
the consent of the user. User authentication is required to search the database
and a user provides user secret to the PPM during the authentication process.
The PPM cannot compute a secret keyKs to generate the pseudonym ID without
user consent, because the secret key Ks is needed to generate a pseudonym
ID. Thus, it is impossible for an offline attacker such as a curious operator of
the PPM to search a particular user’s records. There are some cryptographic
techniques for private search, but those schemes requires heavy computational
costs; thus ,we design a lightweight user consent log search scheme.



PPM: Privacy Policy Manager for Personalized Services 387

4.6 Interoperability between PPMs

A user accesses a PPM in a domain that the user belongs to, and uses several
services in the same domain. For more general use cases, we should consider the
case in which the user may access other PPMs in different domains. To build
PPMs in different domains, we realize a distributed architecture of PPMs, and
a concentration of transaction to a PPM is avoided. The PPM has connections
with service providers in the same domain, and privacy policy formats for the
service providers, but the PPM may not have access to service providers in
different domains and appropriate privacy policy information about the service
provider. Therefore, users have to use a separate PPM in each domain. When
the user accesses a PPM in a different domain, that PPM has to transfer the
user’s request to the PPM in the user’s home domain. This situation is similar to
roaming schemes for user authentication. Protocols should be designed for the
interoperability of PPMs. There are four protocols for realizing interoperability.

– A protocol for requesting user authentication from the home PPM.
– A protocol for downloading a user privacy policy from the home PPM.
– A protocol for uploading a modified user privacy policy to the home PPM.
– A protocol for sending logs of service use to the home PPM.

After user authentication is successful, the PPM downloads the user privacy
policy from the home PPM of the user. The user privacy policy is modified, where
the user privacy policy does not include permission items needed for service
use. The PPM asks the user whether the permission items are allowed, and if
so, adds the permission items to the user’s privacy policy. The modified user
privacy policy should be uploaded automatically to the home PPM, and the
old user privacy policy is then replaced by the uploaded privacy policy. A public
key infrastructure is needed for mutual authentication between PPMs. A private
key is securely embedded in the PPM. The general steps of the protocols are as
follows;

1. PPMs establish a secure channel to execute an authenticated key exchange
protocol including public-key-certificate-based mutual authentication such
as the ephemeral DH with RSA certificates mode (DHE-RSA) in TLS 1.2
[16]. Each PPM is endorsed by a trusted entity and holds a valid certificate,
so a PPM can authenticate other PPMs to execute the authenticated key
exchange protocol.

2. PPMs communicate with other PPMs using the protocols. All transaction
data is sent via a secure channel, so all transaction data is securely protected.

5 Related Work

In this section, we introduce related work regarding an architecture for privacy
preserving services.
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5.1 ID Management for Privacy Protection

The Identity management (IdM) [9] technique is a method to control user in-
formation, which was originally developed for intra-net use. The concept of a
user-centric IdM [18,2] is also one of the most important features for privacy
protection on IdM. Under this concept, users have the right to control their
identities, which are shared among ID providers (IDPs) and service providers
(SPs). Therefore, IDP requires user permission, if it is to provide user infor-
mation to SPs. J. Altmann et al. have proposed a user centric framework for
IdM [2]. The framework provides comprehensive IdM for users and protects user
concerns without revealing business interests.

5.2 Privacy Policy Management

The Privacy Bird [11,12]is an extension of a web browser and automatically re-
trieves the P3P policies of a web site. However, Kolter and Pernul[33] suggested
that the available privacy preference settings of the Privacy Bird result in inade-
quate user acceptance, putting the ultimate goal of real-world use at risk. Thus,
they proposed a user-friendly, P3P-based privacy preference generator [33] for
service providers, including a configuration wizard and a preference summary.

Yee presented a privacy policy checker [47] for online services. The checker
compares user privacy policy with provider privacy policy and then automati-
cally determines whether the service can be used. Biswas presented an algorithm
[7] that detects conflicts of privacy settings between user preference and the re-
quirements of an application on a smart phone. Privacy Butler [46] is a personal
privacy manager that can monitor a person’s online presence and attempt to
make corrections based on a privacy policy for user’s online presence in a so-
cial network. The concept of the Privacy Butler is similar to the concept of our
project, but it focuses on modifications to content hosted by social networking
services; it monitors whether the modification is a satisfactory match for the
privacy policy. Privacy Mirror [8] is a tool that is intended to show users what
information about them is available online.

Some languages to describe privacy policies have been presented in [10,14,6].
Backes et al. examined some comparisons of enterprise privacy policies using
formal abstract syntax and semantics to express the policy contents [4].

The objectives of the VRM project [42] are making individuals the collection
centers for their own data and giving them the ability to share data selectively,
controlling how their data is used by others, and asserting their own terms of
service. The concept is based on Personal Data Service (PDS) and it is essentially
similar to our proposal, but their approach is a combined model of access control
and data storage.

5.3 Privacy Preserving Techniques

Adnostic [39] is a privacy-aware accounting tool to correctly bill advertisers with-
out leaking the private information identifying which user clicks on what ads.
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RePriv [22] provides a verified miner tool through a browser plug-in that allows
a user to control how much private information leaves through a browser and to
which web site. Guha et al. presented a way of disguising the user’s identity and
obfuscating private information before releasing it [27]. Hardt and Nath proposed
a flexible framework [28] for personalizing ad delivery to smart phones. They pro-
posed a differentially-private distributed protocol to compute various statistics
required for their framework. Kido et. al. proposed a false dummy method [32],
where a user sends n different locations to a location database server, with only
one of them being correct (the rest are “dummies” that mask the true location).
Hong and Landay introduced an architecture based on landmark objects [29],
in which users refer to the location of a significant object (landmark) in their
vicinity, rather than sending an exact location. This scheme makes it difficult
to control the granularity of location information and thus may not be suit-
able for some types of location-based services. Recent research [37] has focused
on establishing location anonymity in the spatial domain. Gruteser and Grun-
wald [25] suggested “blurring” the user’s location by subdividing space in such
a way that each subdivision contains at least k − 1 other users. Gedik and Liu
[23] adapted this to allow users to be assigned personalized values of the mask-
ing parameter k. Mokbel et. al. presented a hierarchical partitioning method to
improve the efficiency of location perturbation [38]. Selection of optimal subdi-
vision spaces was investigated in [36,5]. In [24] a decentralized approach without
an anonymizer was considered in order to realize good load balancing. However,
communication between users is required to calculate the anonymized location
information. Ardagna et al. presented a location obfuscation [3] that provides
privacy-preserved location information without relying on trusted entities. Per-
turbation methods[20,45,17] iare used for adding a random noise as chaff in an
interactive setting.

6 Discussion and Conclusion

We have presented an architecture for privacy-preserving services and designed
a core module PPM. The PPM supports privacy management by users and acts
a proxy that checks flows of private information and records them. Our concept
is a delegation of access control and policy management that are inconveniently
complex for users to a trusted third party, even though our architecture is based
on the concept of PDS. In the architecture, users can verify that private in-
formation flows use the service log database. Furthermore, our design of the
PPM includes consideration of a potential offline attacker in order to ensure
the security of the PPM. Availability and flexibility are achieved by the PPM
which provides centralized management of common user privacy policies and
a policy checking mechanism that refers to the common policies. As suggested
in published studies [15], it is expected that users should be able to easily use
user-centric services to provide a clear view of information flows and to ensure
access control based on their own privacy policies.
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We are implementing a prototype system using the PPM and plan to conduct
a demonstration experiment using the prototype system in a large shopping area.
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Abstract. In recent years, people-centric sensing networks have attracted much 
research effort. To date, there are still some significant security and privacy 
challenges in people-centric sensing networks. In this paper, we focus on the 
private data sharing and protection in people-centric sensing networks. First, we 
formalize the network model with relay nodes which improves the data for-
warding efficiency of networks. Second, we propose a novel Attribute based 
Private data sharing protocol in People-centric sensing networks (APP). Rely-
ing on the technology of ciphertext policy attribute based encryption, our APP 
protocol can protect the privacy and integrity with efficient approaches of  
authentication, encryption, transmission and decryption. Also, we propose an 
associative data indexing scheme to improve the private data sharing perfor-
mance. Finally, we discuss the performance evaluation of APP protocol in  
detail and find that it can achieve much better efficiency. 

Keywords: people-centric sensing networks; relay nodes; privacy; security. 

1 Introduction 

In recent years, people-centric sensing networks, such as BikeNet [1], CitySense [2], 
have been subject to extensive research efforts. Unlike traditional sensor networks 
where humans are passive data consumers that interact with physically embedded 
static sensors, people-centric sensing networks allow people to collect, store, process, 
or share information with friends by carrying mobile sensing devices [3]. Nowadays, 
with the widely used popular consumer electronics like PDAs and mobile phones, the 
people-centric sensor networking issues have attracted a lot of research efforts (such 
as [4], [5]). 

In a people-centric sensing network, humans, rather than physical devices, are the 
focal point of the processed sensor-based information. With the ubiquitous devices, 
people can gather, analyze, and share targeted information about their daily life pat-
terns and activities like [6]. 
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While it brings forth an amazing domain of new applica-tions (such as the Metro-
Sense Project [7], the UCLA Urban Sensing Project [8], the CitySense Project [9] and 
so on), there are still some significant security and privacy challeng-es in people-
centric sensing networks[10] [11]. 

1.1 Secutrity and Privacy Challenges 

Since sensor devices carried by people are highly mobile, the topology of the network 
is not fixed at all. The research about people-centric sensing inspires some new archi-
tectures and applications, such as [12], [13]. The private data is gathered and transmit-
ted frequently among the sensor nodes and strong cryptographic techniques should be 
employed [14] [15]. The existing security approaches with fixed topologies cannot be 
employed in people-centric network at all [16] [17] [18] [19]. 

• Privacy 

The people-centric sensing applications entail unrestricted dissemination of consum-
ers’ sensor data. Users have to control who can access information about their private 
data. Critical access controlling and cryptography technologies should be employed. 

• Integrity 

Generally, a people-centric sensing system provides anonymity to those nodes that are 
tasked. It’s difficult to guarantee the integrity of information. If a user falsifies data, 
it’s hard to trace the misbehaving. It’s always a major challenge to find an approach 
that balances privacy with data integrity. 

In people-centric sensing networks, we can provide the security protections by en-
crypting data with different keys when users want to share the private information 
with others.  

• Symmetric key encryption 

In symmetric key encryption, consumers have to discuss a uniform key before they 
share private data. In an people-centric sensing network, the sensor devices are not 
approached to each other all the time. Key distribution and management is really very 
hard when somebody wants to send messages. 

• Conventional public key encryption 

In conventional public key encryption like RSA, an encryption key and a decryption 
key are used. One should know the public key before data sharing. The storage of 
public keys and communication cost both are considerable critical when sensor nodes 
have to share data with many other nodes. Also, this will lead to similar key manage-
ment problems as symmetric key encryption. 

• Identity based encryption 

Identity based encryption (IBE) is a form of asymmetric cryptography [20] [21]. Un-
like RSA, IBE has simplified key generation and management approaches. Generally, 
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the public keys are generated from identity strings and only the CA or PKG (private 
key generator) can create the private keys to decrypt the data. When the sensor node 
wants to share data with others, it doesn’t have to store many public keys [22]. How-
ever, when somebody wants to share data with many friends, he has to encrypt the 
same data for many copies with different public keys. 

• Ciphertext policy attribute based encryption (CP-ABE) 

CP-ABE [23] is type of public-key encryption. In CP-ABE scenario, users’ private 
keys are associated with sets of attributes. A user can encrypt a data with a specific 
access policy, defining types of receivers who will be able to decrypt the ciphertext. 
Users post sets of attributes to obtain their corresponding secret keys from the third 
party, private key generator. The decryption of a ciphertext is possible only if the set 
of attributes of the secret key satisfies the access policy associated to the ciphertext. 

In this paper, we focus on designing a high security and private protection protocol 
based on CP-ABE to solve the privacy and integrity challenges in people-centric sens-
ing networks. 

1.2 Our Contributions 

Based on the above observations, in this paper, we propose a novel Attribute based 
Privacy aware data sharing protocol in People centric sensing networks (APP). Based 
on CP-ABE, the proposed APP protocol provides outstanding security and privacy 
protections in people-centric sensing networks. Specifically, the contributions of this 
paper are threefold. 

First, we heuristically propose the people-centric sensing network model with relay 
nodes. Since data is forwarded in an opportunistic way in people-centric networks, 
relay nodes can improve the data forwarding efficiency of networks. 

Second, we propose the APP protocol, an attribute based privacy aware data shar-
ing protocol in people centric sensing network. With relay nodes, APP protocol can 
achieve high transmission efficiency. In addition, APP can also resist most existing 
security threads in people-centric sensing networks, such as data analysis attack, trac-
ing attack and so on. 

Third, we give the security analysis and the performance evaluation with commer-
cial ARM experimental platform. The experimental results show that our APP proto-
col performs reasonable performance. 

The rest of the paper is as follows. We give the brief introduction to CP-ABE in 
Section 2. In section 3, we formalize the people-centric sensing network and thread 
models and identify our design goal. Then, we present the APP protocol in Section 4. 
Security analysis is given in Section 5, followed by the experimental results and per-
formance evaluations in Section 6. Conclusion can be found in Section 7. 

2 Ciphertext Policy Attribute Based Encryption 

Ciphertext Policy Attribute Based Encryption (CP-ABE) was proposed by Bethen-
court et al. in 2007 [23]. In CP-ABE, a set of attributes defines a user and access  
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policy defines which ciphertext an authorized user is able to decrypt. Private Key 
Generator (PKG), a trusted third party handles the issuance of private keys. 

CP-ABE uses a Bilinear Map system to achieve its security goals. In this section, 
we will give the brief introduction to bilinear maps and show the algorithm of CP-
ABE scheme. 

2.1 Bilinear Maps 

In this part, we present a few facts associated to groups with bilinear maps. 
Given two multiplicative cyclic groups 0G , 1G  and a generator g  for 1G , a Bi-

linear map e  can be defined as 0 0 1:e G G G× →   [24]. The bilinear map e satis-

fies two properties: 

• Non-degeneracy: ( , ) 1e g g ≠ . 

• Bilinearity: ( , ) ( , )a b abe u v e u v=  for all 0,u v G∈  and , Z pa b ∈ . 

If the group operations in 0G  and the bilinear map ( , ) ( , )a b abe u v e u v= are 

both efficiently computable, 0G  is a bilinear group and e  is symmetric since 

( , ) ( , )a b b ae g g e g g= . 

2.2 The CP-ABE Scheme 

The CP-ABE scheme consists of five functions [23] [25]. 

• Setup The Setup function will choose a random bilinear group 0G  of prime order 

p  and generator g . The function will return a master key ( , )gαβ  and a pub-

lic key 0PK G= , g , h g β= , 1/f g β= , ( , )e g g α with two random expo-

nents , Z pα β ∈ . 

• Encrpyt( PK , M ,τ ) This function encrypts a message M  with the public key 
PK and the access policy τ . 

• KeyGen( MK , S ) This function generate a user private key with the master key 

MK and an attribute set S . 

• Decrypt( CT , SK , x ) This function is used to extract the secret message asso-

ciated with the file CT with a private key SK and a node x  which comes from 
access policy treeτ . 

• Delegate( SK , 'S ) This function enables a user to delegate some or all privileges 

to another user with his own private key SK . 
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3 Models and Design Goal 

In this section, we formalize the people-centric sensing network model with relay 
nodes. Then, we give the threat model and our design goal. 

3.1 The People-Centric Network Model With Relay Nodes 

With relay nodes, people-centric networks can achieve high transmission efficiency. 
Such networks are characterized by five kinds of network roles and each kind of 
which has unique characteristics. The network model is shown in Fig. 1. 

 

Fig. 1. The people-centric network model with relay nodes 

• Certificate Authority (CA): Every sensing node must be registered in CA if it’s first 
time to access to the people-centric sensing network. CA publishes the public key 
which is used to encrypt private data. CA can produce the private key with a set of 
attribute posted by the requester. In this paper, we assume that all information ex-
change on the internet between CA and consumers uses conventional protocols 
such as SSL. 

• Data Service Center (DSC): DSC is isolated with the CA and there are no users’ 
private keys stored in DSC. All data stored in DSC is encrypted. We assume that 
the DSC is honest. It will not modify or delete users’ data and it will never under-
stand the context of private data. 

• Sender: Sender is a sensing node that wants to share private data with others. All 
private data should be encrypted with a self-defined access policy before trans-
ferred. If the destination node is nearby, the private data will be sent to it directly. 
Otherwise, the data will be sent to the DSC when the sender node can connect to 
the DSC server. If can’t, the data will be stored in local and transferred to neighbor 
nodes when it can connect to. 
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• Relay: Relay is a sensing node that is not the destination node but can forward the 
encrypted data to other nodes. Similar with a sender node, relay will send data to 
DSC when it can connect to the server. Otherwise, it will gather the encrypted data 
and transfer it to other nodes when it can connect to. 

• Receiver: Receiver is the destination of the sender node. In order to gain the pri-
vate data from sender, receiver posts a query request to the DSC server and gains 
data from DSC. Receiver tries to decrypt data with its own private key. If receiver 
gathers data from other nodes is exactly the wishing data, it won’t send it to DSC 
again. 

3.2 Assumptions 

In our people-centric sensing network model, we assume that only CA can generate 
private keys used for decrypting data. DSC is honest and won’t delete and modify 
users’ data. Sensing nodes cannot create the secret keys needed to decrypt the mes-
sage. We assume that PK is the public key and SK is the private key. Users can obtain 
the master public key PK and their own private keys preliminary. The communication 
between CA and users employs security protocols like SSL. 

3.3 Threat Model 

In our threat model, CA and DSC are trustable and honest. However, the sensing 
nodes are honest but may be curious. 

In specific, we consider the adversary can perform the following attacks to subvert 
privacy and security. 

• Eavesdropping Attack: After eavesdropping a packet, the adversary tries to recover 
the private data and identify the source node. 

• Obfuscation Attack: The adversary may swap data from different packets to con-
fuse the receiver nodes. 

• Tracing Attack: The adversary eavesdrops the transmission of a single packet and 
tries to trace the source and destination locations. 

• Matching Attack: The adversary may try to generate many keys and encrypt all 
possible values using different keys to determine whether there is a match for the 
packet that he eavesdrops. 

3.4 Design Goal 

Our design goal in this paper is to develop an attribute based privacy aware data shar-
ing protocol in people centric sensing network. Specifically, we focus on the follow-
ing two desirable objectives. 

• Resisting privacy-related attacks in people-centric sensing networks. In people-
centric sensing networks, the collected and delivered data is usually associated to 
users’ private information. Therefore, the users’ privacy must be protected in order 
for people-centric sensing networks wide acceptance to the public. 
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• Achieving effectively private data sharing performance. When users want to share 
private data with friends, we can encrypt data with different keys for each node. 
This will cost much computational resource and transmission overhead. Therefore, 
we must improve the private data sharing performance. 

4 Proposed APP Protocol 

Security and privacy challenges have been discussed in Section 1. In this section, we 
present our attribute based privacy aware data sharing protocol in people centric sens-
ing network (APP). APP protocol is based on CP-ABE which has been introduced in 
Section 2. The security assumptions are shown in Section 3.B. 

APP protocol consists of the following four phases: First is the initialization phase 
where the consumer first joins in the network. Second is the data collection phase, 
which outlines how sensing nodes encrypt the private data. Following is the data deli-
very phase that describes how a sensing node transfers data to DSC or to a neighbor 
node. Finally, the data retrieve phase occurs when a receiver node needs to obtain 
data from DSC. In APP protocol, users should be authenticated with each other first 
before their communication. 

We first describe the authentication approach employed in APP protocol and then 
delve into the details of our protocol. 

 
Algorithm 1. Authentication between nodes 
1. Each node (Alice and Bob) derives a random number N and string Au which is part of 

its own attribute set S. 
2. Alice generates string m1 = (N | Au-Bob) and Bob generates string m2 = (N | Au-

Alice). 
3. Alice calculates c1 = Encrypt(m1,SKAlice) and sends it to Bob. 
4. Bob calculates Decrypt(c1, Au-Alice) to gain N and Au-Bob. If Au-Bob is incorrect, 

the authentication will break down. If not, go to step 5. 
5. Bob calculates c2 = Encrypt(m2,SKBob) and sends it to Alice. 
6. Alice calculates Decrypt(c2, Au-Bob) to gain N and Au-Alice. If Au-Alice or N is 

incorrect, the authentication will break down. If not, authentication accom-
plished.

4.1 Authentication 

The authentication algorithm employs when the sensing nodes (Alice and Bob) need 
to communicate with each other. When a sensing node accesses to the DSC server, 
authentication also should be employed. 

4.2 Description of the APP Protocol 

1) System Initialization 
Based on the system requirements, the following steps should be performed to boot-
strap the whole system. 
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• CA first chooses a random bilinear group 0G  of prime order p  and generator 

g , and two random exponents , Z pα β ∈ . Then CA gains a master key 

: ( , )MK gαβ and a public key
0PK G= , g , h g β= , 1/f g β= , ( , )e g g α . 

• Each user 1 2{ , , }iu U u u∈ =   announces the attribute set iS . The user iu  

registers in CA with his attribute set. 

• CA generates the private key iSK  with iS  and MK . Then, CA pushes the 

private and public keys to the registered user back. 

2) Data collection 
  

Algorithm 2. Encrypting data by sender nodes 
1. Sender node generates a random number N and string Au which is part of its 

own attribute set S. 
2. Sender node defines access policy τ. 
3. Calculate m1 = (N | Au), m2 = (N | data). 
4. Calculate c1 = Encrypt(PK,m1, τ). 
5. Calculate c2 = Encrypt(PK,m2, τ).

 
The tuple (c1, c2) is then stored in the sender node memory. Note that the access 

policy τ allows the receiver and himself to decrypt the data. Such policy avoids data 
duplicate delivering in a loop between nodes. 

 
3) Data delivery 
In APP scheme, sensing nodes will deliver its data to DSC first when it wants to share 
data with others. If the node cannot reach to the DSC server, it will deliver its data to 
neighbor nodes. 
 
4) Data retrieve 

 
Algorithm 3. Data retrieve by receiver nodes 
1. Calculate Decrypt(c1,SK), get N1 and Au. 
2. Calculate Decrypt(c2,SK), get N2 and data. 
3. if N1 equals N2 then  
4.     receiver accepts Au and data 
5. else 
6.     Drop data. 
7. end if
 
The sensing node will request data from the DSC periodically when connecting to 

the DSC server. If the sensing node cannot connect to DSC server, it receives data 
from relay or sender nodes. 

When the data has been gathered in the receiver sensing nodes, the algorithm 3 
will be conducted to retrieve data. 
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Since all private data is encrypted, the DSC cannot return specific encrypted data 
packets associated with users. The DSC server can return c1s for the receiver node 
first. The sensing node tries to decrypt c1s first and decides whether to accept the 
private data from users with attribute Au. Since the length of c1 is much shorter than 
that of c2, this approach can improve efficiency and reduce the communication time. 
Since the DSC server understands nothing about the context of the tuples, it’s unable 
to index any of tuples. This feature protects the privacy of the sharing data. 

4.3 Query Improvement 

In APP protocol, the receiver node has to query all the encrypted tuples in DSC in 
order to gain the shared private data. Assuming there are n tuples in DSC, the receiver 
node will cost O(n) time to decrypt the c1s to determine which tuple should be ac-
cepted. We define this produce as Query. 

When there are amounts of tuples in DSC, the APP protocol will achieve poor per-
formance. The poor performance is because the DSC server is unable to index any of 
the tuples. Since the DSC server learns nothing from the encrypted tuples. For in-
stance, consider that the sender node may want to share amounts of private data with 
receiver nodes. The sender node will encrypt data with the same access policy. We 
can achieve reasonable performance if the index is constructed. 

In order to improve the query performance, we propose the Associative Data Index 
and query scheme (ADI). The ADI scheme consists of the following two produces. 

 
1) Associative data indexing 

• Suppose that the sender node encrypts amounts of private data with access policy 
tree τ and gains the tuples {(c1, c2)1, (c1, c2)2, ···, (c1, c2)k}. 

• The sender node calculates the message 
2 1 2( | | | | )km N p p p=  , where 

, (1 )ip i k≤ ≤  means the index pointing to (c1, c2)i. 

• The sender node calculates 
2 3( , , )c Encrypt PK m τ= . 

2) Querying 

• The receiver node query c1s from the DSC server. 
• If the receiver node decrypts data and gains the index mes-

sage
1 2( | | | | )kN p p p , it will drop all the other tuples which are not associated 

with the index data. 

With ADI scheme, we can reasonably improve the query performance. Since DSC 
learns nothing about the tuples, ADI improves the query performance and also pro-
tects the privacy of users. 



402 B. Liu et al. 

 

5 Security Analysis 

In this part, we give the security analysis of our proposed APP protocols. In our secu-
rity protocol, we assume that CA and DSC are honest. We assume that the private key 
distribution is security when SSL or other security protocols employed. 

• Resilience to Eavesdropping Attack 

In the proposed APP protocol, the sender node has encrypted private data into a tuple 
(c1, c2). The adversary eavesdrops the tuple (c1, c2) during the secret message deliver-
ing to the DSC server or to neighbor nodes. If the adversary is able to recovery the 
original data after gathering amounts of tuples, he will be success in his attack. The 
adversary will learn nothing from the ciphertext without the destination node’s private 
key. Therefore, the proposed APP protocol can resist the eavesdropping attack. 

• Resilience to Obfuscation Attack 

Considering that, a curious relay node can gain encrypted tuples from different com-
munication links. It may swap the c2s from different tuples to confuse the receiver 
node. 

Notice that in an encrypted tuple, it embeds the same random number N in both c1 
and c2. The receiver node accepts the data in c2 only if both random numbers match. 
Therefore, the proposed APP protocol can resist the obfuscation attack. 

• Resilience to Tracing Attack 

First, the destination node information is encrypted in each tuple with access policy τ. 
The ciphertext can be decrypted only if the private key SK satisfies τ. The adversary 
can learn nothing about the destination and can’t generate the private keys. 

 

Fig. 2. The nodes play as mixed roles in people-centric sensing network 
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Second, every sensing node in people-centric sensing network plays the sender, re-
lay and receiver role at the same time. As it shown in Fig. 2, the sensing node D plays 
the relay role to node A and C, the sender role to node B and the receiver role to 
DSC. The adversary can’t distinguish where the data really comes from and where is 
going to. 

By summarizing the above, the proposed APP protocol can resist tracing attack. 

• Resilience to Matching Attack 

The adversary may try to generate many public keys and access policies, and encrypt 
all possible values using different public keys and policies to determine whether there 
is a match for the tuple (c1, c2). Since the sharing private data is various (such as mes-
sages and photographs), and every encrypted tuple uses a random number, the tuples 
will be quite different even using the same public key, same access policy and by the 
same sender. 

Relying on CP-ABE, our proposed APP protocol can protect the privacy and  
integrity with efficiently authentication, encryption, transmission and decryption  
approaches. 

6 Performance Evaluation 

In this section, we study the performance of the proposed APP protocol. The perfor-
mance evaluation metrics are key generation time, encryption time, data transmission 
overhead and decryption time. The data transmission overhead is defined as the in-
creased data size after encrypted private data with different access policies. In addition, 
following the earlier design goal, we analyze the private data sharing performance. 

In APP protocol, we employ the CP-ABE toolkit [25] on commercial ARM expe-
rimental platforms (S3C6410, 667MHz, ARM 11 Series (1176) [26]). 

 

Fig. 3. Key generation time with different attribute scales 
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6.1 Key Generation Time 

All private keys are produced by CA. We use personal computer as CA server (1GB, 
Intel i5@2.5GHz) and test the private key generation time with different scales of 
attributes. The result is shown in Fig. 3. 

As it shown in Fig. 3, it will cost more time to generate a private key with a larger 
attribute scale. For example, it costs 0.3401 second to generate the private key with 
only one attribute while 3.4234 second with sixty-four attributes. The attribute scale 
should be balanced between security demands and key generation time. 

6.2 Encryption Time 

Encrypting data with different access policies will lead to different time overhead. In 
CP-ABE scheme, access policy is a ‘AND’ and ‘OR’ tree structure [23]. Leaf nodes 
are the certain access requirements. We measured the encryption efficiency of CP-
ABE with different leaf scales and fixed data size (1KB). As is shown in Fig. 4, criti-
cal access policy will lead to much encryption overhead. 

 

Fig. 4. Encryption time with different access leaf scales and fixed data size (1KB) 

6.3 Data Transmission Overhead 

In APP, data transmission overhead mainly means the encrypted data size. We con-
duct experiment with different access policies and different data sizes and find that 
the increased encrypted size only associated to access policies. The experiment result 
is shown in Fig. 5. For example, the increased data size is 9532 bytes when we want 
to share private data with friends with a certain 32 leaf nodes access policy. The in-
creased data size has less relationship with original data size. Therefore, the access 
policies should be balanced between the increased data size, the encryption time and 
security demands. 
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Fig. 5. The increased data size with different leaf nodes scales 

6.4 Decryption Time 

The decryption phase greatly affects the APP protocol performance. Since the receiv-
er has to query all the encrypted tuples in DSC to gain the shared private data. 

We measure decryption time for one receiver node by amount of times and find 
that it costs about 0.20 second per leaf node to decrypt the private data. 

6.5 Query Performance 

Assuming that there are amounts of tuples in DSC, and about 5% of the tuples are desired 
to share with the receiver node R. The average query performance is shown in Fig. 6. 
 

 

Fig. 6. The query performance with ADI scheme 
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For example, without ADI scheme, the receiver node has to query about 12000 tuples in 
total. It’s only about 5700 tuples will be queried with ADI. The ADI scheme reasonably 
improves our APP protocol performance. 

7 Conclusion 

In this paper, we have presented a novel Attribute based Privacy aware data sharing proto-
col in People centric sensing networks (APP). Relying on the CP-ABE scheme, our APP 
protocol can protect the privacy and integrity with efficiently authentication, encryption, 
transmission and decryption approaches. With Associative Data Index and query scheme 
(ADI), our proposed APP protocol achieves effectively performance for private data shar-
ing. We discussed the performance evaluation of APP protocol in detail and found that it 
can achieve much better efficiency with well-designed index schemes. 
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Abstract. In this publication will be described the most important features of 
UBMSS cognitive information systems, as well as security issues connected 
with these new generation information systems. Such systems are mainly de-
signed to perform an intelligent information management based on semantic 
analysis of data merit content. In paper will be also presented some possibilities 
to develop such systems for strategic information management in state or gov-
ernment institution. The paper will describe both UMBSS internal safety fea-
tures, and external possible application of authentication procedures along with 
intelligent information management.  

Keywords: Strategic information management, security of information sys-
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1 Introduction 

Intelligent UBMSS (Understanding Based Management Support Systems) systems 
are one of the modern classes of cognitive information systems. Cognitive analysis 
processes are characteristic of the intellectual processes running in the human brain, 
particularly those of analyzing, interpreting, reasoning, and forecasting about specific 
situations, meanings and the significance of information.  

Cognitive reasoning consists in analyzing and understanding the contents and the 
semantics of the data examined. Such examination may be very important during 
strategic information management in different companies or institution.  

In such systems the semantic analysis is based on a lexical analysis in which the 
structure of a given word is used to describe it, and to find the meaning of the content 
of the word. The basis for this analysis is a specific language to which the above ele-
ment belongs, and the process of understanding results from comparing the previously 
recorded expectations concerning specific features of data with the features from the 
input information. The set of expectations concerning the anticipated features of the 
analyzed elements is produced by analyzing the knowledge of experts whose expecta-
tions of the meanings of particular situations are presented in the system database. 
This set of semantic hypotheses is compared with the stream of input data, and  
this leads to cognitive resonance [2, 3, 4,5 ]. This process produces a list of selected 
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interpretations which were found to correspond to the analyzed input data – this leads 
to the stage of understanding the analyzed data. 

Presented cognitive resonance functions may be used to guarantee the security and 
safety features during management of strategic or secret information, both in layered 
and hierarchical management structures. 

2 An Idea of UBMSS Cognitive Systems 

The general goal of UBMSS is to support enterprise management and handling in 
secure manner of strategic information, as well as its distribution for authorized per-
sons or participants of communication protocols. Such systems may also be used for 
another procedures mostly connected with economical task like focus on the correct 
choice of the right economic ratios and theirs prediction for near future. These ratios 
precisely reflect the business activity of a given enterprise, its standing, its financial 
result, and are also an expression of the record and the generalization of specific eco-
nomic events.  

During our research we could also analyze some security features of such systems 
and theirs possibility of theirs application for strategic information management in the 
form of secret information sharing for layered and hierarchical structures. 

3 UBMSS Systems for Strategic Information Management 

Using UBMSS systems, an information is divided within institutions or organizations 
regardless of its type or the purpose for which the organization collects it. The signi-
ficance of information splitting may depend on the method of its splitting, the purpose 
of splitting it, and the type of information. The significance of information sharing, on 
the other hand, may depend on its importance and the meaning it contains for the 
specific organization. If information is important and of great materiality for the or-
ganization or for e.g. external organizations, then it makes sense to attempt sharing 
this information to protect it and secure it from disclosure to unauthorized persons (or 
organizations). When defining the type of information to undergo the splitting or shar-
ing process, we should consider its ‘character’ determined by its confidentiality, signi-
ficance and importance, because only important information justifies applying the 
method of its division and the effort to do so. 

Multi-level information division algorithms are named after the type of division 
applied. This division can be hierarchical or by layers. The principal difference be-
tween the presented types of divisions concerns the method of introducing the divi-
sion itself. When a division is made within homogenous, uniform groups of layers, 
then it is a layer division, whereas if the division is made regardless of the homo-
geneity of the group or layer but by reference to several groups ordered hierarchically, 
it is a hierarchical division [8].  

A layer division is thus a division made relative to a given layer, while a hierar-
chical division accounts for the hierarchy (dependency) of the structure or more struc-
tures relative to one another. 
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Information can be divided both within the entire structure in which some hierar-
chical dependency is identified, within a given group, or within any homogenous 
layer. This is why, depending on the type of information divided, it makes sense to 
identify correctly selected information dividing algorithms.  

The division of information between the members of a given group in which eve-
ryone has the same privileges is a layer division.  

A hierarchical division is characterized by the ability to make any division of secret 
information in the way determined by the access rights at individual levels of a hierar-
chical structure. 

4 Types of UBMSS Systems 

There are various methods of information protecting from being accessed by persons 
not authorized to learn it. Based on such different approaches we can define two types 
of UBMSS systems. The first class may contain the procedures in which the secret 
information will be secured using some individual personal biometrics, and the 
second one based on mathematical linguistic formalisms [7]. 

The first class of UBMSS systems are connected with biometric threshold schemes 
[10, 11], which particularly use some most important physical and biometric features 
like the iris, the shape of fingerprints, hand bones or veins [9], anatomical features [1], 
face, the structure of blood vessels [6] and also the DNA code [10]. 

The second class of UBMSS systems uses linguistic coding processes, which are 
based on the use of mathematical linguistic formalisms, particularly grammatical 
formalisms to record and interpret the meaning of the secured data. Linguistic coding 
processes are used because of the ability to execute generalised information coding 
similar to DNA cryptography [10], but in UBMSS systems it is also possible to code 
longer bit sequences containing more than 2 bits of information. This coding is done 
using terminal symbols introduced in special grammar. 

5 Example of Application UBMSS System for Strategic 
Information Management 

This section presents an example of information splitting using UBMSS system and 
the distribution of secret parts with the use of the linguistic or biometric threshold 
schemes. This example represents a simplified model aimed at demonstrating the 
opportunities offered by UBMSS systems to create and distribute secret information 
between persons at various management levels or employees at various organisational 
levels. The UBMSS schemes for information distribution enable generating and dis-
tributing parts of the shared information both in layered and hierarchical structures. 
For this reason, the discussion of the example shown in Fig. 1 will apply to executing 
precisely these sharing types.  
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Fig. 1. An example of splitting a secret in the layered and hierarchical way 

The first case presented in the example diagram in Fig. 1 concerns the method of 
sharing and distributing a secret for individual layers in a management pyramid.  

These layers may be treated as completely independent, and then the highest au-
thorities will share the secret in various layers independently, but the sharing will be 
done in various ways using linguistic threshold schemes based on various grammars, 
i.e. coding the shared input data with bit blocks of different lengths. In Fig. 1 this is 
marked with vertical red arrows of various lengths. In such layered sharing, em-
ployees at a given level are equal and have the same rights to access the secret data, 
but individual layers stay completely independent, so staff from a given management 
level cannot cooperate with individuals from other management layers when restoring 
the secret.  

However, as the highest authorities of the enterprise or the arbitrator performing 
the sharing may also provide lower levels with information about the grammar used 
(or biometric information) for this sharing, an additional opportunity arises for infor-
mation to flow between individual management layers, causing a transition from a 
layered structure to a hierarchical one.  

Fig. 1 also demonstrates that hierarchical sharing can be executed in such a way 
that the secret shares obtained at various levels of the management hierarchy can  
be shared again using a selected threshold scheme and information about the  
chosen formal grammar (blue arrows of equal lengths joining individual layers of the 
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management pyramid). In this protocol, every share of the secret generated for a se-
lected employee may be shared at the lower level between a greater number of staff of 
that lower level.  

When we analyse the information sharing procedure in hierarchical structures, the 
Boss holds important information which can be shared between his/her subordinates 
observing layer relationships, i.e. employees of a given level are equal and have equal 
rights to access the secret data under consideration. However, individual layers are not 
completely separated from one another in information terms and in this regard to not 
retain their independence, as secret shares at a given management layer can, at subse-
quent steps, be shared between selected employees of a lower level. This procedure 
can be repeated for further, still lower layers.  

Within such a structure, the original information can be reconstructed in any layer 
by combining the required number of shadows or using shares coming from different 
layers. In the second case, a greater number of shares from lower levels is required to 
reconstruct selected shares from higher layers.  

6 Security Features of UBMSS Systems 

As was noted before the UBMSS systems could guarantee the security of strategic 
information and also some safety features during performing secret distribution. The 
most important features of such systems are following: 

• UBMSS systems are suitable for dividing important strategic data and assigning its 
shares to members of the authorized group; 

• UBMSS systems can handle any digital data (text or image) which needs to be 
intelligently divided among authorized persons and then possible to secretly recon-
struct; 

• UBMSS systems may be used in different economical management structures e.g. 
hierarchical, divisional, functional etc.  

7 Conclusions 

In this paper were presented the cognitive UBMSS systems designed for the secure 
information management in various management structures. Such systems have the 
ability to perform a semantic analysis of information which allow to classify it for 
different semantic categories. Such semantic analysis may further supporting deci-
sion-making processes in particular institution or company. Such systems allow also 
to perform an intelligent information management especially for important, and stra-
tegic data. In this paper there were described such possibilities, and also defined two 
different classes of secure information sharing, especially based on linguistic ap-
proach as well as based on some personal biometric features [12]. It seems that in near 
future such systems will play an increasing role in developing new solutions in areas 
of very special and strategic information management, especially for government use 
or homeland security areas. 
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Abstract. Internet-based video surveillance systems are nowwidespread
in the modern e-Society, since they can be used to manage multiple physi-
cal security problems in a lot of contexts. Moreover, the growing diffusion
of portable device, along with the necessity of keeping specific environ-
ments and motion events under control, brought out the need for more
flexible and proactive systems, which allow the management of such sce-
narios. However, most of the state of the art video surveillance systems
are known to be unscalable, unreliable, insecure, and do not provide ade-
quate guarantees for user awareness when a determined situation of inter-
est occurs. Furthermore, almost all the currently defined systems, lack in
operation flexibility: they are designed for a specific context and can not
be easily adapted to the different ones.

In this work, we propose general-purpose video surveillance system,
which is fully distributed and accessible through ubiquitous portable
devices. Such system, whose architecture is based on a self-organizing
overlay network built on top of a mixture of already existing physical
network connections, provides an high degree of reliability for the inter-
actions among all its components, and ensures to its users, regardless
of where they are located, the ability to receive notifications upon the
occurrence of interesting events.

Keywords: P2P Surveillance, Ubiquitous User Awareness, Secure P2P
Systems, Mission Critical Systems, Portable Surveillance Monitor,
Kademlia.

1 Introduction

The ever-growing need for security in the modern society, led to an increasing de-
mand for surveillance activities in many areas, which may include transportation
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applications, monitoring of public places, remote surveillance of human activi-
ties, monitoring for quality control in industrial processes, remote surveillance in
forensic applications and military sites [1]. The new generation video surveillance
systems, are concerned with the monitoring of permanent and transients objects
within a given area or environment, both indoor and outdoor [2], [3], [4], [5]
and typically rely on Computer Vision techniques [6], [7], [8] [9]. By using such
techniques, our system is able to automatically interpret the scene, as well as
to understand and predict actions and interactions taking place among the ob-
served objects, based on the information acquired by the involved observation
camera(s).

Depending on scenarios in which they operate, that are often mission-critical
and require real-time response, such systems must provide, fully or partially, the
following basic features: availability, reliability, scalability and security [10]. At
the state of the art, many network-based video surveillance solutions have been
proposed, each one with its own specific characteristics, strengths and weak-
nesses. However, most of the widely known systems, are usually designed for a
specific context, and can not be easily adapted to the different ones. Nowadays,
those systems are typically structured according to the traditional client-server
paradigm [11], [12], [13], [14], [15], [16] or are based on complex overlay communi-
cation [17], [18] and middleware [19], [10] architectures or, even when claim to be
structured according to a resilient and robust Peer-to-Peer (P2P) [20] scheme,
this is only partially true, because their operations still rely on the presence
of a centralized directory service, that can be easily identified as the system’s
security and performance bottleneck.

Hence, it is easy to note that all the currently available systems, do not provide
proper guarantees of availability, scalability and reliability that are, however, the
fundamental requirements in a modern and really effective surveillance solution.
Moreover, we point out that even if the surveillance systems are mainly used
to monitor and improve the security in certain specific scenarios and environ-
ments, none of them address the problems of authentication and privacy among
the involved parties, as well as the surveillance data integrity ones, except the
one presented in [21], [22], which partially addresses the privacy issue among
the interacting entities. Furthermore, no distributed video surveillance solution
has yet been proposed, allowing a portable device to be efficiently and securely
notified, in an ubiquitous manner, about the occurrence of certain interesting
situations.

In order to cope with all the above issues, we propose a fully distributed flex-
ible and adaptive video surveillance system, composed by a set of interacting
peer nodes within a self-organizing overlay network, each connected with one
or more camera(s). To ensure the needed robustness and scalability guarantees,
such system is structured according to a completely decentralized and distributed
model, based on the use of a P2P implicit communication architecture among
its components. In particular, it is based on Kademlia, a Distributed Hash Table
(DHT ) management facility for pure P2P organizations, used by many systems
such as Kad, Overnet, BitTorrent and Gnutella. The system we proposed can
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be accessed in an ubiquitous manner through the use of any portable device
(e.g., smartphones, tablets, laptops, etc.), even when it has limited hardware
features. Moreover, it can be instructed to autonomously detect, recognize and
classify certain situations of interest that may occur in monitored environments,
by using sophisticated Computer Vision techniques. Given the scenarios where
our system is able to operate effectively, which can be mission critical, highly
risky, and also prone to attack given the potentially sensitive information that
it has to manage, we paid particular attention to confidentiality and integrity
of the involved surveillance data. In particular, authentication, confidentiality,
integrity and non-repudiation are fully guaranteed for all the interactions and
data exchange operations that take place among the system components. Ubiq-
uitous surveillance capabilities are granted to any authorized mobile user, who,
by using its own remote network access facilities, can arbitrarily choose to mon-
itor his places of interest from everywhere and at any time. Furthermore, when
there is a situation of potential interest and the mobile user is not connected to
the system, he can be notified in real-time about such events through SMS and
e-mail, in order to take the appropriate actions as quickly as possible. We engi-
neered a simple proof ı̀-of-concept prototype of this system in order to evaluate
its performance in terms of scalability, reliability, fault tolerance and security. In
particular, we simulated the use of the proposed system in a WAN. The results of
the tests we performed, shown that it guarantees good performance with respect
to objectives we set out above.

The remainder of the paper is organized as follows: Section 2 provides a de-
scription of the basic prerequisite concepts needed to better present the proposed
solution. Section 3 gives a general system overview from the architectural point of
view together with some implementation details. Section 4 describes the module
responsible for the user situation awareness. Section 5 highlights all the security
aspects of the system while Section 6 describes the proof-of-concept implemen-
tation and the functional tests performed on it. Finally, Section 7 shows some
possible future extensions and draws the conclusions.

2 Background

2.1 Peer-to-Peer Overlay Organizations

A P2P overlay is a flexible virtual organization of logical associations between
peer entities that is dynamically built and managed on top of existing network
connections. The fundamental features of such organization is the ability of each
participating entity of searching within the organization for some specific key
or attribute and finding all the other networked entities within the overlay or-
ganization that are associated to that key/attribute in a very effective way,
independently from its physical location and network dependent information.
Simply stated, to search a node(s), characterized by some specific attributes a
querier does not need to know the IP address of the involved entities, but only at-
tributes characterizing it. Moreover, such organizations are self-organizing, that
is, participating peer nodes may dynamically join and leave the overlay in a
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seamless way without requiring complex reconfiguration operations or affecting
the behavior and operations of other nodes in a significant way. From a perfor-
mance perspective, modern structured P2P overlays support the localization of
any resource/peer in a bounded time that scales with the total number of nodes
n in the overlay as O(log(n)).

2.2 The Kademlia Overlay DHT System

Kademlia is a DHT management infrastructure for decentralized P2P networked
systems [23] where each peer component is identified by a unique n-bits identifier
(node ID), usually determined by using an hash function on its IP address.
Basing its decisions on these identifiers the Kademlia P2P algorithm determines
where to store information, and which peers are going to be responsible for
it, according to a fully distributed hash table scheme. The distance between
two peers is computed as the exclusive OR (XOR) of two node IDs and taking
the result as an integer number. This ensures, due to the symmetric nature
of the XOR operation, also the symmetry of the associated overlay structure.
Each node stores contact information about the other ones in a properly crafted
“routing table” needed to ensure the mutual reachability among nodes. Nodes
are logically managed as leaves into a binary search tree where the position of
each node is determined by the shortest unique prefix of its ID. In order to face
the problem of stale contacts due to churn (departure of peers) [24], Kademlia
uses redundancy, i.e., the routing table stores more than one contact (typically
k) for a given distance. Every node keeps a list of: IP address, UDP port and
node ID, for nodes of distance between 2i and 2i+1 from itself, with 0 ≤ i ≤ n,
where n is the number of bits in the node ID. These lists, called k-buckets, have
at most k elements. For example, in a network with k = 20, each node will have
lists containing up to 20 nodes for a particular bit (a particular distance from
itself). k-buckets are kept sorted by the time at which the associated contacts
were last seen. The routing table is organized as a binary tree whose leaves are
k-buckets. Thus, each lookup step has a choice of k different contacts for the next
step. When a k-bucket is full and a new node is discovered for that k-bucket, the
least recently seen node in the k-bucket is probed through a PING operation.
If the node is found to be still alive, the new node is placed in a secondary
list, called replacement cache, which is used only if a node in the k-bucket stops
responding. In other words, new nodes are used only when older ones disappear.
Kademlia has four messages, corresponding to remote procedure calls:

– PING: probes a peer to check if it is active.
– STORE: instructs a peer to store a {key, value} pair for later retrieval.
– FIND NODE: takes an ID, and returns {IP address, UDP port, NodeID}

triples for the k peers it knows that are closest to the target ID.
– FIND VALUE: is similar to FIND NODE, it returns {IP address, UDP port,

NodeID} triples, except for the case when a peer received a STORE for the
key, it just return the stored value.
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A node which would like to join the network must first performs a boot-
strap process with another node that is already participating in the Kademlia
network. The joining node inserts the bootstrap node into one of its k-buckets
and then does a FIND NODE of its own ID against the bootstrap node. The
“self-lookup” will populate other nodes’ k-buckets with the new node ID, and
the joining node’s k-buckets with nodes in the path among it and the bootstra
node. Afterwards, the joining node refreshes all the k-buckets further away than
the k-bucket the bootstrap node falls in. Kademlia uses iterative routing, where
the client is responsible for the entire lookup process. At each step, the client
sends a lookup request to the next-hop peer and waits for a lookup reply. The
reply lets the client know what the next hop is. In Kademlia, a peer must lo-
cate the k closest peers to some given node ID. This lookup initiator starts by
picking α peers (parallel routing) from its closest non-empty k-bucket [25], and
then sends parallel asynchronous FIND NODE messages to the α peers it has
chosen. If a FIND NODE operation fails to return a peer that is closer than the
closest peers already seen, the initiator resends the FIND NODE to any of the
k closest peers that has not been already queried.

In supporting key-based searches on its own DHT infrastructure, Kademlia
does not introduce periodic overhead, but exploits the previous search transac-
tions to stabilize the overlay network connections.

3 The System Overview

The proposed surveillance system is composed by three logical entities: the
surveillance node, the portable device needing to access the surveillance data
and the P2P overlay communication and search infrastructure, used to imple-
ment a fully distributed index for the rapid localization of surveillance nodes
associated to specific monitoring environments. The overall system architecture
is sketched in Figure 1.

3.1 Basic Architectural Choices

The system is able to support a large number of video monitoring stations, lo-
cated in different physical places, each one with its own access privileges and
private views. These stations are controlled by surveillance nodes, reachable
though the Internet or a mix or public and private networks and typically run on
generic Commercial Off-The-Shelf (COTS ) workstation hardware. Each surveil-
lance node, associated to one or more camera(s), is autonomously responsible
for all the interactions among controlled cameras and portable devices, involved
in the monitoring of certain areas or environments, in order to detect situations
of interest.

The surveillance node, also deals with the acquisition of relevant information
from camera(s), along with the management of the whole Computer Vision pro-
cess. These activities are managed by using the user situation awareness module,
which issues real-time notifications when a situation of interest subscribed by a
portable device occurs.
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Fig. 1. The overall system architecture and the components interaction

The portable device, instead, represents the system interface for the mobile
user, which is interested in monitoring a specific area or environment and wants
to have an awareness about the occurrence of specific situations or events.

The P2P overlay communication and search infrastructure is based on Kadem-
lia [23], which, as we have previously seen, is a DHT for decentralized P2P overlay
organizations. We made that choice since Kademlia, among the existing similar
systems, is the one which minimizes the number of messages sent by each node
in order to acquire information about the registered surveillance services and
their associated nodes.

We model our system in a fully distributed way, where the whole architecture
is organized as a P2P network of nodes, which may be geographically located
everywhere on the Internet or connected to any combination of local and wide
area IP-based communication infrastructures, and may use completely different
kinds of networking and communication technologies, as shown in Figure 1.

We have chosen this architectural scheme since among the similar available, it
is the one which best supports our needs of reliability, scalability and availability,
by exploiting the self-organization capabilities of the DHT overlay communica-
tion infrastructure. In fact, in traditional systems, the surveillance stations are
accessible by their users only through a centralized brokering services, imposing
severe limits on the scalability and reliability of the whole solution. That is, the
system performance, in presence of n client and server nodes, has to scale with
O(n2) due to the n ·(n−1) potential relationships among the n involved entities,
and this is clearly not acceptable for very large n, for example in systems with
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many monitoring sites and a huge number of users, such as the publicly acces-
sible ones, usually deployed in the tourism and travel sectors. In other words,
the number of hosts that can be monitored at a given time, is limited by the
bandwidth and the processing power of the central brokering system, and hence
the solution does not scale. Furthermore, once the single central brokering unit
fails, the whole system will lose its functionality and the entire set of controlled
places will be without any kind of surveillance. Simply stated, any centralized
brokering service becomes a single point of failure.

On the contrary, the proposed solution avoids the necessity of any centralized
directory or brokering services providing access to surveillance nodes and their
managed resources. In particular, by eliminating single points of failure and per-
formance bottlenecks, such solution provides our system with the ability of allow-
ing quick topology changes and easily grow/shrink by adding or removing new
nodes or portable devices according to a plug-and-play paradigm, without com-
plex configuration andmanagement tasks. In this way, it is easier to ensure an high
degree of scalability and flexibility, and the overall architecture is able to survive
to failures or disruptions of any of its components, without stopping its global
operations, so that any kind of damage only affects the locally involved nodes.

Moreover, in presence of a very large number of nodes scattered throughout
the Internet, the Kademlia-based solution allows the delivery of multiple parallel
queries for the same key to different peers. In this way, any delay or timeout on
a specific route to destination do not necessarily affect the search process, thus
ensuring faster and more reliable searches, also in presence of a large number of
nodes continuously joining and leaving the overlay network.

3.2 Implementation Details

The system, is accessible to both the surveillance nodes and mobile monitoring
devices through a publicly available hostname, registered on the Internet Do-
main Name System (DNS ). Such an hostname, is dynamically mapped to one
of the nodes in the P2P network, through Dynamic DNS [26] techniques. A
new node or portable device who want to join our system, must only know such
hostname, along with the proper access credentials (username and password, or
digital X.509 certificate). The above hostname, must be also used as the Kadem-
lia bootstrap node for all the entities (surveillance nodes and portable devices
devices) that need to access the overlay network infrastructure. Surveillance
nodes, when joining such network, register their monitoring capabilities, in terms
of associated camera(s)/monitored environment(s), by storing on the Kademlia
DHT each environment identifier (key), together with the serving node IP ad-
dress (value). Portable devices, which want to join the surveillance system, can
search the Kademlia overlay for keys corresponding to the environments of in-
terest under monitoring, by obtaining the IP addresses of associated surveillance
nodes, in order to connect to them for visualizing the cameras’ video materials.

Moreover, a portable device that is not currently joined, can be asynchronously
notified about the occurrence of events of interest (motion detection, etc.).
It is important to point out that there is no explicit communication among
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surveillance nodes, which only interact among themselves indirectly, by expos-
ing and sharing their service information (monitored environments) through the
overlay DHT facilities. Instead, the communication among portable devices and
surveillance nodes takes place according to the traditional client-server paradigm,
where each surveillance node assumes the role of server for all the mobile nodes’
queries. In particular, the interaction between such two parties, is carried out
via (secure) TCP socket, by using an ad-hoc FTP-like protocol, for the deliv-
ery of control messages (queries and results) and video surveillance data. Like in
passive-mode FTP, such ad-hoc protocol (as defined in [21]) in order to overcome
limitations introduced by firewalls or NATs, as well as restrictions and policies
imposed by cellular operators, forces the portable device to open two commu-
nication channels, one for the sending of control messages and the other for
data transfer, by thus avoiding the opening of any connection backwards, from
the surveillance node to the mobile one. The messages used for the interaction
among a node and a portable device are four: Login, List, MGet and Subscribe.
The Login message is used by the portable device for communicating to the node
its login credentials, i.e., username, password and optionally its own certificate,
in the event that strong mutual authentication among endpoints is needed. The
authentication phase, accomplished through the use of such message, can be suc-
cessful or not. If it has been successfully completed, the node sends to portable
device a message which contains the “200” return code, as in the standard FTP,
and the interaction between these two parts continues normally. In the case of
failure, the portable device is notified about that by the node, and it is shown an
alert message on its display. Upon a successful authentication, a portable device
can use the List message for requesting a preview (typically in JPEG) of each of
the environments monitored by the node to which it is connected. As soon as a
node receives such command, it takes a snapshot from each of its camera(s), and
send such snapshot(s) to the portable device. When a portable device, based on
the snapshot(s) it has received, chooses the particular environment which intends
to monitor (identified by an univocal code), at this point it can use the MGet
command. Once a node receives this command, it creates a data channel with
the portable device, and through this mechanism it sends a video streaming to
the latter. It is important to point out that a portable device, after its successful
connection to a surveillance node, is able to communicate the possible events in
which it is interested and for which it wants to receive notifications, by using
the Subscribe message.

4 The User Awareness Module

If an event of interest for a particular place occurs when the user is not con-
nected to the system, such user has no awareness about what has happened,
and therefore has no information about that. Hence, we decided to provide our
system with an asynchronous notification facility, that enables the user to have
the full control on what happens, even when it is not connected. For this reason,
our system allows the user to specify places and scenarios which he/she intends
to monitor, as well as the events of interest.
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When an event in a place of interest occurs, the user is notified as quickly
and reliably as possible in order to appropriately manage such a situation. The
notification must reach the user in an ubiquitous way. For this reason, we think
that GSM network coverage is a fairly realistic assumption, so our system sends
to the user a notification message through the SMS system. However, in some
particular circumstances, the user may not be connected to the cellular network
and may only use a local data network (such as Wi-Fi). Therefore, our system
uses as a notification method, at the same time, the one based on SMS and the
other based on e-mail. The notification message, includes all the information
defining the event, along with any other useful thing to remedy it in the most
appropriate and quick way. In order to guarantee the user awareness about the
monitored scenarios, we enable our system to semantically interpret detected
objects behavior.

The system we propose is autonomously able to identify and learn from
events and occurring interactions, that take place in a given monitored en-
vironment [1]. In particular, we provide our system with a component deal-
ing with the so-called Computer Vision, which allows video processing, real
time scene recognition with related data analysis and decision making with
respect to them [6], [7], [8], [9], [11]. We implemented the Computer Vision
module through the use of the Open Source Computer Vision (OpenCV ) li-
brary [27], [28]. OpenCV is a library of programming functions, mainly aimed
at real-time Computer Vision and is released under the BSD license. The Com-
puter Vision, can be considered as a process constituted by a number of phases
that may vary, depending on the operating scenario and the specific system ap-
plication domain. Such phases, can be typically grouped into four main blocks,
which are image preprocessing, object recognition with motion detection, object
monitoring and reasoning with activity recognition [29], [5], [4], [2].

In the preprocessing phase, the image sequence produced by one or more
camera(s), is processed by our Computer Vision module in order to ensure re-
sampling, noise reduction, contrast enhancement and scale space representation.
The recognition phase, instead, finds an object within an image or video se-
quence, also when such object is partially obstructed from view. In particular,
in such a phase, image features such as lines, edges and ridges, along with any
other localized points at various levels of complexity, are extracted in order to
obtain the segmentation of one or multiple image regions which contain a specific
object of interest. The motion detection phase, detects a change in position of
an object relative to its surroundings or the change in the surroundings relative
to an object. Object monitoring (or tracking), instead, locates a moving object
(or multiple objects) over time by using one or more camera(s). The main aim of
such phase is to associate target objects in consecutive video frames. It is impor-
tant to point out that the association can be especially difficult when the objects
are moving fast relative to the frame rate, or when the tracked object changes
orientation over time. In order to manage such situations, our system employs
a motion model which describes how the image of the target might change
for different possible motions of the object. The last Computer Vision phase
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Fig. 2. The user awareness module

implemented by our system is the activity recognition, that is, the process of
recognize actions and goals of one or more actors from a series of observations
on their actions and environmental conditions. After such phase, if a potential
situation of interest for the mobile user is detected, then the system triggers
the notification module which takes care of notifying users about the events of
interest. Such a component, dealing with the user notification, is composed by
two modules, the former takes secure and efficient delivery of SMS messages,
while the latter takes care of sending e-mail messages. It is easy to note that the
portable device, when it is joining the system must provide one or more e-mail
addresses, along with one or more telephone numbers, by which it intends to
be notified. In Figure 2, we show the various components which constitute the
user situation awareness module, along with its flow of events. Video streaming,
acquired from different camera(s) connected to each node of our system, is con-
tinuously analyzed by the corresponding module responsible for the Computer
Vision process. As soon as such module detects, based on how it has been trained
by, the occurrence of a certain situation of interest it provides the user with an
overview of the situation that has arisen, through an appropriate alert message,
which is sent either by SMS and through e-mail.

5 The Security Services

It can be easily observed that due to its mission critical nature, any surveillance
system is particularly exposed to security problems [30], especially because of
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the scenarios where it has to operate. In detail, such type of system may be
subjected to several types of threats, such as eavesdropping, data modification,
IP address spoofing, Denial-of-Service (DoS ) [31] and man-in-the-middle at-
tacks [32], [33], [34]. However, the absence of single point of failure, and hence of
elements which may become an easy target for DoS attack, makes the proposed
solution sufficiently robust, because of Kademlia, due to its decentralized archi-
tecture that is the only critical component for the overall system operations, is
resistant against most of the known attacks.

Moreover, in relation to the environments in which it operates, our system
may be particularly vulnerable to compromised-key attacks carried out by using
social engineering techniques. In order to avoid, or at least to limit such kind of
attacks, we must take into account the interaction among all the system parties.
In particular we consider the one among the various nodes and the other between
a node and a portable device.

In order to ensure security during the access to the Kademlia overlay informa-
tion exchange infrastructure, we have chosen to use cryptographic functions pro-
vided by maidsafe-dht library [35]. Such library, introduces a strong encryption
layer to ensure secure operations within the DHT overlay. It also ensures to our
system NAT traversal capabilities, TCP emulation for fault tolerance, routing
of queries through low-latency paths as well as use of asynchronous and parallel
queries to avoid timeout delays from failed nodes. Furthermore, maidsafe-dht
also includes some significant enhancements to the traditional Kademlia imple-
mentation, by providing a downlist modification with notification of dead nodes
in searches as well as forcing partner bucket to contain the most recent closest
nodes, in order to further increase the reliability of the whole DHT system.

Instead, regarding the interaction among a node and a portable device, our
system uses the Transport Layer Security (TLS ) protocol, which ensures secu-
rity and privacy for stream-oriented communications. We also paid particular
attention to security concerning user notifications about situations of interest.

In particular, security properties of component which deals with SMS based
notification, rely on the SEESMS architecture (Secure Extensible and Efficient
SMS ) [36], initially presented in [37].

SEESMS is a framework for the exchange of secure SMS, which aims to be
efficient through the support of several cryptosystems by using a modular archi-
tecture, as it is shown in Figure 3. In particular, it is important to point out that
the SMS notification module of our system is implemented by using the Secure
SMS Management Center of SEESMS, while the SEESMS client is included
within the portable device. Such framework, represents a tool which uses an
SMS based communication mechanism to exchange encrypted, non-repudiable
and tamper-proof messages. One of the main advantage of SEESMS over similar
systems, is the possibility to choose which combination of cryptosystem/security
parameters to use during message exchange. Moreover, one of the two parties
(node or portable device), could set a minimum security level to be fulfilled dur-
ing the communication, giving the other peer the possibility to increase (but not
decrease) it. From an architectural point of view, as can be seen from Figure 3,
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Fig. 3. The SEESMS architecture

the flexibility of SEESMS has been made possible by the adoption of a modular
architecture, where the cryptographic functions of the framework are not built
into SEESMS, but are delegated to some external pluggable modules.

On the other hand, with respect to the security of e-mail based notification, we
chose to rely on the Secure/Multipurpose Internet Mail Extensions (S/MIME )
standard [38], in order to use X.509 certificate for signing and encrypting each
e-mail notification message sent. By doing this, we intend to guarantee identifi-
cation (authentication), confidentiality, integrity and non-repudiation of all the
notification messages sent, in order to avoid fake alerts to be maliciously sent to
the monitoring users.

6 Proof-of-Concept and Functional Evaluation

We engineered a very simple proof-of-concept prototype of our system in order to
validate its functional behavior and test the effectiveness of the aforementioned
surveillance architecture, with an emphasis on the use of currently available
COTS devices and open-source components. The testing was carried out on three
surveillance nodes connected to the network in a stable way, along with three
other ones which dynamically connect and disconnect from it. Each node used
for the functional testing operations consists of conventional PCs with different
hardware characteristics, each one controlling a single camera, interconnected
through a Local Area Network (LAN). We also used several common portable
devices (smartphones and tablets), connected to the network in different ways,
ranging from Wi-Fi LAN connections to 3G/UMTS ones, provided by tradi-
tional cellular Internet service providers.

In general, our preliminary functional tests, shown that, by dynamically
varying the number of its parties as well as the amount of data exchanged, our



426 A. Castiglione et al.

system continues to behave correctly and is essentially not affected from the above
events, both in terms of performance and efficiency. We point out that, due to the
self-organizing nature of its basic association mechanism, the system tends to be
highly reliable. The resources exposed from surveillance nodes dynamically joining
the P2P network, become correctly available to portable devices almost immedi-
ately after the successful connection and registration of the corresponding infor-
mation. Search operations on the overlayDHT by the mobile nodes are carried out
instantaneously and are resilient tomultiple node failures until other nodes are able
to respond about a specific key. However, this feature can be useful only in pres-
ence of different surveillance nodes controlling the same camera(s), according to an
architectural scheme which introduces redundancy at the surveillance node level,
since in presence of a single node controlling a set of camera(s), its failure implicitly
isolates all the associated devices.

The portable devices we used, including those with limited hardware features,
showed for access, monitoring and control of recorded data, a response time in the
order of a fewmilliseconds. Also the notification task appears to be very lightweight
and well tolerated by portable devices. For measuring the response time which
concerns detection and notification of interesting events, we configured the sys-
tem in order to make it able to recognize and notify the user about the occurrence
of common situations, such as the entrance of people into a given environment or
the move of an object. We also empirically evaluated the time elapsed since the
detection of an event by a node, until the receipt of a notification by the portable
device. Such time, may vary from one to tenminutes, depending on the complexity
associated to the detection and understanding of the occurred event. However, the
asynchronous notification task, affects that time only by a negligible factor. The
security of our system, was assessed by subjecting it to several attacks, carried out
through exploits and tools for sniffing (e.g., Wireshark) and man-in-the-middle
(e.g., Ettercap) attacks. In addition, we also used a vulnerability scanner (Nes-
sus) to asses the whole testing network where the surveillance nodes have been
located. The system has been found to be sufficiently secure with respect to the
analysis carried out by using such tools.

7 Conclusions and Future Work

The system we propose ensures to the mobile user a complete awareness about
the scenarios under consideration, over the whole P2P-based surveillance orga-
nization. The use awareness module combines video analysis, intelligence and
ability to cope with real-time events of interest.

Our system guarantees to mobile users real-time monitoring of scenarios and
notification about relevant events as soon as they occur, always by paying partic-
ular attention to all the security issues that may arise. In the future, we intend
to provide our system with a Web-based interface which enables the uniform
access to its services, thus avoiding the use of a specific client for that purpose.
Furthermore, in order to improve the efficiency of data exchange, we plan to
use data compression techniques over the communication channel among the
portable device and the surveillance node.
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We also plan to take advantage of new features provided by the “Smart Cam-
eras”, and in general by the “Embedded Smart Devices”, especially to alleviate
the computational load that each node must handle, considering the number of
performed operations. Our further aim, is also to improve the system security,
by involving biometric techniques, smart cards and trusted hardware modules,
in order to prevent compromised-key attack and insiders’ threats due to social
engineering techniques. Moreover, we intend to store some interesting data ac-
quired, and to protect them by using an Attribute-Based Encryption Scheme,
which permits the fine-grained access control over them [39]. We think that, it
would be particularly interesting to provide each node also with different types
of sensor(s), such as detectors for smells (to prevent gas leaks), vibrations (for
earthquakes) and noises (to help the system in low light conditions).

Finally, it may be useful to use optimization algorithms, for the exact posi-
tioning of camera(s) and sensor(s), according to the specific monitored place. By
adding such new features, we intend to create an even more intelligent system,
which enables the user to have an additional support, concerning not only the
monitoring, but also the deployment of camera(s) and sensor(s).
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Abstract. In this paper will be presented a new possibility of using GDL  
(Gesture Description Language) approach for recognition of basic combat tech-
niques from martial arts. The GDL approach allows not only to analyze the sev-
eral Shorin-Ryu Karate techniques but also to support the training and teaching 
activities of such arts. Moreover the GDL allow performing the human beha-
vioral analysis, which may be important for recognition of dangerous situations 
while ensuring the homeland security. 
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1 Introduction 

In case of attack of foe who has more physical strength, proper self-defense training 
might save the life and health of potential victim. The knowledge of defense martial 
arts is important aspect of personal and social security. In our opinion easy and com-
mon access to cheap self-defense courses would highly increase dexterity, confidence 
and composure in crisis situations of large society group. This is how popularization 
of personal training program can affect the homeland security. Some aspects of self-
defense training require physical contact with human trainer however some exercises 
can be practiced alone. Those are arduous repetitions of movement sequences that 
have to be “remembered by body” to be quickly and subconsciously performed if 
there is only time for rapid reaction. We believe that those exercises can be overseen 
by computer application which will give advices and motivation to the adept. What is 
more that kind of application can be run whenever user wants to train. The overseeing 
computer programs of that type have to recognize specialized movement sequences – 
gestures of the user. The problem of computer gestures recognition has long history 
and there are many approaches how to deal with this task. The most popular are: 

• Statistical methods [1], 
• Neural networks and fuzzy sets [2], 
• Optimal path finding [3], 
• Semantic methods and finite state machines [4], [5]. 
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Lately appearance of new relatively cheap multimedia hardware enabled to intro-
duce full body tracking and gestures recognition technology to personal computers 
and gaming consoles. For example a Kinect controller captures depth data stream 
which is then processed [6] in order to detect three-dimensional coordinates of 20 
body joints (so called skeleton data). This approach has many important advantages: 

• It does not require special markers to be placed over tracked body, 
• It track skeleton relatively fast (with approximate frequency of 30 Hz), 
• It has been proven that it can provide input data applicable for vast range of pattern 

recognition methods [7], [8]. 
• The multimedia controller is much cheaper than motion-capture hardware. 

It was only matter of time while this technology has been applied to more sophisti-
cated gestures that those that appears in computer games. Work [8] introduces a me-
thod for real-time gesture recognition from a noisy skeleton stream, such as the ones 
extracted from Kinect depth sensors. Each pose is described using a tailored angular 
representation of the skeleton joints. Those descriptors serve to identify key poses 
through a multi-class classifier derived from Support Vector learning machines. The 
gesture is labeled on-the-fly from the key pose sequence through a decision forest that 
naturally performs the gesture time warping and avoids the requirement for an initial 
or neutral pose. 

The computer – aided training and rehabilitation was a concept of many previously 
published papers and implemented systems. For many years the application of ges-
tures recognition methods were limited because of specialized motion – capture 
hardware requirements [9]. Lately the Kinect technology was used in number of 
sports video game like “My Self Defence Coach”, “UFC Personal Trainer” or “Nike+ 
Kinect Training” [10] however those applications are mainly done for entertainment 
and should not be treated as reliable computer coaching programs. One of the first 
well described approach of applying Kinect in personal training systems in presented 
in [7]. This work aims at automatically recognizing sequences of complex Karate 
movements and giving a measure of the quality of the movements performed. The 
proposed system is constituted by four different modules: skeleton representation, 
pose classification, temporal alignment, and scoring. The proposed system is tested on 
a set of different punch, kick and defense karate moves executed starting from the 
simplest case, i.e. fixed static stances up to sequences in which the starting stances is 
different from the ending one. The skeleton is represented by chosen 14 angles desig-
nated by vectors defined by selected skeleton joints. Each gesture is split into key-
poses. The classification of key poses is done with a multi-class Support Vector Ma-
chine (SVM), which recognizes key poses with a one-versus-all approach. The tem-
poral alignment of sequences is done with classic Dynamic Time Warping approach. 
The system proposed in that paper has however two very important limitations caused 
by hardware and applied methodology. It has to be remembered that depth data cap-
tured by the Kinect sensor can be visualized as relief – like plate. If particular part of 
the body is covered by one another it exact position cannot be accurately measured. If 
this situation happens the tracking software computes the position of “invisible joint” 
estimating its position basing on known position of neighboring joints. This approach 
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however might be highly insufficient in some real-life situations. The second limita-
tion is pattern recognition method itself. Training of SVM (and other popular classifi-
ers) requires huge data set to obtain high effectiveness. This might be a serious  
obstacle which limits this methodology only for research centers that manage to gath-
er sufficiently big training dataset. However, it should be remembered that each self-
defense trainer exactly knows how the particular movements should be performed and 
what are the key-poses that have to be present in gestures sequence. In this paper we 
presents our novel method GDL (Gesture Description Language) for overcoming 
those hardware and methodology limitations and results of the initial tests of our ap-
proach. The GDL allows not only to analyze the several Shorin-Ryu Karate tech-
niques but also to support the training and teaching activities of such arts. Moreover 
the GDL allow performing the human behavioral analysis, which may be important 
for recognition of dangerous treats while ensuring the homeland security. 

2 Methodology 

In this paragraph we will discuss our approach for calibration of multi - Kinect  
environment that can use standard tracking libraries for skeleton segmentation. In the 
second part of this paragraph the karate techniques recognition approach will be  
presented. 

2.1 Overcoming Hardware Limitation 

In order to acquire real three dimensional skeleton of observed user (not only as relief 
– like plate projection) more than one capture device has to be used. The most intui-
tive hardware configuration is presented in Figure 1 – left. Three devices are  
positioned around object of observation on the vertices of equilateral triangle. This 
configuration however requires new depth stream processing algorithm. Because of 
that we propose another hardware configuration (Figure 1 – right). It also uses three 
sensors, the center one and two additional rotated around y (vertical) axis at the angle 

of 
4

π  and 
4

π−  to center one relatively. With this Kinects positioning it is still possible 

to use standard tracking software. As we have proved in paragraph 3 of this paper 
filming the same scene from different angles enables to acquire more tracking infor-
mation. Right parts of the body are better (more efficiently) tracked by right Kinect 
while left parts are more efficiently tracked by left one. That is because if for example 
user is performing Mae-geri kick with his right leg, in the end phase of movement the 
right knee is in the same vertical position as right foot and hip. It cannot be reliably 
tracked by center (the one that is in front of user) sensor because foot cover the posi-
tion of two other body joints. In the same time those three joints are not overlapping 
from perspective of right sensor. The tracking software supplies us with three  
 



 Computer Karate Trainer in Tasks of Personal and Homeland Security Defense 433 

 

dimensional coordinates of body joints with information if particular joint position is 
obtained from direct tracking or it was estimated because that one is not visible. 
Knowing if joint tracked from central Kinect has exact coordinates or not we can  
use the coordinates from left or right additional device to make the overall skeleton 
position more reliable. 

 

Fig. 1. Example multi Kinect setup, left – three devices are situated around the user, right – 
three devices are situated in front of user. Detailed description is in text. 

Each Kinect measures distance to observed point in its own right-handed Cartesian 
frame situated relatively to sensor orientation. Because of that same point V has dif-

ferent coordinates [ ]1,',','' zyxv =   and [ ]1,,, zyxv =  relatively to each pair of 
devices. Our task now is to map all of those points to the same coordinate system. In 
order to do this we have to find linear transform that is represented by following ma-
trix: 
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Where ija  coordinates represents the rotation and kt  translation. To compute un-

known values we have to know coordinates of points in both Cartesian frames. Let us 
assume that a Cartesian frame that represents orientation of each Kinect was trans-
lated and rotated around y (vertical) axis relatively to each other frame. That means 
there are four degrees of freedom (three for translation, one for rotation). Knowing 
that the linear transformation that maps coordinates of a point represented by vector 

'v  in one coordinate system to coordinates v  in another one has form of following 
matrix: 
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In order to find unknown matrix coefficients following linear system has to be solved: 
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Where [ ]1,,, 1111 zyxv = , [ ]1,,, 2222 zyxv =  are points which coordinates are 

known in both frames. That matrix has to be solved both for center-left Kinects set 
and center-right Kinects set. 

2.2 GDL Classifier in Task of Shorin-Ryu Karate Recognition 

GDL is a semantic classifier that uses syntactic description of gestures to be detected. 
The preliminary description of GDL architecture has been presented in [11]. In those 
papers we discussed application of this methodology to recognition basic common life 
gestures (like waving or clapping). However it is also possible to apply GDL to so-
phisticated and complex movement sequences like those from Shorin-Ryu Karate. 
The schema of gestures recognition pipeline with GDL classifier is presented in Fig-
ure 2. Movement is separated into key frames. Each key frame is represented by a rule 
in GDL script that has a conclusion. If a rule is satisfied for actual set of body joints 
positions (GDL uses forward chaining reasoning schema) its conclusion is memo-
rized. It is possible to check with GDL script if some conclusion was satisfied in giv-
en time period. With this mechanism it is possible to generate chains of key frames, 
which create gestures. Because of space limitation we cannot present detailed descrip-
tion of all possible GDL script productions. Instead of that in Appendix we will show 
GDL script listings of all tested Karate techniques. The GDL syntax is very  
intuitive so we believe that short comments in source code will be sufficient for  
understanding. 
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Fig. 2. The schema of gestures recognition pipeline with GDL classifier. The input data is 
recorded with depth sensor (for example Kinect). Then data is processed with appropriate libra-
ries to extract features - skeleton. The skeleton is an input to GDL classifier. In GDL movement 
is described by set of rules consisted in GDL script file (GDL script is context – free grammar). 
Inference engine performs forward chaining reasoning on those rules. The conclusions of satis-
fied rules are stored in memory heap together with actual and previously captured skeletons and 
previously satisfied conclusions. 

3 Results 

In order to check possibilities of using GDL approach for recognition of basic combat 
techniques from martial arts, together with black belt instructor (3 dan) of Shorin-Ryu 
Karate we have created GDL script descriptions of one stationary position (Moto-
dachi), one block (Age-uke) and one kick (Mae-geri). Than we recorded the instructor 
performing those techniques with system presented in Figure 2. Tables 1-2 summarize 
the classification results of our experiment. The description in first column is the ac-
tual technique (or group of techniques) that is present in particular recording. Each 
technique (or group of techniques) was repeated 50 times. Symbol + means that par-
ticular recording consisted of more than one technique. Description in first row is 
classification results. Last row sums up percentage of correct classifications of partic-
ular technique. Summing up, we had 150 recordings of karate techniques. In this ex-
periment we check if it is possible to recognize the considered techniques and if multi 
sensor system setup increases overall recognition rate. 
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Table 1. The classification results of our experiment. Data was captured with single Kinect 
device (central one). Number in each cell is how many recordings belong to the certain class. 

 Moto-dachi   Age-uke Mae-geri Not classified 
Moto-dachi   50 0 0 0 
Age-uke + 

Moto-dachi 
49 21 0 1+29=30 

Mae-geri 0 0 1 49 
% 99.0% 42.0% 2.0% 39.5% 

Table 2. The classification results of our experiment. Data was captured with three Kinect 
devices situated as shown in Figure 1 on the right. Number in each cell is how many recordings 
belong to the certain class. 

 Moto-dachi   Age-uke Mae-geri Not classified 
Moto-dachi   50 0 0 0 
Age-uke + 

Moto-dachi 
49 42 0 1+8=9 

Mae-geri 0 0 32 18 
% 99.0% 84.0% 64.0% 13.5% 

 
Figure 3 graphically compares results presented in Table 1 and Table 2. 

 

Fig. 3. Plot that graphically compares results presented in Table 1 and Table 2 
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4 Discussion and Conclusion 

As has been shown in our experiment it is possible to overcome limitation of single 
capturing device by adding more devices of the same type that gather user data at 
different angles. What is more our approach can be used with standard tracking libra-
ries. Our experiment has also shown that integration of tracking data acquired by 
several Kinect devices with standard software increases the effectiveness of GDL 
classifier. This is due the fact that additional sensors that are situated at different an-
gles than central one are capable of tracking body joints that in some situations might 
be covered by different body parts. This condition is especially visible in case of non-
static Karate techniques: Age-uke and Mae-geri. After integrating skeleton data from 
three sensors as it was presented in paragraph 2 the recognition rate of Age-uke was 
increased by 42% and Mae-geri by 62%. All recognition errors were caused by  
inaccurate tracking of users’ body joints. We anticipate that we can minimize “not 
classified” error rate even more by applying device setup that was presented in Figure 
1 – left. This sensor positioning will supply the system with “real” three dimensional 
measurements however the new tacking algorithm has to be generated. The creation 
of this new algorithm will be our goal for the future research. 

 

Fig. 4. The set of photographs taken during test session of our training system. In top left and 
top right photo we see hardware set up. It is consisted of three PC computers connected togeth-
er in local network. Each of them runs single instance of application that implements gesture 
recognition pipeline from Figure 2. The recordings are synchronized by synchronization server 
that sends timestamps to each instance by UDP protocol. In bottom left and right photo we can 
see system performing real-time recognition of defined Karate techniques. 

We have created the prototype of our training system which was used to gather da-
ta presented in result section and to our novel methodology validation. The photo-
graphs taken during this test session are presented in Figure 4. The implementation of 
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system is capable of real time recognition of defined rules. The GDL approach allows 
not only to analyze the several Shorin-Ryu Karate techniques but also to support the 
training and teaching activities of such arts. In present form our approach enables 
karate techniques recognition that indicate to user if he or she made the gesture 
“enough similar to the pattern” to be classified. The proposed approach has to be ex-
panded by additional module that would give the user the supporting information how 
well (how similarly to pattern) he made his gesture. In paper [7] authors proposed the 
scoring methodology to give as output a score representative of the effectiveness and 
quality of the move performed independently of the move length. The final score is 
obtained by regression among human judgments and the normalized dynamic time 
warping distances obtained by each technique. The model fitted is a 5-parameters 
logistic. This approach can easily be adapted to our solution. In the future we will 
generate another scoring methodology to make scoring dependent only to similarity of 
performed movement to GDL script description.   
Our future goal will be development of GDL script for recognition of complete set of 
most popular karate techniques. The completed classifier will be than utilized in self-
training multimedia application. We also plan to expand the GDL script syntactic [12] 
to enable creation rules that describes behavior of more than one tracked user at the 
same time. With this simple extension GDL will allow to perform the human beha-
vioral and human interaction analysis, which may be important for recognition of 
dangerous situations while ensuring the homeland security. 
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5 Appendix – GDL Script Bases and Examples 

Skeleton is consisted of body joints. There are following possible names of body 
joints: 

HipCenter, Spine, ShoulderCenter, Head, ShoulderLeft, El-
bowLeft, WristLeft, HandLeft, ShoulderRight, ElbowRight, 
WristRight, HandRight, HipLeft, KneeLeft, AnkleLeft, 
FootLeft,  HipRight, KneeRight, AnkleRight, FootRight. 

Each rule starts with RULE keyword, and ends with conclusion name which is pre-
ceded by THEN keyword. 

Syntax: 

HipLeft.xyz[0] 

means that you take three dimensional coordinate of joint HipLeft from the top of 
memory heap (actual joint position). 

Synatx: 

HipLeft.y[0] 

means that you take only y-coordinate (vertical). The coordinate frame is right – 
handed as shown in Figure 1. 

KneeRight.a[0] 

is an angle between vectors defined by joint KneeRight and two neighboring joints 
(HipRight and AnkleRight), the vertex of the angle is in joint KneeRight. 

angle(HipLeft.xyz[0] - KneeLeft.xyz[0],  HipRight.xyz[0] 
- KneeRight.xyz[0]) 
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is angle between two vectors defined by joints coordinates. 
ABS is absolute value of real number. 
DISTANCE is an Euclidean distance between vectors. 
| is logical “or” operator, & is logical “and” operator. 

sequenceexists("[MaeMiddleRight,1][MaeStart,1]") 

is true if conclusion MaeMiddleRight has appeared in memory heap not longer 
than 1 second ago (this is “1” digit after comma) and MaeStart has appeared in mem-
ory heap not longer 1 second ago while MaeMiddleRight has appeared in memory 
heap. 

 
The following listing is GDL script we defined together with black belt instructor 

(3 dan) of Shorin-Ryu Karate. Because of space limitation and intuitiveness of de-
scription we leave the detailed analysis to the reader. 

 

/////////////////// 
//Moto-dachi 
/////////////////// 
RULE angle(HipLeft.xyz[0] - KneeLeft.xyz[0],  Hi-
pRight.xyz[0] - KneeRight.xyz[0]) > 5  
& angle(HipLeft.xyz[0] - KneeLeft.xyz[0],  Hi-
pRight.xyz[0] - KneeRight.xyz[0]) < 45  
THEN MotoLegsA 
RULE HipRight.z[0] < HipLeft.z[0] & KneeRight.z[0] < 
KneeLeft.z[0]  
& AnkleRight.z[0] < AnkleLeft.z[0]  
THEN MotoLegsZRight //right leg is in front of body 
RULE HipRight.z[0] > HipLeft.z[0] & KneeRight.z[0] > 
KneeLeft.z[0]  
& AnkleRight.z[0] > AnkleLeft.z[0]  
THEN MotoLegsZLeft //left leg is in fornt of body 
RULE ABS(AnkleRight.z[0] - AnkleLeft.z[0]) > 
ABS(DISTANCE(HipRight.xyz[0], HipLeft.xyz[0]))  
THEN MotoStepFront  
RULE KneeRight.a[0] > 150 & KneeLeft.a[0] > 150  
THEN MotoKnee 
RULE  (MotoStepFront & MotoLegsA & MotoKnee)  
& (MotoLegsZRight | MotoLegsZLeft) & StandStill  
THEN Moto-dachi 
 
/////////////////// 
//Age-uke 
/////////////////// 
RULE WristRight.y[0] < WristLeft.y[0] THEN AgeUkeRStart 
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RULE WristRight.y[0] > WristLeft.y[0] THEN AgeUkeLStart 
RULE ElbowRight.a[0] > 80 & Distance(WristRight.xyz[0], 
HipRight.xyz[0]) < 200 THEN AgeUkeRightHand 
RULE ElbowLeft.a[0] > 80 & Distance(WristLeft.xyz[0], 
HipLeft.xyz[0]) < 200 THEN AgeUkeLeftHand 
RULE ABS(WristLeft.y[0] - Head.y[0]) < 100 & 
ABS(WristLeft.x[0] - Head.x[0]) < 100 & ElbowLeft.a[0] > 
90 & ElbowLeft.a[0] < 150  
THEN AgeUkeRightHandLeftHandBlock 
RULE ABS(WristRight.y[0] - Head.y[0]) < 100 & 
ABS(WristRight.x[0] - Head.x[0]) < 100 & ElbowRight.a[0] 
> 90 & ElbowRight.a[0] < 150  
THEN AgeUkeLeftHandRightHandBlock 
RULE (AgeUkeLeftHand & AgeUkeLeftHandRightHandBlock)   
THEN AgeUkeRStop 
RULE (AgeUkeRightHand & AgeUkeRightHandLeftHandBlock)  
THEN AgeUkeLStop 
Rule (AgeUkeRStop & sequenceexists("[AgeUkeRStart,1]"))  
| (AgeUkeLStop & sequenceexists("[AgeUkeLStart,1]")) & 
StandStill  
THEN Age-uke 
 
/////////////////// 
//Mae-geri 
/////////////////// 
RULE ABS(AnkleRight.y[0] - AnkleLeft.y[0]) < 50  
THEN MaeStart  
RULE (HipRight.y[0] - KneeRight.y[0]) < 100 & 
ABS(KneeRight.a[0] - 90) < 30  
THEN MaeMiddleRight 
RULE (HipRight.y[0] - KneeRight.y[0]) < 200 & Knee-
Right.a[0] > 150  
THEN MaeEndRight 
RULE (HipLeft.y[0] - KneeLeft.y[0]) < 100 & 
ABS(KneeLeft.a[0] - 90) < 30  
THEN MaeMiddleLeft 
RULE (HipLeft.y[0] - KneeLeft.y[0]) < 200 & KneeLeft.a[0] 
> 150  
THEN MaeEndLeft 
RULE (sequenceexists("[MaeMiddleRight,1][MaeStart,1]") & 
MaeEndRight)  
| (sequenceexists("[MaeMiddleLeft,1][MaeStart,1]") & 
MaeEndLeft)  
THEN Mae-geri 
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Abstract. Physical Security Information Management (PSIM) systems are a 
recent introduction in the surveillance of critical infrastructures, like those used 
for mass-transit. In those systems, different sensors are integrated as separate 
event detection devices, each of them generating independent alarms. In order 
to lower the rate of false alarms and provide greater situation awareness for 
surveillance operators, we have developed a framework – namely DETECT – 
for correlating information coming from multiple heterogeneous sensors. 
DETECT uses detection models based on (extended) Event Trees in order to 
generate higher level warnings when a known threat scenario is being detected. 
In this paper we extend DETECT by adopting probabilistic models for the 
evaluation of threat detection trustworthiness on reference scenarios. The 
approach also allows for a quantitative evaluation of model sensitivity to sensor 
faults. The results of a case-study in the transit system domain demonstrate the 
increase of trust one could expect when using scenarios characterized in a 
probabilistic way for the threat detection instead of single-sensor alarms. 
Furthermore, we show how a model analysis can serve at design time to support 
decisions about the type and redundancy of detectors.  

Keywords: Physical Security, Sensor and Data Analysis, Event Correlation, 
Trustworthiness, Probabilistic Modelling, Quantitative Evaluation. 

1 Introduction 

In modern society the assurance of a secure environment is paramount due to the 
increasing number of threats against critical infrastructures. The number and the 
diversity of sensors used in modern wide-area surveillance is continuously increasing 
[1]. The type of sensors includes: (1) Environmental probes measuring temperature, 
humidity, light, smoke, pressure and acceleration; (2) Intrusion sensors, like magnetic 
contacts, infrared/microwave/ultrasound motion detectors, etc.; (3) Radio-Frequency 
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Identifiers (RFID) and position detectors, via satellite and/or electronic compasses; 
(4) Smart-cameras and microphones with advanced audio-video analytics capabilities; 
(5) Chemical Biological Radiological Nuclear explosive (CBRNe) detectors. 
Different types of sensing units are often integrated in smart-sensors like the so called 
‘motes’ of Wireless Sensor Networks (WSN), featuring on-board ‘intelligence’ 
through programmable embedded devices with dedicated operating systems, 
processors and memory [5]. 

Such a wide range of sensors provides a large quantity of heterogeneous 
information which has to be handled properly, in terms of pre-processing, integration 
and reasoning, in order to effectively support PSIM operators; otherwise, there is the 
serious risk of overwhelming operators with unnecessary information, warnings or 
alarms, with the consequence of making them unable to perform their task and 
possibly underestimate critical situations [3][4].  

In such a context, the issue of automatic situation recognition in PSIM is of 
paramount importance. However, not much work has been done in the research 
literature to develop frameworks and tools aiding surveillance operators to take 
advantage of recent developments in sensor technology. In other words, so far 
researchers seem to ignore the apparent paradox according to which the more and 
complex the sensors, the more and complex the tasks required for operators to 
manage and verify their alarms. 

We have addressed the issue of automatic situation recognition by developing a 
framework for model-based event correlation in infrastructure surveillance. The 
framework – named DETECT – is able to store in its knowledge base any number of 
threat scenarios described in the form of Event Trees, and then recognize those 
scenarios in real-time, providing early warnings to PSIM users [6][7]. 

In this paper we adopt a model-based evaluation approach to quantitatively assess 
the effectiveness of DETECT in reducing the number of false alarms, thus increasing 
the overall trustworthiness of the surveillance system. The evaluation is dependent on 
sensor technologies and scenario descriptions, and it is based on stochastic modelling 
techniques. To achieve such an objective, some mappings are performed from Event 
Trees to other formalisms like Fault Trees, Bayesian Networks and Petri Nets (and 
their extensions). Those formalisms are widespread in dependability modelling and 
allow engineers to perform several useful analyses, including ‘what if’ and 
‘sensitivity’, accounting for false alarms and even sensor hardware faults. 

Generally speaking, the method used for the analysis, which is the main original 
contribution of this paper, allows to: 

• Support design choices in terms of type and reliability of detectors, 
redundancy configurations, scenario descriptions. 

• Demonstrate the effectiveness of the overall approach in practical 
surveillance scenarios, in terms of the increase of trustworthiness in threat 
detection with respect to single sensors.  

In order to demonstrate the application of the methodology, a threat scenario of a 
terrorist attack in a metro railway station is considered. 
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The rest of this paper is structured as follows. Section 2 provides an overview of 
the related literature on DETECT and for trustworthiness evaluation of surveillance 
systems and it introduces the basic concepts of the event description language. 
Section 3 describes the process used for the analysis  customizing it to the Bayesian 
Networks formalism in Section 4. Section 5 presents the case-study application using 
a metro-railway threat scenario. Finally, Section 6 provides the conclusions and hints 
for future improvements. 

2 Background 

The first concept of DETECT has been described in [6], where the overall 
architecture of the framework is presented, including the composite event 
specification language (EDL, Event Description Language), the modules for the 
management of detection models and the scenario repository. In [7], an overall system 
including a middleware for the integration of heterogeneous sensor networks is 
described and applied to railway surveillance case-studies. Reference [14] discusses 
the integration of DETECT in the PSIM system developed by AnsaldoSTS, namely 
RailSentry [2], presenting the reference scenario which will be also used in this paper. 
In order to detect redundancies while updating the scenario repository (off-line issue) 
and to increase the robustness of DETECT with respect to imperfect modelling and/or 
missed detections (on-line issue), distance metrics between Event Trees are 
introduced in [15]. 

A survey of state-of-the-art in physical security technologies and advanced 
surveillance paradigms, including a section on PSIM systems, is provided in [16]. 
Contemporary remote surveillance systems for public safety are also discussed in 
[17]. Technology and market-oriented considerations on PSIM can be also found in 
[18] and [21]. 

In [8] the authors address the issue of providing fault-tolerant solutions for WSN, 
using event specification languages and voting schemes; however, no model-based 
performance evaluation approach is provided. A similar issue is addressed in [9], 
where the discussion focuses on different levels of information/decision fusion on 
WSN event detection using appropriate classifiers and reaching a consensus among 
them in order to enhance trustworthiness. Reference [13] describes a method for 
evaluating the reliability of WSN using the Fault Tree modelling formalism, but the 
analysis is limited to hardware faults (quantified by the Mean Time Between Failures, 
MTBF) and homogenous devices (i.e. the WSN motes). Performance evaluation 
aspects of distributed heterogeneous surveillance systems are instead addressed in 
[11], which only lists the general issues and some pointers to the related literature. 
Reference [10] about the trustworthiness analysis of sensor networks in cyber-
physical system is apparently one of the most related to the topics of this paper, since 
it focuses on the reduction of false alarms by clustering sensors according to their 
locations and by building appropriate object-alarm graphs; however, the approach is 
quite different from the one of DETECT and furthermore it applies to homogenous 
detectors. Another general discussion on the importance of the evaluation of 
performance metrics and human factors in distributed surveillance systems can be 
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found in [12]; however, no hints are provided in that paper about how to perform such 
an evaluation on real systems. 

Regarding the dependability modelling approach used in this paper, it is based on 
the results of the comparison among formalisms (i.e. Fault Trees, Bayesian Networks 
and Stochastic Petri Nets) in terms of modelling power and solving efficiency that has 
been reported in [20] and also applied in [19] to a different case-study using an 
approach known as ‘multi-formalism’. 

2.1 Event Description Language 

Threat scenarios are described in DETECT using a specific Event Description 
Language (EDL) and stored in a  Scenario Repository. In this way we are able to 
permanently store all scenario features in an interoperable format (i.e. XML). A high 
level architecture of the framework is depicted in Fig. 1. 

 

 

Fig. 1. The DETECT framework 

A threat scenario expressed by EDL consists of a set of basic events detected by the 
sensing devices. An event is a happening that occurs at some locations and at some 
points in time. In this context, events are related to sensor data (i.e. temperature higher 
than a threshold). Events are classified as primitive events and composite events. A 
primitive event is a condition on a specific sensor which is associated with some 
parameters (i.e. event identifier, time of occurrence, etc...). A composite event is a 
combination of primitive events by means of proper operators. Each event is denoted by 
an event expression, whose complexity grows with the number of involved events. Given 

the expressions nEEE ,...,, 21 , every applicaann on them through any operator is still an 

expression. Event expressions are represented by Event Trees, where primitive events are 
at the leaves and internal nodes represent EDL operators.  

DETECT is able to support the composition of complex events in EDL through a 
Scenario GUI (Graphical User Interface), used to draw threat scenarios by means of a 
user-friendly interface. Furthermore, in the operational phase, a model manager 
macro-module has the responsibility of performing queries on the Event History 
database for the real-time feeding of detection models corresponding to threat 
scenarios, according to predetermined policies. Those policies, namely parameter 
contexts, are used to set a specific consumption mode of the occurrences of the events 
collected in the database. The EDL is based on the Snoop event algebra [24], 
considering the following operators: OR, AND, ANY, SEQ. For sake of space and 
due to their simplicity, the operators are not presented and further details are present 
in the literature. 
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3 Trustworthiness Modelling Process 

The advantage of the modelling and analysis activity is twofold. On one hand it can 
be used during the design phase since it allows to quantitatively evaluate different 
design options for sensing and decision mechanisms allowing cost/effective trade-offs 
in protection systems design. In fact, the sensing strategies can differ in the number of 
sensors, in their reliability and/or in their efficiency in event detection; decision 
options are related to the logics that can be applied for correlating primitive events. 
On the other hand, the model can be used at run-time due to the possibility of tuning 
the models using data collected during the operational phase (i.e. event history log 
files merged with operator feedback about false negative/positive), allowing 
incremental refinement of detection models.  

Fig. 2 shows how the aforementioned objectives can be achieved in an integrated 
process, in which both the monitored and monitoring systems are represented using 
probabilistic modelling formalisms. Quantitative model evaluation enables two 
possibilities:  

• When used at design-time, the analyses can be used to compute the probability of 
having an alarm and its confusion matrix (i.e. the false positive and false negative 
probabilities). Such information can be used in order to improve the system by 
using more accurate or redundant sensors. 

• When used at run-time, the detected events can be used as the evidence in the 
models. In such a way, the probability that the configuration of the primitive 
events is actually representative of the composite event (i.e. the threat scenario) 
can be dynamically adapted. Consequently, alarms can be generated only when 
the confidence in the detection is greater than a certain threshold.  

 

 

Fig. 2. The modelling and analysis process 

 

 
 

 

Fig. 3. Surveillance model 
layers 
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Focusing on the design-time analysis, it is essential to develop an appropriate 
modelling methodology. In the context of surveillance systems trustworthiness 
evaluation, models of interest can be structured in three layers as depicted in  

Fig. 3. These layers are: 

• Event layer: this layer is devoted to modelling the actual cause-consequence 
relations in real environments. It determines how complex situations can be 
broken down into basic events (e.g. sneaking into a room by the window implies 
the breaking of the glass). It is usually the output of physical security surveys and 
risk assessment. In its most trivial form, it is constituted by the sequence of basic 
events associated to a threat scenario. 

• Sensing layer: this layer models the sensors as objects with their characteristics 
(e.g. event detection capabilities, hardware reliability, detection performance) and 
the basic sensing actions with respect to the events identified in the lower layer. 

• Decision layer: this layer addresses the (probabilistic) combination of simple 
events by means of EDL operators. It is important to note that this layer is built 
on top of the Sensing layer instead of the Event layer, since it does not deal with 
events actually occurring in the reality but with the ones generated by the sensing 
system, which can be different according to sensor types, deployment granularity, 
and detection performance. 

In the following of this paper we mainly concentrate on the upper layer; however, the 
outputs of detection model evaluation can be used as inputs to refine threat modelling 
and better define sensor design parameters in order to meet the requirements of 
specific applications.  

4 Application of the Modelling Process 

In this Section we instantiate the process schema shown in Fig. 2 using the Bayesian 
Networks (BN) reference formalism, which features several advantages when 
employed in situation recognition. Fault Tree (FT) and Petri Net (PN) based processes 
can be equally derived from the general process schema. A complete comparison of 
these formalisms against their modelling power and efficiency is reported in [21]. In 
brief, FTs are very easy to build and analyse, but they have a limited modelling 
power. On the other hand, PNs feature a great expressive power but they are limited 
by the well-known state space explosion problem. BNs represent a good trade-off 
between those two extremes.  

The operators used to build the Event Trees according to the event correlation 
approach implemented by DETECT have been briefly described in Section 2.2. 
Bayesian Networks fit the need to extend decision mechanisms adding the capability 
to handle probabilistic aspects. In fact features such as sensor hardware reliability and 
detection performance (i.e. false positive and false negative probabilities) rather than 
uncertainty in event modelling can be dealt with by appropriate BN subnets. 
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The process presented in Section 3 can be customized in the case of the BN 
formalism considering the specific types of analysis that can be conducted on a BN 
model [23]. Let: A be the set of alarms associated with threat scenarios; E be the set of 
events that can occur in the real environment; S be the set of states of the sensors. If 
we suppose a ∈ A,  e ∈ E, s ∈ S, these three different indexes can be computed by 
solving the BN model: 

• Prior probability, P(a), that is the likelihood of occurrence of an alarm before 
any evidence relevant to the alarm has been observed. This index is the 
probability that an alarm is raised and it may be used at the design time of a 
PSIM system to predict the expected alarm rate, provided that the rate of 
primitive events is known a-priori. 

• Posterior probability, P(a | e, s), that is the conditional probability that an alarm 
is raised after some evidence is given. This index represents the probability of 
having an alarm in specific conditions, e.g. when some events happen (e.g. 
intrusion) and some others are generated by the surveillance system (e.g. sensor 
failure). It is useful at both design and run times. When used at design time it can 
be used to evaluate the performance of the detection system (i.e. the confusion 
matrix1). In addition, the Posterior probability may be used to perform a ‘what-if’ 
analysis in order to evaluate the performance degradation in case of sensor 
failures. When used at run-time, a posterior analysis on the model fed with real 
evidence of events and/or sensor failures may provide a surveillance operator 
with alerts if probabilities are higher than a certain threshold. 

• Likelihood, P(e | a, s), that is the probability of observing an element of E (real 
threat scenario) given evidence in A and S. In practice, it can be used to 
determine the probability that the alarm is trustworthy given that it has been 
generated. This kind of analysis is useful at run-time since it can support the 
decision making of the operators. 

The layered model presented in Section 3 is substituted by a Bayesian Network where 
the BN nodes modelling the elements of the Event Layer are at the bottom, the ones 
representing the Sensing Layer are in the middle, the ones translating EDL operators 
at the Detection Layer are on the top. Specifically, we focus on the definition of a BN 
pattern that models the Sensing Layer and on the translation of EDL operators into 
BN elements. The BN pattern depicted in Fig. 4 shows how sensing can be modelled 
by means of three variables:  

• ev: binary independent variable that models the occurrence of primitive events. 
The possible values of the variable are {true, false}; 

• sens: binary independent variable representing sensor operation that can be {ok, 
down}; 

                                                           
1 In this case of event detection, the confusion matrix accounts for binary events which can be 

true (i.e. occurred) or false. In DETECT, the false positive probability is given by P(a =true | 
e =false) while the false negative probability is P(a =false| e =true). 



 Trustworthiness Evaluation of Multi-sensor Situation Recognition 449 

 

• det: binary variable modelling event detection by the sensor. This is a {true, 
false, unknown} dependent variable whose Conditional Probability Table (CPT) 
is reported in Tab. 1. The CPT is built considering the two probabilities: false-
positive (sfp) and false-negative (sfn). 

All the elements on the left side of Tab. 1 are translated into BN variables. The 
diverse operators are differentiated by CPTs. 
 

 

Fig. 4. BN pattern for the Sensing Layer 

Please note that, as combinatorial formalisms, Fault Trees and Bayesian Networks 
cannot precisely model the SEQ operator since they do not allow taking into account 
state and time dependant properties. In order to overcome such a limitation, more 
powerful formalisms are needed, like Dynamic Bayesian Networks or Petri Nets. 
However, it is possible to approximate a SEQ operator by an AND. In fact, since the 
SEQ requires the occurrence of events in a certain order, the set of cases in which e.g.  
SEQ (E1, E2) is true is a subset of the set in which AND (E1, E2) is true. Thus, by 
substituting the SEQ with AND in the trustworthiness model, we are overestimating 
the false positive rate for the specific scenario. 

Table 1. CPT of the Sensing Layer pattern 

c sens 
det 

true false unknown 
false down 0 0 1 
false ok sfp 1-sfp 0 
true down 0 0 1 
true ok 1-sfn sfn 0 

5 Modelling Trustworthiness in a Specific Scenario  

The effectiveness of the modelling approach, described in the previous section, is 
demonstrated using a case-study in the mass transit domain, whose assets are 
vulnerable to several threats, including terrorist attacks. Therefore, surveillance 
systems for mass transit feature a growing number of heterogeneous sensing devices. 
In such a context, the quantitative evaluation of model trustworthiness and sensitivity 
to sensor faults is very important to design robust surveillance systems and to reduce 
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the number of unnecessary alerts. In particular, at design time the results of model 
analysis provide valuable information to assess the level of redundancy and diversity 
required for the sensors, in order to find the appropriate configuration to comply with 
performance targets, perhaps given by the requirements specification of the end-user. 
Feedbacks from model evaluation can suggest changes about sensor dislocation and 
technologies. An estimation of detection model trustworthiness is essential also in 
real-time, whether using statically or dynamically updated data, in order to define 
confidence thresholds for triggering high level warnings and even automatic response 
actions.   

Let us consider a threat scenario similar to the chemical attack with Sarin agent 
occurred in the Tokyo subway on March 20, 1995, which caused 12 fatalities and 
5500 injured [22]. The available technologies to early detect and assess the threat 
include intelligent cameras, audio sensors and specific standoff CWA (Chemical 
Warfare Agents) detectors, which feature a limited alarm trustworthiness. By means 
of the DETECT framework, the events detected by these sensors could be correlated 
as well as reported in the threat scenario representation in the reference [14]. The 
main CWA detection technologies include Ion Mobility Spectroscopy (IMS), Surface 
Acoustic Wave (SAW), Infrared Radiation (IR), etc. They are employed in ad-hoc 
standoff detectors, characterized by different performances. One of the most accurate 
devices, the automatic passive IR sensor, can recognize a vapor cloud from several 
kilometres with a 87% detection rate. Obviously, it is possible to combine 
heterogeneous detectors (e.g. IMS/SAW and IR) and to correlate their alarms 
according to different criteria (e.g. logic, temporal, and spatial), in order to increase 
the CWA detection reliability. The same considerations apply to the alarms detected 
by the other sensing devices.         

The threat scenario consists of a simultaneous drop of CWA in subway platforms. 
Let us assume the following likely set of events:  

1. attackers stay on the platforms, ready to drop the CWA; 

2. contaminated persons fall down on the floor; 

3. people around the contaminated area run away and/or scream; 

4. CWA spreads in the platform level and possibly reaches higher levels. 

In each subway site, it is possible to use two smart-cameras positioned at platform 
end walls, a microphone in the middle and two CWA standoff detectors positioned on 
the platform and on the escalators. The scenario can be formally described by means 
of the notation “sensor description (sensor ID) :: event description (event ID)”:  

• Intelligent Camera (S1) :: Fall of person (E1) 

• Intelligent Camera (S1) :: Abnormal running (E2) 

• Intelligent Camera (S2) :: Fall of person (E1) 

• Intelligent Camera (S2) :: Abnormal running (E2) 

• Audio sensor (S3) :: Scream (E3) 
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• IMS/SAW detector (S4) :: CWA detection (E4) 

• IR detector (S5) :: CWA detection (E4) 

The Event Tree model of the CWA threat scenario is depicted in Fig. 5. 

 

Fig. 5. Event tree associated to the CWA threat scenario 

The OR operators correlate the events “person falling” and “person running”, 
detectable by the two redundant intelligent cameras monitoring the platform. The 
other child node (E3-S3) of the ANY operator represents the event “person 
screaming”, detectable by the intelligent microphone. When 2 out of these 3 events 
are detected in a certain (limited) time frame, the situation can reasonably be 
considered abnormal, so that a warning to the operator can be issued. The SEQ 
operator represents the upward CWA spread, detectable by the two redundant CWA 
sensors, installed at different levels. Finally the AND operator at the top of the tree 
represents the composite event associated with the whole CWA threat scenario.   

As described in the previous section, each occurrence of an event can be true with 
a probability p, or false with a probability 1-p. Each sensor can be available, i.e. ok, 
with a probability q, or unavailable, i.e. down, with a probability 1-q. Finally, each 
single event detected by a sensor can be true, false, or unknown according to the 
occurrence of the event condition and to the availability of the sensor at that time. 
Moreover, each sensor, for each detectable event, is characterized by the values: sfn 
and sfp, which are the sensor false positive and false negative probabilities. The BN 
model of the event tree is built and analysed according to the modelling schema and 
methodology described in the previous sections and it is represented in Fig. 6. 

The Event Layer is constituted by a node E that represents the actual CWA attack, 
while E1, E2, E3 and E4 are the primitive events that can be detected by the sensors. 
The interface between Event Layer and Sensor Layer is the set of E1, E2, E3 and E4 
nodes. In the Sensor Layer, there are five nodes (S1, S2, S3, S4 and S5) representing 
sensors and seven nodes (E1-S1, E2-S1, E1-S2, E2-S2, E3-S3, E4-S4 and E4-S5) 
representing the sensed events. These seven event nodes constitute the interface 
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between the Sensing Layer and the Detection Layers. Such an interface is built 
according to the mapping between EDL operators and BNs. As already stated, the 
SEQ operator has been substituted by the AND operator, introducing a modelling 
error. 

 

 

Fig. 6. BN model of the CWA threat scenario 

The model has been evaluated on the basis of the parameters summarized in Tab. 
2, where (non conditional) probabilities refer to a standard time frame of 1 hour. The 
parameters have been valued considering realistic pseudo-data, since exact values 
depend on risk assessment results, specific sensor technology as well as operational 
reports in the real environment. 

For the sake of brevity, we report only the posterior probability analysis that has 
been performed in order to evaluate the confusion matrix (see Tab. 3). The left 
column represents the evidence, that can be true (CWA threat is actually happening) 
or false. The other columns represent the probability of CWA threat alarm is 
generated (‘Alarm on’, which can be a true positive, tp, or false positive, fp, 
depending whether the evidence is true or false, respectively) or not (‘Alarm off’, 
which can be a tn or a fn, depending whether the evidence is false or true, 
respectively), or being inactive due to the unavailability of essential sensors. The 
results show that the rate of alarms, and in particular the fp and fn probabilities, is 
largely acceptable, according to recent ergonomics studies [4]. Furthermore, the value 
of fp is much less than false positives generated by single sensors. The evaluation of 
those parameters is essential to ensure system effectiveness and usability in real 
environments.  
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Table 2. BN model parameters 

Name Description Node Value 
attackProb Probability of having a CWA attack E 10-6 
running Probability of a running man in normal 

conditions (not related to an attack) 
E1 4*10-1 

falling Probability of a falling man in normal 
conditions (not related to an attack) 

E2 10-3 

screaming Probability of a scream in normal conditions 
(not related to an attack) 

E3 5*10-3 

U1 Unavailability of sensor 1 S1 2*10-4 
U2 Unavailability of sensor 2 S2 2*10-4 
U3 Unavailability of sensor 3 S3 10-4 
U4 Unavailability of sensor 4 S4 2*10-5 
U5 Unavailability of sensor 5 S5 10-5 
Sfp11 

Sfp12 
Sensor false positive probability of sensor 1 
(resp. 2) when sensing event 1 

 
E1-S1 
E1-S2 

3*10-2 

Sfn11 

Sfn12 
Sensor false negative probability of sensor 2 
(resp. 2) when sensing event 1 

2*10-2 

Sfp21 

Sfp22 
Sensor false positive probability of sensor 1 
(resp. 2) when sensing event 2 

 
E2-S1 
E2-S2 

2*10-2 

Sfn21 

Sfn22 
Sensor false negative probability of sensor 2 
(resp. 2) when sensing event 2 

3*10-2 

Sfp33 Sensor false positive probability of sensor 3 
when sensing event 3 

 
E3-S3 

2*10-2 

Sfn33 Sensor false negative probability of sensor 3 
when sensing event 3 

1.2*10-2 

Sfp44 Sensor false positive probability of sensor 4 
when sensing event 4 

 
E4-S4 

0.8*10-2 

Sfn44 Sensor false negative probability of sensor 4 
when sensing event 4 

0.2*10-2 

Sfp55 Sensor false positive probability of sensor 5 
when sensing event 5 

 
E5-S5 

0.7*10-2 

Sfn55 Sensor false negative probability of sensor 5 
when sensing event 5 

0.3*10-2 

 

Table 3. Confusion matrix of the CWA threat scenario 

Evidence Alarm on Alarm off 
True 0.995 (tp) 0.22*10-4 (fn) 
False 0.5*10-2 (fp) 0.999978 (tn) 
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6 Conclusions and Future Work  

Trustworthiness evaluation of models employed in situation assessment has a great 
practical importance in several applications of critical infrastructure surveillance. In 
those domains, quantitative evaluation is essential since the output of detection 
models is used to support decisions of the operators. Trustworthiness models allow to 
evaluate the robustness of PSIM systems also with respect to human errors and/or 
sensor faults, and to demonstrate compliance to performance and ergonomic 
requirements. In this paper, we have provided a structured trustworthiness modelling 
approach especially suited to surveillance systems featuring situation recognition 
capabilities based on Event Trees, which is the threat specification formalism used in 
the DETECT framework. 

The effectiveness of the approach described in this paper is twofold. At design 
time, the results of the analysis provide a guide to support the choice and dislocation 
of sensors with respect to specific threats. At run-time, trustworthiness indices can be 
associated with detection models and hence to alarms reported to the operators,  
taking into account sensor performance and dependability parameters. Furthermore, at 
run-time: 

• Sensor status (e.g. events detected, hardware failures, etc.) can be used to 
update trustworthiness indices in real-time 

• The feedback of the operators over a significant time period can be used to 
fine-tune trustworthiness parameters (e.g. the fp probability can be estimated 
by counting the average number of false alerts generated by single sensors or 
even by DETECT, and by normalizing that number according to the 
reference time frame). 

We have shown that among the probabilistic modelling formalisms, BNs are the 
most suited to this kind of application, allowing a very good trade-off between ease of 
modelling and expressive power. 

The results achieved by model evaluation demonstrate the effectiveness of the 
DETECT event correlation approach to reduce the number of unnecessary alerts, 
warning and alarms, thus improving PSIM ergonomics and usability. Model 
evaluation also allows to perform ‘what-if’ predictions and sensitivity analyses with 
respect to changes in detection model structure and parameters, enabling and 
supporting design optimisation at several levels. 

Future developments will address the following: evaluation results are going to be 
extended using further models and simulation campaigns; data coming from on-the-
field experimentations and long term observations is going to be integrated with the 
models and used to validate them. The aforementioned automatic update of 
trustworthiness parameters is being implemented in DETECT using appropriate 
modules and exploiting the integration of DETECT in the PSIM system developed by 
AnsaldoSTS. 



 Trustworthiness Evaluation of Multi-sensor Situation Recognition 455 

 

References 

1. Garcia, M.L.: The Design and Evaluation of Physical Protection Systems. Butterworth-
Heinemann (2001) 

2. Bocchetti, G., Flammini, F., Pragliola, C., Pappalardo, A.: Dependable integrated 
surveillance systems for the physical security of metro railways. In: IEEE Procs. of the 
Third ACM/IEEE International Conference on Distributed Smart Cameras (ICDSC 2009), 
pp. 1–7 (2009) 

3. Zhu, Z., Huang, T.S.: Multimodal Surveillance: Sensors, Algorithms and Systems. Artech 
House Publisher (2007) 

4. Wickens, C., Dixon, S.: The benefits of imperfect diagnostic automation: a synthesis of the 
literature. Theoretical Issues in Ergonomics Science 8(3), 201–212 (2007) 

5. Flammini, F., Gaglione, A., Mazzocca, N., Moscato, V., Pragliola, C.: Wireless Sensor 
Data Fusion for Critical Infrastructure Security. In: Corchado, E., Zunino, R., Gastaldo, P., 
Herrero, Á. (eds.) CISIS 2008. AISC, vol. 53, pp. 92–99. Springer, Heidelberg (2009) 

6. Flammini, F., Gaglione, A., Mazzocca, N., Pragliola, C.: DETECT: a novel framework for 
the detection of attacks to critical infrastructures. In: Martorell, et al. (eds.) Safety, 
Reliability and Risk Analysis: Theory, Methods and Applications, Procs of ESREL 2008, 
pp. 105–112 (2008) 

7. Flammini, F., Gaglione, A., Mazzocca, N., Moscato, V., Pragliola, C.: On-line integration 
and reasoning of multi-sensor data to enhance infrastructure surveillance. Journal of 
Information Assurance and Security (JIAS) 4(2), 183–191 (2009) 

8. Ortmann, S., Langendoerfer, P.: Enhancing reliability of sensor networks by fine tuning 
their event observation behavior. In: Proc. 2008 International Symposium on a World of 
Wireless, Mobile and Multimedia Networks (WOWMOM 2008), pp. 1–6. IEEE Computer 
Society, Washington, DC (2008) 

9. Bahrepour, M., Meratnia, N., Havinga, P.J.M.: Sensor Fusion-based Event Detection in 
Wireless Sensor Networks. In: 6th Annual International Conference on Mobile and Ubiquitous 
Systems: Networking and Services, MobiQuitous 2009, Toronto, Canada, July 13-16 (2009) 

10. Tang, L.-A., Yu, X., Kim, S., Han, J., Hung, C.-C., Peng, W.-C.: Tru-Alarm: 
Trustworthiness Analysis of Sensor Networks in Cyber-Physical Systems. In: Proceedings 
of the 2010 IEEE International Conference on Data Mining (ICDM 2010). IEEE Computer 
Society, Washington, DC (2010) 

11. Legg, J.A.: Distributed Multisensor Fusion System Specification and Evaluation Issues. 
Defence Science and Technology Organisation, Edinburgh, South Australia 5111, 
Australia (October 2005) 

12. Karimaa, A.: Efficient Video Surveillance: Performance Evaluation in Distributed Video 
Surveillance Systems. In: Lin, W. (ed.) Video Surveillance. InTech (2011) ISBN: 978-
953-307-436-8 

13. Silva, I., Guedes, L.A., Portugal, P., Vasques, F.: Reliability and Availability Evaluation of 
Wireless Sensor Networks for Industrial Applications. Sensors 12(1), 806–838 (2012) 

14. Flammini, F., Mazzocca, N., Pappalardo, A., Pragliola, C., Vittorini, V.: Augmenting 
surveillance system capabilities by exploiting event correlation and distributed attack 
detection. In: Tjoa, A.M., Quirchmayr, G., You, I., Xu, L. (eds.) ARES 2011. LNCS, 
vol. 6908, pp. 191–204. Springer, Heidelberg (2011) 

15. Flammini, F., Pappalardo, A., Pragliola, C., Vittorini, V.: A robust approach for on-line 
and off-line threat detection based on event tree similarity analysis. In: Proc. Workshop on 
Multimedia Systems for Surveillance (MMSS) in Conjunction with 8th IEEE International 
Conference on Advanced Video and Signal-Based Surveillance, Klagenfurt, Austria, 
August 29-30, pp. 414–419 (2011) 



456 F. Flammini et al. 

 

16. Flammini, F., Pappalardo, A., Vittorini, V.: Challenges and emerging paradigms for 
augmented surveillance. In: Effective Surveillance for Homeland Security: Combining 
Technology and Social Issues. Taylor & Francis/CRC Press (to appear, 2013) 

17. Räty, T.D.: Survey on contemporary remote surveillance systems for public safety. IEEE 
Trans. Sys. Man Cyber. Part C 5(40), 493–515 (2010) 

18. Hunt, S.: Physical security information management (PSIM): The basics,  
http://www.csoonline.com/article/622321/ 
physical-security-information-management-psim-the-basics 

19. Flammini, F., Marrone, S., Mazzocca, N., Vittorini, V.: A new modelling approach to the 
safety evaluation of N-modular redundant computer systems in presence of imperfect 
maintenance. Reliability Engineering & System Safety 94(9), 1422–1432 (2009) 

20. Bobbio, A., Ciancamerla, E., Franceschinis, G., Gaeta, R., Minichino, M., Portinale, L.: 
Sequential application of heterogeneous models for the safety analysis of a control system: 
a case study. Reliability Engineering & System Safety Journal, RESS 81(3), 269–280 
(2003) 

21. Frost & Sullivan: Analysis of the Worldwide Physical Security Information Management 
Market (November 2010), http://www.cnlsoftware.com/media/reports/ 
Analysis_Worldwide_Physical_Security_Information_Management_
Market.pdf 

22. National Consortium for the Study of Terrorism and Responses to Terrorism (START), 
Global Terrorism Database [199503200014] (2012),  
http://www.start.umd.edu/gtd (retrieved) 

23. Charniak, E.: Bayesian Networks without Tears. AI Magazine (1991) 
24. Chakravarthy, S., Mishra, D.: Snoop, An expressive event specification language for active 

databases. Data Knowl. Eng., 14(1), 1–26 (1994) 
25. Codetta-Raiteri, D.: The Conversion of Dynamic Fault Trees to Stochastic Petri Nets, as a 

case of Graph Transformation. Electronic Notes in Theoretical Computer Science 127(2), 
45–60 (2005) 



 

A. Cuzzocrea et al. (Eds.): CD-ARES 2013 Workshops, LNCS 8128, pp. 457–464, 2013. 
© IFIP International Federation for Information Processing 2013 

A New Approach to Develop a Dependable Security Case 
by Combining Real Life Security Experiences  

(Lessons Learned) with D-Case Development Process 

Vaise Patu and Shuichiro Yamamoto 

Nagoya University, Furo-cho Chikusa-ku, Nagoya City〒464-8601, Japan 
{dr.vpatu,yamamotosui}@icts.nagoya-u.ac.jp 

Abstract. Modern information and distributed systems runs for extensive 
periods of time and are being constantly improved in service objectives under 
evolving technologies and changing regulations and standards. These systems 
have become extremely complex and therefore, it is very important that they are 
to be dependable in order for them to execute their functionalities and purposes 
correctly or to an acceptable level of services. However, due to the ever-growing 
complexity of information and distributed systems, it is very difficult to achieve 
dependability by relying only on conventional technologies such as development 
processes and formal methods. And therefore the idea of Assurance Case or 
D-Case (dependability case) has become more and more a popular notion. 
Recently, D-Case which is an extension form of Assurance Case, is more 
commonly associated with the safely aspect of dependability. And because of 
this regard, safety cases are more well known in comparison to other aspects of 
dependability such as availability, integrity and confidentiality witch are all 
related to the security domain. In this paper, we introduce our new approach to 
the development of a dependable security case. 

1 Introduction 

It is very difficult to define what exactly a secure system means, because the concerns 
in the security domain are too diverse. For example, some secure systems are more 
concerned with unauthorized access to information, while some are more concerned 
with denial-of-service attacks and so on. In this paper, we discussed how we developed 
a dependable security case for our e-learning distributed system by utilizing the 
knowledge we gained from previous occurred attacks as a mechanism to build 
solutions that counters any more future attacks of the same kind. As we all know, it is 
common for network systems to contain security vulnerabilities that allow 
unauthorized personnel to compromise the systems, steal intellectual property, or 
disclosure sensitive data. To combat these vulnerabilities, a proactive approach to 
building secure network systems and strong evident based security case is necessary. 
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There are many well-written documents on how to write safety cases and reliability 
cases but very few on security cases. The reason for this is not the concern of this paper 
but to propose our method on how we developed our security case by complying with 
previous systems risks and attacks and the lessons we learned from it.  

2 Our New Approach to the Development of a Dependable 
Security Case 

How we decide on the aspect of the system to be assured using an assurance case, is 
directly derives from the system under review risk analysis results and its set of 
requirements. However in our approach, we also added in our experience (lessons 
learned) gained from the attacks our system faced in the past as shown in figure 1. Since 
we are building a security case, it was close to impossible for us to predict the 
vulnerabilities and the security risks that reside in our system architecture when our 
distributed e-learning system starts its operation. But as we continued our operation for 
almost 6 years now, we gradually improved our system performance and security by 
building counter measures to any severe exploitation we faced in the past.  As an 
example in Table 1, we have listed down some of the most common security 
vulnerabilities that are most popularly delt with in the domain of security especially when 
dealing with information and network systems. From the this known list of security 
vulnerabilities / claims, we build from it a correponding list of solutions or evidence that 
comes in handy when we go through the process of creating of our security case. 

 

Fig. 1. To achieve the goal of system dependability, we proposed the addition of a 3rd 
requirement, which are the reports of previous encountered system risks and attacks 

The solution column is a result of our discussion, on how we should change our 
system configurations in order to minimize the effects of these attacks if we 
encountered if we encounter them in the future. We developed our 4-step process to 
register new attacks once we discover them. 

A) Identifying the type of attack 
B) Describe the nature of the attack 
C) Build a counter strategy for the attack via discussions 
D) Store the completed report to our system repository for future reference 
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Table 1. Our completed table of the known list of the most common security vulnerabilities 
traced back to the risk initiated network component and the solutions we have to limit the risk 
causal factors 

Network Component
at Risk

Proposed Solution / Evidence

Boarder Router All Router ACLs configurations should be
checked and monitored constantly for
accuracy

Remote Access Server (i) Limit the number of Remote Access
Servers within the system. (ii) All Remote
Access Servers should be under monitoring
continuously

Firewall (i) Firewall ACLs configurations should be
checked and monitored constantly for
accuracy. (ii) Backup the completed
configurations into a secure separate
location.

Internet / DMZ Server

<Undeveloped>

Limit the using of services such as RPD,
FTP, DNS and SMTP

(i) All CGI and ASP scripts should be
double checked by a second party for
accuracy before the system is deployed (ii)
Forbid the use of FTP with anonymous
accounts and passwords on the system

Boost continuous monitoring of the full
system log-files in a daily or weekly bases
to up the security threats early detection
capability of the system

Branch Office

<Undeveloped>

Workstation

<Undeveloped>

<Undeveloped>

Internal LAN Server
<Undeveloped>

<Undeveloped>

Security Vulnerabilities (- Claims)

Misconfigured Internet servers, especially CGI
and ASP scripts on web servers, anonymous
FTP with world-writable directories and XSS
vulnerabilities

Hosts running unnecessary services such as
RPC, FTP, DNS, SMTP are easily
compromised.

Misconfigured firewall ACLs can allow access
to internal systems directly or once a DMZ
server is compromised.

Information leakage can provide the attacker
with operating system and application versions,
users, groups, shares, DNS information via zone
transfers and running services like SNMP,
finger, SMTP, telnet, rusers, rpcinfo, NetBIOS.

Inadequate logging, monitoring and detection
capabilities at the network and host level

Excessive trust relationships such as Windows
Domain Trusts, UNIX rhosts, and SSH files can
provide attackers with unauthorized access to
sensitive systems

Weak, easy to guess passwords at the
workstation level can compromise your
company’s server

Unauthenticated services like X Windows allow
users to capture remote keystrokes or
workstation keystrokes after software is
installed

Excessive file and directory access controls
(Windows shares and UNIX NFS exports)

Software that is unpatched, outdated or left in
default configurations, especially web servers
are vulnerable to attacks

Inadequate router access control: Misconfigured
router ACLs can allow information leakage
through ICMP, IP, NetBIOS and lead to
unauthorized access to services on your DMZ
servers.

Unmonitored remote access points provide one
of the easiest means of access to your corporate
network. Telecommuters often connect to the
Internet with little protection, exposing
sensitive files to attack.
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3 Building of the Security D-Case 

Our new approach of creating a dependable security case was first introduced and 
tested as an experiment to provide assurance to the security aspect of our distributed 
e-learning system. However, more experiment and tests (trail and error) is still needed 
in order to take much of the work into the next stage. The good news is, security is no 
stranger to network and information systems. These systems have been associated with 
security for as long as networking and information systems existed. What is really new 
here is the urge to associate network systems with assurance case to give some kind of 
confidence to the system stakeholders that the system they are getting will behave as 
predicted and function well at a certain level when it faced by security risks and attacks 
in the future.  

3.1 Phase 1 of the Development Process - Set a Top Goal 

Depending on the aspect of dependability we are writing the assurance case for, we 
could easily identify the most upper goal or the top goal for your D-Case diagram. In 
our example, since we are building a security case, therefore our top goal also known as 
the main claim should be: “System is reasonably secure”.  

In support of the top goal or top claim, we need some input documents into the 
context nodes. These documents provide the environment information about the 
system. This includes any sort of attachment that helps to make the main argument 
truthful or convincing. For example, documents like the system requirements, which 
tells of what kind of security requirements that the system has in order to secure the 
system from unwanted attacks, or any kinds of security design architecture diagram if 
any, and so forth. Figure 2 is to provide a visualized view of what this paragraph is 
trying explain. Figure 1 shows only the top most part of our security case diagram.  

 

Fig. 2. The top part of the security case tree diagram 

3.2 Phase 2 of the Development Process - Set an Argument Strategy to 
Decompose the Main Goal to Sub-goals 

After the top goal is set with all the necessary contexts. What follows is the 
decomposition step or stage of the main argument or the ‘main goal’ into two or more 
sub-goals. However, prior to the decomposition stage, where the ‘sub-goal nodes’ 
comes into the picture, the node called ‘strategy’ is inserted between the main goal and 
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the sub-goals. The strategy node should explain or give a sense of justification or 
reasoning to why the security case builders decided to decompose the main goal into 
such and such number of sub-goals. In figure 3, the strategy links us to some of the 
identified security vulnerabilities displayed in table 1. In this example, we took 6 
identified security vulnerabilities as sub-goals. And the strategy is to argue over each of 
the 6 identified security vulnerabilities.  

 

Fig. 3. This figure shows the decomposition process from the top goal into sub-goals with the 
strategy node in between 

No matter what the assurance case is, whether it is a safety case, reliability case or 
a security case, they all follow a kind of pattern. For example, security case patterns 
are claims-argument-evidence structures that can be reused in many different security 
cases. The security case method offers the opportunity for security and domain 
experts to organize security knowledge and mitigation strategies in the form of 
security case patterns. Such patterns can then be shared among the security 
community and other stakeholder communities and continually built upon, refined, 
and improved. A growing repository of security case patterns is a huge possibility for 
a variety of domains and operational contexts that not only would provide greater 
opportunities for reuse and standardization of assurance arguments, but also could 
allow the security community to associate an historical record of security 
performance and return on investment with particular security case patterns.  

In the last measure to our security case, we would see that some of the sub-goals got 
themselves a straight forward evident or solution that satisfy the final objective in 
supporting of the main goal, while in some sub-goals, they have to be expanded more 
widely in order to get to the heart of where the evident truly exist.  Figure 4 shows how 
sub-goals one, two and three are decomposed until the evident that satisfy all the 
objectives of the security case main goal. 

And finally as shown in Figure 5, we decomposed sub-goal 4 into four more 
sub-goals of sub-goal 4.1, sub-goal 4.2, sub-goal 4.3 and sub-goal 4.4. Note that for 
sub-goal 4.1, we added one property of GSN called undeveloped which is truly meant 
that this sub-goal 4.1 is not yet completed within the security case. Many factors could 
contribute to be the reason why a sub-goal is labeled undeveloped. For example, one of 
the factors could be that the evident or evidence provided to satisfy the objective of 
sub-goal 4.1 is not well defined by both the networking engineers and the security case 
builders. 
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Fig. 4. This part of the Security Case shows how sub-goals 1,2 and 3 are being decomposed right 
down to the evident nodes 

  
Fig. 5. This figure shows how sub-goal 4 is decomposed into 4 more sub-goals of 4.1, 4.2, 4.3 
and 4.4 

4 Evaluations and Conclusion 

The nature of network system attacks are consequently unpredictable. Therefore 
relying solely on risk assessment and analysis results may not be sufficient enough to 
argue the security case of your system to its stakeholders. We definitely need to collect 
previous attacks reports (lessons learned) from systems with similar functions and 
design with your system. Because of this, the “Time factor” that took for developing 
our security case reduces significantly. Another benefit is Cost. Developing Assurance 
Cases at the moment can cost a lot according to a report from Carnegie Mellon 
University. Then Simplicity. Building a dependability case can be a major challenge to 
those who just entered the field of Assurance Cases. However, our approach has proven 
to be very straightforward and therefore easy to absorb by the newbies.  

We proposed the combination of security engineering knowledge and experiences 
with D-Case to develop strong and valid assessment security cases. This is done by 
integrating past experience of security breach and system development, in fact turning 
the security assurance cases into a system development tool. In this methodology, 
requirements and system goals become high-level goals in the security case tree, which 
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is subsequently extended in a way that reflects each stage of development, later stages 
corresponding to lower level claims in the security case tree. Strategies for deriving 
sub-goals from parent goals can be based on the strategies for deriving more concrete 
views and models of the system under development, and should include an extensive 
vulnerability and risk analysis of the system view at hand. The sub-goals produced in 
this way at one stage of development should be regarded as requirements for the 
subsequent stages. For reuse, patterns of decomposition of goals/claims into sub-goals 
for different types of systems and security requirements might turn out to be a useful 
by-product.  

We conducted an experiment to prove our evaluation. 4 graduate students and 3 
undergraduate students of Nagoya University carried out the experiment, plus 3 
network engineers whom are looking after the KISSEL system. At the end of our 
experiment, we find out that more than 95% of the participants agreed that our new 
method was very straight forward and very easy to follow in creating their own security 
case diagram. 90% agreed that depending on the length of the teams’ discussions, the 
new method takes very few hours to complete once the solutions are final from the 
discussions. Then about the cost of the work, 99% of the participant felt that the cost of 
the new method if applied to all the factors shown in the experiment, should be much 
less than predicted before the experiment was carried out. 

It’s very difficult to collect previous attack reports from other similar systems. We find 
this quite a challenging task. On one occasion, we got a reply back from one of the system 
administrator we collaborated with saying that his University refuse to assist us with our 
request to use their network reports due to confidentiality reasons. However, some big 
companies like IBM for one are quite open about these kinds of reports. They even share 
them for free online via white papers. Also, we found out that our security cases diagram 
contains very sensitive information about our system. Therefore another new issue that 
arose after completing our work was to decide whether to save the assurance case 
diagrams via our system database or to store them as paper file documents. 

In this paper we proposed a new approach for developing security cases. The ideas 
mentioned were (1) how we derived our security case diagram from complying with 
previous attacks reports and risk (lessons learned). (2) We shared our experiment of 
using our approach by applying it to our server distributed e-learning system called 
KISSEL. (3) Our new approach gives us the benefits in Time Efficiency, Low Cost and 
Simplicity. We have shown an experiment of using our method by non-experts on a 
web-server demo system. Currently we have preparing the feasibility experiments of 
our method on a few cases targeting university students and engineers. In the 
experiments we plan to do comparison evaluation with/without our method. 
Furthermore, applying our method to cyber-security issue is one of our important next 
goals. We would like to present the results in near future. 



464 V. Patu and S. Yamamoto 

 

References  

1. Ankrum, T.S., Kromholz, A.H.: Structured assurance cases: three common standards. In: 
Proceedings of the Ninth IEEE International Symposium on High-Assurance Systems 
Engineering (HASE 2005), pp. 99–108 (2005) 

2. Avizienis, A., Laprie, J.-C., Randell, B.: Fundamental Concepts of Dependability. In: 
Proceedings of the Third Information Survivability Workshop, ISW 2000 (2000) 

3. Bloomfield, R., Littlewood, B.: Multi-legged Arguments: The Impact of Diversity Upon 
Confidence in Dependability Arguments. In: Proceedings of 2003 International Conference 
on Dependable Systems and Networks, San Francisco, California. IEEE Computer Society 
Press (2003) 

4. Jackson, D., Thomas, M., Millett, L.I. (eds.): Software for Dependable Systems: Sufficient 
Evidence? Committee on Certifiably Dependable Software Systems, Computer Science and 
Telecommunications Board, National Research Council. National Academies Press, 
ISBN:0-309-66738-0, http://www.nap.edu/catalog/11923.html 

5. Kelly, T.P.: Arguing Safety—A Systematic Approach to Safety Case Management. DPhil 
Thesis, York University, Department of Computer Science Report YCST (May 1999) 

6. DoD. Ministry of Defence, Defence Standard 00-56, Issue 4 (Publication Date June 01, 
2007) 

7. Howell, C.: Workshop on Assurance Cases: Best Practices, Possible Obstacles, and Future 
Opportunities. In: DSN 2004 (2004) 

8. http://www.adelard.com/web/hnav/ASCE/choosingasce/cae.html 
9. Bishop, P., Bloomfield, R.: A Methodology for Safety Case Development. In: Proc. of the 

6th Safety-critical Systems Symposium, Birmingham, UK (February 1998) 
10. Toulmin, S.: The Use of Argument. Cambridge University Press (1958) 
11. Besnard, P., Hunter, A.: Elements of Argumentation. The MIT Press (2008) 
12. Leveson, N.: The Use of Safety Cases in Certification and Requlation. ESD Working Paper 

Series. MIT, Boston (2011) 
13. Kelly, T., Weaver, R.: The Goal Structuring Notation – a safety argument notation. In: Proc. 

of DSN 2004, Workshop on Assurance Cases (2004) 
14. Jackson, D., Thomas, M., Milett, L.: Software for Dependable Systems: Sufficient 

evidence? National Academic Press (2007) 
15. D-Case Editor (2011), http://www.dependable-os.net/tech/D-CaseEditor/ 
16. Matsuno, Y., Takamura, H., Ishikawa, Y.: A Dependability Case Editor with Pattern 

Library. In: Proc. IEEE HASE, pp. 170–171 (2010) 
17. Despotou, G.: Managing the Evolution of Dependability Cases for Systems of Systems. PhD 

Thesis, YCST-2007-16, High Integrity Research Group, Department of Computer Science, 
University of York, United Kindgom (2007) 

18. Weinstock, C.B., Goodenough, J.B., Hudak, J.J.: Dependability Cases. Technical Note 
CMU/SEI-2004-TN-016, SEI, Carnegie Mellon University (2004) 



Author Index

Afzal, Mehreen 105
Alonaizi, Ahmad 321
Alsuhibany, Suliman A. 321

Beer, Wolfgang 305
Bieber, Alexander 180
Boehmer, Wolfgang 288
Bouvry, Pascal 269
Buchmann, Johannes 91, 194
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