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Plzeň, Czech Republic
{hrala36,pkral}@kiv.zcu.cz

Abstract. This paper deals with multi-label automatic document classification
in the context of a real application for the Czech news agency. The main goal of
this work is to compare and evaluate three most promising multi-label document
classification approaches on a Czech language. We show that the simple method
based on a meta-classifier proposes by Zhu at al. outperforms significantly the
other approaches. The classification error rate improvement is about 13%. The
Czech document corpus is available for research purposes for free which is an-
other contribution of this work.
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1 Introduction

Automatic document classification becomes very important for information organiza-
tion and storage because of the fast increasing amount of electronic text documents
and the rapid growth of the World Wide Web. In this work, we focus on the multi-
label document classification1 in the context of the application for the Czech News
Agency (CTK).2 CTK produces daily about one thousand of text documents. These doc-
uments belong to different categories such as weather, politics, sport, etc. Nowadays,
documents are manually annotated but this annotation is often not accurate enough.
Moreover, the manual labeling represents a very time consuming and expensive task.
Therefore, automatic document classification is very important.

In our previous work [1], we proposed a precise Czech document representation
(lemmatization and POS tagging included) and evaluated five feature selection methods,
namely document frequency, mutual information, information gain, Chi-square test and
Gallavotti, Sebastiani & Simi metric on three classifiers (Naive Bayes (NB), Maximal

1 One document is usually labeled with more than one label from a predefined set of labels.
2 http://www.ctk.eu
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Entropy (ME) and Support Vector Machines (SVMs)) in order to build en efficient one
class (sometimes also called single-label) Czech document classification3 system.

The main goal of this work is to adapt our previously developed system to multi-label
classification task. The main scientific contribution is to compare and evaluate three
most promising multi-label document classification approaches on a Czech language in
order to build an efficient Czech multi-label document classification system. Note that
to the best of our knowledge, there is no comparative study on the multi-label document
classification approaches evaluated on Czech documents. Another contribution of this
work is the public availability of the Czech document corpus for the research purposes.

Section 2 presents a short review about the document classification approaches. Sec-
tion 3 describes three document classification approaches that are compared. Section 4
deals with the realized experiments on the CTK corpus. In the last section, we discuss
the research results and we propose some future research directions.

2 Related Work

The document classification task is basically treated as a supervised machine-learning
problem, where the documents are projected into the so-called Vector Space Model
(VSM), basically using the words as features. Various classification methods have been
successfully applied [2,3], e.g. Bayesian classifiers, decision trees, k-Nearest Neigh-
bour (kNN), rule learning algorithms, neural networks, fuzzy logic based algorithms,
maximum entropy and support vector machines. However, the task suffers from the is-
sue that the feature space in VSM is highly dimensional which negatively affects the
performance of the classifiers.

To deal with this issue, techniques for feature selection or reduction have been pro-
posed [4]. The successfully used classical feature selection approaches include docu-
ment frequency, mutual information, information gain, Chi-square test or Gallavotti,
Sebastiani & Simi metric [5,6].Furthermore, a better document representation may lead
to decreasing the feature vector dimension, e.g. using lemmatization or stemming [7].
More recently, advanced techniques based on Principal Component Analysis (PCA) [8]
incorporating semantic concepts [9] have been introduced.

Recently, multi-label document classification [10,11,12] becomes a popular research
field, because it corresponds usually better to the needs of the real applications, than one
class document classification. Unfortunately, it is much more complicated. The choice
of 1 class from the predefined set of N classes becomes the choice of M classes from
N ones (M value is unknown). Several approaches have been proposed as summarized
for instance in a survey [13].

The most of the proposed methods (see above) deals with English and are usually
evaluated on the Reuters,4 TREC5 or OHSUMED6 data sets.

3 One document is assigned exactly to one label from a predefined set of labels.
4 http://www.daviddlewis.com/resources/testcollections/
reuters21578

5 http://trec.nist.gov/data.html
6 http://davis.wpi.edu/xmdv/datasets/ohsumed.html

http://www.daviddlewis.com/resources/testcollections/reuters21578
http://www.daviddlewis.com/resources/testcollections/reuters21578
http://trec.nist.gov/data.html
http://davis.wpi.edu/xmdv/datasets/ohsumed.html
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Only few work focuses on the document classification in other languages. Yaoyong et
al. investigate in [14] learning algorithms for cross-language document classification and
evaluate them on the Japanese-English NTCIR-3 patent retrieval test collection.7 Olsson
presents in [15] a Czech-English cross-language classification on the MALACH8 data
set. Wu et al. deals in [16] with a bilingual topic aspect classification of English and
Chinese news articles from the Topic Detection and Tracking (TDT)9 collection.

Unfortunately, to the best of our knowledge, there are no language-specific multi-
label document classification method for documents written in Czech language. In such
a case, the issues of large feature vectors become more significant due to the complexity
of Czech language when compared to English.

3 Multi-label Document Classification

3.1 Preprocessing, Feature Selection and Classification

The same preprocessing as in our previous work [1] is used, i. e. a morphological anal-
ysis including lemmatization and Part-Of-Speech (POS) tagging. The lemmatization
decreases the number of features by replacing a particular word form by its lemma
(base form) without any negative impact to the classification accuracy.

The knowledge of the POS tags is used for the further feature vector reduction. We
filter out the words that should not contribute to classification according to theirs POS
tags. The words with the uniform distribution among all document classes are removed
from the feature vector. After this filtration, only words with the POS tags noun, adjec-
tive or adverb remain in the feature vector.

As a feature selection, the mutual information method is used because it achieves the
best results in our previous work.

Note, that the above described steps are very important, because irrelevant and re-
dundant features can degrade the classification accuracy and the algorithm speed.

Three classifiers that are successfully used for document classification in the liter-
ature (see previous section) and in our previous work are used: Naive Bayes (NB),
Maximal Entropy (ME) and Support Vector Machines (SVMs).

3.2 Multi-label Document Representation

The existing approaches can be divided into two groups: 1) problem transformation
methods; and 2) algorithm adaptation methods. We focus here only on the first group.
According to the authors of the survey [13], we have implemented two approaches
that give the best classification scores. These approaches are described next. Then, we
present a simple approach proposed by Zhu et al. in [17].

7 http://research.nii.ac.jp/ntcir/permission/perm-en.html
8 http://www.clsp.jhu.edu/research/malach/
9 http://www.itl.nist.gov/iad/mig//tests/tdt/

http://research.nii.ac.jp/ntcir/permission/perm-en.html
http://www.clsp.jhu.edu/research/malach/
http://www.itl.nist.gov/iad/mig//tests/tdt/
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Class and Complement. Let N be the number of the classes. The first approach uses
N binary classifiers CN

i=1 : x → l,¬l, i. e. each binary classifier assigns the document
x to the label l iff the label is included in the document, ¬l otherwise.

The final classification result is given by:

C(x) = ∪N
i=1: Ci(x) = l (1)

The main drawback of this method is a very long training and classification time. This
approach is hereafter called Class & complement.

Merged Categories. Let K be the number of the different sets of labels existing in the
corpus. The second approach uses each different set of labels as a new single label:

L = ∪K
k=1lk (2)

One class document classifier C : x → L is then used for the document classifica-
tion. Authors of [13] state, that this approach brings the best classification results. The
principal weakness of this method is the data sparsity, i.e. some new classes with few
document occurrences are created. This approach is further called Merged categories.

Threshold Classification. In this approach, the corpus is transformed as follows: the
document with K labels is considered as K one class documents for training. The same
classifier C as in the one label document classification task is created. This classifier
produces a sorted list of the N labels li according to their classification scores si.

The core of the method consists in building a meta-classifier CM in order to separate
K classes belonging to the document and the rest ¬K . In this work, we distinguish
these two classes by a threshold T . The document x is associated with a label li iff:

si(x) > T (3)

The resulting set of labels L is given by:

L = ∪li ↔ CM : x → li (4)

The threshold value is determined experimentally on the development corpus.
Note, that this approach is very simple. Nevertheless, there are two main advantages

of this method: 1) minimal adaptation of our previously developed system is necessary;
2) algorithm speed. This approach is hereafter called Threshold classification.

4 Experiments

4.1 Tools and Corpora

For lemmatization and POS tagging, we used the mate-tools.10 The lemmatizer and POS
tagger were trained on 5853 sentences (94.141 words) randomly taken from the PDT

10 http://code.google.com/p/mate-tools/

http://code.google.com/p/mate-tools/
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2.011 [18] corpus. The performance of the lemmatizer and POS tagger are evaluated on
a different set of 5181 sentences (94.845 words) extracted from the same corpus. The
accuracy of the lemmatizer is 81.09%, while the accuracy of our POS tagger is 99.99%.
Our tag set contains 10 POS tags as shown in Table 1.

We used an adapted version of the MinorThird12 tool for implementation of the doc-
ument classification methods. This tool has been chosen mainly because the three eval-
uated classification algorithms were already implemented.

As mentioned previously, the results of this work will be used by the CTK. There-
fore, for the following experiments we used the Czech text documents provided by the
CTK. Table 1 shows the statistical information about the corpus. Figure 1 illustrates the
distribution of the documents depending on the number of labels. This corpus is avail-
able only for research purposes for free at http://home.zcu.cz/˜pkral/sw/
or upon request to the authors.

In all experiments, we used the five-folds cross validation procedure, where 20% of
the corpus is reserved for the test. For evaluation of the classification accuracy, we used
as frequently in some other studies a Error Rate (ER) metric. The resulting error rate
has a confidence interval of < 1%.

Table 1. Corpus statistical information

Unit name Unit number Unit name Unit number

Document 11955 Numeral 216986
Category 60 Verb 366246
Word 2974040 Adverb 140726
Unique word 193399 Preposition 346690
Unique lemma 152462 Conjunction 144648
Noun 1243111 Particle 10983
Adjective 349932 Interjection 8
Pronoun 154232

4.2 Class and Complement

The first section of the Table 2 shows the classification results of the class & com-
plement approach. These results show clearly, that SVM and ME classifiers having
comparable scores outperform significantly the NB.

Note that the ER metric is very strict, because the document is considered as classi-
fied incorrectly when only one label (from K) is not correct.

4.3 Merged Categories

As already stated, this approach suffers from the data sparsity problem. There are some
classes with few document occurrences and a correct estimation of such models is very
difficult. One solution is not to consider the classes with few occurrences and remove
them from the classification.
11 http://ufal.mff.cuni.cz/pdt2.0/
12 http://sourceforge.net/apps/trac/minorthird

http://home.zcu.cz/~pkral/sw/
http://ufal.mff.cuni.cz/pdt2.0/
http://sourceforge.net/apps/trac/minorthird
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Fig. 1. Distribution of the documents depending on the number of labels

Table 2. Classification error rates [in %] of the all evaluated approaches using NB, SVM and ME
classifiers

Classifier
Approach NB SVM ME

1 Class & complement 63.45 36.62 37.60
2 Merged categories 52.88 60.87 32.26
3 Threshold classification 38.40 25.67 23.12
4 Number of classes given 19.04 9.44 9.96

Figure 2 illustrates the classification error rates of the merged categories approach
using NB, SVM and ME classifiers depending on the number of classes. This number
is given by the value of the minimal number of documents per class. The figure demon-
strates that the ME classifier brings better results than NB and SVM. The difference is
most significant in the case when all classes are considered.

The second section of the Table 2 shows the error rates when all classes are used.
The best error rate value is 32.26% which outperforms the best score of the previous
experiment by 4% in the absolute value.

4.4 Threshold Classification

Figure 3 illustrates the classification error rates of the threshold classification approach
using NB, SVM and ME classifiers when the different thresholds are used. The best
error rates are reported in the third section of the Table 2. These results show that this
approach outperforms significantly both previous methods. The best result is given by
the ME classifier as in the previous approach.

4.5 Results Analysis

In this section, we would like to analyze the most accurate method from the two aspects:

1. Evaluation of the classification result where the correct number of the classes is
given (see the fourth section of the Table 2). We can conclude that it is possible to
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Fig. 2. Document classification error rates of the merged categories approach using NB, SVM
and ME classifiers depending on the number of classes (x-axis in logarithmic scale)
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Fig. 3. Document classification error rates [in %] of the threshold classification approach
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Fig. 4. Error rates of the separated classes (without any combination using a meta-classifier)
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improve the classification score by 13% when the “ideal” meta-classifier is used.
The ME and SVM give comparable results, while the error rate of the NB is signif-
icantly worse.

2. Evaluation of the single-label classification (see Figure 4), i. e. error rates of all
classes separately without any combination. This analysis confirms that the single-
label classification is much easier than the multi-label ones. Note, that the best
global error rate is given by the SVM classifier and is 9.44%.

5 Conclusions and Future Work

In this work, we have implemented three promising multi-label document classification
methods. Then, we have evaluated these methods on the Czech CTK corpus. We have
shown that the simplest method based on the meta-classifier outperforms significantly
both other approaches. The classification error rate improvement is about 13%.

The main perspective consists in proposing a more suitable document representation.
For this task, we would like to study the impact of the syntactic structure of the sentence,
semantic spaces, etc.
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