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Abstract. This paper describes our experiment with using the Gaussian mix-
ture models (GMM) for evaluation of the speech quality produced by different
methods of speech synthesis and parameterization. In addition, the paper ana-
lyzes and compares influence of different types of features and different number
of mixtures used for GMM evaluation. Finally, the GMM evaluation scores are
compared with the results obtained by the conventional listening tests based on
the mean opinion score (MOS) evaluations. Results of evaluations obtained by
these two ways are in correspondence.

Keywords: GMM classifier, spectral and prosodic features of speech, synthetic
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1 Introduction

At present, the requirements on the quality of produced synthetic speech are rapidly
increasing because the proper, quick, and easy understanding is a basic condition for ef-
fectivity and suitable strategy of dialogue management in the voice communication sys-
tems with the human-machine interface. For that reason the evaluation of the synthetic
speech quality –first of all, intelligibility and naturalness – must often be performed. Sev-
eral subjective and objective methods are used to verify the quality of produced synthetic
speech. As regards subjective approaches [1], [2] the listening tests are usually used for
giving the feedback information about user’s opinion. On the other hand, especially in
the case of intelligibility, the objective method based on automatic speech recognition
(ASR) system can be used, where the final result represents the recognition score [3].
These recognition systems are often based on neural networks, hidden Markov models
[4], or Gaussian mixture models (GMM) [5] in the case of speech emotion classification.
The main advantage of this statistical evaluation method is that it works automatically
without human interaction and the obtained results can be numerically judged.
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This paper describes our experiment with using the GMM for evaluation of the
speech quality produced by different methods of speech synthesis and parametric de-
scription that are often used for the speech production by the text-to-speech (TTS)
systems. The GMM were trained with a corpus consisting of the original male and
female Czech speech. The original sentences were resynthesized with different setting
of segmentation method, type of speech modelling, as well as with different number
of parameters of the vocal tract model. For the GMM evaluation, the basic and com-
plementary spectral properties [6] including the supra-segmental parameters [7], were
determined from the synthesized sentences and used in the input feature vector. The
paper next analyzes and compares influence of different types of spectral features and
supra-segmental parameters used for GMM evaluation as well as the influence of the
number of used GMM mixture components.

Motivation of our work was to find an alternative approach to the standard listening
tests, especially when audible differences were too small or hardly recognizable by
listeners, in problems with their collective realization, etc.

2 Subject and Method

The Gaussian mixture models can be defined as a linear combination of multiple Gaus-
sian probability distribution functions of the input data vector. For GMM creation, it
is necessary to determine the covariance matrix, the vector of mean values, and the
weighting parameters from the input training data. Using the expectation-maximization
(EM) iteration algorithm, the maximum likelihood function of GMM is found [8]. For
control of the EM algorithm, the Ngmix represents the number of used mixtures in
each of the GMM models. In standard use of the GMM classifier, the resulting score
is given by the maximum overall probability for the given class using the score(T, i)
representing the probability value of the GMM classifier for the models trained for cur-
rent i-th class in the evaluation process, and an input vector T of the features obtained
from the tested sentence [5]. For our purpose, only one model is created and trained
in dependence on the speaker voice (male/female) with the help of the input feature
vectors from the original sentences. In the classification phase, we obtain the scores us-
ing the input feature vectors from the tested sentences synthesized by various methods.
These scores are sorted by the absolute size and quantized to N levels corresponding
to N output classes. It means that the obtained highest score represents the synthe-
sized sentences having the speech features that are most similar to those obtained from
the original sentences used for GMM model training; the minimum score corresponds
to the tested sentence with the greatest differences in comparison to the originals. To
obtain correspondence (comparable values) with the mean opinion score (MOS) eval-
uation method where the perceived quality is scaled from “5” representing the best
quality to “1” corresponding to poor quality; finally we use five output classes: in the
score discriminator block (see Fig. 1) the highest obtained score is assigned to the value
5, the lowest score to the value 1. To obtain speaker independent GMM classification,
the data k-fold cross-validation method [8] can be applied during the training and the
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Fig. 1. Block diagram of the GMM classifier used for speech quality evaluation

testing processes. In our case this approach is not currently applied, so the classification
works speaker-dependently. In the first stage of development – the GMM speech quality
classifier has only one-level structure. This simple architecture expects that the gender
of the voice (male/female) was correctly recognized in the previous process – manually,
by listening tests, etc. Subsequently, the quality of the speech is identified for each of
two gender classes.

2.1 Spectral Features and Prosodic Properties Determination

Spectral analysis of the speech signal is performed in the following way: from the in-
put samples, after segmentation and weighting by a Hamming window, the absolute
values of the fast Fourier transform, the power spectrum, and the smoothed spectral
envelope (using the mean Welch’s periodogram) are calculated for further use in the
feature determination process. The spread of the signal around the higher harmonics
has consequences on spectral tilt measurements. On the other hand, the harmonics-to-
noise ratio (HNR) provides an indication of the overall periodicity of the speech signal.
Specifically, it quantifies the ratio between the periodic and aperiodic components in
the signal. The spectral centroid (SC) is a centre of gravity of the power spectrum and
represents an average frequency weighted by the values of the normalized energy of
each frequency component in the spectrum. The spectral flatness measure (SFM) can
be used to determine the degree of periodicity in the signal. This spectral feature can
be calculated as a ratio of the geometric and the arithmetic mean values of the power
spectrum. The spectral entropy (SE) is a measure of spectral distribution. It quantifies
a degree of randomness of spectral probability density represented by normalized fre-
quency components of the spectrum.

Microintonation component of speech melody given by F0 contour can be supposed
to be a random, band-pass signal described by its spectrum and statistical parameters.
We use differential microintonation signal F0DIFF obtained by subtraction of mean
F0 values and linear trends. The jitter related to microvariations of a pitch curve is
computed as a relative number of zero crossings (ZCR) of a derivative pitch curve nor-
malized by utterance duration. For calculation of the absolute jitter values, the average
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absolute difference between consecutive pitch periods measured in samples was used.
In the case of the shimmer measure determination, a period-to-period variability of
amplitudes of the speech signal was used.

3 Material, Experiments, and Results

In our experiment we use the speech material which consists of sentences with duration
from 1.5 to 10.5 seconds, resampled at 16 kHz, representing speech in a neutral (declar-
ative) state, and yes/no questions uttered by one male and one female speaker. The
original sentences were analyzed and subsequently resynthesized using five different
types of speech modelling (cepstral [9], harmonic [10]), segmentation, and with differ-
ent number of applied coefficients Ncoeff – see detailed specifications in Table 1. These
synthesis methods are currently used in the Czech TTS system based on the HMM ap-
proach for synthetic speech personification or expressive speech production [11]. The
whole test speech corpus includes 180 + 180 sentences consisting of the originals and
five types of resynthesis. For the listening test evaluation only 80 + 80 sentences (male
+ female) were selected from the main test corpus. The processed speech material orig-
inates from speakers with different mean F0 values so different parameter settings for
analysis – frame (window) length WL and window overlapping WO – were applied.
The F0 values (pitch contours) were determined by autocorrelation analysis method
with experimentally chosen pitch ranges as follows: 55− 250 Hz for male voices, and
105− 350 Hz for female ones.

Table 1. Detailed specification of used speech analysis and synthesis method

Two basic types of experiments were performed for comparison in this paper:

1. Objective – automatic evaluation of the synthetic speech quality using the statistical
method based on the GMM approach,

2. Subjective – manually performed listening test using the MOS evaluation method.

In GMM evaluation the analysis and comparison was aimed at investigation of:

– influence of the number of used mixtures on GMM evaluation (in the range of
Ngmix ∈< 1− 3 >),

– influence of the used type of the feature set on GMM evaluation score (sets P1-3),
– influence of the feature order in the input data vector on GMM score; the set P1

was used with the reversed order of features giving thus the set called P4.
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The feature set of 16 values as the input data vector for GMM training and classifi-
cation containing the features determined from the spectral envelopes (skewness, kur-
tosis, spread, and tilt), the complementary spectral parameters (HNR, SC, SFM, SE),
and supra-segmental parameters (F0, jitter, and shimmer) was used, as shown Table 2.
In the case of the spectral features, the basic statistical parameters-mean values and
standard deviations (std)-were used as the representative values in the feature vectors
for GMM evaluation. For implementation of the supra-segmental parameters of speech,
the statistical types – median values, range of values, std, and/or relative maximum and
minimum we used in the feature vectors. A simple diagonal covariance matrix of the
GMM was applied in this first evaluation experiment. The basic functions from the Ian
T. Nabney “Netlab” pattern analysis toolbox [12] were used for creation of the GMM
models, data training, and classification.

Table 2. Detailed specification of used speech analysis and synthesis method

Subjective evaluation was realized by the conventional listening test called “Speech
quality evaluation – male/female voice” located on the web page http://www/
lef.um.savba.sk/scripts/itstposl2.dll. This listening test program in
the form of MS ISAPI DLL script including the testing speech runs on the server PC
and communicates with the user via the HTTP protocol by WEB pages with frames
in the HTML language. The currently used type of the listening test is based on the
MOS evaluation for naturalness and intelligibility of the synthetic speech example. By
reason of differentiation for creation and training of the GMM models, the evaluation
must be performed separately for male and female voices. The complete test consists of
10 evaluation sets using sentences selected randomly from the speech corpus. In addi-
tion, the listening test program generates also the test protocol with time marks, so we
can determine the duration of the performed test.

http://www/lef.um.savba.sk/scripts/itstposl2.dll
http://www/lef.um.savba.sk/scripts/itstposl2.dll
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3.1 Obtained Results

Obtained results of performed GMM evaluation experiment are presented in graphical
form for visual comparison by the boxplot of basic statistical parameters (see Fig. 2), or
by the bar graphs (see Figures 3 and 4) separately in dependence on the speaker’s voice.
Twenty two listeners (5 women and 17 men) took part in our listening test experiment:
20 listening tests of male voice and 20 tests of female voice were executed, 40 tests in
total. Evaluation of the listening test results was realized in dependence on listener’s
sex for all synthesis method categories, see Fig. 5. The final comparison of evaluation
results based on GMM approach and MOS listening tests separately for male/female
voice are shown in Table 3.

Table 3. Final comparison of evaluation results based on GMM approach and MOS listening test
separately for the male/female voice and the applied type of the synthesis method

4 Discussion and Conclusion

As follows from our first comparison experiment, increasing the number of the used
mixtures brings not always positive effect to the GMM evaluation – it holds especially
in the case of female speech, where differentiation of the discriminated GMM score is
worse for two or three mixtures than for only one mixture – see Fig. 3. Therefore, in
further analysis we use setting Ngmix = 1; but in this case there are actually compared
averages of features in the input vector from natural and synthesized speech using the
Mahalanobis distance measure. Application of the proper type of the input features
for GMM evaluation is very important – as demonstrated by the results of our second
experiment (see Fig. 4): the best results are produced by the feature set P1 consisting
of a mix of spectral and prosodic features, the worst results correspond to the set P3
when only supra-segmental features were used. These results consider the fact, that the
resynthesized sentences have the similar distribution of F0 values as the original ones.
The differences can be caused only by the used type of pitch-period detection and the
segmentation method (processing) for signal analysis as it is documented by Table 1.

On the other hand, the order of the parameters in the input feature vector has minimal
influence on the GMM score – values for the sets P1 and P4 are practically the same.
Comparison of the GMM scores obtained with the help of the full speech corpus and
using only the sentences applied in the listening test shows that they are similar. The
summary results of the MOS test are also in correspondence – compare values in Table 3
and Fig. 5. Due to disproportion in the groups of listener’s gender (the female group is
smaller than the male one) the score differentiation in the case of the female listeners is
not as objective as in the male listeners.
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Fig. 2. The boxplot of the basic statistical parameters of the discriminated score values: for male
(left) and female (right) voices; Ngmix = 1, feature set P1

Fig. 3. Influence of the number of used mixtures on the discriminated GMM score: mean values
for male (left) and female (right) voices; feature set P1

Fig. 4. Influence of the type of the feature vector on the discriminated GMM score: mean values
for male (left) and female (right) voices; Ngmix = 1

Fig. 5. Summary results of the listening test MOS evaluation in dependence on listener’s cate-
gories joined for male and female voices
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The observed quality of the synthetic speech with the female voice was lower than
that with the male voice, so the score values were also lower and worse differentiated.
At the same time, recognizable differences were observed in the resynthesis quality of
the declarative sentences and yes/no questions, which reached the lowest MOS score.
From the listener’s feedback information follows that the listening test constructed by
this way is very difficult: several listeners executed only one type of the test; some of
the addressed persons tried the test but they could not recognize differences so the test
was not finished. Therefore, this is the right case when the GMM based evaluation can
be applied more effectively and it can bring more accurate results than the conventional
listening tests.

In near future, we plan testing of the GMM evaluation using the larger speech
databases as well as the ones spoken in other languages, and also make a comparison
with other widely applied quality assessment schemes used for telephony speech signals
and speech codecs evaluation. Increase of the GMM score can be expected if the full co-
variance matrix is used, so both approaches will be compared in future. We would also
like to try to use the GMM classification for quality evaluation of the voice conversion
(male/female/child) or the expressive style transformation of the synthesized speech.
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